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Abstract—Reconfigurable intelligent surfaces (RIS) can reflect
an incoming signal toward a target location to enhance the
received signal quality. In most studies, it is assumed that
the base station (BS) provides configuration data to an RIS
controller. However, for a passive RIS with a high number of
elements, this data transmission from the BS can introduce
significant delays. This challenge is especially pronounced in
vehicular communications, where reflection coefficients must be
updated even for a few millimeters of movement. To overcome
this limitation, we propose a self-tuning RIS controller that
independently calculates the reflection coefficients with minimal
input from the BS. Our RIS controller leverages the user’s
location information to compute the reflection coefficients in three
steps: channel gain calculation, steering vector calculation, and
optimal phase control. A pipelined architecture is developed to
support these steps in real-time. The proposed VLSI architecture
is implemented on an Artix-7 XC7A100TCSG324-1 FPGA to
calculate reflection coefficients for a vehicle moving at a 100
kmh speed.

Index Terms—RIS, RIS Controller, FPGA, VLSI, steering
vector, optimal phase

I. INTRODUCTION

Reflective intelligent surfaces (RIS) represent a break-
through technology widely regarded as a key contender for the
sixth-generation (6G) wireless standard [1], [2]. The concept
of RIS involves adding a metasurface to create an alternative
communication path, similar to that provided by relays. In
the uplink, signals from users can be reflected by the RIS
toward the base station (BS), while downlink communication
from the BS to users occurs in the reverse direction. As 6G
advances toward high-frequency communications, such as in
the sub-THz or visible light spectrum, these frequencies face
increased absorption and penetration loss [3]. When a line-
of-sight (LOS) path between the user and BS is obstructed,
the alternative route provided by RIS can significantly boost
the signal-to-noise ratio (SNR) at the receiver [4]. Thus, RIS
is crucial for ensuring effective high-frequency communica-
tion in 6G [5], [6]. RIS also holds tremendous potential
for space communications, vehicular communications, and
wireless sensing applications.

RIS employs varying voltage levels to adjust the reflection
properties and phase angle of the reflected beam. In existing
literature, it is assumed that a software-programmable device,
such as a microcontroller, will function as the back-end to
generate these voltages for configuring the RIS. This hardware

device is typically referred to as RIS controller. Furthermore,
most literature assumes that the RIS controller receives in-
formation from the base station (BS) to optimize the phase
angles of each element, focusing the reflected beam toward
the BS. It is important to note that without proper reflection
coefficients, the RIS does not improve received power or
capacity. However, obtaining these coefficients from the BS
may be subject to delays, which could worsen in the case of a
moving user [7]. Therefore, we believe that the right place
for calculating the reflection coefficients is within the RIS
controller itself. We refer to this as a self-tuning RIS controller.
In this paper, we introduce a digital very-large-scale integra-
tion (VLSI) architecture for a self-tuning RIS controller tai-
lored for vehicular communications. Our proposed controller
can compute optimized reflection coefficients with minimal
feedback data from the BS. There are three primary reasons
for opting for a VLSI design over a software implementa-
tion in a microcontroller: (1) The calculations required to
determine the reflection coefficients for an RIS are intensive,
particularly given the large number of elements (potentially in
the hundreds) needed to achieve any performance gains in a
passive RIS. (2) In a RIS-assisted vehicular communications,
the coefficients must be updated frequently, as even slight
user movements—on the scale of millimeters—necessitate
recalculations, making the computational load considerably
higher. (3) The interfaces between the BS and RIS may re-
strict large parallel transfers, resulting in reflection coefficient
information being calculated and transferred serially [8]. Due
to these aforementioned reasons, a software implementation
is not suitable to process such a massive amount of data in a
very short time. Our proposed architecture rapidly calculates
optimized reflection coefficients for an RIS with numerous
elements, requiring only the location information from the BS.
The proposed VLSI architecture is synthesized for the Arty-A7
development platform, which centers around an Artix-7 field-
programmable gate array (FPGA). This device was selected
for its low cost and size, which is comparable to real-time
microcontrollers like the STM32 or Texas Instruments (TI)
TIVA series.

The rest of the paper is organized in the following way:
Section II presents the system model of RIS-aided vehicular
communication, along with a discussion of the optimized
reflection coefficient calculation method. In Section III, we
present our simulation results including fixed-point simulations
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to find out the appropriate word length. In Sections IV and
V, we present the VLSI architecture of the self-tuning RIS
and FPGA implementation results. The paper is concluded in
section VI.

II. SYSTEM MODEL

We consider a point-to-point vehicular communication sys-
tem supported by an N -element RIS. The RIS consists of
passive elements to facilitate communication between a single-
antenna moving user device and a single-antenna BS. The
position of the user, RIS and the BS can be denoted in a
three-dimensional coordinate by (au, bu, cu), (ar, br, cr) and
(ab, bb, cb), respectively [9]. The RIS and BS are generally
stationary, meaning that the only value that continuously
changes is the coordinates of the user with mobility. This
scenario is depicted in Fig. 1. We assume the user is trans-

Fig. 1: Vehicular communication using a RIS.

mitting a complex baseband signal x to the receiver via a
direct LOS path and also via the RIS. We denote a particular
element of RIS by n where n ∈ {1, . . . , N}. We also assume
the transmitted symbols from the user to RIS suffer from
amplitude attenuation α1,n and phase shift of the frequency-
flat channel ξ1,n. Therefore, the impinged signal on the n-th
RIS element can be expressed as

zin,n = α1,ne
−jξ1,nx. (1)

The RIS element n introduces an amplitude attenuation of βn
and a phase shift of θn. The reflected signal of the RIS could
be expressed as

zout,n = βne
jθnzin,n = βne

jθnα1,ne
−jξ1,nx, (2)

where θn ∈ [0, 2π] and βn ∈ [0, 1] because we are using
passive RIS, i.e. the RIS is not equipped with a radio-
frequency (RF) chain.
The reflected signal experiences similar channel impairments
before reaching the base station. If the amplitude attenuation
and the phase shift between the RIS and BS are α2,n and
ξ2,n, respectively, then the received signal at the BS can be
expressed as

yn = α1,ne
−jξ1,nβne

jθnα2,ne
−jξ2,nx

= g∗1,nβne
jθng2,nx, (3)

where g∗1,n = α1,ne
−jξ1,n and g2,n = α2,ne

−jξ2,n are the
channel coefficients between user to RIS and RIS to BS,

respectively. The complete received signal including the LOS
transmission and all the N RIS elements can be expressed as

y =

(
N∑
i=1

βne
jθng∗1,ng2,n + g∗d

)
x = (gH

1 Θg2 + g∗d)x, (4)

where g∗d ∈ C, g2 ∈ CN×1 and gH
1 ∈ C1×N are the

channels between user to the BS, RIS to BS and user to RIS,
respectively. Here, Θ = diag(β1ejθ1 , . . . βNejθN ) represents
the reflection coefficients that we aim to optimize in order to
fully leverage the benefits of the RIS.

A. Optimized RIS Coefficient Calculation

The calculation of optimized RIS reflection coefficients is
carried out in three main steps: (1) computing the channel gain
for each link, (2) determining the phase shift for each RIS
element to correctly steer the beam toward the BS, and (3)
calculating the reflection coefficients to coherently combine
the direct and reflected signals at the BS [10]. We assume
that the only information required by the RIS controller is
the user’s location. Since the RIS controller and the BS are
stationary, we consider their location information to be known
to the controller. Additionally, the array configuration of the
RIS—including the number of elements, the number of rows
and columns, and the spacing between the elements—is also
known to the controller. For the channel gain of each link,
we utilize the known carrier frequency fc to compute the
free space path loss and the distance r between the links to
calculate the phase shift as

g =
λ

4πr
ej

2πr
λ . (5)

We use (5) to calculate the channel gains g∗d , g1 and g2. Next,
the steering vector needs to be calculated for each element of
the RIS as

ζi,k = ej
λ
2
2π
λ (i sinψa + k sinψe). (6)

Here, we assume a uniform planar array (UPA) where elements
are placed λ

2 spacing apart. In addition, ψa and ψe represent
the azimuth and elevation angle between the RIS and either the
user or BS. By multiplying the channel gain with the steering
vector, we introduce precise directional phase adjustments,
ensuring that the reflected signals are directed toward the
location of the BS. This results in effective channel gains g̃1

and g̃2. The final step involves adjusting the phase shift at the
RIS to ensure that the reflected signal from the RIS and the
direct line-of-sight (LOS) path constructively interfere at the
base station. In other words, our objective is to align the RIS-
aided path, including the RIS phase shift Θ, with the phase of
the direct signal at the BS. This is achieved by

∠g∗d = ∠g̃1,n + θn + ∠g̃2,n
⇒θn = ∠g∗d − ∠g̃1,n − ∠g̃2,n. (7)

We use this angle for the reflection coefficient of each element
of the RIS as ejθn .
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Fig. 2: Received Power vs UE Position for LOS, RIS, and
Optimized RIS.

III. FIXED-POINT MODELING

In this section, we conducted a fixed-point analysis to
determine the minimum word length necessary for effective
self-tuning. First, we present the floating-point simulation,
which illustrates the relationship between the user’s location
and the fixed positions of the user, BS and RIS, which are
(ab = 0, bb = 0, cb = 0), (ar = 50, br = 0, cr = 0) in our
simulation setup. The RIS consists of N = 1200 elements
which are arranged in UPA as a 40× 30 matrix. if we denote
the y-axis position of the user in the vehicle as p, the positions
of the user can be represented as (au = 25, bb = p, cb = 0).
For this scenario, we compare the received signal-to-noise ratio
(SNR) at the BS across three cases: (1) without RIS, (2) with
RIS but without optimized phase angles, and (3) with RIS and
optimized phase angles. The user transmits 10000 samples of
BPSK signal using fc = 39 GHz carrier frequency. The user
moves 1 km along the y-axis, i.e., p = −500 : 500. The result
of the simulation is shown in Fig. 2. In Fig. 3, we present the
fixed point simulation for RIS with an optimized phase.

It is important to note that the RIS does not provide any
improvement when the phase angles are not optimized [11].
Hence, the LOS and RIS curves in Fig. 2 have identical
performance.However, we observe a significant increase in
received power with the optimized RIS, ranging from 2 to
8 dB. The greater the distance of the user from the BS, the
more pronounced the benefits of using the RIS become. A
fixed-point simulation is presented in Fig. 3. After conducting
numerous fixed-point simulations, we identified two key areas
where word length significantly affected the performance of
the algorithm. The first one is h∗

r , shown in Fig. 3. Note that,
even word length with W = 20 bits with 19 bits of fraction,
the performance lost nearly 1 dB when the user was more
than 350 m away from the BS. In our simulation scenario, the
values of g are all ones and does not impact the performance.
This is because the BS and RIS are located at the same point
along the y-axis. However, for different scenarios where the

BS and RIS are not at the same point along the y-axis, the
value of g can also impact the gain of RIS. The second major
area where word lengths severely impacted performance is
in the look-up tables (LUTs) used for the sine function. The
LUTs require at least W = 16 bits to not introduce any
quantization loss.
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Fig. 3: Achievable Data Rate vs UE Position for Optimized
RIS for different fixed-point format.

IV. VLSI ARCHITECTURE

Similar to Section II-A, we divide the VLSI structure of the
RIS coefficient calculation into three steps. Each step in these
processes heavily relies on complex exponential calculations.
Consequently, the proposed digital VLSI architecture requires
a digital implementation for various trigonometric functions.
To ensure speed and simplicity, we primarily use look-up
tables (LUT) for trigonometric functions over methods such as
CORDIC and Taylor series expansion in this work. The inputs
to the proposed architecture include the relative distances, as
well as the azimuth and elevation angles of the user, RIS,
and BS. The output of the VLSI architecture is the optimized
N RIS coefficients which are computed in a serial fashion
according to the algorithm in Section II-A. The inputs are
first utilized in a gain calculation block which consists of two
small LUTs of 24 addresses for sin and cos functions. Each
address in these LUTs has a width of 8 bits. For each LUT
in this design, the size and number of address locations are
carefully chosen based on fixed-point simulation results. The
λ
4π and 2π

λ values are used as precomputed parameters. The
gain calculation block is replicated three times for g∗d , g∗1,n and
g2,n respectively. These three values will be the same for the
next N values coming out of the steering vector calculation
engine. Since the circuitry required for gain calculation is
idle most of the time, this represents a significant waste of
resources. It should be investigated whether gain calculations
can be performed in the BS software and transferred to the
RIS with an acceptable delay.
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Fig. 4: Block diagram of the steer vector computation engine

Equation 6 presents the next step of our VLSI design which
can be expanded using Euler’s formula as

ζi,k = cos(iπ sinψa+kπ sinψe)+j sin(iπ sinψa+kπ sinψe)

In an ideal situation, a single large LUT that covers all
the required input ranges would be adopted for (6). However,
our fixed-point analysis reveals that a single LUT becomes
more costly than using several optimized LUTs operating in
parallel. For example, the single LUT needs to support an
input range of [−17, 0] with a step-size of 2−7, i.e., an LUT
of 2048 addresses. However, by utilizing optimized LUTs
for each variable, we need four LUTs with 512, 20, 64,
and 64 addresses, respectively, which are significantly less
expensive together than the large LUT. It is important to note
that techniques such as the symmetric bipartite table method
(SBTM) or the symmetric table addition method (STAM)
could be used to reduce the size of the large LUT [12], [13].
However, this would increase the latency of the steering vector
engine and complicate the control logic. A block diagram
of the steering vector computation engine consisting of the
four LUTs mentioned above is shown in Fig. 4. Registers are
inserted after each multiplication to shorten the critical path.
The outputs from this engine are multiplied with g∗1,n and
g2,n using complex multipliers to achieve effective channel
gain. Therefore, we need two steering vector computation
engines in our design. The final step is to calculate the
angles from the complex values of the effective channel gains
and determine the reflection coefficient through subtraction.
We use arctan functions to calculate the angles of complex
channel gains. Similar to sin and cos, we apply LUT based
arctan calculations. Three such LUTs are needed for the three
effective channel gain inputs. The outputs of these LUTs are
subtracted according to (7). Two more sin LUTs are used to
obtain the final result ejθn . From the fixed-point simulation,
it is enough to have 8 bits for each address of these two final
sin LUTs.

V. FPGA IMPLEMENTATION

The VLSI architecture was developed using SystemVerilog
for an Artix-7 XC7A100TCSG324 FPGA device with a speed
grade of -1. We use a 50 MHz clock for synthesis and
implementation with a flattening setting of none. Note that,
for every λ

2 , movement the channel coefficients need to be
updated. As we assume a fc = 39 GHz and the travel distance

TABLE I: Resource utilization of the proposed VLSI archi-
tecture in an Artix-7 XC7A100TCSG324-1 Device

Component Type Numbers Used Percentage Used

Slice LUTs 3885 6.13%
Slice Registers 518 1%
Block RAM 4 1.48%
DSP48E1 17 7.08%
Bonded IOB 86 40.95%

of the user as 1 km in our system model, the channel and
the RIS reflection coefficients need to be updated for every
movement of 3.84 mm. If we have to calculate N = 1200
reflection coefficients for every 3.84 mm movement, a total of
8.64 million coefficients must be calculated every second for a
vehicle traveling at 100 km/h. Therefore, a clock frequency of
9 MHz or higher is sufficient, as each clock cycle can output
one reflection coefficient. Our target platform, the Arty A7,
includes four peripheral module interface (PMOD) connectors,
each supporting 4 bits, allowing us to output a complex vector
consisting of 8-bit real and 8-bit imaginary numbers.
The resource utilization of our proposed design is shown
in Table I. Due to the low number of input-output block
(IOB) in the device, the utilization is pretty high, more than
40%. The DSP48E1 slices are associated with the use of
complex multipliers in the design. Block Random Access
Memory (BRAM) is utilized for the large LUT blocks in our
architecture. The rest of the design is supported by slice LUTs
and registers. To the best of our knowledge, there is currently
no hardware implementation of the RIS controller available in
the literature, preventing us from making a comparison with
the state-of-the-art.

VI. CONCLUSION

In this paper, we delved into the design and implementation
of a digital VLSI architecture for a self-tuning RIS controller,
focusing on its potential to enhance vehicular communica-
tions. Our simulations and fixed-point modeling demonstrated
that the self-tuning RIS significantly improves the SNR for
users positioned farther away from the base station. We also
presented a VLSI architecture and FPGA implementation of
the RIS that supports vehicular communication of 100 kmh.
Looking ahead, future studies should explore the integration of
advanced machine learning algorithms to further optimize the
RIS’s performance, ensuring it can adapt to the ever-evolving
demands of next-generation networks.
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