
E
f
B
S

A

K
N
N
D
D
F

1

d
o
t
p
e

t
w
b
i

o
H

a
h
b
v

h
R

Wave Motion 134 (2025) 103482 

A
0
(

Contents lists available at ScienceDirect

Wave Motion

journal homepage: www.elsevier.com/locate/wamot

volution of nonlinear waves with heterogeneous damping and
orcing
en S. Humphries ∗, Jack S. Keeler, Alberto Alberello, Emilian I. Părău
chool of Engineering, Mathematics & Physics, University of East Anglia, Norwich, NR4 7TJ, UK

 R T I C L E I N F O

eywords:
onlinear waves
onlinear Schrödinger equation
ysthe equation
amping
orcing

A B S T R A C T

Slowly modulated nonlinear-waves are ubiquitous in nature and their weakly nonlinear dy-
namics are described by the nonlinear Schrödinger equation (NLS) or its higher order version,
i.e. Dysthe’s equation. There is no inherent dissipation mechanism in these equations, however,
in many physical systems the wave evolution is affected by energy gains and losses and therefore
these NLS-like equations have to be modified to include these effects. Here, we focus on
the evolution of wind-forced ocean waves propagating in ice-covered waters, such as in the
polar regions. The peculiar feature of this physical system is the heterogeneous, frequency-
dependent, attenuation. Here, we showcase the combined effect of higher order nonlinearity
and heterogeneous dissipation on the wave dynamics.

. Introduction

The propagation of nonlinear dispersive waves is an ubiquitous process in a range of physical systems: optics [1–4], quantum
ynamics [5–7], ocean dynamics [8] and metamaterials [9]. The nonlinear dynamics generate solitary waves in optics and
ceanography [10,11], and quantum memory effects in open quantum systems [12,13]. Accurate modelling of the dynamics of
hese systems is imperative for improving/developing interferometric devices [14], resonance energy transfer mechanisms and
hotosynthetic materials [15], as well as predicting rogue waves in the ocean [10,16]. In all these systems, the nonlinear Schrödinger
quation (NLS) models the slow modulation of weakly nonlinear, dispersive, wave packets [17–19].

For ocean waves, the NLS is an evolution equation for the complex wave envelope (𝑎) and the nonlinearity is expressed in terms of
he wave steepness [𝜖 = 𝑘0𝑎; where 𝑘0 is the characteristic wavenumber, see for example 20]. The NLS is suitable for narrow-banded
ave spectra and for low nonlinearity [18]. However, as the nonlinearity increases, higher order corrections in wave steepness must
e introduced to overcome the narrow-banded assumption and better reproduce asymmetric wave spectra [21]. This set of equations
s known as the Dysthe equation and hereafter is referred to as the ‘‘Higher Order Nonlinear Schrödinger equation’’ [HONLS; 21].

Forcing and damping are introduced in NLS-like models to reproduce a broader range of physical processes. In the context of
cean waves, loss is often associated with viscous-like attenuation at the interface [22–24] and gain with wind input [25–27].
omogeneous forcing and damping have also been introduced in the framework of the HONLS [18,28–30].

Forcing and damping are due to different mechanisms, but both are linear operators and are commonly assumed to be constant
cross the wave spectrum. The resulting effect is a net loss/gain [25]. However, in many physical systems the attenuation rate is
eterogeneous across the energy spectrum and depends on wave frequency. For example, waves propagating in sea ice are modelled
y frequency dependent, heterogeneous, dissipation [31]. High frequency components undergo stronger attenuation, and the rate
aries according to a power law in wave frequency with an exponent found to be between 2–5 [32–35]. Heterogeneous, frequency
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Wave Motion 134 (2025) 103482 
dependent, sea ice attenuation in the marginal ice zone has been recently introduced in the NLS by Alberello and Părău [36].
Alberello et al. [37] investigated the dynamics of an unstable wave train subjected to sideband perturbations, i.e. the modulational
instability (MI) in presence of heterogeneous dissipation, while Alberello and Părău [36] and Slunyaev and Stepanyants [38] focused
on the evolution of a broad-banded spectrum in sea ice, with Slunyaev and Stepanyants [39] including inertial sea ice properties that
would better replicate ice sheets. Compared to an equivalent homogeneous attenuation, the heterogeneous dissipation significantly
alters the wave dynamics. Similar results have been observed by Stuhlmeier et al. [40] for MI but in the framework of the spatial
akharov equation. One of the striking features of heterogeneous damping is that it induces asymmetry in the wave spectrum, which

would be better modelled in the framework of the HONLS.
Here, we introduce heterogeneous (frequency dependent) attenuation in the Dysthe equation in order to model frequency

ependent ocean waves with broad-banded spectra. We will highlight the difference in the dynamics between the NLS and HONLS
or varying degrees of nonlinearity and forcing/damping strength. In particular, we will show that only the HONLS captures the

varying drift of the wave envelope.

2. Methodology

2.1. Model equations

We focus on the evolution of ocean waves in deep water propagating through sea ice in the marginal ice zone, in which the
effect of inertia of the ice cover can be excluded (ice floes are small) and only viscous-like attenuation is therefore considered, and
nder the action of wind forcing. We therefore use the spatial version of the NLS and HONLS [41]. For ease of analysis we employ

a coordinate system moving with the group velocity, and in this framework the Dysthe equation (HONLS) reads:

𝜕 𝑎
𝜕 𝑥 +

i𝑘0
𝜔2
0

𝜕2𝑎
𝜕 𝑡2 + i𝑘30𝑎|𝑎|2
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HO cor r ect ion

+

𝜖

(

4i
𝜔0

𝛤

⏟⏟⏟
HO For cing

− 3i
𝜔0


⏟⏟⏟

HO Damping

)

𝜕 𝑎
𝜕 𝑡 , (1)

where 𝑎(𝑥, 𝑡) is the complex wave amplitude evolving along the slow spatial coordinate 𝑥, 𝑡 the slow time, i the imaginary unit, and
0 the wavenumber of the carrier wave (𝜔0 is the angular frequency obtained from the dispersion relation 𝜔0 =

√

𝑔 𝑘0 where 𝑔 is
the gravitational acceleration). The forcing and damping terms are denoted by the operators 𝛤 and  respectively and the Hilbert
transform by [{⋅}] where 

[

[{⋅}]
]

= −i ⋅ sgn(𝜔) [{⋅}], and  and −1 denote forward and backward Fourier transforms in 𝑡. The
corresponding NLS is obtained by suppressing all higher order (HO) terms, i.e. setting 𝜖 = 0.

The peculiarity of the equation is that, to achieve heterogeneous attenuation,  is defined in Fourier space as [37]:

[𝑎(𝑥, 𝑡)] = −1
[

𝐷(𝜔) [𝑎]
]

, 𝐷(𝜔) = 𝛼𝑛𝜔
𝑛, 𝛼𝑛 ∈ R, (2)

Higher order forcing/damping are obtained from a linear expansion in 𝜔0 [18]. It is worth noting that if 𝑛 is a positive integer
(as it will be in this article), the operator  is simply:

[𝑎(𝑥, 𝑡)] = (−i)𝑛𝛼𝑛 𝜕𝑛

𝜕 𝑡𝑛 𝑎(𝑥, 𝑡). (3)

2.2. Experimental conditions

Two suites of numerical experiments are considered. In the first set we vary the nonlinearity, and in the second the forc-
ing/damping strength is varied while maintaining a fixed ratio. Numerical experiments are run for both constant and heterogeneous
damping, and for both the NLS and HONLS model. These simulations are compared against a benchmark model in which both the
forcing and damping have been set to zero.

For the heterogeneous damping we assume 𝑛 = 3 [37], so the frequency dependent dissipation is 𝐷(𝜔) = 𝛼3𝜔3. When the damping
is homogeneous the rate of dissipation of the carrier is used, i.e 𝐷(𝜔) = 𝛼3𝜔3

0. The choice of 𝑛 = 3 is supported by theoretical studies
and their agreement with experimental measurements [31]. When 𝑛 is odd we do not expect qualitative differences in dynamics.
When present, the forcing, 𝛤 , is homogeneous, i.e. constant across the frequency range, and is set to balance 𝐷(𝜔0) such that the
two are in equilibrium. The choice of 𝛼3 is made to achieve weak dissipation (≈ 5% of the energy over 100 wavelength) to explore a
dynamical regime in which nonlinearity remains relevant. Stronger attenuation would completely suppress the interesting nonlinear
dynamics as shown in Alberello et al. [37].
2 
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All experiments are conducted for 𝑘0 = 10 m−1 and the corresponding angular frequency is 𝜔0 = 9.90 s−1. In the first set of
experiments the nonlinearity is changed by varying 𝑎 = {0.01, 0.02, 0.03}m such that the wave steepness is 𝜖 = {0.1, 0.2, 0.3}. Forcing
and constant damping are set as 𝛤 = 𝐷(𝜔0) = 7.6 × 10−3 m−1, achieved by setting 𝛼3 = 7.6 × 10−6 s3m−1. Note that for heterogeneous
amping, this choice results in an overall weak damping. In the second set of experiments the forcing and damping strengths are

0.1, 0.3 and 0.7 times the original 𝛤 and 𝐷(𝜔0) but we only focus on the largest level of nonlinearity 𝑎 = 0.03m (𝜖 = 0.3).
The boundary condition at 𝑥 = 0 (we recall that Eq. (1) is an evolution equation in 𝑥) is:

𝑎0(𝑡) = 𝜖
𝑘0

sech
(

−

√

2
2

𝜖
𝑘0
𝜔0

𝑡
)

. (4)

This solitonic solution generates a deterministic realisation of a broad banded spectrum, therefore allowing to track the dynamics of
ultiple interacting frequency modes. Moreover, this particular solution is known to be stable in the conservative NLS system [42],

i.e. its shape does not change in space when no damping/forcing is applied, and evolves in space according to:

𝑎(𝑥, 𝑡) = exp (𝑖𝑘0𝑥)𝑎0(𝑡), (5)

which provides a benchmark for our simulations.
We consider a spatial evolution over a domain of 62.9 m (equivalent to 100 wavelengths) and a periodic temporal domain of 63.3 s

(equivalent to 100 wave periods). The periodic temporal domain enables us to efficiently compute the time derivative in frequency
space. Consequently, the initial solution is evolved in space with a Runge–Kutta fourth order scheme (RK4). The time domain is
discretised with 28+ 1 = 257 points and the spatial domain with 212+ 1 = 4097 points. All temporal derivatives are computed over the
periodic domain using the fast Fourier transform algorithm which improves computational speed and reduces the necessary number
of grid points when compared to finite element approaches. The spatial and temporal resolution were informed by numerical tests,
it was found that the chosen spatial and temporal resolution preserve the balance between accuracy and computational speed.

3. Results

3.1. The effect of nonlinearity

The normalised intensity profile of waves generated for a fixed strength of damping are shown in Fig. 1. Time and space
coordinates are made dimensionless, i.e. 𝑇 = 𝜔0𝑡 and 𝑋 = 𝑘0𝑥, as well as the amplitude, i.e. 𝐴0 = 𝑎0(𝑡 = 0). The first and third rows
show a single wave contour for the NLS and HONLS, respectively, and the line denotes the centre of the wave profile throughout the
spatial evolution. The second and fourth rows show the centrelines for all values of the wave steepness. We note that the derivative
of the drift denotes the speed of the envelope, e.g. no translation is equivalent to an envelope moving at the group speed, and a tilt
to the left/right denotes an increase/decrease.

For the conservative case (Fig. 1a), the NLS wave envelope remains unchanged during the evolution, and for all values of the
steepness (Fig. 1d), as expected. The same behaviour is observed for the HONLS but only when the steepness is low (see Fig. 1j).
When the steepness increases the envelope first drifts to the left (Fig. 1j), therefore indicating acceleration compared to the group
velocity, before decelerating.

For constant dissipation (Fig. 1b, e, h, k), the amplitude of the envelope decreases during propagation without any drift in the
LS (Fig. 1b; in analogy with the conservative case) but when HO terms are included it drifts to the left (a speed-up compared

o the group velocity). For a given level of nonlinearity, the drift pattern in the HONLS with constant damping is similar but less
ntense to the HONLS without dissipation.

When heterogeneous dissipation is introduced, the NLS solution drifts rightward (Fig. 1c) therefore indicating a slow-down
compared to the group velocity. The rate of slow-down depends on the wave steepness but not in a linear manner. The slow-down
for the heterogeneous dissipation is counter-intuitive however, for the weak dissipation assumed in this study, the carrier wave
component remains the same even after attenuation. Moreover, the slow-down of the envelope is in qualitative agreement with
results of Alberello and Părău [36] for random sea state. Nevertheless, the expectation is that the envelope will speed-up when
lower frequency are dissipated at higher rate. We could speculate that the observed slow-down is driven by the complex dynamical
behaviour when left/right symmetry is broken [see 37] and/or a narrowing of the spectrum which do not occur for homogeneous
damping, but a firmer theoretical explanation should be sought. The picture is more complicated when HO terms are included
(Fig. 1g–i). In this case the envelope initially accelerates and then slows-down for the highest steepness (Fig. 1i). The change in
drifting speed is less accentuated for lower levels of nonlinearity (Fig. 1l).

Intensity profiles when forcing is introduced are shown in Fig. 2. When only forcing is present there is an overall increase of
nergy and the amplitude of the envelope increases (Fig. 2a, d, g, j). However, when forcing is balanced by dissipation the energy

of the system is approximately conserved (at least for constant damping; Fig. 2b, e, h, k) and, as a result the profiles do not undergo
ignificant reduction during propagation (also seen in Fig. 2c, f, i, l).

In the NLS the drift is absent when only forcing is present (Fig. 2a), similar to the case of no forcing and no dissipation. However,
n the HONLS, forcing induces an acceleration (leftward shift) which is stronger for increasing steepness (Fig. 2j) but less intense

than in the absence of forcing (cf. Fig. 1j). When forcing and damping are balanced (Fig. 2b, e, h, k) no drift is observed in the NLS
ystem but a leftward shift (acceleration) is shown in the HONLS. Compared to the case without wind forcing, the drift is accentuated

(cf. Fig. 2k). When frequency-dependent attenuation is used in combination with wind forcing (Fig. 2c, f, i, l) the drifting patterns
are varied, i.e. it alternates faster and the envelope has a slower velocity, in both the NLS and HONLS system but it appears that an
3 
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Fig. 1. Wave envelopes in the NLS and HONLS with a fixed value of damping and no forcing. Each column displays results for a different type of damping:
none, constant, and heterogeneous. Lines show the maximum amplitude for a given position (𝑋). Amplitudes {0.01, 0.02, 0.03} m are denoted by solid, dashed,
and dotted linestyles respectively and model by colour (NLS in green, HONLS in cyan). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

overall slight rightward drift occurs by the end of the spatial domain. However, a clear pattern with initial wave steepness is hard
to discern.

In the cases in which the forcing is present it is interesting to look at the width of the envelope. When no dissipation is present
(Fig. 2a, d, g, j) the envelope widens and shrinks in agreement with the NLS and HONLS dynamics and the only difference appears
to be the overall drift; which is in contrast to the case without forcing in which it remains constant (see also Fig. A.2 in the
Supplementary Information). Periodic shrinking and widening is also observed in the HONLS when forcing and heterogeneous
dissipation are present (Fig. 2l). The analysis of the asymmetry reveals how profiles remain symmetric when homogeneous
dissipation is applied (also in case of forcing) however the frequency dependent dissipation promotes the development of a skewed
profile. This is more intense for high nonlinearity (see also SI Fig. A.3).

For a few representative cases in which attenuation is balanced by the forcing we showcase the spatial evolution of the wave
spectrum (see Fig. 3). In all cases, the carrier wave does not shift (we recall that for all cases the dissipation is weak), but an
oscillating pattern emerges in the HONLS, highlighting a more complex behaviour.

The difference between left (low frequency components; 𝛺 < 0 where 𝛺 = 𝜔∕𝜔0) and right (high frequency components; 𝛺 < 0)
are showcased in Fig. 4, where the normalised energy is shown, i.e.:

𝐸lef t (𝑋) = ∫ 0−
−∞ |�̃�(𝑋;𝛺)|2 d𝛺

∫ 0−
−∞ |�̃�(0;𝛺)|2 d𝛺

; 𝐸r ight (𝑋) = ∫ ∞
0+ |�̃�(𝑋;𝛺)|2 d𝛺

∫ ∞
0+ |�̃�(0;𝛺)|2 d𝛺

, (6)

where ̃{⋅} and  [{⋅}] are used interchangeably. In the NLS with constant dissipation both right and left energy overlap, and both grow
with slight oscillations reminiscent of recurrence observed in Alberello et al. [37]. When heterogeneous dissipation is introduced
symmetry between the low and high frequency side of the spectrum is broken. At early stages of the evolution the low frequency
components grow while the high frequency components decrease, and a complex interplay of energy exchanges occur at later
stages. The difference between right and left components are enhanced in the HONLS simulations, and also for constant dissipation
the two sides of the spectrum behave differently, i.e. low frequencies grow while high frequencies decrease. This behaviour, for
constant dissipation, is due to the energy cascade towards low frequencies which occurs by including HO terms. The presence
4 
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Fig. 2. Same as in Fig. 1 but for wave profiles with damping and forcing.

of heterogeneous damping in the HONLS enhances differences and the complex interplay between energy components as already
displayed in Fig. 3.

The energy exchanges, 𝑑 𝐼 , for a few representative cases are shown in Fig. 5 for the NLS and Fig. 6 for the HONLS. As in
the previous case, only cases in which damping and forcing are balanced are displayed to showcase the system close to energetic
equilibrium (other cases would be dominated by dissipation). These are quantified from the difference in frequency spectra:

𝐼(𝛺) = |�̃�(0;𝛺)|2 − |�̃�(𝑋;𝛺)|2 ≡ |

|

|


[

𝑎(0)
]

|

|

|

2
− |

|

|


[

𝑎(𝑋)
]

|

|

|

2
. (7)

In particular, the line plots depict 𝑑 𝐼(𝛺) = ∑

𝑋 𝐼(𝛺). Positive values are associated to damping (loss) and negative values to gain.
The line plot shows the exchange rate over the entire spatial domain.

In the NLS, the asymmetry in gain/losses clearly highlights the frequency dependent dissipation (Fig. 5a and c) which contrast
the case of homogeneous damping. In the HONLS, asymmetry in gain/losses between left and right modes is already present for
constant damping due to the presence of the HO terms which promote energy exchanges to the left. The presence of heterogeneous
dissipation enhances the asymmetry between left and right modes. This is particularly evident in the profiles in which the right
modes are subjected to gain and left sideband to loss (Fig. 6d).

3.2. The effect of damping/forcing strength

In the next section we address the change in wave dynamics for a fixed value of the wave steepness. Figs. 7 and 8 presents the
wave profiles of the NLS and HONLS without and with wind forcing, respectively, for reduced level of damping (70%, 30%, and
10% of the original damping strength).

For the conservative case, Fig. 7a, the wave profile remains constant throughout the course of the evolution, in agreement with
Fig. 1a. For all values of the damping there is a strong, constant, acceleration resulting in a leftward drift of the envelope (Fig. 7g-j),
i.e. drift only depends on steepness. For the constant dissipation (Fig. 7b, e, h, k) the NLS dissipates energy, resulting in a decreased
peak amplitude, with an increased width, but the envelope travels at group velocity. However, in the HONLS drift depends on the
strength of the damping (Fig. 7k). For greater damping the loss of energy is more substantial, and as a consequence nonlinearity
5 
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Fig. 3. Energy spectrum for waves with dissipation and with wind forcing as a function of propagation distance. First row for the NLS, second row the HONLS.
Left column for constant, right for heterogeneous dissipation.

Fig. 4. Spatial evolution of left and right (𝛺 > 0) integrated energy with dissipation and with wind forcing. First row for the NLS, second row the HONLS. Left
column for constant, right for heterogeneous dissipation.
6 
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Fig. 5. Energy exchange rate for NLS with forcing. The first column presents results with a constant damping rate, and the second column those with a
heterogeneous damping rate. Moving down the column denotes an increase in the steepness from 0.2 to 0.3. Each contour has an associated line plot, showing
the change in 𝐼 over the spatial domain, denoted 𝑑 𝐼 .

decreases faster therefore reducing the difference with the NLS model.
When the heterogeneous dissipation is introduced there is a change in the drift of both the NLS and HONLS models. In agreement

with Fig. 1, the NLS model decelerates, with the largest deceleration occurring for the largest value of damping (Fig. 7f). However,
for the smallest dissipation the wave envelope remains at the group velocity for the entire propagation. Importantly, the NLS model
never exhibits any leftward drift for the chosen boundary condition. In contrast, the HO terms in the HONLS allow the profiles to
initially accelerate (Fig. 7l) and then decelerate (this is linked to the presence of the explicit dependency on amplitude in the HO
terms which breaks the left/right symmetry), but only when damping is more substantial.

Fig. 8 shows the effect of wind forcing. In analogy with Fig. 2, the presence of the balancing term induces an acceleration of
the profile but the width and asymmetry are less impacted. In the HONLS model the drift speed depends on wind forcing (Fig. 8j),
this is because the absence of the damping term allows for an overall growth of the energy and consequently an increase in the
nonlinearity. On the other hand, with constant damping the spread in drift is reduced. For an heterogeneous damping rate with wind
forcing the NLS solution does not undergo any drift in contrast to the case without wind (Fig. 7) but the results are qualitatively
similar in the HONLS case. The width of the envelope with and without wind forcing (Figs. 7 and 8) for varying levels of the
damping/forcing strength are in qualitative agreement with the results for varying wave steepness (Figs. 1 and 2).

A comparison between the energy exchange rates for the constant and heterogeneous damping rates is shown in Figs. 9 and 10.
When only damping is applied, a net loss is obtained. The NLS energy exchange profiles for constant damping, Fig. 9a, is symmetric.
Both NLS panels show that the model is dominated by the leading energetic dissipation. In contrast, Fig. 9c and d for the HONLS,
presents strongly asymmetric energy exchange contours due to the HO terms. As a results the right modes are less dissipative than
the left modes when constant damping is applied. The presence of heterogeneous damping, higher for the right modes, flips the
situation. When wind is introduced to restore the balance (Fig. 10) the effect of the HO terms have a magnified impact on the
dynamics in the case of constant damping as highlighted by the differences between top and bottom panels (Fig. 10a–b vs Fig. 10c–
d). For heterogeneous damping, asymmetry also emerges in the NLS but the overall effect is neutral over the entire domain, i.e. 𝑑 𝐼
is close to 0 for all frequencies. This is in stark contrast to the HONLS with heterogeneous damping in which right modes show a
7 
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Fig. 6. Same as in Fig. 5 but for the HONLS.

net loss, and left modes a net gain.

4. Conclusions

The dynamics of nonlinear waves have been modelled with the NLS and HONLS under the effect of forcing and heterogeneous
damping has been assessed. This constitutes an advancement of previous studies in which either lower order models (NLS) and
frequency dependent damping [37] or HONLS and constant damping have been considered [18,28,29]. In agreement with previous
studies of heterogeneous damping [31,37] it has been shown that a cubic frequency dependence induces a spectral asymmetry.
However, here we highlight that, when forcing is present to generate an energetic equilibrium, the impact of HO terms is magnified
and the wave dynamics are profoundly impacted — the effect of HO terms is less obvious when only dissipation is present as the
dynamics are dominated by the loss of energy. One of the features is that for the NLS model only deceleration of the envelope can
be achieved for the chosen solitonic boundary condition. While we could speculate on the reasons of the slow-down of the envelope
in the NLS when only dissipation is present, a firmer theoretical explanation should be sought. In the HONLS the dynamics are more
varied and acceleration is possible under certain combinations of wave steepness and strength of the forcing/dissipation due to the
presence of HO terms that enhance energy exchanges between wave components and promote a richer dynamical behaviour. In
particular, as the wave steepness increases, so does the degree of nonlinearity, but only the presence of HO terms allows the wave
envelope to speed-up. In summary, inclusion of heterogeneous damping and HO is imperative when the system is close to a net
energetic equilibrium to accurately capture the complex dynamics.

While the paper focused on ocean waves under the action of wind forcing and dissipation as the one found in sea ice (𝜔𝑛),
we expect the results to have broader applicability. We believe that heterogeneous dissipation might be a better representation of
physical systems such as ocean wave dynamics [31], physical optics [3,4], and metamaterials [9].
8 
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Fig. 7. Wave envelopes for 𝜖 = 0.3 without forcing in the NLS and HONLS. Each column displays results for a different type of damping: none, constant,
and heterogeneous. Lines show the maximum amplitude for a given position (𝑋). The four markerstyles: {square, circle, triangle down, triangle up} denote
{100, 70, 30, 10}% damping rates. Model is denoted by colour (NLS in green, HONLS in cyan). (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)

In future works it would be interesting to explore the effect of even values of 𝑛, that will result in dissipation with only real
part and might generate a different dynamics, and non-integer 𝑛 (within Eq. (3)) leading to non-local damping. It would also be
interesting to extend the analysis of Eeltink et al. [30] and Stuhlmeier et al. [40] of a three mode system by adding asymmetric
damping and forcing. In the context of waves in ice, the inclusion of inertial effects, as done by Slunyaev and Stepanyants [39],
would enable to analysis of waves transitioning from the exterior of the marginal ice zone to the interior zone.
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Fig. 10. Same as Fig. 9 but for dissipation and wind forcing set to 30%.
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