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Abstract 

 

Air-sea interaction in the subpolar North Atlantic (SPNA) has a strong influence on weather in 

the Northern Hemisphere and controls the formation of dense waters that feed into the Atlantic 

Meridional Overturning Circulation (AMOC). During cold-air outbreaks (CAOs) the strongest 

turbulent heat fluxes occur near the ice edge, hence the distribution of sea ice is critically 

important for determining air-sea interaction. I evaluate coupled model simulations for the 

SPNA and the influence of the marginal ice zone (MIZ) in short-range weather forecasts and 

long-range climate projections. Coordinated atmosphere-ocean measurements made during 

the Iceland-Greenland Seas Project (IGP) field campaign in 2018 are used to evaluate the then 

semi-operational Met Office Global Coupled model 2 (GC2). It is shown to simulate cold biased 

sea surface temperatures up to approximately 200 km from the ice edge due to an overly wide 

MIZ, which contributes to forecast error downstream. 

A further quantitative analysis of 10-day sea ice forecasts from the Met Office Global Coupled 

model 3.1 (GC3.1) was performed. Evaluation using two satellite sea ice products shows that for 

individual cases dynamic sea ice in the coupled model provides no clear improvement over a 

persistent sea ice field. However, sensitivity tests with two ocean model grid resolutions (1/4° 

and 1/12°) and a modified atmospheric drag parameterisation over the marginal ice zone show 

that the 1/12° ocean model provides advancement in the simulation of eddy driven features 

along the ice edge. Moreover, the largest source of error in the model experiments is the sea ice 

input field from the commonly used OSI-SAF 401 operational product highlighting an 

opportunity for improvement. 

Last, the future of air-sea interaction over the SPNA is investigated using output from the 

HadGEM3-GC3.1 climate model, produced as part of the 6th Coupled Model Inter-Comparison 

Project (CMIP6). Contrary to the short-range forecasts, comparison of two model resolutions 

(MM: 60 km atmosphere - 1/4° ocean; HH: 25 km – 1/12°) shows that the HH model accurately 

simulates the historic sea ice distribution, which provides confidence in its future projections. 

Nonetheless, the simulations agree in predicting that under climate change the subpolar North 

Atlantic will see further significant reductions in wintertime air-sea turbulent fluxes later in the 

21st century, which may reduce the formation of dense waters that feed into the lower limb of 

the AMOC. 
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1 Introduction 
 

 

1.1 The subpolar North Atlantic 

The subpolar North Atlantic Ocean (SPNA) is a key region for the global climate system. It is 

where warm northward-flowing waters from the Atlantic Ocean meet cold polar airmasses 

flowing southwards. At the air-sea boundary wind stress and strong gradients in temperature 

and moisture result in the substantial exchange of momentum, heat and water, modulating 

oceanic and atmospheric circulation (Buckley & Marshall, 2016). The intermittent discharges of 

polar air that flow from the frozen land and ice surface, over the marginal ice zone (MIZ), then 

out over the comparatively warm ocean waters are known as cold-air outbreaks (CAOs). The 

abrupt change in surface conditions drives a rapid increase in atmospheric boundary layer (ABL) 

temperature and humidity, with the greatest surface turbulent heat fluxes just downstream of 

the MIZ where the cold, dry Arctic air first comes into contact with the surface waters (e.g., 

Brümmer, 1996; 1997; Renfrew & Moore, 1999). Over the SPNA, CAO events predominantly 

occur during winter (Kolstad et al., 2009) and are responsible for 60% to 80% of wintertime 

oceanic heat loss through sensible and latent heat fluxes (Papritz & Spengler, 2017). This heat 

loss to the ABL, along with loss of fresh water by evaporation, makes the surface waters denser 

and promotes convective overturning due to buoyancy loss. In the SPNA region this densification 

forms the headwaters of the Atlantic meridional overturning circulation (AMOC; Talley, 1996). 

This process is vital in driving the global thermohaline circulation, which, in turn, plays a critical 

role in global climate through the redistribution of heat and nutrients around the Earth’s oceans 

(Schmitz, 1995).  

Communication between the ocean and the atmosphere in the North Atlantic, particularly in the 

subpolar region, has profound effects on weather and climate conditions in northwest Europe. 

The release of ocean heat into the atmosphere raises climatic air temperatures by as much as 

6°C compared to Pacific maritime climates at a similar latitude (Palter, 2015). The weather of 

northwest Europe is frequently governed by the North Atlantic region, as it lies downwind of the 

fast-flowing Northern Hemisphere (NH) Polar Jet stream in the upper atmosphere (Hall et al., 

2014). The North Atlantic Oscillation (NAO) describes the relative strength of low pressure over 

Iceland and high pressure over the Azores, and has a strong influence on temperature and 

precipitation in Europe, as well as North America and northern Asia via teleconnections (e.g., 

Trigo et al., 2002; Seager et al., 2010; Baek et al., 2017; Yu et al., 2018). The positive NAO phase 

(NAO+) is associated with a deep subpolar low over Iceland and a strong subtropical high over 
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the Azores, which result in a stronger jet stream that brings warmer weather with increased 

precipitation and storminess from the west. The negative NAO phase (NAO-) occurs when the 

Icelandic Low and Azores high are weaker than average, often with a blocked jet stream, 

resulting in more northerly winds to northwest Europe that bring colder temperatures and 

below-average precipitation. The NAO plays a significant role in decadal variability in NH 

temperature trends and is partly responsible for periods of enhanced warming and periods of 

seemingly paused temperature increase against the backdrop of anthropogenic climate forcing 

(Iles & Hegerl, 2017). Shifts in the occurrence of NAO phases have significant implications for 

air-sea interaction and NH weather, with sea ice loss a key factor (Visbeck et al., 2001; Strong et 

al., 2009; Delworth et al., 2016). Crucially, the weather and climate of the SPNA are inextricably 

linked with the AMOC through air-sea interaction, and understanding their relationships in the 

past, present and future are key to short-range weather forecasting and long-range projections 

of global climate. 

A schematic of the AMOC branches and their pathways around the SPNA is shown in Figure 1.1. 

The North Atlantic Current (NAC) brings warm saline Atlantic Water (AW) from the subtropical 

North Atlantic into the region. It branches south of Iceland, with a portion heading west as part 

of the North Atlantic Subpolar Gyre, densifying on its journey via open-ocean convection in the 

Irminger and Labrador Seas. The other branches continue north, predominantly through the 

Faroe-Shetland Channel and over the submarine Iceland-Faroe Ridge into the Nordic Seas basin 

(encompassing the Norwegian, Greenland and Iceland Seas; Østerhus et al., 2019). In the basin 

the density of these waters increases, cooling as it flows around the boundary (Mauritzen, 1996), 

and via convective overturning in the Greenland and Iceland Sea gyres (Swift et al., 1980; Swift 

& Aagaard, 1981; Marshall & Schott, 1999; Våge et al., 2011). Some AW enters the Barents Sea 

through the Barents Sea Opening (Loeng, 1991), and the Arctic Ocean through Fram Strait 

carried by the West Spitzbergen Current (Aagaard et al., 1987). Waters within the Nordic Seas 

basin become cold and dense, then are transported southward predominantly by the East 

Greenland Current (EGC) towards the Denmark Strait. This current is then joined by the North 

Icelandic Jet (NIJ), then exits the basin as Denmark Strait Overflow Water (DSOW; Jónsson, 1999; 

Jónsson and Valdimarssont, 2004; Harden et al., 2016). Most of the remaining Nordic Seas dense 

water flows out of the basin to the east of Iceland (Østerhus et al., 2008). 

At present, the upstream sources and pathways of the dense waters that form the lower limb 

of the AMOC are not fully known and remain the subject of debate. The NIJ has been found to 

contribute the densest third (Harden et al., 2016) or more (Semper et al., 2019) of the DSOW. 

Its origin was suggested to be the result of an interior overturning loop in the Iceland Sea fed by  
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Figure 1.1 Schematic of long-term mean AMOC pathways. Colours of arrows indicate seawater density 
(light to dense: yellow-red-purple-violet-blue-dark blue). From Zhang & Thomas (2021). 

the North Icelandic Irminger Current (Våge et al., 2013; Våge et al., 2015). However, it has been 

suggested more recently that the origin of the densest portion of the NIJ is the Greenland Sea 

(Huang et al., 2021), where sufficiently dense waters are regularly formed (Brakstad et al., 2019). 

DSOW constitutes around half of the outflow crossing the Greenland-Scotland Ridge and 

supplies the densest water to the Deep Western Boundary Current (Jochumsen et al., 2017; 

Østerhus et al., 2019). The other main portion of dense water flowing out of the Nordic Seas has 

only recently been identified as the Iceland-Faroe Slope Jet (Semper et al., 2020), which flows 

from north of Iceland south-eastwards and out through the Faroe Bank Channel. 

Understanding water mass transformation in the SPNA and the atmospheric forcing that drives 

it continues to be an important topic of research and is a key motivation for this project. Such 

research feeds into the production of more accurate forecasting systems at short and long 

range, the need of which is reinforced by a rapidly changing climate. Annual mean Arctic sea-ice 

area has reduced by around 20% over the period 1979-2014 (Sévellec et al., 2017), and is 
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projected to continue to decline due to anthropogenic climate change (Notz & Stroeve 2016), 

with the summertime Arctic possibly ice free within decades from now (Boé et al., 2009; 

Overland & Wang, 2013). Feedbacks from the loss of sea ice and snow cover on land over the 

last two decades have contributed to “Arctic amplification”, where surface air temperature has 

increased by more than double the global average (Holland & Bitz, 2003; Hansen et al., 2010; 

IPCC, 2021). The reduced air-sea temperature gradient and sea ice retreat have resulted in 

reduced wintertime turbulent heat fluxes in the Iceland and Greenland Seas (Moore et al., 2015) 

and evidence suggests a slowdown in the AMOC since the mid-20th century has occurred 

(Rahmstorf et al., 2015; Caesar et al., 2018). Thus, the core aim of the research that comprises 

this thesis is to improve understanding and numerical weather prediction of air-sea interaction 

in the SPNA region during CAOs and under the influence of a changing sea ice distribution. 

 

1.2 Cold-air outbreak characteristics 

Large fluxes of heat and moisture from the ocean to the atmosphere are characteristic of CAOs 

(Renfrew & Moore, 1999; Renfrew et al., 2019a). Their pathway typically involves a dramatic 

change in surface temperature, roughness and moisture availability as the air passes from land 

or ice to over open water, illustrated in Figure 1.2. The resulting low-level instability drives 

convection and strong ABL instability, with the ABL deepening with distance downstream 

(Hartmann et al., 1997). Modification of the ABL is also dependent on the stability at the top of 

the ABL and the divergence of the large-scale flow (Brümmer, 1996). Papritz & Spengler (2017) 

provide an analysis of the frequency and intensity of CAOs over the SPNA. They identify CAOs 

using an index based on the air-sea potential temperature difference, ���� −  �, where � 

denotes the potential temperature of an air parcel and ���� is potential skin temperature, 

calculated as: 

���� = �	
 ������ ���
, 

with p0 = 1000 hPa, ps denoting surface pressure, R is the universal gas constant and cp is the 

specific heat capacity. Figure 1.3 displays the percentage of time that CAOs occur over the SPNA, 

binned by their intensity. The most intense CAOs occur due to Arctic outflows through the Fram 

Strait between the coasts of Greenland and Svalbard, and over the Barents Sea west of Novaya 

Zemlya. Weaker, more frequent CAOs over the Greenland, Iceland and Norwegian Seas occur 

due to the underlying SST gradient. Significant CAOs also occur over the more southerly Labrador 

and Irminger Seas often as a result of airmasses that originate in the Canadian Arctic. Over the  
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Figure 1.2 Sketch of a cold-air outbreak to illustrate the passage of a cold airmass flowing off the pack 
ice, over the marginal ice zone and out over the open ocean. Red arrows indicate the intensity of heat 
and moisture fluxes from the surface to the atmospheric boundary layer (ABL). The background depicts 
an indicative cross-section of the atmospheric equivalent potential temperature, showing the well-
mixed ABL warming and deepening with distance from the ice edge. 

Labrador and Irminger Seas it has been shown that CAOs are closely associated with the positive 

phase of the North Atlantic Oscillation (NAO; Thompson & Wallace, 2001; Claud et al., 2007; 

Kolstad et al., 2009), while in the Iceland and Greenland Seas CAOs are associated with a 

negative NAO (Papritz & Spengler, 2017). 

CAOs are associated with a range of severe mesoscale weather phenomena, including polar 

lows, orographically driven low-level jets, roll clouds, Arctic ABL fronts, fog and icing (e.g., Harold 

et al., 1999; Drüe & Heinemann, 2001; Kolstad et al., 2011; Isachsen et al., 2013; Sergeev et al., 

2017). Commonly, the onset of a CAO event is associated with a very cold upper-level trough 

and the strong baroclinicity and wind shear on the flank of the cool polar air can lead to the 

spontaneous development of polar mesoscale cyclones (PMCs), often named polar lows when 

sufficiently intense (Terpstra et al., 2021). Kolstad (2011) showed that CAO intensity and 

monthly variability largely determined the frequency of occurrence of polar lows. 
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Figure 1.3 Mean frequencies of CAOs (percentage of time during winter that these CAO conditions 

occur) with trajectories binned according to CAO intensity and aggregated for model timesteps. CAO 

intensity is identified by the air-sea potential temperature difference . The mean sea ice 

boundary (50% sea ice concentration) is shown by the grey contour. From Papritz & Spengler (2017). 

Surface sensible heat fluxes destabilise the overlying air mass and latent heat fluxes provide 

further energy to intensify the vortices (Heinemann & Klein, 2003). Most active during winter, 

they normally have a horizontal scale of less than 1000km and wind speeds are commonly 

greater than 15 ms-1 (Bracegirdle & Gray, 2008). These small but severe storms, with strong 

winds and heavy precipitation (normally snow or hail), can cause significant socio-economic 

disruption in the polar maritime regions that impacts human activities, such as tourism, fishing, 

transportation, natural resource extraction and research activities (Terpstra & Watanabe, 2020). 

Low-level jets and PMCs are documented to enhance air-sea heat fluxes and ocean heat 

transport, thereby influencing the AMOC (e.g., Pickart et al., 2003; Condron & Renfrew, 2013; 

Jung et al., 2014).  
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Roll clouds, or cloud streets, are quasi-two-dimensional cloud structures that are roughly aligned 

parallel with the mean wind flow (Atkinson and Zhang, 1996; example in Figure 1.4). They are 

associated with roll convection and often indicate CAOs with strong air-sea temperature 

gradients (Brown, 1980). This form of convection comprises substantial vertical transport of 

momentum, heat and moisture (Etling & Brown, 1993). Roll clouds originate over the MIZ where 

the ABL first receives an injection of moisture and heat from polynyas and leads in the ice 

(Renfrew & Moore, 1999; Pagowski & Moore, 2001). Modelling studies have shown that the 

structure of the MIZ has a crucial influence on the formation of roll clouds and the development 

of the ABL, particularly due to sea ice inhomogeneities generating uneven heating, wind shear 

and vortices that induce organised roll convection downstream (e.g., Liu et al., 2004; Liu et al., 

2006; Gryschka et al., 2008). 

 

 

Figure 1.4 Satellite image during a cold-air outbreak over the Iceland and Greenland Seas from the 
Visible Infrared Imaging Radiometer Suite (VIIRS) on 2 March 2018 12:16 UTC. 
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1.3 Air-sea interaction and the influence of the marginal ice zone 

Surface fluxes at high latitudes play a crucial role in atmospheric, oceanic and cryospheric 

processes. In the SPNA strong turbulent heat fluxes occur, occasionally exceeding 500 Wm-2 in 

measurements (e.g., Shapiro et al., 1987; Renfrew & Moore, 1999) and simulations (e.g., Wacker 

et al., 2005; Spensberger & Spengler, 2021). In Figure 1.5, climatological winter mean (DJFM; 

1979-2012) turbulent heat flux over the entire SPNA region are shown to be positive (from ocean 

to atmosphere) in the European Centre for Medium-Range Weather Forecasts (ECMWF) Interim 

Reanalysis (ERA-I; Moore et al., 2012). Local maxima of over 200 Wm-2 occur just off the ice edge 

in the Labrador Sea and at the exit of Fram Strait in the northern Greenland Sea. This spatial 

distribution of heat fluxes corroborates the CAO distribution shown in Figure 1.2. Most striking 

is the local minimum in the Iceland Sea. This minimum is partly explained by the ocean 

temperature, with the Iceland Sea being a region of relatively cold SSTs due to water that 

spreads eastward from the EGC via the East Icelandic Current (Jónsson, 2007). 

However, as Moore et al. (2012) show, the Iceland Sea minimum in winter mean turbulent heat 

fluxes is collocated with a saddle point in sea-level pressure between the Icelandic and Lofoten 

Lows, illustrated in Figure 1.6. The oscillation between these two climatological lows acts to 

modulate ocean-atmosphere heat fluxes in this region, demonstrated by compositing mean sea 

level pressure for the 10th and 90th percentiles of turbulent heat fluxes over the Iceland Sea, 

shown in Figures 1.6a and 1.6b respectively, which can be directly related to the phases of the 

NAO. Low monthly mean total turbulent heat fluxes over the Iceland Sea are associated with a 

deeper than usual Icelandic Low (NAO+) and more intense cyclonic atmospheric circulation. This 

brings a stronger southerly flow with warmer air temperatures over the Iceland Sea, often 

named a warm air intrusion (WAI), while enhancing heat fluxes over the Labrador Sea with a 

stronger north-westerly flow. Conversely, high heat flux events over the Iceland Sea (e.g., 

Harden et al., 2015) are typically associated with a weaker than usual Icelandic Low (NAO-) and 

a stronger Lofoten Low, which brings more pronounced northerly flow into the Nordic Seas but 

weaker north-westerly flow over the Labrador Sea.  

The off-ice wind flow during CAOs and the air-sea fluxes downstream of the ice edge are strongly 

influenced by the characteristics of the marginal ice zone (MIZ) - the band of partially ice-covered 

water that separates the main ice pack from the open ocean. The MIZ distribution affects the 

wind, temperature, humidity, surface fluxes and cloud over the MIZ and downstream (e.g., 

Gryschka et al., 2008; Chechin et al., 2013; Renfrew et al., 2021). The MIZ is dynamic, responding 

to wind, ocean currents and waves over a range of spatial scales (Notz, 2012; Kohout et al., 

2014). Sea ice conditions over the SPNA have been rapidly changing over the last 50 years.  
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Figure 1.5 Winter mean (DJFM) climatology of the total turbulent heat flux (Wm-2, contours and 
shading) from ERA-I 1979-2012. The thick black line represents the 25% winter mean ice concentration 
contour. From Moore et al. (2012). 

For example, in the Iceland and Greenland Seas the sea ice edge has retreated coastwards since 

the 1970s. Before this time the sea ice edge, hence the area of greatest air-sea heat fluxes, 

typically lay in the vicinity of the Iceland and Greenland Sea gyres (Moore et al., 2015). These 

gyres facilitate ocean convection; they provide a preconditioned environment, with domed 

isopycnals due to the cyclonic flow, that lead to a weakly stratified mid-depth water column, 

which in turn promotes convection to greater depths (Swift & Aagaard, 1981; Voet et al., 2010).  

Over the Iceland and Greenland Seas this sea ice loss is linked to a reduction in air-sea heat fluxes 

of around 20% since 1979, and modelling suggests that further reductions may decrease the 

supply of dense waters to the AMOC (Moore et al., 2015). Furthermore, the Arctic Ocean and 

the Nordic and Barents Seas have significantly warmed since the 1970s, with increased ocean 

heat transport into the region partly responsible for the loss of sea ice (Smedsrud et al., 2021; 

Tsubouchi et al., 2021). Over the coming decades the summertime Arctic is projected to 

continue warming and transition to a “New Arctic”, where sea ice conditions over the entire 

region will become analogous to the MIZ (Sigmond et al., 2018). The Arctic Ocean and subpolar 

seas warming and becoming more like the Atlantic inflow is often termed “Atlantification” (e.g., 

Asbjørnsen et al., 2020), with significant effects on ecosystems (Ingvaldsen et al., 2021). The 

fundamental role that the MIZ plays in air-sea interaction in the SPNA region, and the rapid 

change in MIZ characteristics underway, makes it a key feature of this research.   
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Figure 1.6 Composite monthly mean sea level pressure (mb, contours); 10 m wind (ms-1, vectors) and 2 m 
air temperature (°C, shading) for winter months during which the total turbulent heat flux at the Iceland 
Sea site (marked with ‘+’) is in the a) 10th or b) 90th percentile. The thick white line represents the 25% 
winter mean ice concentration contour. From Moore et al. (2012). 

 

1.4 Numerical weather prediction systems and ocean-ice-atmosphere coupling 

The important role that CAOs play in weather conditions at a range of scales, particularly the 

risk of dangerous or damaging mesoscale phenomena, along with the impacts of air-sea 

exchange on the global climate, make their accurate simulation in numerical weather prediction 

models (NWP) essential. The retreating sea ice also presents new opportunities in the Arctic, 

driving socio-economic interests in the region that demand accurate forecasts (Emmerson & 

Lahn, 2012; Jung et al., 2016). However, the remote, harsh environment of the high latitudes 

makes observational platforms difficult and expensive to operate. This problem is exacerbated 
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over sea ice and the MIZ, which has resulted in deficiencies in characterising these areas and 

their poor representation in weather and climate models. For example, simulation of air-sea 

interaction is typically hampered by surface exchange parameterisation schemes that poorly 

estimate surface drag (e.g., Elvidge et al., 2016; Renfrew et al., 2019b; Elvidge et al., 2021) and 

poor ABL parameterisations (e.g., Boutle et al., 2014; de Roode et al., 2019; Forbes & Ahlgrimm, 

2014). As a result, substantial biases in surface fluxes over the MIZ are common and can extend 

for hundreds of kilometres downstream (Bourassa et al., 2013).  

An example of how the representation of the MIZ can influence simulated meteorological 

variables is shown in Figure 1.7, in an evaluation of ECMWF’s 5th reanalysis (ERA5) surface layer 

temperature, wind speed and direction, and sensible heat flux with aircraft observations. The 

overly smooth distribution of sea ice, an artefact of the satellite product used to initialise the 

model, leads to similarly weak gradients in the meteorological variables (Renfrew et al., 2021). 

The result is the same when evaluating a high-resolution (2.2 km) Met Office Unified Model 

(MetUM) product initialised using sea ice data from the same origin as ERA5 (Renfrew et al., 

2021), highlighting the potential error introduced into NWP simulations by a poor 

representation of sea ice across all ranges of prediction.  

A key tool to overcome these issues is to use NWP models that feature air-sea-ice interaction. A 

leading example is the European Centre for Medium Range Weather Forecasts’ (ECMWF) 

Integrated Forecast System (IFS) high resolution global forecasts (HRES), which since June 2018 

(IFS Cycle 45r1) have benefited from dynamic and thermodynamic coupling between sea ice, 

ocean and atmosphere. Evaluation using this model has demonstrated that the assumption of 

persistent sea ice is detrimental to medium-range predictions of sea ice and local 2 m 

temperature (Keeley & Mogensen, 2018). The Met Office’s global operational forecast system 

remains atmosphere only, though work to transition to a coupled model configuration is 

underway with planned global coupled operational forecasts planned in 2022. Thus, another key 

aim of this research project is to evaluate experimental Met Office coupled models, feeding into 

the development of more accurate weather forecasts in the high latitudes. 

The effects of sea ice loss in projections of future climate are best simulated in coupled models. 

Recent improvements of long-range projections have been made in the Coupled Model 

Intercomparison Project Phase 6 (CMIP6; Eyring et al., 2016). Projected change in Arctic sea ice 

area from this ensemble, for low, medium and high greenhouse gas emissions scenarios, is 

illustrated in Figure 1.8. These projected time series show the clear relationship between 

growing emissions, increasing global mean surface temperature and decreasing sea ice cover in  
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Figure 1.7 Observations from two science flights over the Iceland Sea marginal ice zone overlaid on a 
SAR satellite image, a), or AMSR2 sea ice analysis from the same day b), c), e) and g); and simulated 
values in ERA5 over OSTIA sea ice, d), f) and h) (c.f. Renfrew et al., 2021). 

the Arctic. In winter, sea ice area is projected to continue to slowly decline then level off to 2100 

under the lower emissions scenarios, however under the high emissions scenario it is suggested 

that ice area fall by at least 50%. However, in summer a drastic change in sea ice conditions is 

anticipated, with the Arctic predicted to become near or completely ice free by the end of the 
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21st century. A set of separate coupled model experiments suggests a weakening of the Icelandic 

Low and a southward shift of mid-latitude westerly winds in winter with future reductions in 

Arctic sea ice, though the response in atmospheric circulation is sensitive to the magnitude and 

geographic pattern of sea ice loss (Screen et al., 2018). The critical importance of the projected 

changes to the Arctic and the SPNA climate system, and the global implications, motivate the 

final key aim of this thesis, which is to analyse the changes in air-sea interaction for the SPNA 

region in CMIP6 projections. 

1.5 Thesis aims and structure 

The core aim of the research that comprises this thesis is to improve understanding of the 

physical air-sea interactions during cold-air outbreaks over the subpolar North Atlantic, 

including the influence of the marginal ice zone, and inform the simulation of these relationships 

in numerical weather prediction models. This will be carried out through careful investigation of 

short-range coupled model forecasts using a case study-based approach and analysis of state-

of-the-art long-range climate projections. 

 

Figure 1.8 Projections of Arctic sea ice change from the CMIP6 ensemble in a) - c) for March and in d) - f) 
for September. These projections are displayed as a function of cumulative anthropogenic CO2 
emissions in a) and d); global mean annual surface air temperature change in b) and e); and years over 
the 21st century in c) and f). From Notz et al. (2020).  
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This is facilitated in part by the use of detailed observations made during the Iceland-Greenland 

Seas Project (IGP) field campaign that took place in 2018. This project comprises coupled 

atmosphere and ocean measurements made by a research vessel, an aircraft, ocean gliders, a 

meteorological buoy and an ocean mooring (c.f. Renfrew et al., 2019a). The majority of these 

observations were collected in the vicinity of the MIZ, enabling analysis of its impact on 

simulated surface layer meteorology in models.  

This thesis aims to: 

• Detail the collection and quality control of ship-based meteorological observations 

during the Iceland Greenland Seas Project (IGP) field campaign. 

• Use the diverse set of IGP observations made during cold-air outbreaks to evaluate 

pseudo-operational forecasts from the Met Office Global Coupled model 2 (GC2) and 

compare with operational (uncoupled) forecasts to determine whether air-sea-ice 

coupling provides improvements in forecast skill. 

• Evaluate sea ice forecasts in the Iceland and Greenland Seas from the Met Office Global 

Coupled model 3 (GC3) in several configurations that experiment with ocean model 

resolution and parameterisation of surface drag over the marginal ice zone. 

• Investigate the projected changes in sea ice and air-sea interaction in the subpolar North 

Atlantic region over the 21st century with climate change using output from the 

HadGEM3-GC3.1 climate model. 

In summary, Chapter 2 will provide a detailed description of the IGP observations utilised in this 

research project, including the process of calibration and quality control applied to the ship-

based meteorological data, and outline some of the characteristics of CAOs observed during the 

IGP campaign. Also, background information on the NWP output used in this project will be 

presented. In Chapter 3 an evaluation of short-range predicted surface meteorology in the Met 

Office’s Global Coupled model version 2 (GC2) is carried out using the IGP observations in several 

case studies through comparison with the atmosphere-only Met Office operational forecast 

product, enabling discussion on the advantages and disadvantages of the dynamic MIZ in the 

GC2 forecasts. Following the evidence from Chapter 3 that accurate simulation of the MIZ is 

crucial to the success of a coupled model, Chapter 4 presents results from an in-depth evaluation 

of the simulated MIZ in short-range forecasts from the improved Met Office Global Coupled 

model version 3.1 (GC3.1), performed as the updated model output became available. 

Quantification of model skill is performed with the Integrated Ice Edge Error metric (IIEE; 

Goessling et al., 2016), using two satellite sea ice products for verification. Chapter 5 then builds 
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on the understanding developed in the earlier chapters, with analysis of the climate scale 

HadGEM3-GC3.1 model configurations and their projections for air-sea interaction in the 

subpolar North Atlantic region over the course of the 21st century. It is shown that the rapid 

decline of winter sea ice and reducing air-sea temperature gradients under anthropogenic 

climate change will likely have significant impacts on atmospheric and oceanic circulation that 

affect the weather of north-western Europe and the global climate.  
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2 Observational data collection and 

processing 
 

The first six months of my PhD were centred on the Iceland Greenland Seas Project (IGP). 

Alongside the typical period of learning and the development of research skills, my activities 

included attending project planning meetings at British Antarctic Survey and the Met Office; 

contacting suppliers and assisting the purchasing of scientific consumables; training on the 

operation and maintenance of instruments at the National Centre for Atmospheric Science; and 

the preparation of equipment and shipping. I then took part in both legs of the field campaign 

aboard the Research Vessel Alliance, releasing radiosondes, making measurements, maintaining 

equipment, relaying forecasts to the crew and assisting the planning of science activities, and 

coordinating with the aircraft team. Subsequently, my work has been heavily involved in the IGP 

project, from the initial data processing and quality control to collaboration with IGP partners 

on a range of research projects, including a five week visit to the University of Bergen. The skills 

and understanding that I developed through my involvement with IGP made me well placed to 

take on a research associate position for the project, so for 15 months (February 2020 to April 

2021) I worked part-time in this role (0.5 FTE) while continuing the PhD part-time. My 

involvement in the IGP project included contributions to several research papers: ‘The Iceland 

Greenland Seas Project’ (Renfrew et al., 2019a); ‘An evaluation of surface meteorology and fluxes 

over the Iceland and Greenland Seas in ERA5 reanalysis: The impact of sea ice distribution’ 

(Renfrew et al., 2021); ‘A ship-based characterization of coherent boundary-layer structures over 

the lifecycle of a marine cold-air outbreak’ (Duscha et al., 2022); and ‘Coupled atmosphere-ocean 

observations of a cold air outbreak and its impact on the Iceland Sea’ (Renfrew et al., 2022). 

 

2.1 The Iceland-Greenland Seas Project 

2.1.1 Overview of operations 

The Iceland-Greenland Seas Project (IGP) field campaign took place during February and March 

2018 to investigate the atmospheric forcing and the ocean response in the Iceland and 

Greenland Seas. Importantly, how wintertime cold-air outbreaks (CAOs) near the marginal ice 

zone (MIZ) affect ocean heat loss and the generation of dense water masses that feed into the 

Atlantic meridional overturning circulation (AMOC). Coordinated atmosphere and ocean 

measurements were made by a range of observing platforms aiming to characterise coupled air-

sea processes (Figure 2.1). The NATO Research Vessel Alliance left Reykjavik on 6 February to  
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Figure 2.1 Schematic of the key observational platforms deployed as part of the Iceland-Greenland Seas 
Project. 

carry out a 43-day research cruise in two legs to collect a suite of meteorological measurements 

while surveying the ocean hydrographic structure. The ship’s track is displayed in Figure 2.2 and 

the onboard meteorological instruments are illustrated in Figure 2.3. A meteorological buoy was 

deployed, collocated with a previously installed mooring, and two ocean gliders were also 

utilised. From 28 February, British Antarctic Survey’s DH6 Twin Otter instrumented research 

aircraft began operations, flying 14 science missions. In the Iceland Sea region, the ship and the 

aircraft were coordinated to allow simultaneous sampling of the ocean and the atmosphere and 

their interactions, providing a rare and rich data set. Following is a brief description of the key 

instruments from which observations are used in this study (see Table 2.1 and photos in Figure 

2.4). Further background and details can be found in Renfrew et al. (2019a), while field campaign 

operations and technical information are described in the ship and aircraft field campaign 

reports (available at web.whoi.edu/all0118/). 

2.1.2 Instrument description 

Radiosondes 

Radiosonde launches were a key component of the meteorological campaign. They provide 

reliable high-resolution profiles of the atmosphere to an altitude of around 25 km. We released 

a total of 100 radiosondes, providing a minimum of one daily launch and high-frequency 
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soundings (up to 3-hourly) during “interesting” weather or in coordination with the research 

aircraft. For example, for 48 hours during the onset and development of a CAO from 28 February 

radiosondes were launched every 3 hours. All sounding data was uploaded in ‘BUFR’ format to 

the World Meteorological Organisation’s Global Telecommunication System to be available for 

operational forecasting. Most of the soundings were assimilated by ECMWF for operational 

forecasting, shown by regular checks on the European Meteorological Network’s E-ASAP service 

(see www.eumetnet.eu) during the campaign. Several of the early radiosondes weren’t 

assimilated due to errors in the BUFR files, which I fixed through correspondence with Met Office 

colleagues. 

The Vaisala RS41-SG radiosondes collect high-resolution temperature, humidity, pressure and 

wind measurements. Wind, height and pressure data are resolved from the radiosonde’s GPS 

data combined with differential corrected GPS data from the Vaisala MW41 ground station 

aboard the ship. Balloon preparation and release took place on the boat deck, with the ground 

station located in a container (Figure 2.3). The system’s height above mean sea level and its 

height difference with the antennae, launch position, and barometer are all adjusted 

parameters for the operational set up. Preparation of each radiosonde for launch included an 

automatic physical zero humidity check and an in-built functional temperature check. For each 

sounding initial surface values were entered using other instruments on the ship; however, we 

were forced to change the source of input data several times due to instrument failures. We 

released the balloons from the boat deck from the port or starboard side depending on wind 

direction, occasionally needing to request the captain turn the ship to guarantee a safe launch. 

Being constantly secured via a safety harness during each launch was essential due to the 

dangers of an icy deck, high sea states and winds regularly around 30-40 knots.  

Hatpro Radiometer 

The RPG Hatpro Radiometer provides a continuous characterisation of the atmospheric 

boundary layer (ABL). Profiles of atmospheric temperature and humidity are measured 

approximately every 10 minutes providing relatively high temporal resolution observations to 

accompany the radiosondes, though with lower accuracy. The passive radiometer measures the 

atmospheric microwave emission at different pressure levels using two frequency bands where 

the atmospheric opacity is high. Atmospheric water vapor information is derived from 7 

frequency channels in the range of 22-28GHz, while temperature distribution is resolved from 7 

channels within the oxygen absorption complex in the range of 51-58GHz.  
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The Hatpro also features a basic surface meteorological package recording barometric pressure, 

relative humidity and temperature. To enable the Hatpro to reliably make measurements of 

different pressure levels aboard a moving ship the unit was seated on a single axis motion- 

 

Figure 2.2 The track of the Alliance research vessel (grey) during the IGP field with radiosonde locations, 
which are shaded by the low-level potential temperature. Average sea ice fraction is displayed by the 
blue shading, using the Met Office Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA). 
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Figure 2.3 Instrument locations on the Alliance. C: Container, B: Balloon basket, R: Hatpro radiometer, W: 
Windcube lidar, M: Micro Rain Radar, E: Exhaust stack. 

correction cradle (following Achtert et al., 2015). Known as the Stable Table, this detects the roll 

of the ship and produces movement in the opposite direction to maintain a horizontal planning 

for atmospheric scanning. Using accelerometers and gyroscopic sensors it can sample and 

correct for the roll of the ship at 10 Hz. The Hatpro was located on the boat deck, near the 

starboard rail. This provided a clear view for the instrument’s selected operational scanning 

angle between 5° and zenith. Occasionally during the cruise, the Stable Table software crashed 

(often the result of large waves causing severe roll) resulting in the table being locked in one 

position until reset. 

Windcube lidar 

Vertical wind profiles (40-200 m) were measured by the Leosphere Windcube lidar (light 

detecting and ranging) instrument. The lidar produces successive pulsed infrared laser beams in 

cardinal directions within a 28° scanning cone, followed by a fifth vertical beam. The laser pulses 

are backscattered by aerosol particles in the air, such as water droplets or dust, that move with 

the wind. The collected backscattered light allows for a calculation of wind speed and direction 

using Doppler induced wavelength shift.
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Table 2.1 A summary of the IGP observations. Variables measured are T = temperature; S = salinity; p = 
pressure; O2 = oxygen; u, v, w = velocities; SST = sea surface temperature; CFC = chlorofluorocarbons; SF6 
= sulfur hexafluoride; RH = relative humidity; LWP = liquid water path; PPN = precipitation; LWC = liquid 
water content; Tdew = dewpoint temperature; SW = shortwave radiation; LW = longwave radiation; q = 
specific humidity. Instruments marked with an asterisk had data broadcast to the Global 
Telecommunication System, hence were available for operational forecasting. 

Simultaneous measurement of the wind speed at 12 different heights is made possible by the 

use of 12 different range gates for the laser pulse time of flight. From this data a signal processing 

algorithm computes wind vector components from five consecutive line of sight measurements. 

The device has an inbuilt motion correction algorithm; however, the raw data was reprocessed 

after the field campaign using more accurate ship attitude data. 
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Metek Micro Rain Radar 

The Micro Rain Radar (MRR) is a compact FM-CW radar for the measurement of profiles of drop 

size distributions. Derived from this information are rain rates, liquid water content, and 

characteristic falling velocity resolved into 30 range gates. This high sensitivity instrument is able 

to detect very small amounts of precipitation below the threshold of conventional rain gauges. 

The droplet number concentration in each drop-diameter bin is derived from the backscatter 

intensity in each corresponding frequency bin. In this procedure the relationship between 

terminal falling velocity and drop size is used. 

Vessel-mounted meteorology 

Continuous standard meteorological measurements were captured by two WeatherPack 

devices. They were sited on the bow mast at 15 m above sea level. New sonic anemometers 

were fitted before the cruise but failed to work properly. In harbour at the halfway point, one 

was replaced with a propeller anemometer providing useful measurements. Due to instrument 

errors gaps also exist in the temperature, pressure and humidity data sets. 

CTD rosette and underway continuous measurement 

The primary oceanographic measurements were made using the conductivity-temperature-

depth (CTD) system deployed form a small Baltic room on the starboard side. From the shelter 

of this space, CTD operations could be performed during a high sea state and sustained 30-35 

knot winds. Water samples were also collected on each cast for chemical analysis using 12 Niskin 

bottles. When the sea state was too rough to carry out CTD operations, or the ship was short of 

time to occupy stations, expendable CTD (XCTD) and bathythermograph (XBT) probes were used 

to measure vertical profiles. In total, 189 CTD stations were occupied, 152 with chemical 

sampling, and 120 XCTDs and 144XBTs deployed. Continuous conductivity and water 

temperature measurements were made by the underway CTD system, sampling water through 

an intake on the bow of the ship at 2.5 m depth. However, this system suffered regular outages 

due to bubbles forming in the intake. 

DH6 Twin Otter research aircraft 

British Antarctic Survey’s DH6 Twin Otter research aircraft began science operations from 28 

February based at Akureyri airport. This versatile aircraft can be flown at low levels (<35 m) to 

measure surface layer properties, as well as boundary layer cross-sections and vertical profiles 

via flying in a ‘sawtooth’ pattern. The aircraft flew a total of 70 science hours, including 505 

minutes in the surface layer at around 35 m altitude, of which 435 minutes with during CAO 
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conditions and 235 minutes were over or near sea ice. Longer missions were allowed by an 

extended range fuel tank, and its ‘short take off and landing’ capability made refuelling possible 

on Greenland at Constable Point. The instrument suite includes temperature and water vapour 

sensors, and a turbulence probe facilitating turbulent flux measurements via the eddy 

covariance method. Other notable instruments include upward and downward shortwave and 

longwave radiation sensors, a downward looking infrared thermometer, a cloud and aerosol 

spectrometer, a water vapour isotope analyser and video cameras. 

Meteorological Buoy 

A meteorological buoy was deployed during the first leg of the Alliance cruise. It operated in an 

open ocean location roughly 200 km away from the MIZ for 78 days in the northwest Iceland 

Sea (70.649° N, 15.426° W). Measurements of meteorological variables were made hourly, as 

well as sea surface temperature (SST), ocean currents and wave height, period and direction. Air 

pressure measurements were found to be erroneous for around half of the period and replaced 

with mean sea level pressure from ERA5. Likewise, quality control showed that SST 

measurements were unreliable so were replaced with the shallowest observations from a co-

located ocean mooring. At a depth of 8 m these measurements are within the well-mixed ocean 

surface layer so should compare well, though variability will be reduced (Våge et al., 2018). A 

short period of air temperature measurements was also removed due to suspected icing, 

following corroboration with the nearby Jan Mayen meteorological station.  

2.1.3 Data processing and quality control 

A common problem with making measurements in the harsh conditions of the subpolar seas is 

the inevitable instrument failure. During the IGP field campaign, the planned high temporal 

resolution meteorological observations from the WeatherPacks provided far less coverage than 

intended. However, a continuous data set is vital to investigate ocean-atmosphere interaction 

and calculate surface turbulent heat fluxes. Problems had been anticipated and prepared for by 

installing redundancy into the observation system. As a result, the two WeatherPack timeseries 

from the bow mast (Leg 1: WeatherPack 4, functioning intermittently; Leg 2: WeatherPack 2, 

near continuous) were supplemented by near-surface temperature humidity and pressure 

measurements from the Hatpro radiometer on the boat deck, with radiosondes providing an 

extra reference data set.  
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Figure 2.4 Photos of observational equipment used during the Iceland-Greenland Seas Project field 
campaign: a) the WeatherPack meteorological instruments on the bow mast of the Alliance; b) a 
radiosonde launch; c) the RPG Hatpro radiometer; d) a CTD cast being performed; e) the British Antarctic 
Survey DH6 Twin Otter research aircraft; and f) the Windcube lidar and Micro Rain Radar. 

To produce continuous sets of observations these data required synthesising, through a process 

of quality control and calibration. The procedure followed was to select a 'default’ set of 

observations based on the reliability of the instruments. When this data source becomes 

unavailable or errant it is replaced by another data source. Though before any variable is 

replaced a statistical comparison must be carried out in order to remove bias and calibrate the 

data sets. Important considerations are the instrument position and its immediate environment. 

Here, details of the data quality control and processing applied are described.  
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Air temperature 

Default observations are from WeatherPack 2 during Leg 2 of the cruise (26 February to 22 

March). This instrument is corroborated by radiosonde observations (Figure 2.5). A longer time 

series covering both legs is available from the Hatpro radiometer surface meteorology sensor, 

but it suffers from a warm bias due to its position on the deck of the ship. These data sets are 

compared over a sample period where they overlap, finding a bias of +3.22° C. With a correlation 

coefficient and slope close to 1, the Hatpro time series are calibrated by subtracting this bias, 

resulting in good agreement with WeatherPack 2. These time series are spliced together, with a 

remaining data gap on 10 February filled using observations from WeatherPack 4. However, it is 

out of syncronisation by several hours, so a small time adjustment is applied. Some infrequent, 

brief (<3 hours) air temperature measurement gaps remain, so these are infilled with linearly 

interpolated values to provide a continuous data set. 

Air pressure 

WeatherPack 4 provided the longest and most reliable air pressure data, checked with 

independent shipboard observations during the cruise, so is selected as the default time series 

(13 February to 24 February). By this time WeatherPack 4 had been syncronised with the other 

instruments. Despite the lower altitude of the Hatpro, comparing its measurements to 

WeatherPack 4 finds a small bias of –0.67. This is possibly due to the sensor’s position near to 

the air intake for the Hatpro’s de-icing blower. As for air temperature, the Hatpro air pressure 

data was bias corrected and used to infill the time series, and remaining gaps linearly 

interpolated.  

Relative Humidity 

Default observations are from WeatherPack 2 during Leg 2 of the cruise (26 February to 22 

March). More measurements are available from the Hatpro radiometer, however, feature a non-

systematic dry bias. Thus, they are calibrated by assuming a linear relationship, adjusting the 

Hatpro data using the slope and intercept of the regression analysis. As with the air temperature 

data, a remaining short gap on 10 February was filled using phase adjusted data from 

WeatherPack 4 and remaining brief gaps interpolated. 

Specific Humidity 

To provide a continuous time series, specific humidity has instead been calculated as a function 
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Figure 2.5 a) A histogram displaying the distribution of observations from the instruments WeatherPack 
2 (grey) and Hatpro (blue), with bars showing the probability density and dashed lines showing a normal 
distribution fitted to the datasets. b) A scatterplot displaying a comparison of the two sets of 
measurements, with the red dash line showing a linear regression fit and key statistics inset. c) Time series 
for the overlapping period between WeatherPack 2 (black), Hatpro (blue), Hatpro with bias removed (red) 
and ~30 m radiosonde observations (black crosses). 

of the processed relative humidity, air temperature and pressure time series following: 

� = �
� � �   and  � = �� ∙ �� , 

where w = mixing ratio, RH = relative humidity and ws = saturation mixing ratio at the given 

temperature and pressure (Hobbs & Wallace, 1977). During Leg 2, a Picarro water vapour 

isotope analyser was installed on the boat deck, providing an alternative humidity data set that 

is in good agreement.  
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Wind speed and direction 

Wind measurements are available from the Windcube lidar (lowest level at 40 m) for most of 

the campaign, WeatherPak 2 during Leg 2, and the shipboard NMEA system used for navigation 

(though this is shaded from the wind at certain angles of attack. The Windcube lidar 

observations have been reprocessed to improve corrections for ship motion at the University of 

Bergen (Duscha et al., 2022). During the time that Windcube and WeatherPack 2 observations 

overlap they are generally in very good agreement, however, the WeatherPack also occasionally 

suffered from wind shading. Further investigation found this shading had occurred during 

northerly winds while the ship was travelling due south, when the bow mast was lying downwind 

of the ship’s superstructure. As a result, the Windcube lidar data set was selected as the default. 

Sea surface temperature 

Shipboard underway CTD data were collected for the majority of the research cruise, however 

with frequent data issues. Throughout the sea surface temperature time series unphysical spikes 

were removed to reduce error feeding into the bulk aerodynamic flux calculations. The SST 

fluctuations would be hard to diagnose by themselves, but the conductivity sensor produced 

even more severe spikes that were easily isolated. This facilitated a programmable method by 

which periods of unphysical measurements were discarded from the underway CTD data. The 

remaining data gaps are infilled by CTD cast measurements at 2 m depth and interpolated, when 

sufficiently high temporal resolution measurements are available. 

Surface turbulent heat fluxes and bulk variables 

The resultant datasets of standard meteorological variables are used as inputs to the COARE 3.0 

algorithm to calculate estimated bulk variables at standard heights (corrected by Monin 

Obhokov Theory), surface turbulent fluxes and flux coefficients (see Fairall et al., 2003). These 

processed data offer the best temporal coverage possible, yet gaps remain in the wind and SST 

sets, leaving gaps in the COARE 3.0 output. Fairall et al. (2003) found that this bulk flux scheme 

is accurate to with 5% for wind speeds of 0-10 ms-1 and 10% for wind speeds of 10-20 ms-1. The 

resultant dataset, with standardised variables and turbulent heat fluxes, provides a rare and 

valuable data set for the characterisation of air-sea interaction during the field campaign and 

for the evaluation of numerical weather prediction products. 

Technical summary 

The quality controlled, calibrated and synthesised data set was output in NetCDF format, 

following standardised Climate and Forecast (CF) conventions. Variables are temporally 
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downsampled to provide 10-minute means to smooth some high frequency instrument noise, 

while preserving enough detail to analyse small scall meteorological processes. The NetCDF file 

includes data flags to provide metadata on the source instrument and processing that each 

processed variable has received at any given point in the time series, and whether the ship was 

in harbour or on active science duties. The data set has been published online with 

documentation at www.ceda.ac.uk (see Barrell & Renfrew, 2019), alongside many of the other 

IGP data sets. 

 

2.2 The Met Office Unified Model 

In this thesis we evaluate a range of weather and climate simulations produced using the Met 

Office Unified Model (MetUM). The MetUM is a seamless numerical weather prediction 

modelling system which enables the same dynamical core and parameterisation schemes to be 

applied across a broad range of spatial and temporal scales. The dynamical core is responsible 

for solving non-hydrostatic deep atmosphere equations using a semi-implicit, semi-Lagrangian 

approach on a regular longitude-latitude grid. Sub-grid scale processes are represented by 

parameterisations, such as radiation, surface exchange and boundary layer turbulence (Walters 

et al., 2017).  

For this study MetUM output was accessed from the Met Office managed Archive Storage 

system (MASS) using MONSooN, a collaborative supercomputing facility offered by the Met 

Office and Natural Environment Research Council (NERC); and the JASMIN environmental data 

storage and analysis facility operated by NERC and the Centre for Environmental Data Analysis 

(CEDA). More detailed description of the model configurations used are provided in the 

following chapters. 
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3 Evaluation of predicted surface layer 

meteorology near the marginal ice zone in 

the Met Office Global Coupled model (GC2) 
 

 

3.1 Introduction 

Sea ice a dominant constraint for ocean-atmosphere surface fluxes in the polar regions 

(Bourassa et al., 2013). The marginal ice zone (MIZ) is the band of ocean near the main ice pack 

that is partially covered in a variety of sea-ice types, ranging in spatial scale from broken floes 

(around 10 km to 20 m) to brash ice and pancake ice (around 30 cm to 2 m). These are separated 

by narrow leads and larger spaces of open water. This morphological heterogeneity makes the 

MIZ dynamic, responding to ocean currents and waves, wind and internal dynamics (Notz, 2012; 

Renfrew et al., 2019b). 

The decline in Arctic sea ice is causing important changes in the position, width and area of the 

MIZ (Cavalieri & Parkinson, 2012; Kwok, 2018). In satellite records of sea ice concentration over 

the period 1979-2011, the poleward edge of the Arctic MIZ has retreated poleward into regions 

where sea ice is increasingly thinner and younger. With the equatorward edge moving 

comparatively little, summer MIZ width has been found to have increased by 13 km decade-1, 

representing a 39% widening (Strong & Rigor, 2013). Climate models project this trend to 

continue, with summer sea ice conditions in the ‘new Arctic’ becoming analogous to the MIZ 

(Sigmond et al., 2018). 

When a cold-air outbreak (CAO) flows over the MIZ, strong air-sea exchange drives rapid changes 

in the atmospheric boundary layer (ABL). Fluxes of heat and moisture from the ocean to the ABL 

peak immediately downwind of the MIZ, with sharp increases in ABL temperature and humidity 

(Renfrew & Moore, 1999; Liu et al., 2006; Spensberger & Spengler, 2021). This ABL development 

has been shown to be very sensitive to sea ice distribution using numerical simulations, with 

significant differences in temperature, humidity, wind, cloud and surface fluxes over the MIZ 

and downstream depending on sea ice fraction and distribution. For example, the development 

of roll clouds has been shown to be dependent on the existence and structure of the MIZ (Liu et 

al., 2006; Gryschka et al., 2008). 

Accurate simulation of CAOs and their interaction with the MIZ in numerical weather prediction 

(NWP) models is important for weather forecasting near the MIZ and downwind. However, there 
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is a paucity of observations in the high latitudes that results in substantial uncertainty in 

forecasts, particularly where air-sea interaction is concerned. Here, this problem is tackled by 

employing a novel set of observations made as part of the Iceland Greenland Seas Project (IGP; 

Renfrew et al., 2019a). NWP models often crudely represent air-sea-ice interactions over the 

MIZ leading to significant biases in surface fluxes and surface layer meteorological variables that 

can extend for hundreds of kilometres downstream (Bourassa et al., 2013). These biases are 

often caused by poor representation of surface exchange, such as unrepresentative drag 

coefficients (Elvidge et al., 2016; Renfrew et al., 2019b). Furthermore, this problem has generally 

been compounded by the common assumption of persistent sea ice and sea surface 

temperature (SST) fields in NWP to enable computationally less expensive atmosphere-only 

models.  

Aiming to improve short- to medium-range forecasting, a new generation of coupled models for 

high resolution operational forecasting has been developed in recent years, taking lessons from 

lower resolution long-range climate models. A leading example is the European Centre for 

Medium Range Weather Forecasts’ (ECMWF) Integrated Forecast System (IFS) high resolution 

global forecasts (HRES), which since June 2018 (IFS Cycle 45r1) have benefited from dynamic 

and thermodynamic coupling between sea ice, ocean and atmosphere. Evaluation of this model 

demonstrated that the assumption of persistent sea ice is detrimental to medium-range 

predictions of sea ice and local 2 m air temperature (Keeley & Mogensen, 2018). Despite this 

study’s overall finding, wintertime bias in the coupled model was comparable to the uncoupled 

version and a more detailed analysis is required to establish where the benefits are most 

prominent, and the sources of error.  

At the time of writing, the Met Office’s global operational forecast system remains atmosphere 

only, with work ongoing to transition to a coupled model configuration. Here we evaluate 

psuedo-operational forecasts from a version of the Met Office’s coupled model in development 

through comparison with the operational uncoupled model using in-situ surface layer 

meteorological measurements made during the Iceland-Greenland Seas Project (IGP). This novel 

data set is exceptional in its diversity of measurements during the winter, where observations 

are sparse. Hence, this chapter aims to use these rare in-situ observations to establish the value 

of the coupled model and provide valuable feedback to the Met Office, helping to inform future 

development of coupled model configurations. 

In Section 3.2 the IGP observations and model versions evaluated are described. In Section 3.3 

the sea ice and sea surface temperature fields are evaluated, and the impacts on surface layer 
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atmospheric variables discussed, with further discussion in Section 3.4 and conclusions in 

Section 3.5. 

 

3.2 Data and methods 

3.2.1 In-situ observations 

The IGP field campaign that took place in February and March 2018 provides atmospheric and 

oceanic observational data sets from a range of instrument platforms that are described in 

Chapter 2 and Renfrew et al. (2019a). Here we make use of the synthesised surface layer 

meteorology from the Alliance research vessel (Barrell & Renfrew, 2019), the meteorological 

buoy in the northwest Iceland Sea (Reuder et al., 2020) and two flights (293 and 294) performed 

by the research aircraft (Renfrew et al., 2021) in the vicinity of the ship to corroborate 

measurements. The buoy’s air pressure sensor failed soon after deployment, so values are 

infilled from ERA5 to permit processing using the COARE3.0 algorithm as done for the shipboard 

data (Fairall et al., 2003). Another short period of data was removed due to suspected icing on 

the temperature sensor, corroborated with temperature readings from Jan Mayen 

meteorological station (see Renfrew et al., 2020).  

3.2.2 Met Office model configurations 

Global operational forecast (uncoupled) 

The MetUM atmosphere only global configuration (10 km grid, 70 vertical levels) provides short 

to medium range weather forecasts. The forecasts used in this study were operational at the 

time, produced using the Global Atmosphere 6.1 (GA6.1) and Global Land 6.1 (GL6.1) 

configurations (both described by Walters et al., 2016). We refer to the uncoupled model as the 

UCM.  

Sea surface temperature and sea ice concentration for model initialisation are taken from the 

Met Office’s daily Operational Sea-surface Temperature and sea Ice Analysis (OSTIA), provided 

at a horizontal resolution of ~6 km. OSTIA’s daily SST and SIC are sourced from satellite 

observations from the EUMETSAT Ocean and Sea Ice Satellite Applications Facility (OSI-SAF). 

GL6.1 specifies the model’s handling of exchange between the land, ocean or ice surface and 

the atmosphere above. In this configuration, roughness length (z0) is a key parameter for 

calculation of surface exchange (Renfrew et al., 2019b). Over sea ice and the MIZ roughness 

length for momentum flux is prescribed by a single value: z0_ice = 3 × 10-3 m, z0_MIZ = 100 × 10-3 m. 

Similarly, the scalar roughness lengths for heat and moisture exchange are prescribed over sea 
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ice, with z0T = z0q = 0.6 × 10-3 m. Over the MIZ, these scalar values are set by a basic assumption, 

where z0T_MIZ = z0q_MIZ = 0.2 × z0_MIZ. 

Global coupled model version 2 (GC2) 

The experimental Global Coupled Model 2.0 (GC2; herein referred to as the coupled model or 

CM) is based on the global operational forecast model with the same 10 km horizontal grid 

length and an increased 85 vertical levels (Williams et al., 2015). Employing the MetUM’s 

seamless approach, the CM largely features the same atmospheric dynamics and 

parameterisations as the UCM. Its configuration includes GA6.1 and GL6.1  meaning roughness 

lengths over pack ice and the MIZ are prescribed the same as described above for the UCM 

allowing direct comparison. 

Ocean-ice-atmosphere interaction is enabled by Global Ocean 5.0 (GO5.0; Megann et al., 2014) 

and Global Sea Ice 6.0 (GSI6.0; Rae et al., 2015) components. Coupling is achieved using the Met 

Office’s Forecast Ocean Assimilation Model (FOAM; Blockley et al., 2014) with interactive ocean 

from the Nucleus for European Modelling of the Ocean (NEMO; Madec, 2008) community model 

and the Los Alamos CICE sea ice model version 4.1 (incorporated in GSI6.0; Hunke and Lipscomb, 

2010) that is integrated with the atmosphere model using the OASIS coupler. This is also 

initialised using SST and SIC data from OSTIA. The CM version tested here uses an ocean model 

with 1/4° resolution. 

GSI6.0 uses the ‘zero-layer’ thermodynamic model of Semtner (1976) to calculate the growth 

and melt of sea ice. Despite a multi-layer ice model being available in CICE version 4.1, it was 

not implemented in GC2 because the sea ice surface temperature and conductive heat flux into 

the ice are calculated by the atmospheric component of the model (GA6.1); this is not consistent 

with the CICE multi-layer scheme, which calculates these quantities itself (Rae et al., 2015). Note, 

in Chapter 4 the Global Coupled Model 3.1 (GC3.1) is investigated, where the use of a multi-

layer sea ice scheme is a key development. In GSI6.0 a constant value for the freezing point of 

sea water is used Tf = -1.8 °C. The model calculates surface temperature, Ts, considering the heat 

fluxes to the surface, and accounting for the energy used to melt the sea ice, until Ts – Tf = 0 or 

the sea ice fraction is reduced to 0. Thus, if sea ice exists in a grid cell after this calculation, but 

is less than 100% concentration, grid cell Ts = -1.8 °C. 

3.2.3 Case Study selection 

As a means for evaluating the coupled and uncoupled models three case studies have been 

investigated. For each case study the forecasts (initialised at 00 UTC at the start of each case 
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period) are evaluated using observations made aboard the Alliance. The objective of this 

approach is to isolate two periods during CAOs, with a third comparative case featuring what 

may be considered as opposing conditions with advection of relatively warm and moist southerly 

air over the region, known as a warm-air intrusion (WAI).  

The cold-air outbreak cases make use of opportunistic measurements and are not measured in 

the same locations, during the first the research vessel was in the Iceland Sea, the second in the 

Greenland Sea. The WAI period was selected to be around the geographical region of the first 

CAO case over the Iceland Sea. Synoptic charts for each case are provided in Figure 3.1 and an 

overview of the observations used in Figure 3.2 and. A brief description of the synoptic situation 

for each case study is provided: 

• WAI1 (15-02-2018 to 20-02-2018) 

This period was dominated by an anomalously warm air mass advected from the south 

(Figure 3.1a), associated with a positive phase of the North Atlantic Oscillation (NAO; 

Renfrew et al., 2019a). Air temperatures were typically above 0 °C and relative humidity 

above 90%, while wind speeds were moderate between 5 and 15 ms-1. Measurements 

were made in the Iceland Sea in similar area to CAO1 enabling a direct comparison. 

• CAO1 (27-02-2018 to 04-03-2018) 

A transition to NAO negative conditions occurred on 26 February 2018 as part of a 

typical delayed response to a sudden stratospheric warming (SSW; Kolstad et al., 2010) 

that had occurred on 8 February 2018, which was also responsible for the ‘Beast from 

the East’ over the UK. In the morning of 28 February 2018, a southward advancing cold 

front passed the Alliance, associated with a small baroclinic mesoscale cyclone that 

enhanced wind speeds (Figure 3.1b; Figure 1.4), resulted in a sudden change in 

conditions observed at the ship. Air temperature dropped from 2 °C to –3 °C and wind 

speed increased from 2 ms-1 to 16 ms-1 in less than 12 hours. This started a prolonged 

period of weak to moderate CAO conditions over the Iceland and Greenland Seas. 

• CAO2 (15-03-2018 to 19-02-2018) 

A shorter but stronger CAO was observed over the Greenland Sea and was also 

associated with a mesoscale cyclone (Figure 3.1c). On the afternoon of 16 February 

2018, the CAO onset seen at the ship was more extreme than CAO1 as air temperature 

fell from around 0 °C to –9 °C and wind speed increased from 8 to 21 ms-1 in 6 hours. 

This event was mostly restricted to the Greenland Sea and only measured for several 
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days due to the NRV Alliance needing to travel south to meet its scheduled return to 

port at the end of the campaign. 

 

 

Figure 3.1 Met Office mean surface level pressure analysis charts for the North Atlantic region: a) 00 
UTC 19-02-2018, T+48 hours in case study WAI1; b) 00 UTC 01-03-2018, T+48 hours in CAO1; and c) 00 
UTC 17-03-2018, T+48 hours in CAO2. 
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Figure 3.2 Overview of the track of the Research Vessel Alliance during Cases 1, 2 and 3 (dark blue, green 
and red lines respectively), science legs of Flights 293 and 294 (orange and cyan respectively), location of 
the meteorological buoy (blue star) and Boxes A and B (labelled) used for analysis in Section 3.4. 

 

3.3 Results 

To gain an understanding of the spatial patterns in the models, surface fields are shown for a 

region encompassing the Iceland Sea and the Greenland Sea, with shipboard observations also 

shown using the same colour scale. The maps depict the nearest daily (1200 UTC) OSTIA sea ice 

analysis with magenta contours for 20% and 80% SIC. These allow an assessment of the 

modelled sea ice field against real world sea ice evolution. To evaluate model predictions, values 

were extracted at nearest-neighbour grid cells to the location of the ship at model time steps. 

This enables a comparison of predictions against observations made on a moving platform, time 

series analysis and the derivation of scatter plots and statistics to assess model skill. First the 

modelled sea ice fields are evaluated, then the implications for surface temperature and near-

surface meteorology are discussed. 
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3.3.1 Dynamic versus persistent sea ice 

First, we compare dynamic sea ice in the CM with the persistent field in the UCM then discuss 

the implications for surface meteorology in the following sections. Figures 3.3, 3.4 and 3.5 

display the surface temperature and sea ice concentration in the uncoupled and coupled 

models, and the difference between them, at T+36 hours in each forecast period. A key 

difference between the models is that the UCM removes any sea ice with concentration <15% 

on initialisation. This has the effect of creating a more abrupt ice edge than the original OSTIA 

sea ice product. In comparison, the CM features a wider MIZ extended by a wide band of low 

concentration sea ice in the outer MIZ.  

At a forecast lead time of T+36 hours it is already apparent that the UCM persistent sea ice field 

does not accurately match the updated OSTIA sea ice analysis in CAO1 (Figure 3.4), in which the 

MIZ has expanded towards the east and south. The sea ice edge lies approximately 100 km 

further to the east in the CM. However, when looking at the difference between the model sea 

ice fields, this increase in sea ice is not visible on the colour scale as it is <10%. What this 

difference plot does highlight though is that the MIZ is significantly wider in the CM, making 

more accurate than that in the UCM. 

Another difference between the models is noticeable in the distribution of the sea ice. The CM 

shows some local regions of higher and lower concentration sea ice along the MIZ more similar 

to those that occur in real world conditions due to currents and wind forcing, unlike the 

homogeneous UCM sea ice field.  However, at this grid scale these features lack the observed 

sharp gradients in sea ice concentration. 

In CAO2 the same band of sea ice appears in the CM even more clearly defined than in CAO1 

(Figure 3.5). At first glance the UCM appears similar to the CM and matches the updated OSTIA 

analysis better than in CAO1, however, the difference plot shows that in fact there has been 

significant ice growth in almost all of the CM ice field. A notable exception is a patch of reduced 

ice concentration near the Denmark Strait in the CM, which corresponds with a local wind jet 

associated with an orographic barrier flow flowing north to south along the East Greenland 

coast. This demonstrates that the CM is somewhat realistically simulating wind forced sea ice 

divergence. 

Despite WAI1 being of figuratively opposite synoptic conditions, with opposing wind flow 

advecting relatively warm and moist air into the region, the same band of low concentration sea 

ice exists in the CM (Figure 3.3). This evidences that this band is caused by the inclusion of sea 

ice with concentration <15% in GSI6.0, not due to freezing under CAO conditions. Yet in this  
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Figure 3.3 Comparison of coupled and uncoupled forecasts for WAI1 at 12 UTC 16/02/2018 (T+36 hours) 
for sea ice fraction (top row) and sea surface temperature (bottom row). Panels a) and d) show the 
coupled model, b) and e) the uncoupled model, and c) and f) the coupled model minus the uncoupled 
model. The magenta dashed and solid lines show the 20% and 80% sea ice concentration contours from 
the nearest daily OSTIA analysis. 

case, in the northern part of the CM domain, the MIZ loses a significant amount of ice in line 

with the warmer conditions. Again, this demonstrates that the live sea ice in the CM is a more 

accurate simulation as it matches the OSTIA contours more successfully than narrower MIZ in 

the UCM. By T+84 hours into the CAO1 forecasts the persistent sea ice field in the UCM poorly 

matches the OSTIA analysis (Figure 3.7). In contrast, the CM is closer to OSTIA, with ice growth 

mirroring the observed eastwards propagation of the ice edge. However, it cannot be said that 

the CM sea ice field is accurate; above 72° N the 20% sea ice contour does not advance 

eastwards enough, either underestimating thermodynamically driven freezing of surface waters 

during the CAO or dynamic ice transport. 

Conversely, in CAO2 the CM sea ice is reasonably accurate on the fourth day of the forecast. 

Though, this is mainly due to the more constant sea ice field, illustrated by comparing the 

persistent UCM sea ice with the OSTIA analysis (Figure 3.8). Nonetheless, the outer MIZ remains 

far extended eastwards in the CM. 
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Figure 3.4 As Figure 3.3 for CAO1 at 12 UTC 28/02/2018 (T+36 hours).  

 

Figure 3.5 As Figure 3.3 for CAO2 at 12 UTC 16/03/2018 (T+36 hours).  
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As seen in the earlier forecast time step discussed, WAI1 is marked by MIZ retreat in the 

northern part of the domain (Figure 3.6). By T+84 hours into the forecast, the CM has lost a 

significant amount of ice in this region that appears to match the observed pattern accurately. 

The ubiquitous extended band of low concentration sea ice seen in these cases in the CM 

denotes a region where a very small amount of sea ice exists. However, in truth the sea ice in 

this region consists of the odd small ice flow and tiny melting fragments that are widely 

dispersed. This extremely sparse sea ice has little impact on ocean wave dynamics or surface 

roughness. As such, the prescribed model surface roughness value should arguably be very 

similar – if not the same – as that of the ice-free ocean, yet this is not the case. Depending on 

wind speed, the surface roughness of the ocean (z0_ocean) is in the range of 1 × 10-2 to 1 × 10-5 m 

(Donelan et al., 1993). But over the MIZ, the model surface roughness (z0_MIZ) is set to a blanket 

value of 0.1 m. The result of this is that crossing the boundary from 0 to 1% sea ice concentration 

represents a sudden large stepwise increase in model surface roughness, while in reality the 

surface is virtually unchanged.  

This problem explains the decision to remove any sea ice below 15% concentration in the UCM, 

as a crude method for tuning the model while minimising computational cost of the surface 

exchange parameterisation scheme. As the CM does not employ such a tactic, the resulting 

outer MIZ is a key difference between the models, which has an impact on ocean-ice-

atmosphere momentum, heat and moisture fluxes. 

3.3.2 Effects on surface temperature 

Despite the outer MIZ that consistently exists in the CM forecasts being of low concentration, it 

has a commanding influence on the surface temperature (Ts) field. Where grid cells contain 

marginal sea ice the model sea water temperature is around freezing point (–1.8 °C). This 

temperature can be incorrect around the low concentration outer MIZ region, illustrated by the 

unphysical Ts gradients in the CM in Figure 3.5. In each of the three case studies a clear band of 

cooler Ts exists in the CM that corresponds with the low concentration sea ice. Particularly in the 

CAO2 and WAI1 cases, where the prominence of this cold Ts band is highlighted by its 

juxtaposition next to areas of warmer Ts in the CM in parts of the domain. However, it should be 

remembered that the representation of surface temperature is limited by the model resolution, 

which is unable to resolve small scale eddies and filaments.  

Shipboard SST measurements by the Alliance (shown by the shaded dots in panels d) and e) of 

Figures 3.3, 3.4 and 3.5) provide an approximate method to evaluate modelled Ts against in-situ 

observations. Note, the underway SST measurements are made by a water inlet at 2.5 m depth 
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on the bow of the ship, hence observing the top layer of the ocean. Although the sensor is close 

to the sea water intake to minimise effects from the ship, this measurement is different to the 

temperature at the ocean-atmosphere boundary, Ts. Nonetheless, the Alliance SST data provides 

a close approximation of Ts for the purpose of this analysis. At T+36 hours in WAI1 and CAO1 

(Figures 3.3 and 3.4) the UCM appears to match the observations more closely than the CM. In 

CAO2 (Figure 3.5) the measured SST is warmer than both models at the ship’s position, however 

this could be due to the ship being further in the modelled MIZ. The cause of this is likely due to 

be one or both of two factors: first, as previously mentioned, the model sea ice field and its 

OSTIA basis being overly smoothed and not representative of true sea ice distribution; and 

second, an observational bias that occurs due to the ship intentionally navigating to avoid sea 

ice. Nonetheless, this does evidence that further into the MIZ, SST is typically around freezing 

point. 

Considering the models’ Ts across the whole domain, the CM is typically significantly cooler than 

the UCM. It could be that this is partly the result of cooling by the overlying cold airmass in the 

CAO cases, but it is also the case for most of the domain in WAI1 when the overlying air was 

warmer than the ocean. In WAI1, the excepting region of warmer Ts in the northern part of the 

domain corresponds with a region of surface water that was below 0 °C, where the air-sea 

temperature gradient was greatest, hence warming would be expected in a responsive ocean 

model. Comparatively, in the southern part of the domain, where SST is of similar temperature 

with the overlying airmass and a more equilibrium state would be assumed, the CM SST remains 

cooler than the Ts analysis in the UCM. Indeed, this region of Ts warming in the CM correlates 

with increased downward sensible heat fluxes (not shown), though it should be noted that 

modelled turbulent heat fluxes during WAI1 are positive downward over much of the domain, 

including where SST is cooler in the CM. 

At T+84 hours the open ocean CM Ts is very similar to the earlier time step in all three cases 

(Figures 3.6, 3.7 and 3.8), albeit with some detectable cooling during the CAO cases. Yet a 

notable difference at the later time step is some erosion of the outer MIZ in all cases. This 

suggests that this band of sea ice was misplaced with the ocean model working to correct the 

initialisation problem. Over sea ice and the MIZ, warmer patches in the Ts difference plots 

typically correspond to where SIC is reduced, exposing the warmer underlying ocean.  

An evaluation of the accuracy of the model Ts fields is enabled by comparison with the measured 

SST time series from the Alliance. Figure 3.9 compares six-hourly observations and each model’s 

prediction for the ship’s position, with one-hourly observations added for insight. In all cases 
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there are points where the ship has entered the fringe of the MIZ, effectively shown by the 

points where the measured SST drops significantly below 0 °C. However, the CM predicts more 

of these events than observed, particularly in CAO2 and WAI1, suggesting that its MIZ and 

associated freezing point Ts are incorrectly simulated. Furthermore, at moments where the ship 

has encountered some marginal sea ice, the CM Ts of –1.8 °C is too extreme, with observations 

closer to 0 °C. 

The time series for each case shows that the CM Ts is cold biased. This is confirmed by the scatter 

plots in Figure 3.9, which demonstrate that the cold bias exists for almost all data points across 

the three case studies, typically by –0.5 to –1.0 °C. This is influenced by the numerous points 

where the CM incorrectly predicts Ts to be at –1.8 °C. These occur when the ship lies within the 

CM outer MIZ described in Section 3.3.1, evidencing that this extended MIZ is poorly simulated. 

Verification of the model MIZ extent using available satellite products is an important next step 

and will be carried out in Chapter 4.  

3.3.3 Effects on surface layer meteorology 

Air Temperature 

Over the open ocean during the CAO cases, near-surface air temperature (T2m) is almost 

universally cooler by up to –1 °C in the CM at T+84 hours into the forecasts (Figures 3.7 and 3.8). 

In both cases this is generally the result of the CAO airmass having passed over more extensive, 

more concentrated and lower temperature MIZ leading to cooler surface layer air. This is 

illustrated by the difference between the models being greatest just off the ice edge and 

decreasing with distance downstream; the surface layer air is increasingly mixed with air from 

higher within the ABL that has more similar properties in the two models. In WAI1, with warmer 

air advected into the region from the south, T2m is comparatively warmer in the northern half of 

the CM domain and cooler in the south (Figure 3.5). Comparing the models’ temperature and 

mean sea level pressure fields (not shown) reveals that this difference is due to a difference in 

timing of the passage of a band of warmer air associated with a small mesoscale cyclone to the 

east, which in the UCM had moved further northwards and out of the domain at this time step. 

Over sea ice and the majority of the MIZ, model differences in T2m correspond with the 

differences in the Ts field, hence, largely result from the evolving sea ice in the CM. During the 

two CAOs, patches of warmer Ts and T2m are due to reductions in sea ice concentration and gaps 

opening at the coast due to wind stress. In WAI1 a similar relationship between Ts and T2m exist, 

which is particularly clear near Scoresby Sund and along the Greenland coast to the south where 

the CM is significantly warmer in both fields (Figure 3.6). 
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Figure 3.6 Comparison of uncoupled and coupled forecasts for WAI1 at 12 UTC 18/02/2018 (T+84 hours). 
Panels a), b) and c) show sea ice fraction for the coupled model, uncoupled model and the difference 
(coupled minus uncoupled) respectively; d) sea surface temperature difference, e) 2 m air temperature 
difference, and f) relative humidity difference. The magenta dashed and solid lines show the 20% and 80% 
sea ice concentration contours from the nearest daily OSTIA analysis. 

A key difference between the models Ts caused by the outer reaches of the MIZ that exists in 

the CM were discussed in Sections 3.3.1 and 3.3.2. Due to grid cells being considered part of the 

MIZ, the increased model z0T_MIZ enhances heat exchange between the surface and the 

atmosphere. The effects of this can be seen in all three cases. In the two CAO cases, where there 

has been substantial growth of sea ice the result is lower T2m in the CM. However, over the low 

concentration outer MIZ there is a detectable band of warming T2m in the CM, despite being co-

located with cooler Ts. Comparatively, in WAI1 the outer MIZ in the CM translates to lower Ts 

and associated T2m as would be expected. To reiterate, during the CAOs in the CM there is a band 

of enhanced upward heat flux into the atmosphere over the outer MIZ, despite model Ts being 

at freezing point due to the existence of sea ice and colder than in the UCM. Hence, we attribute 

this enhanced heat flux to the parameterisation scheme and its high z0T_MIZ value, even where 

sea ice concentration is nearing 0%. The significant differences in air temperature that result 

from the representation of sea ice illustrate the importance of accurate sea ice simulation for 

the CM to prove beneficial. 
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Figure 3.7 As Figure 3.5 for CAO1 at 12 UTC 02/03/2018 (T+84 hours). 

 

Figure 3.8 As Figure 3.5 for CAO2 at 12 UTC 18/03/2018 (T+84 hours). 
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Figure 3.9 Comparison of time series of sea surface temperature observations from the Alliance (1-hourly 
in grey; 6-hourly in black) against model predictions extracted along the ship track from the coupled model 
(red) and the uncoupled model (blue); and scatterplots comparing 6-hourly model predictions against 
observations for each forecast period for a) and d) WAI1; b) and e) CAO1; and c) and f) CAO2. 

Comparing time series of observations and model predictions at the location of the ship provide 

a means for evaluating whether the dynamic sea ice in the CM has a positive effect on near-

surface forecasting. During each case study, the ship spent a good deal of time near the MIZ and 

periodically entered its fringes, often in the region where the CM assumes the outer MIZ exists 

but not in the UCM. 

In CAO1 the CM T2m time series shows better agreement with observations than the UCM, with 

the scatterplot below confirming the CM’s good performance (Figure 3.9). During the CAO 

conditions, the CM is consistently cooler, which is partly attributed to the CM atmosphere’s 

interaction with lower surface temperatures due to the MIZ extending eastwards and growing 

in concentration. In CAO2, however, the time series are more similar between the models. 

Interestingly, both predict the arrival of the CAO cold front at the position of the ship around 12 

hours earlier than observed. The standout division between the models occurs when ship enters 

the outer MIZ in the CM, where, as mentioned above, the significantly higher z0T_MIZ value results 

in greater transfer of heat into the atmospheric surface layer.  
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Figure 3.10 As Figure 3.8 for 2 m air temperature. 

The WAI1 scatter plot (Figure 3.9) indicates by way of its linear regression lines that the CM has 

a slightly lower bias, albeit with a wide spread of points for both models. Similar to CAO1, despite 

the reversed atmosphere-ocean temperature gradient, the CM is closer to truth in WAI1. In fact, 

the UCM performs substantially poorer than in the CAO cases, with a significant warm bias for 

virtually the whole time series. Again, this could be linked to the cooler SST upwind of the ship's 

location in the CM but may also hint of the UCM performing less well under more stable 

conditions. 

Relative Humidity 

In the CAO cases, at T+84 hours, over the open ocean the near-surface relative humidity (RH2m) 

differs little between the CM and the UCM, despite the cooler T2m (Figures 3.7 and 3.8). Though, 

sporadic patches of lower RH2m in the CM correlate with areas of larger difference between 

model T2m fields. In WAI1 the difference between the model’s RH2m fields appears to consistently 

correlate with that of T2m (Figure 3.6). The same expected relationship occurs near the 

Greenland coast in all of the cases, with areas of increased RH2m relating to increased T2m. As is 

the case in the T2m field, the standout difference between the models occurs over the outer MIZ.  
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Figure 3.11 As Figure 3.8 for 2 m relative humidity. 

In fact, for RH2m the existence of sea ice, and the consequent higher value for z0q, results in a 

much greater flux of moisture into the atmosphere in CAO1 along the entire outer MIZ, with 

values up to 50% higher in the CM (e.g., Figure 3.7). This, at least in part, explains the similarity 

between RH2m model fields further downstream, whereby the competition between increased 

moisture input to the atmosphere and effect of lower T2m appear to balance each other out. 

In CAO2 the band of increased RH2m in the CM is less extreme (Figure 3.8). Spatially, this is partly 

limited by the CAO airmass not extending far to the south. The reduced magnitude may be due 

to the smaller difference between the persistent and CM sea ice fields in this case as discussed 

in Section 3.1. Nonetheless, the outer MIZ and its z0q value appear to have a significant impact, 

as well as the balancing out of RH2m values downstream by lower T2m. 

The CM outer MIZ in WAI1 appears to have little to no impact on RH2m (Figure 3.6). But this is as 

expected with the incoming airmass having equilibrated with the surface over its long ocean 

fetch, hence near saturation point. This is confirmed by looking at the time series of RH2m 

observations at the ship, which are consistently >90% (Figure 3.11). As a result, model forecasts 

of near saturation are both accurate at the ship for the duration of WAI1. 
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Comparison of time series at the ship during CAO1 is similar to that of T2m, where despite lower 

Ts, the increased flux of moisture into the atmosphere over the MIZ results in a more accurate 

CM RH2m forecast at the ship downstream of the MIZ (Figure 3.11). However, these competing 

errors do not balance so neatly in CAO2, with the CM near-surface atmosphere becoming too 

moist. This is most clear from 17 March 2018 18:00 UTC to the end of the forecast, where the 

ship is in the outer MIZ in the CM and consequently RH2m is forecast substantially higher than 

observed. Thus, it is evident that the higher setting of z0q in the CM due to the presence of low 

concentration sea ice significantly affects moisture flux into the atmosphere. 

 

3.4 Stationary box analysis 

Two spatial sample boxes (see Figure 3.2) are designed to compare model outputs at strategic 

locations with observations in the local vicinity during CAO1 (Figure 3.12). Box A is situated over 

the meteorological buoy deployed during the IGP cruise, making use of near continuous hourly 

observations in an open ocean environment. Box B is placed to evaluate the region previously 

described to have low concentration sea ice in the CM but none in the UCM. Its position has 

been chosen to make use of available ship and aircraft observations while simplifying 

interpretation by using a fixed location, and so complementing the above analysis. This provides 

a means to challenge or corroborate findings made by sampling the models along the ship track, 

which as a constantly moving platform moved through different local conditions, particularly in 

and out of the MIZ. This alternative method serves to increase the number of observations used 

and the robustness of earlier findings. For further rigour three forecast initialisations have been 

used to improve reliability of findings and assess effects of increasing forecast lead time. 

Each box contains 35 model grid points, over which each diagnostic has been averaged for each 

available time step. The box size, roughly 35 km by 50 km, has been selected to capture a useful 

number of observations in Box B. The same size has been used for Box A for fair comparison, 

even though a single nearest gird point could have been used for comparison. The resulting time 

series are then compared with the available observations. It should be noted that due to the 

observation platforms being on-the-move, the number of available measurements in Box B are 

limited and fewer than those available from the continuous time series at the meteorological 

buoy in Box A. It has been found in earlier analysis that due to an extended band of <15% 

concentration sea ice, a band of cold biased Ts exists in the CM. 
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Figure 3.12 Analysis of time series from the coupled model (red) and the uncoupled model (blue) for Box A (left 
column) over the meteorological buoy in the open ocean and Box B (right column) at the edge of the marginal ice 
zone using observations from the meteorological buoy in Box A and aboard the Alliance in Box B (black crosses) 
and from the research aircraft (black circles showing leg mean; black bars showing leg range); for a) and b) sea 
surface temperature, c) and d) 2 m air temperature, e) and f) relative humidity, and g) and h) 10 m wind speed. 
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Figure 3.12 confirms that a cold bias exists, both in Box A over the open ocean and Box B at the 

MIZ edge. The stepwise drop in the model forecast from its input analysis as the ocean model 

spins up illustrates that the CM Ts bias is a product of its ocean and ice models, though it tends 

to converge with the persistent Ts field in the UCM with increasing lead time. In Box A the bias 

is small (< -0.5 °C), but if found to be consistent over the wider open ocean could have a 

significant impact on ocean-atmosphere exchange. Box B reiterates earlier comparisons with 

the ship, with the majority of the box containing low concentration sea ice in the CM bringing 

the area averaged Ts towards freezing point. The observations generally lie between the 

persistent UCM Ts field and the CM predictions. This demonstrates the weakness of the overly 

smooth CM MIZ, which doesn’t reflect the true sea ice distribution and its sporadic patches of 

sea ice and open water. 

Comparing T2m in the two boxes shows that the CM tends to predict slightly lower air 

temperatures, more so at the MIZ fringe, and is arguably more consistent with observations 

during the CAO. This in part reflects the difference in the model Ts fields, but the fact that the 

magnitude of the difference between the models isn’t larger in Box B may be attributed to the 

increased upward flux of heat due to the higher z0T due to the presence of the low concentration 

outer MIZ in the CM. Before the CAO arrives at the two sample regions, RH2m is in very close 

agreement between the models. In Box A this continues for the first few days after the cold front 

passes the meteorological buoy though the models appear to begin diverging with the CM 

surface layer air becoming moister in line with observations. However, in Box B the CM is 

immediately more humid during the CAO and shows significantly better agreement with 

observations. As for T2m, despite cold biased Ts, the higher z0q appears to increase upwards 

moisture flux resulting in more accurate RH2m values than the UCM. It should be remembered 

for both boxes that the changing sea ice position and concentration in the CM upstream of these 

observation sites is having an influence on the differences between the models. 

In earlier sections model winds have not been evaluated as the CM and UCM simulate very 

similar wind conditions, as illustrated in Figure 3.11. The very similar time series of wind speed 

in the two models in Boxes A and B is expected as they use the same initialisation data, 

dynamical engine, horizontal grid resolution and surface momentum exchange 

parameterisation. The different model sea ice distributions in Box B have a much smaller 

influence on wind speed than for T2m and RH2m. It is difficult to say from these results which 

model is more accurate, but both perform reasonably well compared with the in-situ 

observations.  
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3.5 Discussion 

During CAO conditions in CAO1 and CAO2 the air flow to the position of the ship has been 

modified by the MIZ. In CAO2, the ship spends a good deal of time around the edge of the MIZ, 

which places it in the outer MIZ (<15% SIC) that exists in the CM but not the UCM. Comparatively, 

during WAI1 the air mass arriving at the ship has not been modified by the MIZ, though the ship 

does briefly enter the outer MIZ region in the CM. These differences between the cases enable 

an assessment of the impact of the representation of the MIZ in each model on the near-surface 

meteorology. 

The surface temperature (Ts) in the CM is consistently cold biased compared to observations 

made by the research vessel Alliance (Figure 3.8), with bias values of –0.72 °C, -1.98 °C and –

0.65 °C for CAO1, CAO2 and WAI1 respectively. In comparison, Ts in the UCM was more accurate 

overall, with biases of 0.44 °C, -0.58 °C and 0.12 °C (in above order). Similarly, RMSE values are 

consistently higher for the CM (Table 3.1).  

From this is can be gathered that, despite the assumption of persistence, the UCM ocean Ts field 

remains more accurate and the CM representation of Ts around the MIZ is problematic. Visual 

analysis of model sea ice fields suggests that the dynamic sea ice in the CM is advantageous over 

the persistent field in the UCM. Hence, it seems a disparity exists in the evidence considered 

here, where the beneficial sea ice forecasting capability of the CM does not translate to the Ts 

field, which is important for forecasting near-surface meteorology. A vital next step in this work 

is to quantify the accuracy of the CM sea ice field. As sea ice concentration measurements were 

not made aboard the Alliance, a verification technique that uses satellite-based observations 

could be used, such as calculating the spatial RMSE (e.g., Collins, 2002; Day et al., 2014a; Keeley 

& Mogensen, 2018) or the Integrated Ice Edge Error (IIEE; Goessling et al., 2016).  

  CAO1 CAO2 WAI1 
  UCM CM UCM CM UCM CM 

Ts (°C) Bias 0.44 -0.72 -0.58 -1.98 0.12 0.65 

RMSE 0.63 0.96 1.38 2.42 0.37 1.12 
T2m (°C) Bias 0.61 0.02 0.84 0.15 0.90 0.37 

RMSE 0.83 0.52 2.23 2.69 1.06 0.75 

RH (%) Bias -2.35 0.23 4.78 14.04 -1.71 -0.91 

RMSE 7.71 9.07 11.89 19.39 4.99 4.48 

Table 3.1 Bias and RMSE for predictions from the coupled and uncoupled models compared to 
observations aboard the Alliance of sea surface temperature, 2 m air temperature and 2 m relative 
humidity (as displayed in Figures 3.8, 3.9 and 3.10 respectively). Numbers in bold highlight which of the 
two models is more accurate in each case study. 
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Keeley & Mogensen (2018) found that the sea ice model used in the ECMWF HRES forecast was 

advantageous in summer and autumn over the Arctic during the time the sea ice undergoes 

most change, but not so during winter and spring; RMSE scores in the Iceland and Greenland 

Sea were neutral or worse in all seasons. The IIEE verification technique used by Goessling et al. 

(2016) is more sophisticated in that it can be decomposed into absolute extent error and 

misplacement error; hence it will be applied in further evaluation presented in Chapter 4. 

Indeed, it is instantly obvious in all of the spatial Ts charts presented in this study that the CM 

features a cold band where the outer MIZ appears in the CM but not the UCM. This represents 

a wide region of very low concentration sea ice, with Ts at freezing point accordingly. SST 

observations from the Alliance show that this region is poorly simulated. The GC2 configuration, 

at climate timescales, has been shown to have little Ts bias in the northern North Atlantic 

(Williams et al., 2015). However, the evidence presented in this study shows that over short-

range forecasts in the locale of the MIZ Ts can be significantly biased. 

Another problem of the outer MIZ in the CM arises from the assumed surface roughness value 

over the MIZ (z0_MIZ). z0_MIZ is assumed to have a constant value of 0.1 m, which is approximately 

2 to 3 orders of magnitude higher than that of the neighbouring ice-free ocean surface. Hence, 

the CM features a band with significantly higher roughness length along the MIZ edge. With the 

basic relationship for scalar roughness lengths for heat and moisture: z0T_MIZ = z0q_MIZ = 0.2 × z0_MIZ, 

there is a clear impact on predicted T2m and RH2m. Renfrew et al. (2019b) evaluate the MetUM 

GL6.0 surface exchange configuration with this scalar roughness parameter (used in operational 

forecasts prior to September 2018), denoting it the ‘rough’ experiment, alongside two other 

configurations: an older ‘smooth’ setup, with z0_MIZ = 0.5 × 10-3 m (with z0T_MIZ and z0q_MIZ calculated 

in the same manner), and another more sophisticated parameterisation scheme for surface 

exchange based on the work of Lüpkes et al. (2012) and Elvidge et al. (2016). The ‘rough’ 

experiment, with the same parameters as the model configurations in this study, in forecast 

evaluations over the MIZ in the Barents Sea and Fram Strait, performed worst with larger bias 

and RMSE for all variables except specific humidity. Evidence in this study adds to the conclusion 

by Renfrew et al. (2019) that further research is required to accurately and individually define 

scalar roughness length parameterisations. The Lüpkes - Elvidge scheme was employed for Met 

Office operational forecasting in September 2018, but not used in the updated Global Coupled 

model version 3.1 (GC3.1), hence investigation of GC3.1 in the following chapter includes an 

experimental configuration that trials the Lüpkes - Elvidge scheme. 

Substantially increased turbulent heat fluxes occur in the CM over the MIZ due to its high value 

for z0_MIZ. A quick calculation for sensible heat flux demonstrates the effect of increasing z0_MIZ. 
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Following the Monin Obukhov similarity theory, sensible heat flux can be calculated following 

the bulk aerodynamic formulae: 

���  =   !"
#$%&/&()*+  #$%&/&,()*+, 

��  =  -� . ��� / %
� − 
0+, 

where κ is the von Karman constant (0.4), z is the reference height (10 m), z0T_MIZ = 0.2 × z0_MIZ in 

GSI6.0, cp is the specific heat capacity of air (1004 J kg-1 K-1), ρ is the density of air (1.3 kg m-3), U 

is wind speed and Ts – Ta is the surface-air temperature difference. Selecting 00:00 UTC 18 March 

2018 as an example, when the Alliance was near the MIZ, observations were approximately U = 

8 m s-1, Ts = 0 °C and Ta = -6 °C.  Aircraft observations during the IGP campaign around the edge 

of the MIZ (0 % to 25 % sea ice concentration) found CHN to be typically around 0.0005 (Elvidge 

et al., 2022). Computing upward sensible heat flux using these values gives around 31 W m-2. 

However, performing the same calculation for the CM, with the Alliance in the CM outer MIZ so 

that z0_TMIZ = 0.2 × (0.1 m) = 0.02 m, hence CHN = 0.0056 and Ts = -1.8 °C, finds the sensible heat 

flux to be around 246 W m-2. In this example, the much rougher surface prescribed in the model 

MIZ increases upward sensible heat flux by a factor of 8, despite a reduced surface-air 

temperature difference in the CM. 

The accuracy of predicted T2m and RH2m in the CAO cases presented is significantly impacted by 

the simulated MIZ, with two main factors involved. First, the distribution of the dynamic MIZ 

>15% in the CM appears to improve over the persistent sea ice field in the UCM, but the 

existence of excessive low concentration sea ice causes a significant problem. The effect of the 

low concentration sea ice in the outer MIZ is greater exchange of heat and moisture from the 

surface to the atmosphere. However, the results are different for the accuracy of model 

predictions of T2m and RH2m. The enhanced surface fluxes due to the model representation of 

the MIZ is partly offset by the lower model Ts in this region. In numerical weather prediction, 

there are competing errors where two or more problems sometimes coincidentally result in an 

apparently accurate prediction of a variable. This problem is apparent in the significantly lower 

bias scores for T2m in the CM predictions compared to the UCM for all three case studies (Table 

1). Bias scores for RH2m are also lower for CAO1 and WAI1; but for CAO2, when the ship spent 

more time in the location of the outer MIZ predicted in the CM, there is a large positive bias for 

RH2m, further evidencing the impact of the overly strong upward moisture transfer into the 

atmosphere. With the long fetch over the ocean for the airmass arriving at the ship in WAI1 the 

CM provides a marginally better forecast for the atmospheric variables.  
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Overall, whether under CAO conditions or not in the case study periods considered, the CM 

tends to do a better job of predicting T2m and RH2m. However, underlying competing errors 

undermine this result, and problems caused by the existence of a wide outer MIZ in the CM 

result in cold biased Ts and scalar roughness lengths being set too high where this ice is forecast. 

 

3.6 Conclusions 

Three cases studies have been examined in the Iceland and Greenland Seas, comparing 

numerical weather prediction output from the uncoupled Met Office global operational forecast 

system (UCM) and a coupled model version (CM) featuring ocean-ice-atmosphere interaction. 

The forecasts are evaluated with novel in-situ observations from the Iceland Greenland Seas 

Project (IGP), aiming to determine whether the dynamic sea ice field in the CM marginal ice zone 

(MIZ) leads to improved forecast skill.  

A consistent wide outer MIZ of low concentration sea ice (<15% SIC) in the CM causes cold biased 

Ts. However, the high value of surface roughness over the MIZ (z0_MIZ = 0.1 m) leads to elevated 

surface fluxes of heat and moisture compared to the UCM. Despite these competing errors, the 

CM does in fact show some improvements in forecasting near-surface air temperature (T2m) and 

relative humidity (RH2m). Overall, the significant differences in the CM meteorology that are due 

to its dynamic sea ice evidence that accurate simulation of the MIZ is of critical importance in 

subpolar North Atlantic region. However, further work is required to disentangle these problems 

and make specific suggestions for improvement. Another consideration not covered in detail in 

this study is the effect of feedback between the ocean and the atmosphere, for example the 

cooling of the ocean surface during a CAO period, and whether this is accurately represented by 

the CM. Despite the dynamically and thermodynamically evolving MIZ in the CM appearing 

qualitatively more accurate than the persistent sea ice in the UCM, there is more work to be 

done to verify the skill of the sea ice forecasts. This provides strong motivation for the following 

chapter, in which sea ice forecasts from a newer version of the CM are evaluated. 

Further development of the CM ocean-ice modelling system to more accurately simulate ice 

dynamics would be beneficial. But this is limited by the accuracy of observations used to initialise 

the model, which are poorest over low concentration sea ice due to limitations of current 

microwave sensing technology. A useful approach in the short-term would be to implement a 

more representative parameterisation of scalar roughness values for heat and moisture over 

the MIZ. The evidence presented in this study clearly illustrates that the overly simplified 

assumption of a blanket z0_MIZ value of 0.1 m is unsuitable for use in surface exchange 
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parameterisation of moisture and heat, particularly where the sea ice is of very low 

concentration. 

The results presented in this chapter were conveyed to the Met Office through regular meetings 

and contact with Tim Graham (Manager of Global Coupled Model Development and Processes). 

The Met Office were keen to receive this feedback and benefit from the valuable insights from 

evaluation using the IGP observational dataset. The evidence that the simulated MIZ was 

consistently too wide, with bias in Ts and elevated surface fluxes, added impetus to plans for 

improved sea ice simulation in GC3.1. Building on this work, Tim Graham assisted by running 

experimental simulations using GC3.1 and continued to attend formal PhD review meetings in 

order to keep abreast of new analysis and results. 
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4 Quantitative analysis of short-range sea ice 

forecasts from the Met Office Global 

Coupled model (GC3.1)  
 

 

4.1 Introduction 

During cold-air outbreaks (CAOs) the location and concentration of the marginal ice zone (MIZ) 

has a strong influence on the distribution and intensity of surface fluxes of momentum, heat and 

moisture. These fluxes are greatest just downstream of the sea ice where the air-sea 

temperature gradients are strongest, demonstrated by observational evidence (e.g., Brümmer, 

1997; Renfrew & Moore, 1999), in reanalysis datasets (e.g. Moore et al., 2012; Papritz and 

Spengler, 2017) and in numerical modelling (Liu et al., 2006; Spensberger & Spengler, 2021). In 

turn, these fluxes influence the atmospheric boundary layer and mesoscale weather system 

development. In model studies, the development of convective roll clouds has been shown to 

be dependent on the structure of the MIZ (Liu et al., 2006; Gryschka et al., 2008) and the 

development of polar lows is influenced by the location of the ice edge (Sergeev et al., 2018). 

Furthermore, climate change has already caused accelerating reductions in Arctic sea-ice extent, 

particularly in summer (Comiso et al., 2008; Yadav et al., 2020), and the retreating sea ice edge 

in winter in the Iceland and Greenland Seas is responsible for significant reductions in ocean-

atmosphere heat exchange (Moore et al., 2015). The opening of trans-Arctic shipping routes is 

increasing demand for reliable short-range weather and sea ice forecasts (Melia et al., 2016). 

Improving sea ice prediction capability is also essential for global weather forecasting, 

particularly under the rapidly changing conditions in the Arctic and sub polar regions (Smith et 

al., 2015; Jung et al., 2016). 

In the past, a persistent sea ice field for short-range weather forecasting was deemed a 

reasonable assumption. However, in the last decade a new generation of model systems 

featuring coupled ocean-ice-atmosphere interactions have been developed for short-range 

weather forecasting. The potential benefits of dynamic sea ice, such as more accurate prediction 

of the strongest turbulent heat fluxes near the ice edge, is a key motivation for coupled models 

(e.g., Keeley and Mogensen, 2018). The UK Met Office have been through several iterations of 

a coupled model configuration, aiming to transition to a coupled operational forecast in 2022. 

Their Global Coupled model 3.1 (GC3.1) evaluated here represents the Met Office’s pre-

operational test version, thus it is vital to verify its forecast skill to provide feedback. Previous 
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evaluations of GC3/3.1 typically take a large-scale approach at seasonal to annual time scales 

(e.g., Williams et al., 2017; Ridley et al., 2018; Storkey et al., 2018). This wide angled approach 

is common. Modelling efforts are often concerned with seasonal to interannual sea ice 

prediction and predictability (e.g. Stroeve et al., 2014; Blanchard-Wrigglesworth et al., 2016; 

Petty et al., 2017; Zheng et al., 2021), or long-range climate sensitivity (e.g., Kay et al., 2015; 

Notz et al., 2016; Meredith et al., 2019; Fox-Kemper et al., 2021), which have been particularly 

motivated by models inaccurately simulating the rate of sea ice loss in the Arctic (Stroeve et al., 

2007; Vihma, 2014). 

Here we focus on short-range sea ice forecasts, using several case studies where observational 

data are available from the Iceland Greenland Seas Project (IGP) in winter 2018 (Renfrew et al., 

2019a). Short-range sea ice forecasting has only recently received significant attention as 

coupled models have started to demonstrate appreciable skill. A few notable coupled modelling 

systems developing useful sea ice prediction capability include the European Centre for 

Medium-range Weather Forecasting (ECMWF) Integrated Forecast System (IFS) (Sarojini et al., 

2019), the Canadian Meteorological Centre’s Global Ice Ocean Prediction System (GIOPS) (Smith 

et al., 2016), the U.S. Office of Naval Research’s Marginal Ice Zone Modeling and Assimilation 

System (MIZMAS) (Schweiger & Zhang, 2015) and also the U.S. Navy Arctic Cap 

Nowcast/Forecast System (ACNFS) (Hebert et al., 2015). 

Numerous sea ice verification techniques have been used by others, typically focusing on sea ice 

extent or volume (e.g., Smith et al., 2016). The MIZ width has been identified as a fundamental 

length scale for climate and polar ecosystem dynamics (e.g., Stroeve et al., 2016). Strong & Rigor 

(2013) found a 40% widening trend of the Arctic MIZ and a small narrowing in winter, motivating 

analyses of oceanic versus atmospheric and thermodynamic versus dynamic drivers of changes 

to the MIZ. The importance of the position of the ice edge has motivated some groups to use a 

metric that finds the mean distance between the forecast and observed ice edge (e.g., Posey et 

al., 2015; Dukhovskoy et al., 2015), however, this approach is overly sensitive to isolated patches 

of sea ice. This led Goessling et al. (2016) to develop a novel Integrated Ice Edge Error (IIEE) 

metric, which is calculated by finding the symmetric difference between the areas enclosed by 

the forecast and observed ice edge. The IIEE is particularly useful for end users for whom the 

ice-edge position is more important than a measure of ice extent (e.g., Tietsche et al., 2014). 

Prediction of the ice edge position, and hence the location of the strongest heat fluxes, is 

dependent on the representation of sea ice dynamics in coupled numerical models.  We evaluate 

GC3.1 in several different configurations, testing ocean model grid resolutions of 1/4° and 1/12°, 
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and with an alternative atmospheric drag setting over the MIZ. Two sea ice concentration 

products, AMSR2 and OSTIA, are for verification. In Section 4.2 the model versions and 

verification product characteristics are described, and the selection of case study periods are 

introduced. Section 4.3 features an evaluation of the verification products themselves using IGP 

observations, then presents the results of the IIEE analyses with decomposition into its 

components. Section 4.4 provides further discussion and concluding remarks are given in 

Section 4.5. 

 

4.2 Data and Methods 

4.2.1 GC3.1 Model Experiments 

Three ten-day forecast periods are evaluated during February to April 2018, matching the time 

of the IGP field campaign. The model used to generate these is the Met Office Global Coupled 

3.1 (GC3.1) science configuration with Global Atmosphere 7.1, Global Land 7.0, Global Ocean 

6.0 and Global Sea Ice 8.1 (see Williams et al., 2017). The atmosphere has 85 vertical levels, with 

a top at 85 km, and a horizontal resolution of N1280, or around 10 km in the midlatitudes. In 

comparison to the GC2 science configuration evaluated in the previous thesis chapter, GC3.1 

features the introduction of multilayer sea ice (4 layers), a new multilayer snow scheme, and 

various revisions to parameterisation schemes in all model components. The model was run at 

two ocean resolutions of 1/4° and 1/12° (ORCA025/ORCA12). The higher resolution ocean model 

permits a range of eddy activity (Marzocchi et al., 2015), while the 1/4° is too coarse to represent 

most eddies. 

GC3.1 features a surface drag parameterisation scheme over the MIZ that employs a fixed value 

for aerodynamic roughness length of z0_MIZ = 100 × 10-3 m, which is the same as used in GC2. 

Using this value has been found to cause considerable initialisation shock in GC2, resulting in 

significant initialisation error (Johns et al., 2021). Our earlier findings suggested that this value 

for z0_MIZ and the scalar roughness lengths for heat and moisture, which are fixed at 0.2 × z0_MIZ, 

were too high and partly responsible for elevated model T2m and RH2m predictions at the position 

of the IGP research vessel. To further investigate the transport of sea ice due to wind, an 

additional modified version of the ORCA025 model was run with a modified sea ice drag 

parameterisation scheme, which is taken from the global operational uncoupled model 

configuration (Global Land 8.0). This updated scheme represents a reduced drag coefficient over 

sea ice that peaks over the MIZ and more closely matches field observations (Elvidge et al., 

2016). It has also been shown to have a beneficial impact on simulated T2m and surface fluxes 
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near the MIZ and positively affects the entire atmospheric boundary layer (Renfrew et al., 

2019b). It is planned that this drag parameterisation scheme will be employed in the next 

configuration of this coupled model, GC4, which is planned for operational forecasting, so 

testing its efficacy here is valuable. 

In the coupled model forecasts the previous day’s OSI-SAF 401 satellite sea ice concentration 

product (described further in Section 4.2.5) is used to initialise the ocean model, which is then 

spun up for 3 hours. The resultant ocean and sea ice fields are then supplied to the atmosphere 

model at T+0 hours. Thus, despite originating from the same data source, there is a 24-hour lag 

and some processing between the model sea ice field at T+0 hours and the OSTIA product used 

to verify at this time. We also analyse forecasts with a persistent sea ice field (as currently used 

in the operational system), to allow an estimate of the value of dynamic sea ice. As we are only 

evaluating model sea ice, this experiment is set up by taking the initial field at T+0 hours from 

the 1/4° model and fixing this throughout all time steps for each forecast.  

In summary, the experiments evaluated here: 

A) Persistent sea ice control experiment 

B) 1/4° ocean model (ORCA025) 

C) 1/4° ocean model with modified surface drag (ORCA025_mod) 

D) 1/12° ocean model (ORCA12) 

In all experiments the atmospheric model resolution and science configuration are identical., 

4.2.2 Forecast periods  

Three 10-day forecast periods were selected from the IGP field campaign period initialised at 

00Z: 17 February 2018, 1 March 2018 and 1 April 2018. For technical and computational reasons, 

only a limited number of forecasts were available for analysis. Hence, we employ this case study 

approach and investigate each case in detail. Earlier work (Chapter 3) described that during mid-

February 2018, corresponding with the first leg of the IGP research vessel cruise, a southerly 

warm and moist airmass was flowing into the Iceland and Greenland Seas region, commonly 

called a Warm Air Intrusion (WAI; Pithan et al., 2018). From 1 March 2018 the synoptic pattern 

reversed with the outflow of a cold and dry airmass from the north. This cold-air outbreak (CAO) 

was weak to moderate in intensity but persisted for 10 days, allowing a wealth of atmosphere 

and ocean measurements to be made by the ship on its second leg, by a meteorological buoy 

and by numerous aircraft science flights. These observations enabled an evaluation of near-
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surface meteorological predictions from the Met Office uncoupled operational forecast system 

and GC2 in Chapter 3 (also see Renfrew et al., 2021), which provided motivation for further 

verification of the coupled model sea ice forecasts presented here. A second brief but intense 

CAO occurred around 1-4 April 2018 suggesting a further forecast period for comparison, 

however, this was only observed by the meteorological buoy towards the end of the IGP field 

campaign. After the initial CAO phase, this forecast featured weak winds that fluctuated 

between northerly and southerly. 

4.2.3 Spatial and temporal basis for case study analysis 

The spatial area chosen for this analysis was also selected to be relevant to the IGP field 

campaign region. The northern boundary is set at 75° N, roughly level with the centre of the 

Greenland Sea Gyre. This point marks a change in the sea ice regime along the East Greenland 

coast, where the zonal distribution of the sea ice flowing out of the Fram Strait has been shown 

to approximately half in width from 79° N to 75° N, creating a local minimum in MIZ width and 

a change of velocity (Martin & Wadhams 1999). The southern boundary is set at 68° N, marking 

the beginning of the Denmark Strait and the end of the East Greenland Current’s passage 

through the Iceland Sea. This relatively small domain is in contrast to most seasonal sea ice 

forecast evaluations which tend to evaluate the entire Arctic (e.g., Sigmond et al., 2013; Petty 

et al., 2017; Barton et al., 2021) or Antarctic (e.g., McLaren et al., 2006; Bushuk et al., 2021; de 

Vos et al., 2021). This geographic limitation allows us to attribute model biases in sea ice 

concentration with local air-sea-ice processes. 

4.2.4 Aircraft observations 

A further advantage of the temporal and spatial selections for this study is the availability of an 

observational sea ice concentration dataset from the IGP aircraft, which can be used to verify 

the two satellite sea ice products. Science flights took place during March 2018 over and near 

the MIZ in the northwest Iceland Sea, typically involving low level legs transiting the sea ice edge, 

stacked runs within the atmospheric boundary layer and sawtooth profiles. All the 

measurements used took place within the spatial region used in this analysis. Sea ice 

concentration, A, is calculated using a proxy based on surface albedo, a, from upwelling and 

downwelling short-wave radiation measurements (a = SWU / SWD). This method, documented 

by Elvidge et al. (2016), relies on the sea ice being more reflective than sea water, with tie-points 

derived through careful review of onboard video footage for the no ice transition from open 

water to sea ice (A → 0) and the all ice transition between continuous ice and some water 

appearing (A → 1). From careful review of video footage onboard the aircraft the tie-points used 
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are aA → 0 = 0.15 and aA → 1 = 0.85. Thus, ice fraction can be calculated for each instantaneous 

measurement of albedo by 

10 =  
⎩⎨
⎧ 0                     for 9  ≤  9;→=%9 −  9;→=+

9;→� − 9;→=+           for 9;→= < 9 < 9;→�
1                     for 9 ≥  9;→�.

 

This technique has also been shown to be in good agreement with a parallel method using 

surface temperature (Elvidge et al., 2016). Detailed information on the British Antarctic Survey 

Twin Otter aircraft instrumentation, including the upward- and downward-facing pyranometers 

used to derive albedo, is available in Weiss et al. (2011) and Weiss et al. (2012). A description of 

the IGP flight campaign is provided by Renfrew et al. (2019) and further details on data quality 

control and processing are in Renfrew et al. (2021) and Elvidge et al. (2021). 

4.2.5 Satellite sea ice products 

The Operational Sea Surface Temperature and Ice Analysis (OSTIA) is produced by the Met 

Office. It uses the OSI-SAF 401 global sea ice concentration derived from remote sensing 

observations from the Special Sensor Microwave Imager/Sounder (SSMIS). Several SSMIS 

observation nodes are analysed on the 10 km OSI SAF grid with each observation having a radius 

of influence of 75 km using a Gaussian weighting scaled with the footprint spatial resolution (3-

dB footprint size: 69 x 43 km at 19.35 GHz, 37 x 28 km at 37.0 GHz). This is regridded by OSTIA 

to produce a daily product with a 6.25 km grid resolution (Donlon et al., 2012). Recent work has 

demonstrated that the OSTIA sea-ice distribution is relatively smooth, compared to aircraft 

observations and other products (Renfrew et al., 2021). 

The Advanced Microwave Scanning Radiometer 2 (AMSR2) sea ice concentration was obtained 

from the University of Bremen data archive (Melsheimer and Spreen, 2019). AMSR2 is retrieved 

from JAXA satellite GCOM-W1 brightness temperatures using the ARTIST Sea Ice (ASI) algorithm 

(Spreen et al., 2008). The resultant swath data (3-dB footprint size: 22 x 14 km at 18.7 GHz, 12 x 

7 km at 36.5 GHz) is resampled onto a polar stereographic grid with 6.25 km resolution providing 

a daily analysis product that is higher resolution than OSI-SAF 401. In AMSR2 ice concentration 

is calculated using the Bootstrap algorithm (Comiso, 1986), which uses the 18 and 37 GHz 

channels as they have the lowest sensitivity to atmospheric phenomena over open water. The 

ASI algorithm adjusts this output by setting ice concentration below 5% to 0% due to the coarser 

sensor resolution using these microwave channels, which provides a sharper concentration 

gradient at the sea ice edge. 
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OSI-SAF also makes use of the Bootstrap technique, but due to evidence from Andersen et al. 

(2007) that using the Bristol algorithm (Smith 1996) at low frequency microwave channels gave 

best agreement with higher resolution Synthetic Aperture Radar (SAR) imagery, a hybrid of these 

two algorithms is used. Due to their relative strengths, the Bristol algorithm is given little weight 

at concentrations below 40% and the Bootstrap is given little weight at concentrations above 

40%. The Bootstrap algorithm is based on the observation of linear clustering of brightness 

temperatures measured using the 19 and 37 GHz channels in the vertical plane, T19v, T37v, to 

detect ice or open water, taking account of the variability to optimise the detection of low 

concentrations. The Bristol algorithm is similar, but also uses the brightness temperature in the 

horizontal plane of the 37 GHz channel, T37h, to allow a three-dimensional view of the data using 

a transformed coordinate system. 

4.2.6 The Integrated Ice Edge Error  

Following Goessling et al. (2016), the Integrated Ice Edge Error (IIEE) method distinguishes 

between a forecast ice edge and a ‘true’ ice edge obtained from a verification product. The IIEE 

metric is defined as the area where the forecast and truth disagree on the ice concentration 

being above or below a defined threshold, typically taken as 15%. This is equivalent to the 

‘symmetric difference’ between the areas enclosed by the forecast and verification ice edge. It 

is calculated by finding the areas where the local sea ice extent is overestimated (O) or 

underestimated (U) and then summing: 

 

1)                                                          IIEE = O + U , 

2)                                             O =∫ A max(cf − ct, 0) dA , 

3)                                             U =∫ A max(ct − cf, 0) dA, 

 

where A is the domain of interest, c = 1 where sea ice is above the prescribed concentration 

threshold (we use 0.01%, 15% and 50%), and c = 0 elsewhere, where cf and ct are c for the 

forecast and truth respectively. The IIEE can also be decomposed into an absolute extent error 

(AEE) and a misplacement error (ME): 

 

4)                                                      IIEE = AEE + ME , 

5)                                                         AEE = |O − U|, 

6)                                                      ME = 2⋅min(O, U). 
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The AEE describes the absolute mean extent error and is comparable with the root mean square 

error metric of sea ice extent (e.g., Guemas et al., 2014). The AEE identifies situations where the 

forecasted sea ice extent is larger or smaller than the ‘truth’, i.e., when O >> U or U >> O the AEE 

is high. Conversely, the ME takes into account the position of the sea ice edge and the ice 

distribution separately from the total extent. Hence, the ME is particularly informative in 

situations where there are significant amounts of both overestimation and underestimation 

errors. If these errors are of similar magnitude, i.e., O ≈ U, while they cancel each other out to 

give a low AEE, the ME will be at a maximum. This highlights the issue where, despite the overall 

amount of forecasted sea ice being relatively accurate, it is misplaced and remains problematic 

for forecasting. Goessling et al. (2016) show that the often neglected ME makes up more than 

half of the climatological Arctic IIEE. 

4.2.7 Methodology 

Creating a single grid on which to transform the different sea ice and model products was a 

necessity. One option would be to pick one product’s grid as the base, but whether to choose 

the verification product or the model to be tested is for debate. Thus, a new standard grid was 

established, set to be rectilinear with 0.06° grid length. During the evaluation, each product is 

regridded using bilinear interpolation to this common grid. 

To evaluate the different sea ice products against each other a common land-sea mask was 

required due to significant differences in the representation of the coast and inland water 

regions (see Figure 4.1). This was created by taking the AMSR2 land-sea mask and converting 

any grid cell within a Von Neumann neighbourhood with a radius of five grid cells from a land 

cell to be also land. This created a ‘conservative’ land-sea mask that artificially extends the east 

coast of Greenland by approximately 30 km to the east. Additionally, several remaining water 

grid cells within the Scoresby Sund fjord were manually converted to land. This process also 

augmented the size of Jan Mayen Island, to remove any spurious sea ice that occurs along its 

coast. This land-sea mask was then applied to all the regridded datasets. This approach 

artificially reduces the area of sea ice in the domain. However, all of our results are based on 

comparing products, so the actual area is of no interest.  

To compare the spatial similarity of each forecast timestep with that day's analysis the sea ice 

fields are first made binary. Where sea ice exists, the field is set to 1, otherwise open ocean grid 

cells are set to 0. The area enclosed by the forecast and the verification product is integrated by 

calculating the area of each grid cell for each criterion and summing (Equations 2 and 3).  
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A key decision is to decide what the minimum sea ice concentration threshold should be to 

determine whether a grid cell is assumed to be ice or not. This is typically taken as a threshold 

of 15% (Goessling et al., 2016) and this was used for the main part of the analysis. However, the 

procedure was also run with thresholds of 0.01%, to account for all sea ice, and 50% to account 

for the more ‘solid’ sea ice pack. 

 

 

Figure 4.1 An example of the steps involved to process the initial sea ice fields from a forecast and 
verification product time step (row 1), by regridding and applying a common land mask (row 2), binarising 
the sea ice field depending on the selected minimum sea ice concentration threshold (row 3), then finding 
the over- and underestimated region of sea ice extent in the forecast for each verification product (row 
4; red = overestimation, blue = underestimation). The example here is at T+84 hours from the 1 March 
2018 forecast) 
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4.3 Results 

4.3.1 AMSR2 and OSTIA verification  

First, a verification of the AMSR2 and OSTIA products is presented using aircraft observations 

made during the IGP. Most of the aircraft measurements were made over or near the MIZ, 

particularly during science legs that transited the ice edge (Renfrew et al., 2019a), making the 

dataset ideal for comparison across the MIZ. The scatter plots of satellite derived sea ice 

concentration extracted by linear interpolation versus observations in Figure 4.2 illustrate that 

AMSR2 is generally more accurate than OSTIA. AMSR2 represents the variability significantly 

better than OSTIA with a closer standard deviation, lower RMSE and more accurate linear 

regression slope and correlation coefficient (see Table 4.1).  

These results are corroborated by measurements made during the Aerosol-Cloud Coupling And 

Climate Interactions in the Arctic (ACCACIA) field campaign (Elvidge et al., 2016) as shown in 

Table 4.1. The low slope of the OSTIA regression line illustrates the problem caused by the 

Gaussian smoothing algorithm used to produce the OSI-SAF 401 product. The blurring of the sea 

ice edge results in less high concentration sea ice and more low concentration sea ice than 

observed. However, AMSR2 has a positive bias, while OSTIA has a slightly smaller negative bias. 

A cluster of points exist where AMSR2 estimates the sea ice concentration to be around 100%, 

while the measurements were up to 30% lower.  

 

 

Figure 4.2 Scatter plots of aircraft observed sea ice fraction versus satellite derived fraction from AMRS2 
and OSTIA, line shows a linear regression. 
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  Mean 

Obs. 

Mean 

Prod. 

Std. 

Dev. 

Obs. 

Std. 

Dev. 

Prod. 

Corr. 

Coeff. 

Slope  Bias RMSE 

IGP AMSR2 0.583 0.647 0.393 0.426 0.927 1.004 0.064 0.171 

OSTIA 0.583 0.551 0.393 0.333 0.885 0.751 -0.032 0.185 

IGP  

and 

ACCACIA 

AMSR2 0.595 0.65 0.366 0.394 0.858 0.923 0.055 0.211 

OSTIA 0.595 0.55 0.366 0.315 0.787 0.678 -0.045 0.231 

Table 4.1 OSTIA and AMSR2 sea ice concentration verification statistics. Bold indicates a better 
performance compared to the observations. 

 

Figure 4.3 Sea ice fraction observations from flight 303 of the IGP aircraft campaign (shaded dots), with 
science legs taking place between 13:30 and 15:30 on 14/3/2018, overlaid on SAR satellite images from 
the same day at a) 08:20 and b) 18:51, and the day’s sea ice analyses from c) AMSR2 and d) OSTIA. The 
SAR images show backscatter with high to low as light to dark, hence open water is darkest. 

Figure 4.3 demonstrates the characteristics of AMSR2 and OSTIA under discussion. Displayed 

are two Synthetic-Aperture Radar (1 km resolution) satellite images of the study region with sea 

ice concentration measurements from IGP Flight 303 on 14 March 2018. Taking into 

consideration that the two images are taken roughly five hours before and three hours after the 

science legs of the flight respectively, the aircraft measurements accurately match with the SAR 
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imagery confirming their veracity. A clear visual agreement with both the observations and SAR 

image is displayed by the AMSR2 analysis for that day, in particular the ice edge gradient and its 

representation of polynyas. In contrast the OSTIA analysis provides a much poorer 

representation of the MIZ. The gradient of the ice edge is far too smooth, resulting in very little 

agreement with observations. Many of the other IGP science flights reinforce this result, as 

detailed by Renfrew et al. (2021). The ASI Bootstrap algorithm used to produce AMSR2, with a 

5% ice concentration cut off, gives a sharper ice edge that is shown here to match observations 

far better than the smooth OSTIA field. However, the slightly smaller bias demonstrated by 

OSTIA suggests that the OSI-SAF hybrid Bootstrap/Bristol algorithm could be superior if the ice 

edge was better resolved. The Bootstrap algorithm has been previously shown to give higher ice 

concentration estimates compared to the NASA Team algorithm, particularly where surface 

snow or ice temperatures are relatively warm or new and young ice types are present (Comiso 

et al., 1997). Like the Bristol algorithm, the NASA Team algorithm utilises an extra brightness 

temperature channel, this time using the horizontal plane of the 19 GHz channel, in all using T19v, 

T19h and T37v.Further evaluation of these two products with a larger number of observations over 

pack ice as well as the MIZ would be needed to confirm these findings Yet, as Comiso et al. (1997) 

do, by assessing the strengths and weakness of each technique for the purpose of the study in 

question, we can judge that AMSR2 is a better measure of the position of the sea ice edge and 

hence MIZ extent to verify the GC3.1 short-term model output.  

 

4.3.2 Qualitative model analysis 

Sea ice distribution 

We start with a qualitative analysis of the simulated sea-ice distributions and a comparison to 

the sea-ice satellite products. In the AMSR2 satellite data from the 22 February 2018 (Figure 4.4) 

the sea ice edge is wavy with wind and ocean-eddy driven features, due to a combination of the 

eddy activity driven by the East Greenland Current flowing from the north and the wind from 

the south (see Johannessen et al., 1987). This coastward wind has also compressed the sea ice 

field resulting in a well-defined sea ice edge. This sharp gradient in sea ice concentration is not, 

however, visible in the OSTIA sea ice field. 

The ORCA12 model at T+132 hours qualitatively replicates the sharp gradient of the sea ice edge 

reasonably well and has eddy driven features similar to those seen by AMSR2. The ORCA025 

model is visibly similar to its higher resolution counterpart but displays smoother sea ice 

concentration gradients and less eddy-driven features. 



                                                                                                                                                                 69 

 

 
 

 

Figure 4.4 Sea ice concentration at 12 UTC 22/02/2018 the Iceland and southern Greenland Seas region. 
Panels show: a) and b) sea ice predicted by the coupled model with ocean grid resolution of 1/4° and 
1/12° at T+132 hours respectively; c) and d) from OSTIA and AMSR2 satellite products from the forecast 
day respectively. Black arrows show 10 m wind vectors averaged over the duration of the forecast from 
each model in a) and b), and from ERA5 in c) and d). 

This is to be expected with the coarser ocean resolution. Despite the common misplacement of 

eddy-driven features along the ice edge, the qualitative improvement that ORCA12 displays 

compared to ORCA025 should be commended, bearing in mind that inherent chaos in the 

system prohibits a perfect simulation. Yet, the problem of the sea ice distribution appearing 

morphologically correct and representative of the truth, but misplaced spatially, is a motive for 

further quantification of error using the IIEE metric and its components. For example, here the 

sea ice extent is roughly accurate, except for the displacement of eddy-driven mesoscale 

features, so that the regions of over- and underestimation will largely cancel each other to give 

a low absolute extent error, but the large symmetric differences in the model and verification 

sea ice fields will lead to a large misplacement error. 
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Figure 4.5 As Figure 4.4 for 12 UTC 06/03/2018 (forecast fields at T+132 hours). 

On 6 March 2018 (at T+132 hours; Figure 4.5) the MIZ width has increased and is more diffuse 

due to the off-ice wind flow. The forecast sea ice fields also reproduce this divergence in the sea 

ice field, however, the ORCA12 version appears to display too much eddy activity with an 

undulating ice edge not seen in the verification products. In contrast, in this case the ORCA025 

ice edge looks more representative of AMSR2, highlighting the problems caused by the ‘grey 

zone’ in eddy activity between these two ocean resolutions. Additionally, a small polynya can be 

spotted off Cape Brewster in the AMSR2 image (but not in OSTIA), which is successfully produced 

in both forecasts, though overestimated in spatial size suggesting that the atmospheric drag on 

the sea ice may be too strong.  

Further evidence of potentially incorrect momentum exchange is given by the occurrence of this 

polynya on the 6 April 2018 (Figure 4.6), compared with the lack of any opening in the sea ice in 

AMSR2. 



                                                                                                                                                                 71 

 

 
 

 

Figure 4.6 As Figure 4.4 for 12 UTC 06/04/2018 (forecast fields at T+132 hours). 

Also at this time, the largest visual difference between these two forecasts and AMSR2 occurs 

south of Cape Brewster suggesting that this area is particularly difficult for the models to 

simulate for both the atmosphere and ocean fields. This can be attributed to the respective 

model resolutions not permitting accurate representation of the wind flow around the complex 

orography of the peninsula (c.f. Renfrew et al., 2008; Moore et al., 2016) and, likewise, the high 

dependency of the East Greenland Current on the bathymetry just offshore (c.f. Sutherland & 

Pickart, 2008; Håvik et al., 2017). 

Wind fields 

The 17 February 2018 forecast is dominated by a WAI regime, with persistent southerly winds 

bringing warm and moist air into the region from the Atlantic. This weather pattern was 

dominant for most of February (Renfrew et al., 2019). In contrast, the CAO forecast periods were 

dominated by northerly flow as shown by the 10-day mean wind in Figures 4.5 and 4.6. The 1 
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March 2018 case features stronger and more persistent northerly wind. The development of a 

barrier flow with local wind enhancement in the north Denmark Strait under these conditions is 

commonly found (Moore and Renfrew, 2005). 

Having the same atmosphere configuration, the models displayed have mostly similar wind 

fields. There are some minor differences in wind speed over the sea ice, but it is unclear whether 

this is due to the representation of the sea ice at different ocean resolutions, or due to the model 

simulations naturally diverging due to intrinsic chaos. 

4.3.3 Total IIEE Overview 

In this section we evaluate the sea-ice distributions quantitatively using the IIEE metric. A 

summary of IIEE scores for all experiments using the typical sea ice concentration threshold of 

15% (e.g., Goessling et al., 2016) is displayed in Figure 4.7. The average IIEE across all time steps 

for each experimental forecast was taken in an effort to reduce noise. Looking across the three 

forecasts, no one model configuration performs consistently better. Focusing on the AMSR2 

(pink) verifications, the dynamic sea ice improves forecast skill for the 17 February and 1 March 

forecasts, but not the 1 April forecast when the persistent field displays the lowest overall error. 

Focussing on the OSTIA (green) verifications, the dynamic sea ice is only better than persistent 

sea ice for the 1 March case.  

 

Figure 4.7 Overall mean IIEE scores, using a minimum sea ice concentration threshold of 15%, averaged 
over the duration of each forecast for all experiments. Error bars represent the range of errors across 
forecast time steps. Model configurations are indicated as: P for persistent sea ice; 025 for ORCA025; 
025_mod for ORCA025 with modified atmospheric drag; and 12 is ORCA12. AMSR2 verifications are in 
pink, OSTIA in green. 
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Figure 4.8 As for Figure 4.7 but for the analyses using minimum sea ice concentration thresholds of a) 
0.01% and b) 50%. 

The ORCA025 model and its counterpart with the modified drag scheme display remarkably 

similar overall error results, indicating that the difference between the schemes tested here is 

less significant than that of varying ocean resolution. That said, the ORCA12 simulations remain 

rather similar to the lower resolution ocean experiments, performing slightly worse in the 17 

February forecast, almost the same in the 1 March forecast, and slightly better in the 1 April 

forecast.  

Using a sea-ice concentration threshold of 0.01% provides further insight into the outer region 

of the MIZ (Figure 4.8a). When including the very low concentration sea ice in the analysis the 

IIEE is higher. This is likely due to these forecasts being initialised with the OSI-SAF 401 product, 

which contains too much low concentration sea ice. Verifying with AMSR2 finds that dynamic 

sea ice marginally improves upon persistent sea ice in the WAI case (17 February). However, 

under persistent CAO conditions from 1 March, the dynamic sea ice configurations perform 
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slightly worse than the persistent field. Yet more so, the 1 April forecast that features a mix of 

northerly CAO conditions and southerly winds shows the coupled models to perform 

substantially worse. These results are generally an amplified reflection of those at the 15% sea 

ice concentration threshold for AMSR2. 

Despite similar results for the 17 February and 1 March cases when verifying against OSTIA at 

the 0.01% and 15% thresholds, for the 1 April case at the 0.01% threshold there is much greater 

difference between AMSR2 and OSTIA verifications, with an almost inverse judgement of which 

models perform best. This finding should be noted as a warning: despite the seemingly 

appropriate comparison of a forecast and a verification product that both originate from the 

same satellite product (OSI-SAF 401), the resulting measurement of sea ice extent error can give 

a misleading understanding of model performance.  

Only considering sea ice above the 50% concentration threshold (Figure 4.8b) also reveals 

another difference between the two verification products. Using OSTIA for verification gives 

consistently lower estimates of error than AMSR2. In this part of the MIZ the ice is more ‘solid’ 

and spatially isotropic, so AMSR2’s greater ability to resolve sharp gradients and small-scale 

features becomes less beneficial over OSTIA. Instead, we believe that this systematic difference 

is at least in part due to AMSR2’s retrieval algorithm typically giving higher concentration values 

over the inner MIZ compared to OSTIA (Figure 3.2). As outlined in Section 3.1, OSTIA displays a 

lower overall ice fraction bias versus in-situ aircraft observations of around –0.04, compared to 

around +0.06 for AMSR2. Nonetheless, the differences between AMSR2 and OSTIA verifications 

are less than that shown between the forecast periods, suggesting that the synoptic conditions 

seem to be this most important factor when evaluating forecasts for the inner MIZ. 

4.3.4 Spatial evolution of IIEE components 

As stated by Equation 1., the IIEE error is found for each forecast time step by summing the areas 

of overestimation (O) and underestimation (U), and these components are illustrated here by 

red and blue regions, respectively. Remember that the sea ice product used to initialise the 

model lags the verification product by 24 hours, leading to differences between the simulations 

and OSTIA product even when evaluated at T+0 hours. This instantly highlights that compared 

to AMSR2 the models tend to overestimate the MIZ extent, while compared to OSTIA the models 

tend to underestimate, particularly during the CAO cases. This pattern is obvious from day 1 of 

each forecast, demonstrating that initial sea ice error pattern is often a governing influence on 

how error develops over time during these short-term forecasts. 
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 Figures 4.9a and 4.9b illustrate the development of ice edge error between T+1 day and T+10 

days for the 17 February forecast using AMSR2 and OSTIA for verification respectively. Although 

the region analysed is relatively small, these charts demonstrate the strengths of taking a 

magnified approach, as many details are noticeable that are not visible when viewing a similar 

Arctic wide analysis. This level of detail is necessary to gain an understanding of the sources of 

error over short-range forecasts.  

Under the WAI conditions, the initial overestimation in the models becomes largely an 

underestimation by day 10 compared to AMSR2 (Figure 4.9a). The important factor in this case 

is that ocean current and the wind affecting the sea ice are acting in near opposite directions. 

This suggests that either the wind is pushing the model ice too far towards the coast, or the 

simulated EGC is not transporting enough ice southwards. The reduced wind drag experiment 

offers some insight, and in fact this case shows the largest difference between the two versions 

of the 1/4° models. Below 70° N the lower drag version displays a wider MIZ, suggesting that the 

higher drag in the original version is partly to blame for the ice being too compressed towards 

the coast. 

However, the 1/12° version shows the lowest error in the same region with the same higher 

wind drag scheme, presumably due to increased transport by the better resolved ocean. This 

case demonstrates the interplay between the ocean and the wind forcing on the sea ice, and 

that the balance between the two must be fine-tuned when changing the ocean resolution. 

In contrast, verification with OSTIA suggests that the WAI case is almost ubiquitously dominated 

by underestimation in the models (Figure 4.9b). Here the initial forecast field almost matches 

OSTIA, illustrating their shared connection to the OSI-SAF 401 product. Any difference is 

explained by the fact the model uses a 24-hour older analysis, and the processing that occurs 

between the OSI-SAF product and OSTIA or GC3.1 output. Nonetheless, using OSTIA to verify 

incorrectly suggests that the models are all performing poorly and in a similar manner, unlike 

the more nuanced AMSR2 evaluation of this case.  

MIZ extent errors in the two CAO cases are relatively similar in their spatial development. AMSR2 

determines that both feature an overly wide MIZ on initialisation and that this error generally 

persists throughout the forecasts (Figures 4.10a and 4.11a). The 1/12° ocean model version 

performs better than its 1/4° peers in both of these cases (recall the wind and ocean are flowing 

in a similar direction).  
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Figure 4.9 Spatial IIEE developm
ent during the 17/02/2018 forecast period using a) AM

SR2 and 
b) O

STIA for verification. Red areas show
 w

here a m
odel has overestim

ated the M
IZ extent, w

hile 
blue areas show

 underestim
ation. 
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Figure 4.11 Spatial IIEE developm
ent during the 01/04/2018 forecast period using a) AM

SR2 and b) 
O

STIA for verification. Red areas show
 w

here a m
odel has overestim

ated the M
IZ extent, w

hile blue 
areas show

 underestim
ation. 
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Further, the different surface drag schemes applied to the 1/4° ocean have negligible influence 

on the error amount or distribution in both cases, despite the winds being significantly stronger 

during the March CAO. From this we deduce that the higher resolution ocean offers the best 

potential for improvement in short-term sea ice forecasting in this region. As illustrated during 

the WAI case, OSTIA determines an underestimation of MIZ extent to be the dominant error 

during these two forecast periods (Figures 4.10b and 4.11b).  

An important feature develops in all the model versions in both CAOs that both OSTIA and 

AMSR2 agree on, suggesting it is consistent and remarkable, which is a build-up in sea ice that 

occurs at near the southern boundary of the domain, south of Cape Brewster at the entrance to 

the Denmark Strait. There are several plausible factors involved. There is a significant surplus of 

sea ice on initialisation that is transported southward. The point at which the sea ice patch 

develops is concurrent with the point at which the EGC commonly bifurcates. While the main 

portion of the EGC continues off the shelf break, a significant portion of the current typically 

splits towards the coast over the shelf, named the East Greenland Coastal Current (EGCC; 

Sutherland & Pickart, 2008). This delicate small-scale process is difficult for the ocean models to 

accurately capture and may result in incorrect dynamic forcing on the sea ice from the ocean. 

Bacon et al. (2014) suggest that an ocean model with 1/12° grid resolution is sufficient to resolve 

the EGCC, yet confidence in model simulations is low due to sparse observations (Håvik et al., 

2017). Nonetheless, looking carefully at Figures 4.10a and 4.11a shows that the ORCA12 

simulations produce a smaller patch of excess ice than ORCA025. With the same atmospheric 

dynamical configurations in all the models, the ubiquitous nature of the problem hints that 

atmospheric forcing on the sea ice is also an issue. Under barrier flow conditions due to 

convergence against Greenland’s orography – typical of northerly flow regimes in this region 

(Moore and Renfrew, 2005) – enhanced low level wind is commonly observed south of Cape 

Brewster (Harden & Renfrew, 2012). Despite the atmospheric model being relatively high 

resolution in this region (10 km), such small-scale wind features can be misrepresented spatially 

or in magnitude. A further issue that arises from the complexity of the ocean dynamics and wind 

driven mixing in this area is the resulting high variability in sea surface temperatures. This 

thermodynamic issue could cause the sea ice to not melt sufficiently in the models due to a cold 

bias. 

4.3.5 IIEE component timeseries 

Figure 4.12 displays timeseries of the over- and underestimation contributions to the IIEE for 

each experiment during the three forecast periods. The amount of error tends to increase with 

time for each forecast, but the breakdown significantly differs between the AMSR2 and OSTIA 
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verifications. Compared to AMSR2, the CAO forecasts generally overestimate the MIZ extent 

when using the minimum sea ice concentration threshold of 15%. During the 17 February 

forecast, after being initialised with a significantly greater MIZ extent than observed by AMSR2, 

the similar over- and underestimations signify a misplacement of the sea ice. However, for the 

same case, comparing to OSTIA would suggest that the models substantially under predicted the 

amount of sea ice. Comparing to OSTIA, although the models are initialised from a similar 

analysis product just 24 hours earlier, the CAO forecasts are judged to universally under predict 

the MIZ extent early in the forecast periods. The differences between the parallel verification 

analyses exemplify the issue that using OSTIA analysis to verify sea ice forecasts may give false 

representation of model performance and poor understanding of the sources of error. 

 

 

Figure 4.12 Time series of over- and underestimation for 3 forecasts using a sea ice threshold of 15%. 
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In addition, when looking at sea ice above 50% concentration (not shown), the IIEE error is lower 

and predominantly due to a misplacement rather than absolute extent error. This is to be 

expected as the more coastward mostly sea ice covered region is inherently more predictable. 

Also noteworthy is that the CAO forecasts begin with a significant underestimation of the MIZ 

extent, with both verification products in agreement. This discrepancy may be partly attributed 

to the relatively rapid divergence of the sea ice underway in these cases, associated with the 

off-ice wind flow, and the time delay between the forecast time step and the satellite analysis. 

Given the similarity of the over- and underestimation time series between the experiments, 

their IIEE components were averaged over each forecast, for each verification product and sea 

ice concentration threshold. Then, using Equations 5 and 6, the over and underestimation time 

series can be converted into absolute extent error and misplacement error (AEE; ME; Figure 

4.13). Using the 0.01% threshold the three forecasts are typically dominated by AEE on 

initialisation, and this error then persists during the forecasts. This finding reflects earlier 

discussion on the large amount of initialisation error due to the existence of too much low 

concentration sea ice However, due to the model sea ice field evolving under wind and ocean 

stress, a significant contribution of ME tends to grow.  

When only considering the sea ice above 50% concentration, the two components are more 

equal on initialisation in the OSI-SAF 401 product. The initial error using the 15% threshold is 

also primarily AEE. But at T+72 hours the ME grows substantially larger than AEE for all forecast 

periods, and surpasses the ME found using the two lower thresholds. These findings are in line 

with those of Goessling et al. (2016), who show that ME typically dominates pan-Arctic IIEE, 

particularly at short lead times. 

What can we learn from this breakdown into AEE and ME? First, a significant amount of extent 

error on initialisation will tend to persist throughout the forecast. Starting the models with an 

incorrect sea ice edge position, particularly when the amount of low concentration sea ice is 

incorrect due to blurring of the ice edge, will cause a persistent error. This will affect the spatial 

distribution of local maxima in surface fluxes and the boundary layer development.  

Second, ME tends to grow across the entire MIZ in all model experiments. This highlights that 

there is room for improvement in the sea ice dynamics, with a combination of wind and ocean 

forcing errors responsible. Pulling these apart is difficult without considering further model 

diagnostics, but some suggestions can be made. Figure 4.12 shows that, during the CAO cases, 

the overestimation of MIZ extent on initialisation, dominates throughout the forecasts and 

grows by day 10. During these cases the wind and ocean forcing on the sea ice are acting largely  
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Figure 4.13 Development of Absolute Extent Error (AEE) and Misplacement Error (ME) averaged over the 
three experiments for each forecast, using sea ice concentration thresholds of >0%, 15% and 50%. 

in the same direction and the 1/12° ocean version performs better. Thus, imperfect 

parameterisation scheme for sub-grid scale ocean dynamics, i.e., ocean eddies, in the 1/4° ocean 

model may not be dissipating enough energy resulting in overly high current velocity. 

 

4.4 Discussion 

The choice of sea ice product for verification is critical 

The OSTIA sea-ice concentration product is shown to be poorer in spatial distribution than 

AMSR2 compared to in-situ aircraft observations and SAR images. The Gaussian smoothing 

applied to each grid cell in the OSI-SAF 401 product, which OSTIA is based on, results in a lack of 
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sharp gradients at the ice edge. The resultant excess of low concentration sea ice widens the 

OSTIA MIZ extent. AMSR2 provides a more accurate representation of the sea ice edge and 

extent due to its sharper gradients and cut-off of sea ice <5% concentration. However, AMSR2 

does display a small positive bias, possibly due to its retrieval being solely based on the Bootstrap 

algorithm, in contrast to a smaller bias in OSTIA which uses the hybrid Bootstrap-Bristol 

algorithm. This suggests that hybrid retrieval method could be preferred. However, this finding 

points to the need for a more substantial investigation of MIZ representation in sea ice products. 

It is also demonstrated that there is a significant repercussion from the choice of verification 

product. Using two separate sea ice analysis products for evaluation can lead to opposing results 

(i.e., a large under- or overestimation of MIZ extent). Hence, there is a high degree of sensitivity 

in this kind of analysis to the verification product selected. Despite the marginally better overall 

bias score for OSTIA, for the purposes of a local short-term forecast the better spatial 

reproduction of the sea ice field in AMSR2 is more suitable. 

Initialisation problem 

A key finding is that there is a significant error in the sea ice field used for initialisation. 

Consideration must be given to the delay between the forecast time (00Z) and the satellite 

product verification time (12Z). Though, due to technical limitations the satellite products are in 

fact a composite of many individual measurement swaths throughout the day, hence can only 

be considered accurate to around ± 12 hours. In addition, the forecast uses an already 12 hours 

old sea ice analysis. 

Those caveats considered, the error on initialisation as assessed by AMSR2 and OSTIA are far 

from in agreement. Most strikingly, comparing the two evaluations of the full initial sea ice fields 

(>0.01 %) in Figure 4.12 illustrates that the findings are almost opposite; validating with AMSR2 

finds the models to be overestimating sea ice extent, while validating with OSTIA finds them to 

be underestimating. This disagreement originates from the OSTIA product being overly smooth, 

failing to accurately represent a distinct ice edge and thus producing an extended band of low 

concentration sea ice. The findings here further evidence OSTIA’s weaknesses for use in 

forecasting and verification. 

The significant amount of sea ice extent initialisation error hampers the forecast skill, adding to 

research by Day et al. (2014) who found sea ice thickness initialisation error reduces forecast 

capability. By the end of each forecast the error amounts in the AMSR2 and OSTIA evaluations 

tend to converge as the effects of the initial sea ice fields diminish. This translates into a change 
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from AEE, introduced by the OSI-SAF 401 product, to ME as the erroneous areas of sea ice are 

transported by the ocean and wind model components. 

Mobility of ice  

The spatial evolution of sea ice in all the coupled model simulations suggests that sea ice 

transport is too strong. In the WAI case (Figure 4.9), with southerly wind, the sea ice is pushed 

too far towards the Greenland coast resulting in a general underestimation of sea ice extent. In 

the CAO cases (Figures 4.10 and 4.11), with northerly winds, the largest amount of error in each 

simulation tends to take the form of a patch of overestimation in the south of the domain shown. 

These findings suggest that excessive sea ice transport may be due to wind stress that is too 

strong. However, the surface drag experiments do not consistently agree with this suggestion, 

and it is difficult to discern the differences between ocean and wind effects within the scope of 

this analysis. Typically, the 1/4° ocean reduced wind drag experiment has slightly higher error 

than the 1/4° ocean version with higher wind drag, albeit with very small differences. The 1/12° 

ocean version tends to perform best, suggesting that its ability to resolve a greater range of 

ocean features is beneficial., But these results are not always consistent. Further analysis of the 

separate ocean and wind momentum flux on the sea ice components is needed to decide if this 

evaluation corroborates that surface roughness over the MIZ is set too high in GC3.1 and the 

updated surface drag scheme after Lupkes et al. (2012) and Elvidge et al. (2016) will be beneficial 

for GC4. Tuning of other parameterisation schemes, such as the ocean drag on sea ice, is likely 

needed. The significant growth in ME in all the cases analysed certainly proves that there is room 

for improvement in the dynamic sea ice schemes. We suggest that further work would include 

evaluation of the model values for oceanic and atmospheric drag against observations. 

 

4.5 Conclusions 

We have demonstrated the value of the IIEE metric for use at short-range local forecast scale, 

building on previous large scale long-term forecast studies. In particular, close analysis of the 

IIEE component terms illuminates complex underlying processes responsible for model error. By 

decomposing the IIEE metric here, we illustrate dramatic differences between using AMSR2 and 

OSTIA sea-ice forecast verification and that the choice of observational sea ice product is critical 

for short-range forecast evaluation. The overly smooth sea-ice distribution in the OSTIA product 

can result in an expanded MIZ extent. AMSR2 provides a better representation of the sea-ice 

edge and appears more suitable for the type of focussed analysis presented here. A more 
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comprehensive comparison study of satellite sea ice products, incorporating more observations 

over a greater spatial extent, would be needed to confirm this finding.  

The lack of sharp gradients in the OSTIA sea ice product originate from the OSI-SAF 401 satellite 

product from which its data is sourced. We demonstrate that initialising coupled models using 

the OSI-SAF 401 product introduces significant error, particularly due to it containing too much 

low concentration sea ice. The amount of error in initial conditions in the experiments here is 

larger than the difference between the ORCA025, ORCA025 with reduced atmospheric drag, or 

the ORCA12 configurations. Nonetheless, the experiments displayed here show that there are 

improvements to be made in momentum exchange at the atmosphere-ice and ocean-ice 

boundaries for short-range sea-ice forecasting. The ability of ORCA12 to resolve a wide range of 

ocean features, such as eddy activity, suggests that using a higher resolution ocean model is 

worthwhile for sea ice prediction and coupled weather forecasting in the high latitudes. 
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5 Projected changes to wintertime air-sea 

turbulent heat fluxes over the subpolar 

North Atlantic 
 

 

5.1 Introduction 

Air-sea fluxes over the subpolar North Atlantic (SPNA) play a crucial role in atmosphere and 

ocean circulation. The largest portion of this energy and moisture transfer is due to sensible and 

latent heat fluxes that occur during cold-air outbreaks, which account for 60% to 80% of 

wintertime oceanic heat loss (Papritz & Spengler, 2017). These turbulent heat fluxes cool the 

surface waters and promote convective overturning, thus playing a crucial role in the Atlantic 

Meridional Overturning Circulation (AMOC) - a key component of the global climate system. The 

AMOC brings warm, salty water from the Gulf of Mexico northwards into the SPNA, which 

becomes colder and denser and sinks, to be exported southwards as North Atlantic Deep Water 

(Buckley & Marshall, 2016; Figure 1.1). The release of ocean heat into the atmosphere has a 

profound effect on the climate of northwest Europe, raising air temperatures by as much as 6°C 

compared to Pacific maritime climates at a similar latitude (Palter, 2015). 

Aagaard & Carmack (1989) suggested that the Greenland and Iceland Seas were, at the time, 

‘delicately poised’ in their ability to sustain convection. Since their publication, conditions in the 

Arctic and nearby subpolar regions have changed substantially. Most notably, a rapid decline of 

sea ice has been observed (Comiso et al., 2008; Figure 1.8), raising concern that in summertime 

the Arctic will be ice free (<1 million km2) within a couple of decades (Overland & Wang, 2013). 

Parkinson & Cavalieri (2008) showed that while summer sea ice has declined in the Greenland, 

Iceland and Irminger Seas by 11.4% (+/- 4.3%), winter sea ice has also declined by 10.0% (+/- 

2.5%) over 1976-2006. A more recent assessment found that annual mean Arctic sea ice area 

has reduced by around 20% over the period 1979-2014 (Sévellec et al., 2017). Moore et al. 

(2015) showed that wintertime sea ice retreat in the Iceland and Greenland Seas, along with 

different rates of warming for the ocean and the atmosphere, has resulted in reductions of 

around 20% in the magnitude of air-sea fluxes in these seas since 1979. They also demonstrate 

that further decreases in atmospheric forcing will likely reduce ventilation of mid-depth waters 

in the Greenland Sea and decrease the supply of the densest waters into the lowest limb of the 

AMOC. However, the retreating ice cover from the region’s boundary currents is also responsible 
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for changes in the spatiotemporal variability of air-sea heat fluxes. Moore et al. (2022) find that 

a reorganisation of where water mass transformation occurs is underway, with increased 

turbulent heat fluxes observed over key boundary currents in the SPNA where retreating sea ice 

has exposed them to the atmosphere (e.g., Våge et al., 2018). 

There is evidence to suggest that the AMOC has already slowed to some extent. The AMOC has 

been measured by the RAPID array at 26.5°N since 2004, and despite significant variability this 

data set shows a recent weakening in volumetric transport of approximately 15% compared to 

the period 2004-2008 (Smeed et al., 2018). Other studies have also found via proxies or models 

that a gradual slowdown of the AMOC appears underway (e.g., Rahmstorf et al., 2015; Caesar 

et al., 2018). Coupled climate models have suggested it is likely to continue declining in response 

to anthropogenic climate change over the 21st century (Fox-Kemper et al., 2021). Strikingly, the 

observed pattern of changing sea surface temperatures and air-sea fluxes in the North Atlantic 

is comparable to the response to a declining AMOC predicted by coupled climate models (Smeed 

et al., 2018). The possibility that the AMOC may suffer a catastrophic collapse in the not distant 

future is often referred to in popular culture. This is generally thought to not be an immediate 

concern, yet it cannot be ruled out (Weijer et al., 2019). 

Recent modelling efforts enable further investigation into the future of the AMOC. In the state-

of-the-art multi-model, multi-resolution ensemble, the Coupled Model Intercomparison Project 

Phase 6 (CMIP6) High Resolution Model Intercomparison Project (HighResMIP), the AMOC and 

northward heat transport to the SPNA tends to become stronger (and agree better with RAPID 

observations) as ocean model resolution is increased (Roberts et al., 2020; Chassignet et al., 

2020). Roberts et al. (2020) suggest these differences in AMOC strength are mainly due to the 

different ocean model resolutions, as changes to the atmospheric resolution alone give 

generally smaller changes and are more model dependent. Further, these higher resolution 

ocean models (1/12° to 1/4°) predict larger declines in the AMOC than typical resolution climate 

models (1° to 2.5°), suggesting a potentially greater risk posed by climate change for the 

Northern Hemisphere. Higher resolution models also enable analysis of more complex smaller 

scale changes to air-sea interactions. For example, Wang et al., (2020) identified in high 

resolution ocean simulations a mechanism where sea ice retreat leads to intensified heat 

transport to the Arctic Ocean through Fram Strait, potentially contributing to the ‘Atlantification’ 

of the Arctic.  

This study makes use of output from HadGEM3-GC3.1, one of the better performing CMIP6 

members in terms of AMOC representation (Roberts et al., 2020; Hirschi et al., 2020; Heuzé, 
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2021) and Arctic sea-ice mass budget (Keen et al., 2021), to explore the future of air-sea 

turbulent fluxes in the SPNA. Note however, there is a large spread in sea-ice area and mass 

across the CMIP6 ensemble, both in historic and future simulations (Notz et al., 2020). We 

investigate output from several single CMIP6 members (MM and HH resolution), taking a 

storyline approach in order to compare several plausible and physically consistent simulations 

of the future (Shepherd et al., 2018). 

We address several key questions:  

• How well does the model simulate climatological sea ice and air-sea fluxes, and how 

does this vary with increasing ocean resolution from 1/4° to 1/12°?  

• How are these fluxes projected to change over the course of the 21st century with 

retreating sea ice? 

• What are the potential impacts for ocean convection and the formation of dense waters 

that feed into the AMOC?  

• And how might this affect atmospheric circulation and the climate of northwest Europe?  

First, we describe the model configuration in detail, the methods used to evaluate the 

simulations against climatological data, and the forcing used to drive the models into the future. 

Then we discuss the strengths and weaknesses of the historic simulations, before discussing the 

projected changes later this century. Last, we probe the implications of these changes for the 

SPNA and attempt to elucidate ramifications for the AMOC. 

 

5.2 Data and Methods 

5.2.1 ERA5 

To provide a quasi-observational data set by which to evaluate the historic model runs we use 

the ECMWF Reanalysis version 5 (ERA5), accessed using the Copernicus Climate Data Store 

service. We use monthly averaged data to calculate extended winter (here defined as December 

to March) mean values, denoted henceforth by the year in which the winter started. At the time 

of writing, the data is available in two parts: 1979-present, which has significantly more satellite 

observations available (Hersbach et al., 2019); and the 1950-1978 preliminary back extension, 

which has greater uncertainty due to fewer available observations (Bell et al., 2020). ERA5 offers 

several advantages compared to its predecessor, ERA-I, which was used by Moore et al. (2012) 

to document the climatological air-sea fluxes over the SPNA. These include an improved model 

configuration (IFS Cycle 41r2), increased resolution (~30 km), and, not least, the extended record 
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back to 1950 that conveniently matches the available period for the HadGEM3-GC3.1 

HighResMIP historical simulations. An evaluation of ERA5 against in-situ observations in the 

Iceland and Greenland Seas showed that it generally performs very well in the region, albeit with 

less accuracy over the marginal ice zone than over the open ocean (Renfrew et al., 2021).  

5.2.2 HadGEM3-GC3.1 

To investigate the future evolution of air-sea turbulent heat fluxes over the course of the 21st 

century we use output from the Hadley Centre Global Environment Model 3 – Global Coupled 

version 3.1 (HadGEM3-GC3.1) at medium-medium (MM; Roberts et al., 2017a) and high-high 

(HH; Roberts et al., 2017b) atmosphere-ocean resolutions of 60 km - 1/4° and 25 km - 1/12° 

respectively. This model output was configured for submission to the Coupled Model 

Intercomparison Project Phase 6 (CMIP6) (Eyring et al., 2016), and is described in detail by 

Williams et al. (2017) and Roberts et al. (2019). Model data was accessed from CEDA 

(www.ceda.ac.uk) using the JASMIN supercomputing service.  

The atmospheric component has science configuration GA/GL7.1 (Walters et al., 2019), with 85 

vertical levels to a height of 85 km and a rectilinear grid. The grid resolutions of the model 

atmosphere used are comparable to the 30 km grid spacing in ERA5. The ocean component, GO6 

(Storkey et al., 2018), has 75 vertical levels and a curvilinear tripolar grid. At MM resolution the 

ocean can be described as eddy-permitting, while the HH is eddy-rich. The sea ice component, 

GSI8.1 (Ridley et al., 2018) is output on the same grid as the ocean. Data on the tripolar grid 

system, particularly at high resolution, poses a nontrivial challenge to utilise. Hence, all model 

output was transformed onto a regular latitude-longitude grid of resolution 0.25° by 0.25° to 

match that of ERA5. The Climate Data Operator (CDO) suite of tools was used to perform this 

task. This facilitated direct comparison of products on a grid cell by grid cell basis and statistical 

analyses. 

The model simulations analysed are listed in Table 5.1. Verification of HadGEM3-GC3.1 output 

is performed through comparison of historic simulations (1950-2014 with observed historical 

climate forcing applied; see Andrews et al., 2020) against climatological values from ERA5. The 

higher resolution HH model is near the computational limit for long-range climate prediction, 

hence has received less evaluation and tuning at the time of writing. Thus, we also include the 

HH control run (1950-2050 with constant 1950 climate forcing; see Roberts et al., 2019) in our 

evaluation for further comparison. The future runs are forced using the standardised time 

varying CMIP6 forcings detailed in Eyring et al. (2016). The future projections incorporate forcing 

specified by alternative future societal development pathways (SSPs).  
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HadGEM3-GC3.1 
Configuration 

Atmosphere 
grid size 

Ocean  
grid size 

Run length 
(years) 

Period 

MM-historical 60 km 1/4° 64 1950-2013 
HH-historical 25 km 1/12° 64 1950-2013 
HH-control 25 km 1/12° 100 1950-2049 (nominal) 
MM-SSP1-2.6 60 km 1/4° 85 2015-2099 
MM-SSP5-8.5 60 km 1/4° 85 2015-2099 
HH-future-(SSP5-8.5) 25 km 1/12° 35 2015-2049 

Table 5.1 Overview of the HadGEM3-GC3.1 model simulations evaluated. 

These narratives are described quantitively in terms of population growth (Samir & Lutz, 2014), 

economic growth (Dellink et al., 2015), and urbanisation (Jiang & O’Neill, 2015). In this study 

only two of the five pathways are analysed, SSP1-2.6 and SSP5-8.5. Qualitatively they can both 

be described as “optimistic trends in terms of human development”, meaning that education 

and health is well funded, societal institutions function well and economic growth is rapid. 

However, SSP1-2.6 involves increasing deployment of sustainable technologies, while SSP5-8.5 

assumes an intensively fossil fuel-based economy (O’Neill et al., 2015). The key factor in each 

scenario is their long-term global average radiative forcing levels of 2.6 Wm-2 and 8.5 Wm-2 

respectively, as denoted in the acronyms. These two pathways represent the low and high ends 

of the suggested range of possible future scenarios. For the MM configuration both pathways 

are evaluated to 2100, but the HH future run is only available using SSP5-8.5 forcing and to 2050. 

As only one model integration, known as a realisation, is available for the HH future simulation, 

we primarily use the first realisation of the other model configurations, despite multiple 

realisations being available. To ensure the validity of this decision four realisations of the MM 

historical model were compared, finding little difference between them when considering 

climatological winter means (not shown). 

5.2.3 Methodology 

For the purpose of this study the SPNA is defined as the non-land area that lies between 70°W 

to 60°E, and 50°N to 85°N. The distribution of turbulent heat fluxes across the SPNA in different 

simulations can be illustrated with spatial charts. However, to gain a deeper understanding of 

the changes in important subregions we define seven study areas (similar to Papritz & Spengler, 

2017) that are used in a quantitative assessment. These are the Iceland, Greenland, Irminger, 

Barents and Norwegian Seas, and Fram Strait west of Svalbard, see Figure 5.1.  

To analyse sea ice conditions, we compute the average grid cell sea ice concentration as output 

by the model for each study region. This is not converted to sea ice area as we are most 

interested in the fraction of sea ice cover in each region, not the absolute area of sea ice. The  
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Figure 5.1 Map of the subpolar North Atlantic, with bathymetry and topography shaded. The study regions 
outlined by the black dashed lines are Labrador Sea (LS), Irminger Sea (IrS), Iceland Sea (IS), Greenland 
Sea (GS), Fram Strait (FS), Norwegian Sea (NS) and Barents Sea (BS). The thick white line represents the 
ERA5 winter mean (1950-2020) 15% sea ice concentration contour.  

regions differ in total area, so this information is more useful to draw comparisons and to 

evaluate changes over time. Further insight into the performance of the historic simulations is 

provided by conditionally sampling the data sets based on the total wintertime sea ice area over 

the SPNA. Composites of ‘low ice years’ and ‘high ice years’ are created by selecting the years in 

each data set where the total sea ice extent is below the first quartile (<Q1) and above the third 

quartile (>Q3) respectively. 

 

5.3 Evaluation of historic simulations  

5.3.1 Spatial distribution of sea ice and turbulent heat fluxes 

Figure 5.2 displays the spatial distribution of wintertime mean surface meteorological fields over 

the climatological period of 1950-2013 for ERA5, and the HadGEM3-GC3.1 HH and MM models 

(HH historical; MM historical). As ERA5 is very similar to its predecessor ERA-I, it follows that 

there is very close agreement in the spatial distribution of 2 m air temperature (Ta), mean sea 

level pressure (MSLP) and total turbulent heat flux (THFX) with previous climatologies (e.g., 

Moore et al., 2012, see Figure 1.5). The HH historical simulation shows generally good spatial 

agreement with ERA5, however it exhibits too much low concentration sea ice in the Iceland and 

Greenland Seas. This is due to the existence of years in the model when these regions were 
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largely covered by sea ice, hence the mean 25% sea ice concentration contour lays further east 

than seen in ERA5. Conversely, the ice edge is situated reasonably accurately in the Fram Strait 

and Barents Sea regions in the HH historical model, though the ice concentration is too low east 

of Svalbard. Mean sea level pressure in the HH historical run agrees very well with ERA5 in the 

position and depth of the Icelandic Low. The near-surface air temperature field also agrees very 

well with the ERA5 climatology. The spatial distribution of total turbulent heat flux corresponds 

reasonably well with ERA5. However, the magnitude of fluxes is incorrect in places with fluxes 

too high near the ice edge in the western Labrador Sea, Fram Strait and the northern Irminger 

Sea, and a little too low in the Iceland and Greenland Seas.      

The MM historical run is significantly different to the HH run in places. It simulates far too much 

sea ice in the Iceland and Greenland Seas, with these regions being mostly ice covered; although, 

in contrast to the HH historical run, the northward position of the ice edge in the Barents Sea is 

in good agreement with ERA5. The Icelandic Low is too shallow, with its centre around 3 mb 

higher than ERA5 representing a significant difference in the representation of the atmospheric 

circulation and wind speeds over the SPNA. Under representation of extratropical cyclones is a 

feature of lower resolution atmospheric models (e.g., Jung et al., 2006). The surface air 

temperature field in the MM historical model is very similar to the HH model and agrees well 

with ERA5. The magnitude of peak turbulent heat fluxes in the Labrador Sea and Fram Strait is 

slightly lower than the HH model and closer to ERA5. However, the substantial amount of extra 

ice in the Iceland, Greenland and Irminger Seas leads to incorrect surface heat fluxes in these 

regions. In both models the fluxes are too low in the Iceland and Greenland Seas, and too high 

in the Irminger and Labrador Seas and the Fram Strait. In the Barents Sea the models show good 

agreement with ERA5, though the concentration of sea ice east of Svalbard is too low in the HH 

historical simulation. Both resolutions simulate the magnitude of Norwegian Sea flux reasonably 

well but with an incorrect east-west gradient due to the overly low fluxes to the west. 

5.3.2 Regional means 

Analysis of regional climatological winter means (and interquartile ranges) enables a more 

detailed evaluation of the simulations’ veracity (Figure 5.3). The MM historical model produces 

far too much sea ice in the Greenland and Iceland Seas with a median sea ice concentration over 

the regions of approximately 90% and 65% respectively, compared with 50% and 10% in the 

ERA5 record. In the Fram Strait sea ice is also overestimated by the MM historical yet 

underestimated in the Barents and Labrador Seas. 
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Figure 5.2 Spatial distribution of climatological (1950-2013 DJFM) sea ice contours (25%, 50%, 75%), sea-
level pressure (black contours) and 2m air temperature (coloured shading) in the left column and sea ice 
and total turbulent heat flux (coloured shading) in the right column for ERA5 reanalysis in a) and b); 
HadGEM3-GC3.1 HH historical in c) and d); and HadGEM3-GC3.1 MM historical in e) and f). 

The advanced sea ice extent causes substantial bias in the MM historical in the Iceland and 

Greenland Seas with a cold bias in Ts of approximately 5 – 10 °C. It follows that the MM historical 

simulation exhibits poor skill in these regions for linked variables, and indeed Ta and THFX are 

significantly lower than ERA5. Despite reasonable agreement with ERA5 in the other regions, 

overall, the MM historical appears to provide a relatively poor reproduction of air-sea 

interactions in the SPNA.  
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Figure 5.3 Box and whisker plots for surface variables across seven regions, using output from ERA5 (1950-
2013), and the models MM historical, HH historical and HH control (see Table 1). The variables are for 
DJFM, with the left column displaying data for all years and the right column displaying data for low ice 
years. 

In contrast, the HH historical run displays improved agreement with ERA5 in sea ice over the 

Greenland and Iceland Seas, though the interquartile range is too large and somewhat biased 

towards higher ice concentrations. As seen in the spatial plots, the HH model tends to 

underestimate the amount of sea ice a little in the Fram Strait and Labrador Sea, but the 

interquartile range largely overlaps with ERA5. Sea ice is more significantly underestimated in 

the Barents Sea due to the ice edge lying too far to the north. Again, the result is elevated THFX 

in these regions in the HH historical run. The Norwegian and Irminger Seas are mostly ice free, 

which the models reproduce well. 
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The discrepancies in Ts, Ta and THFX for both model resolutions are qualitatively the same and 

clearly related to errors in sea ice distribution. However, the HH model displays notably warmer 

Ts in all regions compared to the MM simulation, likely linked to the increased northward heat 

transport into the SPNA in the higher resolution configuration (Roberts et al., 2020). The result 

is enhanced THFX in the HH historical and the HH control simulations, with a larger bias in the 

Fram Strait and Barents and Labrador Seas than the MM historical. Furthermore, the distribution 

of Ts biases also suggests that current pathways are not perfectly simulated. However, overall, 

the HH surface variables correspond more closely to ERA5, i.e., the higher resolution improves 

the fidelity. 

5.3.3 Conditional sampling by sea ice extent 

As the representation of sea ice is the largest source of variability and error in the model 

simulations of THFX, one wonders how the relative influence of sea ice will change as it declines 

over the 21st century. Is it possible that retreating sea ice will improve the fidelity of simulated 

air-sea interaction? We address this question by conditionally sampling the historic simulations 

using quartiles of winter mean sea ice extent to evaluate model performance during ‘low’ and 

‘high’ ice years. 

Low and high ice years are defined for each simulation, rather than from the observational 

record, to enable a statistical assessment. Each simulation is conditionally sampled to select 

winters that have lower (<Q1) or higher (>Q3) than average sea ice extent in the whole SPNA. A 

spatial illustration for low ice years is provided in Figure 5.4 and high ice years in Figure 5.5 via 

difference plots between the historical model simulations and ERA5 for sea ice and THFX. 

The HH historical simulation shows very good agreement the in the Iceland and Greenland Seas 

in low ice years, while the MM historical has far too much sea ice. The HH control run also 

corresponds well to ERA5 in these regions. In the Fram Strait the HH historical does not produce 

enough sea ice, while the MM historical model produces too much. Both the HH historical and 

control runs do not simulate enough ice in the Barents Sea, suggesting that ocean heat transport 

into this region may be too high. Indeed, surface temperature in the Barents Sea and Fram Strait 

is on average too high in the HH simulations (Figure 5.3). All the simulations are accurate during 

low ice years in the Labrador Sea, albeit with insufficient variability. 

Generally, the HH control configuration tends to produce more sea ice in each region compared 

to HH historical as would be expected with constant 1950s climate forcing compared to imposed 

warming in the historical simulation. Overall, the HH historical simulation represents THFX over  
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Figure 5.4 Spatial difference plots compared to ERA5 for DJFM HadGEM3-GC3.1 HH historical in a) and b) 
and HadGEM3-GC3.1 MM historical in c) and d). The left column displays sea ice concentration and the 
right column is THFX. Each product has been conditionally sampled based on winter mean sea ice 
concentration in the subpolar North Atlantic region in each model, so that the lower quartile represents 
the composited ‘low ice years’. 

the SPNA closer to ERA5 than the MM historical during low ice years, though slightly too high in 

Fram Strait and Barents Sea due to a retreated sea ice edge.  

In the high ice years, the MM historical model invariably produces near-continuous ice cover 

over the Greenland Sea study region, however, in ERA5 the wintertime mean ice cover is 

typically 60% to 80% (not shown). The insulative layer of sea ice mostly prevents model air-sea 

interaction in this region. This problem is also exhibited over the Iceland Sea region: the MM 

historical model simulates the range of mean sea ice concentration to be 70% to 90%, while in 

ERA5 the value ranges between 10% and 50%. This is a result of an Odden Ice Tongue feature 

(e.g., Wadhams et al., 1996) occurring too often in the MM historical model and causes large 

errors in the turbulent heat fluxes (Figure 5.5).  

The more accurate simulation of sea ice in low ice years by the HH historical in the Iceland and 

Greenland Seas translates to a much more accurate representation of Ta and Ts than the MM 

resolution. For the other regions the HH historical is more accurate apart from Fram Strait and  
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Figure 5.5 As Figure 5.4 but for the ‘high ice years’, in which winter mean sea ice concentration in the 
subpolar North Atlantic was in the upper quartile. 

Barents Sea where sea ice is too low. Nonetheless, the HH historical simulates THFX more 

accurately or on par with the MM historical in all regions. 

The HH historical displays a substantial lack of sea ice in the Barents Sea region, with the model 

tending to produce open water north of Svalbard (Figure 5.4). We suggest this may be the result 

of too much ocean heat transport into this region. Otherwise, the HH historical is generally in 

good agreement with ERA5, however, biases in THFX are shown to be closely related to biases 

in sea ice. A slightly retreated ice edge around Greenland results in a misplacement of THFX 

maxima, and the missing ice north of Svalbard and in the Barents Sea results in excessive THFX. 

A difference between the lower and upper quartiles of sea ice in the HH historical run is the clear 

stamp of an overly frequent occurrence of the Odden Ice Tongue in the upper quartile, with the 

model producing too much ice in the Iceland and Greenland Seas on average and THFX that is 

too low (Figure 5.5). However, elsewhere the ice edge is retreated during the high ice years in 

the HH historical simulation. This leads to sizeably elevated THFX in these areas compared to 

ERA5 and could be another signal of that ocean heat transport into the SPNA is too strong in the 

HH model. 
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In comparison, the MM historical simulation produces the Odden Ice Tongue feature even in the 

low ice years, representing a significant error in the model sea ice in the Iceland and Greenland 

Seas (Figure 5.4). However, elsewhere the sea ice is in good agreement with ERA5, with the 

position of sea ice edge more accurately reproduced than the HH historical in the Barents and 

Labrador Seas. The correlation between sea ice and THFX biases is clear, with large 

overestimation of ice extent in the Iceland and Greenland Seas resulting in a lack of THFX in 

these regions.  

Far too much sea ice is simulated by the MM historical run in the Iceland and Greenland Seas 

during the high ice years (Figure 5.5). This results in a wide area of THFX that is lower than ERA5. 

Also, this model configuration also produces a large amount of sea ice in the southern Barents 

Sea. Elsewhere the ice edge is closer to ERA5 than simulated by the HH historical run, which 

results in less extreme bias in THFX maxima. 

Overall, the boxplots appear to show that the HH model simulates THFX more accurately than 

the MM model in all the study regions except for the Barents Sea (Figure 5.3); yet the spatial 

difference plots reveal that there are both strengths and weaknesses in the HH simulation 

(Figure 5.4). The sea ice extent in the Iceland and Greenland Seas is comparatively accurate 

during low ice years, but this is countered by a substantial lack of sea ice in the Barents Sea. Both 

model resolutions exhibit a tendency to produce a sea ice edge that is too far retreated in the 

Labrador Sea.  

 

5.4 Decadal trends to 2100 

5.4.1 Decadal time series 

To analyse the future trends on a regional basis, time series of decadal means and decadal 

standard deviations are presented for each product. This provides not just insight into the model 

trends but also the degree of variability during each decade. 

Winter sea ice is projected to almost entirely retreat from the SPNA over the course of the 21st 

century under SSP5-8.5 forcing (Figure 5.6a). The HH and MM resolution simulations under this 

forcing generally agree from the 2030s, however, during the 2020s, the large bias in sea ice 

extent seen in the MM historical simulations in the Iceland and Greenland Seas appears to 

persist. The result is an unrealistic deviation from the decreasing trend in sea ice since the 1970s 

in ERA5. However, as sea ice reduces in subsequent decades the MM simulations project sea ice 

extent much more similar to the HH simulation and the trends seen in ERA5 if extrapolated.  
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Figure 5.6 Regional time series of decadal means (thick lines) and decadal variability indicated by +/- 1 
standard deviation (shaded regions) for the historical ERA5 record (1950-2020; black), and the future 
simulations from HadGEM3-GC3.1: HH future (2020-2050; SSP5-8.5 forcing; red), MM SSP1-2.6 (2020-
2100; cyan), and MM SSP5-8.5 (2020-2100; purple) for DJFM where a) sea ice concentration, b) ΔT (°C), 
and c) total turbulent heat flux (Wm-2). 



                                                                                                                                                                 101 

 

 
 

We have suggested that as atmosphere and ocean temperatures increase, resulting in reduced 

winter sea ice, climate projections may benefit from reduced uncertainty associated with 

predicting sea ice variability. This is consistent with the mean CMIP6 ensemble prediction, in 

which the Arctic is predicted to become ice free (<1 million km2) in summer under emissions 

scenarios SSP2-4.5 and above, with wintertime sea ice falling substantially (Notz et al., 2020). 

Under SSP1-2.6, CMIP6 ensemble mean Arctic sea-ice area stabilises at around 13 million km2 in 

the second half of the 21st century (Notz et al., 2020). This is reflected by the slowing rate of 

decline and stabilisation of sea ice towards 2100 in the MM SSP1-2.6 simulation for the 

Greenland, Iceland and Labrador Seas and the Fram Strait region (Figure 5.5a).  

The impact of the influence of differential warming in the atmosphere and the ocean is 

illustrated via ΔT = Ts – Ta. Projected changes in the air-sea temperature gradient provides a 

useful measure of the changing atmospheric forcing for ocean convection, particularly when Ta 

and Ts are both projected to strongly increase. Under the high emissions scenario, SSP5-8.5, ΔT 

shows generally good agreement between the HH and MM models in a downward trend to 

2050, with substantial further decreases to 2100 (Figure 5.6b). In the Greenland Sea and Fram 

Strait sea ice has been the dominant control of air-sea temperature gradients in the ERA5 record. 

As sea ice decreased since around 1970, the uncovering of the warmer ocean surface beneath 

resulted in an increase in ΔT. However, as atmospheric warming is projected to increase at a 

faster rate compared to ocean temperature in the future, this trend will become reversed and 

result in reducing air-sea temperature gradients. In the Iceland, Barents, Norwegian and 

Irminger Seas the gently declining trend of reducing air-sea temperature gradient in the ERA5 

record is projected to continue as the atmosphere warms. The overall result of declining ΔT 

values in the future will have a direct impact on the ability of the atmosphere to extract heat 

from the ocean. Under the less severe SSP1-2.6 emissions scenario ΔT is projected to remain 

relatively stable during the period 2050 to 2100 across the subpolar North Atlantic. 

The subpolar North Atlantic appears to be entering a new, more homogeneous regime, whereby 

the disappearance of ice results in increasingly similar Ta and Ts across the spatial regions. In 

regions where more ice is lost, the more dramatic the change in temperature over the 21st 

century, particularly in the Greenland Sea and Fram Strait, where, compared to 1950s 

observations, Ta is projected to be roughly 10°C to 15°C warmer by 2100 between SSP1-2.6 and 

SSP5-8.5. Such a temperature increase represents a drastic change in atmospheric forcing on 

the ocean. The HH model out to 2050 corroborates the MM SSP5-8.5 simulation. 
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Overall, THFX over the SPNA is projected to decrease through the 21st century under SSP5-8.5, 

with pronounced reductions in the Labrador and Irminger Seas under SSP1-2.6 as well (Figure 

5.6c). The HH future simulation generally corroborates the MM SSP5-8.5 simulation from the 

2030s, as for sea ice, though with slightly higher THFX. As such, a significant reduction in dense 

water formation in the SPNA is anticipated under SSP5-8.5. However, in the Greenland and 

Barents Seas and Fram Strait the different future warming scenarios have divergent implications. 

These regions see a small increase in THFX under SSP1-2.6 over the course of the century, while 

SSP5-8.5 results in a significant reduction. This difference arises from the interplay between the 

retreating sea ice exposing relatively warm currents to the atmosphere (Moore et al., 2022) and 

the degree to which overall air-sea temperature difference decreases. In all areas, the more 

stable sea ice conditions and global mean temperature under SSP1-2.6 in the latter half of the 

21st century result in stable THFX, which in turn would limit the impact on atmospheric warming 

on dense water formation for the AMOC.  

Further, loss of wintertime sea ice leads to a noticeable reduction in the decadal variability of 

ΔT and THFX. This can be seen in comparison of the high and low warming scenarios. Again, this 

suggests that the SPNA will undergo a process of homogenisation with the loss of sea ice under 

strong anthropogenic climate change. The loss of the historically dynamic and varied 

environment represents a huge challenge for the native flora, fauna and human communities 

that live in the SPNA (Meier et al., 2014). 

As sensible heat fluxes are directly proportional to the air-sea temperature gradient, it follows 

that sensible heat trends closely mirror those of ΔT. Sensible heat fluxes are predicted to 

significantly decline in under SSP5-8.5 forcing and remain relatively stable towards the end of 

the 21st century under SSP1-2.6 forcing (not shown). In contrast, increasing latent heat fluxes 

are projected under both warming scenarios in the Greenland and Barents Seas and in Fram 

Strait. We suggest that increasing latent heat fluxes in these regions is a ‘fingerprint’ of the 

exposure of current pathways to relatively dry cold-air outbreak airmasses. 

5.4.2 Spatial distribution during the mid and late 21st century 

In the decade 2040-2049 there is good qualitative agreement between the model simulations in 

the retreat of the ice edge in the Iceland and Greenland Seas, and to the north of Fram Strait 

and Barents Sea (Figure 5.7). The Ta field is also similar between the three projections, though 

with the warmer contours advanced further north in the simulations under SSP5-8.5 forcing. 

Warming air temperature in the SPNA is increased with higher latitude, up to 5 °C where sea ice  
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Figure 5.7 Spatial distribution of mid-century (2040-2049) sea ice, sea-level pressure with 2 m air 
temperature anomaly using the ERA5 base period (2000-2019) in the left column; and sea ice with total 
turbulent heat flux anomaly using the same base period in the right column for HadGEM3-GC3.1 HH future 
in a) and b); HadGEM3-GC3.1 MM SSP1-2.6 in c) and d); and HadGEM3-GC3.1 MM SSP5-8.5 in e) and f). 

has retreated north of Svalbard relative to the ERA5 base period of 2000-2019, representing a 

strengthening of Arctic Amplification (Serreze & Barry, 2011).  

The MSLP fields display significant differences between simulations. HH future features a deep 

Icelandic Low of around 998 mbar, MM SSP5-8.5 is shallower at around 1002 mbar, but MM 

SSP1-2.6 is much shallower at 1007 mbar. As discussed earlier, the MSLP field in the HH historical 

simulation is much closer to ERA5 than the MM historical simulation, due in part to orographic 

processes being better resolved. Nonetheless, increased atmospheric forcing under SSP5-8.5 

appears to result in a strengthening of the Icelandic Low around the middle of the 21st century  
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Figure 5.8 Spatial distribution of the late 21st century (2090-2099) sea ice, sea-level pressure with 2 m air 
temperature anomaly using the ERA5 base period (2000-2019) in the left column; and sea ice with total 
turbulent heat flux anomaly using the same base period in the right column for HadGEM3-GC3.1 MM 
SSP1-2.6 in a) and b); and HadGEM3-GC3.1 MM SSP5-8.5 in c) and d). 

in both HH and MM simulations, whereas the climatological low is weaker in the MM SSP1-2.6 

simulation.  

Over the interior of the Nordic Seas basin, winter mean THFX is projected to decrease in all of 

the simulations by the 2040s, by over 50 Wm-2 in the centre of the basin. Conversely, a small 

increase is projected in the boundary regions along the Norwegian coast and where sea ice has 

retreated towards Greenland. Likewise, to the north of Fram Strait and the Barents Sea there is 

a substantial increase in THFX with sea-ice retreat in all the simulations, associated with a dipolar 

reduction in THFX to the south in these regions as found by Moore et al. 2022 in historic sea ice 

decline. The two model resolutions most notably diverge around the Irminger and Labrador 

Seas, where the HH future projects a small reduction in THFX away from coasts but the MM 

simulations under both warming scenarios project a substantial and more widespread 

reduction. The HH and MM historic simulations were relatively similar in this region, hence 

weaker mean winds in the MM simulations related to the shallower Icelandic Low is probably 

the primary reason for lower heat fluxes, though reduced ocean heat transport may also be a 
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factor. Overall, the model resolutions are qualitatively similar in spatial distribution of sea ice 

and THFX increasing confidence in the MM model’s ability to project further into the future. 

Late in the 21st century (2090-2099; Figure 5.8) the two MM simulations diverge considerably, 

with the high radiative forcing in SSP5-8.5 causing dramatic atmospheric warming and a total 

retreat of sea ice from the SPNA. In contrast, MM SSP1-2.6 distribution is reasonably unchanged 

compared to the MM projections for the decade around the mid-21st century, most closely 

resembling that of SSP5-8.5 in the 2040s. This suggests that should anthropogenic emissions be 

kept to a minimum over this century and atmospheric warming limited, the wintertime SPNA 

may reach a new state of relative equilibrium.  

However, under a runaway warming scenario due to a fossil fuel intensive economy, the MM 

SSP5-8.5 simulation projects a radically different regime for the SPNA with virtually no remaining 

wintertime sea ice, even in the ‘Last Ice Area’ north of Greenland where the oldest and thickest 

sea ice typically occurs (Moore et al., 2019). In northwest Europe, the climate would be much 

warmer than at present, with any reduction in warming effect from a slowing AMOC strongly 

outweighed by the substantially warmer global mean Ta. The substantially reduced air-sea 

temperature gradients result in a reduction in THFX over the majority of the SPNA, though with 

increased THFX where sea ice no longer exists. This translates to a substantial reduction in  

atmospheric forcing of water mass transformation in the region. After deepening by the mid-

21st century, the Iceland Low in MM SSP5-8.5 at the end of the century has reduced in strength, 

while for MM SSP1-2.6 the reverse is true. This hints that with increasing climate warming the 

NH polar jet will continue the trend of increasing strength observed in the historical record over 

the North Atlantic (Hallam et al., 2022) up until a point, but thereafter a decline will occur. 

5.4.3 Integrated turbulent heat fluxes 

We find a projected overall decrease in the magnitude of THFX in the SPNA over the 21st century, 

however, large reductions in sea ice will open more of the ocean to be in direct contact with the 

atmosphere. Thus, a simple quantification of the total effect on overall air-sea heat exchange 

can be calculated by integrating every non-land grid cell in the defined SPNA region over area 

and time during each winter. Figure 5.9 shows trends in the heat exchange from the 1950s-2100 

from ERA5 and the historical and future simulations. ERA5 shows a positive trend in upwards 

air-sea heat exchange from 1950-2021 of 0.11 x 1021 J decade-1 linked in part to the observed 

reductions in sea ice extent (Moore et al., 2015, 2022), but also shown to be partly the result of 

increased atmospheric forcing (Li et al., 2022). This trend is simulated well in HH historical (0.08 

x 1021 J decade-1), though with higher total heat exchange due to sea ice extent that is too low  
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Figure 5.9 Time series of integrated wintertime heat exchange (positive upward) over the subpolar North 

Atlantic. The integrated ocean heat loss is calculated from the surface turbulent heat flux, with annual 

values (thin lines) and linear fits (thick dashed lines) shown for ERA5 (black), MM historical (blue), HH 

control (green), HH historical (orange), MM SSP1-2.6 (cyan), MM SSP5-8.5 (purple) and HH future (red). 

Decadal trend values (J decade-1) are noted in the legend. 

 

in the Barents and Labrador Seas and Fram Strait (c.f. Figure 5.3). The HH control also simulated 

a heat exchange that is systematically biased high (not shown). In contrast, MM historical 

simulates a negative trend, though is closer to ERA5 towards the end of the simulation. We 

hypothesise this is linked to its initially poor representation of sea ice (e.g., its persistent Odden 

ice tongue) which significantly affects its THFX distribution. The HH future simulation predicts a 

relatively sharp decline in the heat exchange trend from THFX to 2050 (-0.38 x 1021 J decade-1). 

Under the same climate forcing, MM SSP5-8.5 predicts a remarkably similar trend (-0.41 x 1021 

J decade-1), resulting in a substantial reduction in heat exchange towards 2100. The trend for 

MM SSP1-2.6 is also negative but is weaker. The simulated decreases in ocean heat loss are due 

to changes in sea-ice distribution and the temperatures of the atmosphere and ocean. The 

different climate forcing scenarios directly affect the sea ice and Ta, while Ts is also affected by 

the declining strength of the AMOC in these simulations (Roberts et al., 2020). The implications 

of this reduction in ocean heat loss would be a reduction in the formation of dense waters that 

feed into the lower limb of the AMOC. 

 

5.5 Discussion  

Broadly the HH and MM historical simulations agree reasonably well with the ERA5 climatology 

in the subpolar North Atlantic in terms of their mean spatial distribution of sea ice concentration, 

MSLP, Ta, Ts and THFX in wintertime during the period 1950-2013. However, there are some 
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regional issues, largely related to errors in the model production of sea ice. The Iceland and 

Greenland Seas are a critical area where it is common for the models to simulate too much sea 

ice cover due to the overly frequent development of the Odden Ice Tongue, particularly at the 

MM resolution. This has a negative impact on the performance of other modelled variables. To 

see if the model performance is better in some scenarios, we conditionally sample for low sea 

ice years and find a general improvement. In this low ice regime, the models benefit from 

improved means and reduced uncertainty due to reduced sea ice variability. The implication is 

that for future simulations, when there is less sea ice in the SPNA, the models will be 

comparatively accurate.  

The Odden Ice Togue feature that develops too often in the MM historical simulation provides 

insight into the representation of physical mechanisms in the model. From observations, the 

Odden Ice Tongue is formed in one of, or a combination of, two modes: from locally formed 

frazil and pancake ice over the pre-cooled Jan Mayen current that splits eastward off the East 

Greenland Current; or from older sea ice advected from the coast of Greenland eastwards by 

the Jan Mayen current (Wadhams & Comiso, 1998). Both modes are dependent on the 

hydrographic properties of the Jan Mayen current, thus a signature is decipherable that the MM 

historical simulation must be poorly representing the current pathways and ocean heat 

redistribution in the region. The HH simulation on the other hand, with the ability to resolve 

fluid motion to a finer degree, provides a more representative realisation of the subpolar North 

Atlantic. 

The recent Physical Science Basis report by the Intergovernmental Panel on Climate Change (Lee 

et al., 2021) states that, compared to 1850-1900, global surface temperature averaged over 

2081-2100 is very likely to be higher by 1.3°C to 2.4°C under the low emissions scenario (SSP1-

2.6), or 3.3°C to 5.7°C warmer under the very high emissions scenario (SSP5-8.5). Here we show 

the effects of these two scenarios on sea ice and air-sea turbulent heat fluxes in the SPNA later 

in the 21st century. The MM and HH simulations have been shown to project a stronger decline 

in the AMOC to 2050 under SSP5-8.5 forcing than coarser CMIP6 models (Roberts et al., 2020). 

It has been suggested that this is due to a larger decrease in dense water formation in the 

subpolar gyre and Labrador Sea (Jackson et al., 2020). Here we show that this is concurrent with 

a substantial reduction in atmospheric forcing by turbulent heat fluxes. 

Roberts et al. (2020) found that of the HighResMIP models, the eddy-rich HadGEM3-GC3.1 HH 

and CESM1-3 HH (Small et al., 2014) models reproduce AMOC depth profiles, zonal mean 

temperature and salinity the best. Here, we add that HadGEM3-GC3.1 HH generally produces a 
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qualitative better sea ice and turbulent heat flux distribution for the SPNA compared to the MM 

configuration. However, despite the improved AMOC and hydrographic properties in the SPNA, 

the HH has too little sea ice in the Barents Sea and north of Fram Strait. This may be linked to an 

increased northward heat transport, and the current pathways in the model.  

As the global climate changes, so too will the fringe areas of sea ice. Strong & Rigor (2013) found 

that over 1979-2011 the Arctic MIZ has widened by 39% in summer and narrowed by 15% in 

winter. With further warming the MIZ will continue to change in location and characteristics, 

eventually disappearing northwards from the coasts of Greenland entirely. We suggest that, 

through the evaluation of below (and above) average sea ice years in historic model simulations 

against ERA5, the models perform better in winters when sea ice is reduced. From this we gain 

confidence in the MM resolution simulations from the 2030s as sea ice becomes less prevalent 

in the SPNA, corroborated by the MM simulations converging with the HH simulation towards 

2050. 

The projections presented suggest that wintertime sea ice later in the 21st century will be 

consistently closer to the Greenland coast and farther north of Svalbard. Positive winter air-sea 

temperature gradients, driven by cold-air outbreaks, will reduce over the 21st century, 

particularly under SSP5-8.5 forcing. Overall, turbulent heat fluxes decrease over the SPNA 

region, reducing atmospheric forcing of ocean convection. In CMIP6 models, AMOC decline is 

associated with a decline in North Atlantic Deep Water formation (Weijer et al., 2020). However, 

significant THFX over northward flowing Atlantic water west of Svalbard and over the East 

Greenland Current (EGC) complicates the projected future for water mass transformation along 

key branches of the subpolar AMOC. In the western Iceland Sea re-ventilation and a deepening 

mixed layer has been observed along the EGC made possible by the retreat of the ice edge in 

recent years (Våge et al., 2018). Further, change in sea ice near key current pathways in the 

Nordic and Barents Seas has been shown to be affecting where and how water mass 

transformation occurs.  

Over the EGC a significant increase in THFX has been observed since 1950 due to the current’s 

orientation being perpendicular to the axis of sea ice retreat, therefore the entire current system 

has been exposed to the atmosphere at the same time; however, the northward flowing 

currents to the east of Svalbard and in the Barents Sea have seen dipolar changes along the 

current length due to their orientation parallel to the axis of sea ice retreat (Moore et al., 2022). 

Here we show that this pattern of THFX changes due to sea ice loss over these key currents is 

expected to continue in the future, though local increases will be dwarfed by the wide scale 
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reduction in THFX over the SPNA due to differential warming in the atmosphere and the ocean 

under strong anthropogenic climate forcing. 

Higher resolution atmospheric models typically perform better, in part due to more realistic 

orography (Jung et al., 2012). This issue is pertinent for the SPNA due to the large barrier of 

Greenland that influences large-scale atmospheric circulation and generates smaller-scale 

phenomena, such as topographic jets and mesoscale cyclones. Further, improved 

representation of mesoscale atmospheric forcing on the ocean in a high-resolution atmosphere 

model has been shown to increase the strength of wind driven gyres in the North Atlantic and 

the AMOC by around 5-10% compared to a coarse resolution (Jung et al., 2014). 

We illustrate that in the MM historical simulation the Icelandic Low is too shallow by around 3 

hPa, demonstrating that at 60 km atmospheric resolution it is underrepresented, while in the 

HH historical it is around 1 hPa too shallow. The HH future simulation suggests a 2 hPa deepening 

of the Icelandic low by the 2040s, while the MM simulations predict that it will become shallower 

by the end of the 21st century. In projections from the CMIP6 ensemble, it has been suggested 

that the NAO will not change substantially in respect to historical conditions (Cusinato et al., 

2021). It appears that changes to air-sea interaction over the SPNA and their impacts on the 

weather of northwest Europe are far outweighed by the impacts of increasing global mean 

surface temperature and the associated worsening of hot weather and intense precipitation 

events (Seneviratne et al., 2021). 

 

5.6 Conclusions 

We evaluate historical simulations from the HadGEM3-GC3.1 model at medium-medium 

resolution (MM; 60 km atmosphere – 1/4° ocean) and high-high resolution (HH; 25 km – 1/12°), 

finding that both show reasonably good spatial agreement in sea ice and total surface turbulent 

heat fluxes (THFX) over the subpolar North Atlantic (SPNA). Overall, the HH model performs 

better than the MM, mainly due to a more representative ocean and more accurate sea ice. A 

particular problem for the MM historic is the simulation of too much sea ice in the Iceland and 

Greenland Seas, resulting in an inaccurate THFX distribution there. Our results demonstrate that 

the representation of sea ice is a major source of model variability and error in the SPNA. 

However, when conditionally sampling the MM historic output for winters with low ice extent 

in the SPNA, we show that its performance is improved in winters with less sea ice, which 

increases confidence in future projections as sea ice declines.  
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We show that winter sea ice is projected to substantially reduce in the SPNA over the 21st 

century, particularly under the high greenhouse gas emissions scenario, SSP5-8.5. This will affect 

the location and magnitude of peak turbulent heat fluxes, generally tracking the ice edge 

poleward. Also, rapid warming of the atmosphere will reduce the air-sea temperature gradient 

and the extraction of heat from the ocean. We find a negative trend in THFX in the Labrador Sea, 

Irminger Sea, and interior of the Nordic Seas. Under low emissions forcing (SSP1-2.6), these 

reductions in sea ice and changes to air-sea interactions are less severe than under high 

emissions forcing (SSP5-8.5), but still considerable. 

Reduced THFX in winter will reduce the formation rate of dense waters that feed into the AMOC. 

This has the potential to compound the decreasing strength of the AMOC seen in recent years, 

with greater impacts possible from climate warming. However, changes in the position of THFX 

maxima near key ocean currents, such as over the East Greenland current (as it is increasingly 

exposed to the atmosphere), will have more complicated impacts on water mass transformation 

that require further investigation. Future work should also include investigation into the 

accuracy of AMOC pathways in high resolution models, specifically the inflows and outflows of 

the Nordic Seas basin and the mechanisms by which ocean heat is redistributed around the 

SPNA. 
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6 Conclusions 
 

 

6.1 Thesis overview 

Air-sea interaction in the subpolar North Atlantic region plays an important role in global 

atmospheric and oceanic circulation, and its simulation in both short- and long-range numerical 

weather and climate prediction models is critical for accurate forecasts. The region is partly 

responsible for some of the largest sources of uncertainty in model simulations due to a lack of 

observational data and weaknesses in the representation of physical air-sea-ice processes. Thus, 

the objective of this thesis has been to investigate and improve understanding of air-sea 

interaction and the influence of the marginal ice zone (MIZ) during cold-air outbreaks over the 

subpolar North Atlantic and their simulation in coupled ocean-ice-atmosphere numerical 

weather prediction models. This chapter summarises the research findings and conclusions 

drawn over the course of this thesis, as well as discussion on these results and recommendations 

for future research. 

First, a brief synopsis of the research presented in this thesis. A comprehensive set of 

atmospheric and oceanic observations was collected as part of the Iceland-Greenland Seas 

Project (IGP). These data were quality controlled and synthesised to provide a rich data set for 

research (Chapter 2). Several case study periods within the IGP observational period were then 

outlined and used to investigate experimental coupled forecasts from the UK Met Office Global 

Coupled model version 2 (GC2; Chapter 3). This highlighted problems in the model 

representation of the MIZ with significant impacts on forecasted surface layer meteorology.  

Next, as an updated model version became available from the Met Office, the Global Coupled 

model version 3.1 (GC3.1), a detailed analysis of its representation of the MIZ was performed 

(Chapter 4). Despite improvements over its predecessor, GC2, significant error in the 

representation of the MIZ remained in GC3.1. Sensitivity tests with ocean grid resolution and 

the surface momentum exchange parameterization scheme over the MIZ showed that the 

primary cause of error in the model simulations was due to the quality of the sea ice input field 

to the model.  

In Chapter 5, the understanding of the influence of the MIZ on air-sea interaction developed in 

previous chapters was employed to evaluate long-range climate simulations of surface turbulent 

heat fluxes in the subpolar North Atlantic from the UK Met Office available as part of the Coupled 

Model Intercomparison Project Phase 6 (CMIP6). Weaknesses in historic simulations (1950-
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2013) are shown to be strongly associated with inaccurate model sea ice. Future changes in the 

magnitude and distribution of turbulent heat fluxes over the region are shown to be dramatic 

and will have important implications for the location and magnitude of the formation of dense 

waters that feed into the lower limb of the Atlantic meridional overturning circulation (AMOC). 

 

6.2 Research summary and limitations 

Analysis of forecasts from GC2 using observations during three case studies in the Iceland and 

Greenland Seas showed that the MIZ was rather poorly simulated by this model configuration. 

A particular issue is the existence of too much low concentration sea ice in the outer MIZ, 

resulting in a simulated MIZ that is systematically too wide. Qualitative investigation into the 

development of the sea ice distribution during forecasts from GC2 suggested that it somewhat 

mirrored that observed by satellite sea ice analyses from OSTIA, hence appears to improve upon 

the persistent sea ice field in the uncoupled model. However, a problem arises from the coupled 

model MIZ being too wide with its surface temperature at sea water freezing point (-1.8 °C). This 

leads to an erroneous surface temperature field, which is evidenced using the in-situ 

observations made during the IGP. In all three case studies investigated, when the IGP research 

vessel was surveying near the MIZ, GC2 exhibits substantially larger Ts bias compared to 

uncoupled (atmosphere only) global operational forecasts.  

A further issue of the wide outer MIZ is that the model surface roughness (z0_MIZ) value is too 

high. The value of z0_MIZ is set uniformly to 0.1 m, which has been shown to be too high over low 

concentration sea ice (Elvidge et al., 2016) and results in surface exchange that is too strong. 

Thus, the existence of too much low concentration sea ice (<15% SIC) in GC2 causes cold biased 

SST and over-estimated z0_MIZ. However, in spite of these competing errors, the GC2 does in fact 

show some improvement over the uncoupled model in forecasting near-surface air temperature 

(T2m) and relative humidity (RH2m). It must be noted that a more sophisticated surface 

momentum exchange parameterisation scheme over the MIZ following Lüpkes et al. (2012) and 

Elvidge et al. (2016) has been implemented in the operational global forecast model by the Met 

Office since 25 September 2018 and has been shown to have positive effects for the entire 

atmospheric boundary layer (Renfrew et al., 2019b). Further work could have included 

evaluation of the full atmospheric boundary layer in GC2 with comparison against the uncoupled 

model, and deeper investigation into the modelled surface exchange rates of heat and moisture. 

Indeed, preliminary cross-sectional charts of the models’ ABL were created and investigated, 

but the differences were found to be unsubstantive. Furthermore, under the cycle of continuous 



                                                                                                                                                                 113 

 

 
 

model improvements at the Met Office, GC2 became ‘out of date’ while carrying out this 

research. Nonetheless, the results presented in Chapter 3 provide clear evidence of the 

importance of accurate MIZ simulation in coupled models.  

This provided the key motivation for Chapter 4, in which an evaluation of the simulated MIZ is 

performed for the successor to the coupled model used in Chapter 3, GC3.1, as it became 

available for research. The Integrated Ice Edge Error (IIEE; c.f. Goessling et al., 2016) metric was 

employed to quantify the amount of error in forecasts for the same three case study periods 

investigated in Chapter 3. The IIEE score measures the accuracy of the position of the ice edge, 

using a prescribed minimum sea ice concentration threshold (typically 15%), by comparing each 

forecast step to a verification product. Experience gained in Chapter 3 and from Renfrew et al. 

(2021) informed the use of two satellite-based verification products for comparison and greater 

insight: OSTIA and AMSR2. To gain a deeper understanding of the sources of error several model 

experiments were run, including two ocean model resolutions (1/4° and 1/12°) and another 

version of the 1/4° ocean model modified to employ the updated surface momentum exchange 

parameterisation from the operational global forecast system mentioned above, i.e., with a 

reduced drag coefficient over the MIZ.  

Before evaluating the sea ice forecasts, a brief analysis of the two satellite sea ice products was 

carried out using aircraft observations made during the IGP derived from surface albedo 

measurements. The observational data set is limited both spatially and temporally, yet it is 

relevant to this focused study having been made around the same region and timing as the 

forecast domain and periods analysed. The higher resolution AMSR2 product was shown to 

provide a more accurate representation of the sea ice edge compared to OSTIA, despite a slightly 

large overall bias in sea ice concentration. This bias, however, is small for both products (roughly 

5%), and of less importance when using a metric that only considers the ice edge position. Also, 

for AMSR2 the bias appears to predominantly originate from overestimation of sea ice 

concentration in the interior of the ice pack. The OSTIA sea-ice concentration product is poorer 

in spatial distribution than AMSR2 compared to the in-situ aircraft observations and SAR images. 

This may be due to the Gaussian smoothing being applied to each grid cell in the original OSI-

SAF 401 product that OSTIA is based on, resulting in a lack of sharp gradients at the ice edge. 

Comparing the forecast scores to those of a persistent sea ice field, taken as the output from 

the 1/4° ocean model version fixed at the T+0 hours time step, the GC3.1 configurations with 

dynamic sea ice showed no clear improvement across the three case study periods. The 

signature of eddy-driven features along the ice edge qualitatively matches satellite observations 
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from AMSR2 more accurately in the 1/12° ocean model than the 1/4° ocean model forecasts. 

The IIEE metric can be decomposed into an absolute extent error and a misplacement error, 

which helps to identify to sources of error in the model simulations. This shows that despite the 

realistic appearance of the sea ice field in the 1/12° ocean model, it suffers from similar problems 

in sea ice extent and misplacement as the lower resolution configurations. Likewise, the 1/4° 

ocean model with modified atmospheric drag over the MIZ performed very similarly to the 1/4° 

ocean model with the less advanced MIZ drag scheme that is also used in GC2. This suggests that 

the drag force exerted on the sea ice by the ocean below is more significant in these case studies 

than the atmospheric drag from above. It should be noted that due to the inherent chaos of the 

air-sea-ice dynamics there is a strong dependence on initial conditions fed into the model, hence 

a perfect simulation of sea ice development is impossible. As such, the morphological accuracy 

of the 1/12° simulation can be judged as progressive, and greater focus is given during the 

evaluation to the sea ice extent or MIZ width. 

The IIEE scores and their components across the forecasts are most notably different when 

switching between AMSR2 and OSTIA as verification product. The diffuse ice edge in OSTIA leads 

to an excess of low concentration sea ice and a representation of the MIZ that is too wide. A 

significant repercussion of this problem is that OSTIA tends to suggest that the models’ MIZ is 

too narrow, even when verification using AMSR2 finds the model MIZ to be too wide. These 

opposing results demonstrate a high degree of sensitivity to the verification product used over 

short-range sea ice forecasts, which should be a critical consideration for future sea ice forecast 

verification studies. The problem of an overly smooth gradient in sea ice concentration at the 

ice edge in the OSI-SAF 401 product and those derived from it is often overlooked in larger scale 

studies, though less important when longer averaging periods are used. 

A further key finding is that the most significant amount of error in the forecasts is due to the 

sea ice field used to initialise the forecasts that is also based on the same OSI-SAF 401 product. 

This is shown by the large overestimate in sea ice extent in all of the model simulations at T+0 

hours verified by AMSR2. A caveat to consider is that the daily satellite sea ice analyses are 

composited from a range of swaths each day, hence only accurate to +/- 12 hours, and are 

already ‘out of date’ by up to 24 hours when ingested by the ocean model. As found by Day et 

al. (2014) for sea ice thickness analysis, the error introduced by the source sea ice product 

reduces the forecast capability. Typically, the result is an initial large absolute extent error that 

then translates to a growing misplacement error over the duration of each forecast as it is 

advected by the simulated ocean and atmosphere. The recommendation that arises from these 

results is that it would be beneficial to incorporate higher spatial resolution satellite data with a 
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more accurate representation of the sea ice edge, such as available from AMSR2, into the 

operational sea ice product used for model initialisation. 

Due to the similarity between the 1/4° ocean model versions with different atmospheric drag 

parameterisation schemes, further analysis of the separate ocean and wind momentum flux on 

the sea ice components is needed to decide if the updated surface drag scheme after Lüpkes et 

al. (2012) and Elvidge et al. (2016) will be suitable for the successor coupled model configuration, 

GC4. Necessary further improvements are indicated by the significant growth in misplacement 

error in all the cases analysed. Further work should include evaluation of oceanic and 

atmospheric drag parameterisations against observations. Existing observational data sets are 

limited, thus further field campaigns to obtain such specialised measurements would be very 

advantageous. 

Chapter 5 expands on the findings of the previous work, moving from detailed evaluation of 

short-range forecasts to a wider analysis of long-range climate projections for the subpolar 

North Atlantic. Historic simulations (1950-2013) and future projections (2015-2100) from the 

HadGEM3-GC3.1 model (produced as part of CMIP6) were evaluated in terms of their sea ice 

and total turbulent heat flux (THFX) distribution and trends. The use of simulations that employ 

the high-resolution ocean grid size (1/12°) evaluated in Chapter 4 for long-range climate 

projections is a relatively recent advancement at the time of writing. Hence, we take the 

opportunity to investigate the simulations using the grid configurations named high-high (HH) 

and medium-medium (MM) with atmosphere - ocean resolutions of 25 km – 1/12° and 60 km – 

1/4° respectively. The direct link between the model configurations used in Chapter 4 and 

Chapter 5, that largely employ the same physical schemes and components, provides two 

perspectives on the Met Office’s state-of-the-art coupled model development. In the earlier 

chapter it was noted that the 1/12° ocean grid provided potential qualitative improvements in 

the representation of the ice edge and eddies, yet over the 10-day forecast periods analysed no 

overall quantitative improvement was realised compared to the 1/4° ocean grid simulations. 

However, when evaluating the model resolutions over the much longer HadGEM3-GC3.1 

historical simulation period (1950-2013), using ERA5 for verification, clear differences in 

performance emerge. 

A key caveat must be underlined in that, due to the limited scope of a single doctoral thesis 

chapter, we consider projections from only a single modelling centre. However, reliable studies 

have found that the Met Office – Hadley Centre model is one of the best performing CMIP6 

members over a range of grid scales compared with observed AMOC structure and Arctic sea ice 



116 

 

  
 

(e.g., Notz et al., 2020; Roberts et al., 2020; Heuzé, 2021). Several key lines of inquiry are 

outlined in this study: how well the models simulate climatological sea ice and air-sea turbulent 

heat fluxes; how these fluxes are projected to change over the course of the 21st century as sea 

ice retreats; what the potential impacts on the formation of dense waters and ocean convection 

are; and what might be the implications for atmospheric circulation and the climate of 

Northwest Europe.  

While both the HH and MM simulations agree relatively well with the ERA5 climatology (1950 - 

2013) in terms of sea ice, mean surface layer pressure, air temperature, surface temperature 

and total turbulent heat flux, there are some significant regional issues. Most notably, the 

simulations tend to produce too much sea ice in the Greenland and Iceland Seas, though the HH 

configuration offers a substantial improvement over the MM. The MM historical simulation 

produces median sea ice concentrations of approximately 90% and 65% for the Greenland and 

Iceland Seas respectively, while in the ERA5 record the values are around 55% and 10%. In 

contrast the respective medians in the HH historical simulation are closer to ERA5 at around 65% 

and 30%. The over production of sea ice in the MM historical model in the Greenland and Iceland 

Seas is due to an overly frequent occurrence of an Odden Ice tongue feature. Overestimated sea 

ice extent causes a substantial cold bias in surface temperature for these regions of 

approximately 5 - 10 °C for the MM simulation, which leads to substantially reduced near-

surface air temperature and turbulent heat fluxes. In contrast, the HH historical simulates the 

meteorological variables much closer to ERA5 for the Greenland and Iceland Seas due to its 

better representation of the sea ice. 

In light of the issues in the historical simulations - and remembering that we did not compare 

with other available models – a further effort was made to assess the veracity of the simulations. 

To this end the ‘low ice years’ were also evaluated, taken as the years in which sea ice extent in 

the subpolar North Atlantic was in in the lower quartile in the climatological period for ERA5, or 

each historic simulation. This removes the time dependency for evaluating model winters, 

allowing a statistical comparison of each product in a low ice regime. This scheme was devised 

with the knowledge that Arctic sea ice is very likely to continue to decline in the coming decades. 

During winters when complexity is reduced with a smaller sea ice extent the models’ 

performance is significantly improved, with the HH simulation performing very well in most 

regions.  

As wintertime sea ice extent reduces in the projections towards 2050, the MM simulation under 

high emissions forcing, SSP5-8.5, tends to converge with the HH simulation under the same 
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forcing, further increasing confidence in the MM projections later in the 21st century. The 

simulations predict that winter sea ice will continue to retreat in the subpolar North Atlantic, 

particularly rapidly under the high emissions scenario. This is shown to have a substantial impact 

on the distribution and magnitude of turbulent heat fluxes, with particularly large reductions in 

the Labrador, Irminger and the interior of the Nordic Seas. However, maxima in turbulent heat 

fluxes near the sea ice edge will relocate, with a possible intensification over the East Greenland 

current as it becomes more exposed to cold-air outbreaks. This has the potential to increase 

ocean convection and mixed layer depths along the East Greenland current, as observed by Våge 

et al. (2018) and Moore et al. (2022). In Fram Strait and Barents Sea, a dipolar change in 

turbulent heat flux is predicted to occur, with peak fluxes moving northward into the Arctic 

Ocean. In general, reductions in sea ice and turbulent heat flux are less severe under the low 

emissions scenario, SSP1-2.6, reinforcing the urgent need to decarbonise energy systems and 

global practices to minimise climate impacts.  

The projected conditions during the latter decades of the 21st century under the high emissions 

scenario represent a drastically different subpolar North Atlantic, in which winter sea ice will be 

significantly diminished, heat extraction from the ocean will be much reduced, and the peak 

fluxes that remain will be significantly moved. Even under the low emissions scenario, turbulent 

heat fluxes over the subpolar North Atlantic are projected to decrease, reducing the formation 

of dense waters that feed into the lower limb of the AMOC in either case. This could help to slow 

the AMOC, reinforcing the tentative observations of a decreasing trend in strength recent 

decades (Smeed et al., 2018; Caesar et al., 2018). Indeed, in other CMIP6 models AMOC decline 

is associated with a decline in North Atlantic Deep Water formation under anthropogenic 

climate change (Fox-Kemper et al., 2021), however, a shutdown of the AMOC remains very 

unlikely (Weijer et al., 2020). The implications for atmospheric circulation and the climate of 

northwest Europe are an overall reduction in the supply of heat into the atmosphere from the 

subpolar North Atlantic due to air-sea interaction, however, crucially this effect will be dwarfed 

by the global atmospheric temperature increase under a warming climate, particularly under 

the high emissions scenario. The projections suggest that latent heat fluxes may form an 

increasingly larger portion of turbulent heat fluxes due to the greater moisture capacity of a 

warmer atmosphere, while sensible heat flues are reduced due to the diminishing air-sea 

temperature gradients, though this could be a topic of further research. Nonetheless, the 

predicted significant increase in atmospheric temperature and precipitation extremes over 

northern Europe and globally in CMIP6 models (Almazroui et al., 2021) are of greater concern 

over the 21st century. 
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In summary, coupled models’ skill at simulating sea ice is a key issue for accurate weather and 

climate prediction in the subpolar North Atlantic. Important aspects that have been investigated 

in this thesis include model sea ice extent and the impact on peak fluxes just off the ice edge; 

the parameterisation of air-sea fluxes in the marginal ice zone and their influence on surface 

layer meteorology; the ability of models to simulate the distribution of sea ice in the marginal 

ice zone; and the impacts of retreating sea ice with climate change. In each study in this thesis, 

it has been demonstrated that errors in the simulation of sea ice can have a dramatic influence 

on air-sea interaction. This work provides a wealth of evidence that sea ice remains a critical 

area in need of improvement in numerical weather and climate prediction.  

In Chapter 3 GC2 was shown to provide improved forecasts of surface layer meteorology near 

the MIZ compared to the operational uncoupled model. However, it was also found that in the 

case studies analysed the apparent improvements may have been the result of competing 

errors. A simulated MIZ that was consistently too wide resulted in a region where the model 

surface temperature was biased low and the surface roughness was set too high, yet increased 

upwards fluxes of heat and moisture were shown to improve forecasted atmospheric 

temperature and humidity compared with in-situ observations.  

In Chapter 4 the skill of GC3.1 forecasted sea ice was similarly difficult to unpick. It did not 

consistently perform better than a persistent sea ice field, however, particularly in simulations 

with a 1/12° ocean (compared to a 1/4°), the model was able to reproduce polynyas and eddy-

driven mesoscale features. Notably, the largest source of error in these forecasts was shown to 

be the sea ice product used to initialise the model.   

Chapter 5 differed from those preceding in that it contained analysis of several configurations 

of a long-range climate model, HadGEM3-GC3.1. Yet, like Chapter 4, simulations that employ a 

1/12° ocean model displayed improvements compared to a 1/4° ocean model in its 

climatological distribution of sea ice. Yet issues remained in the position of the ice edge, 

particularly in the Barents Sea and Fram Strait where ice extent tended to be too low.   

Together, the results from each chapter suggest that in GC3.1 provides a useful advantage over 

GC2, and that increasing the resolution of the ocean model component from 1/4° to 1/12° is 

beneficial, despite the substantially increased computational cost. However, further work is 

needed to verify and improve the ocean and sea ice model components, both at a local scale as 

highlighted in Chapter 3 and 4, and across the entire subpolar North Atlantic in terms of the 

ocean current pathways, redistribution of heat and sea ice distribution in Chapter 5.   
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Overall, substantial biases are common in model simulations of the subpolar North Atlantic 

region, especially in or near the marginal ice zone. This has been demonstrated across this thesis 

for sea ice extent, modelled surface layer meteorology, temperature at the air-sea-ice boundary 

and turbulent heat fluxes. Also, the availability of high-quality satellite-based sea ice products is 

a problem for accurate initialisation of models and their verification. The findings in this thesis 

provide a clear demonstration of the need for more high quality observations in the polar and 

subpolar regions that can be used to drive models and inform further development in numerical 

weather and climate simulation. 

 

6.3 Further work 

This thesis comprises several quite different pieces of work, including field campaign based 

observational study; short-range meteorological forecast evaluation; sea ice prediction and 

verification; and assessment of long-range climate projections. These topics represent an 

exploration of air-sea interaction in the subpolar North Atlantic and how it is influenced by the 

marginal ice zone and are bound together by their focus on wintertime cold-air outbreaks and 

the improvement of air-sea-ice coupled models for numerical weather prediction. The variation 

in topics across the duration of the PhD is not by accident, but rather due to a wide range of 

intrigue and opportunity. As such, the list of ideas, preliminary investigations, trial projects, 

offshoots and asides that have arisen during the course of this research project is long and has 

only been curtailed by the feasible scope and time limits of a PhD.  

The novelty of the Iceland-Greenland Seas Project (IGP) dataset and the simultaneous 

measurement of the atmosphere and the ocean provides the opportunity for observational 

based investigation of the physical air-sea interaction. Indeed, an investigation of the response 

of the ocean during an IGP cold-air outbreak was carried out (Renfrew et al., 2022). Similarly, 

intense periods of observations using radiosondes, and continuous atmospheric boundary layer 

profiling aboard the research vessel Alliance has facilitated a publication by Duscha et al. (2021) 

on the characterisation of coherent boundary layer structures during cold-air outbreaks, yet 

there is wealth of observational data yet to be utilised. The wide range of data sets, such as the 

synthesised shipboard meteorological data by Barrell & Renfrew (2020), is available at 

www.ceda.ac.uk. One such side project that was investigated during this PhD project involved 

the use of combined atmospheric and hydrographic measurements to constrain boundary layer 

mass, heat and moisture budgets and investigate their development through the course of a 

CAO event. Building on work such as that by Brümmer (1996), such a budget analysis could 
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provide valuable insight into the thermodynamic forcing on the surface waters during cold-air 

outbreaks and the development of clouds and boundary layer characteristics to inform model 

development.  

In Chapter 3 an evaluation of the Met Office Global Coupled model 2 (GC2) was performed 

making use of IGP observations. As mentioned, this piece of research was partly drawn to a close 

due to the arrival of the model’s successor configuration, GC3.1. However, the same analysis 

was not resumed for the new version. This is due to the limited scope of conclusions that could 

be drawn for global weather models by investigating a relatively small domain for just a few 

forecast periods. Despite Renfrew et al. (2021) carrying out an evaluation of the ERA5 reanalysis 

using the IGP data set, efforts to disentangle the effects of the complex competing errors in GC2 

of sea surface temperature bias and surface roughness parameterisation on forecasted near-

surface meteorology were restricted by the temporal and spatial limits of the data set. Further 

observations were in fact investigated from several land-based stations on Greenland, Iceland 

and Jan Mayen Island, but the scope of observational datasets remained too small to gain an in 

depth understanding of the coupled models’ successes and failures. This highlights the 

longstanding problem of sparse measurement networks in the high latitudes due to their 

difficult access, testing conditions and high operation costs. However, the IGP was a partner of 

the Year of Polar Prediction (YOPP) project (https://www.polarprediction.net/), which 

encompassed several intense observation periods across a large range of instrument platforms 

in the Arctic and subpolar regions. A valuable extension of the work in this thesis would be to 

make use of the broad YOPP data sets to verify GC3.1, and its upcoming successor GC4, to gain 

a deeper understanding of the coupled model’s skill and sources of error in their representation 

of physical processes.  

The verification of short-range sea ice forecasts in Chapter 4 was intentionally focused on a small 

area to enable a focused comparison of the model configurations. As we understand, this is a 

relatively novel approach as the vast majority of sea ice prediction studies focus on large spatial 

areas (e.g., the Arctic) at a seasonal to annual time scale (e.g., Goessling et al., 2016). A useful 

extension to this work would be to study the simultaneous drag forces on sea ice from the ocean 

and the atmosphere using modelling and observations to gain a better understanding of the sea 

ice dynamics. The exciting outcome of this research is the stark difference between verifications 

using two commonly used satellite sea ice products. Moreover, a number of significant problems 

are highlighted in the OSI-SAF 401 (OSTIA) product, mostly due to a smoothing algorithm that 

blurs the ice edge. Yet this product is still commonly used to initialise weather models at the 

Met Office and others, and regularly used for model verification. Our evidence clearly suggests 
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that there is much work to be done to provide reliable sea ice analyses to feed into models and 

that there could be substantial benefits for weather forecasts in regions where sea ice plays a 

role. The stand-out issue is clearly the lack of space infrastructure to provide regular and reliable 

sea ice measurement. However, incorporation of currently available higher resolution products, 

such as that of the AMSR2 instrument, into forecast initialisation could be beneficial.,  

In Chapter 5 a brief analysis of several long-range climate simulations is performed for the 

subpolar North Atlantic that were produced as one small part of the cyclical Coupled Model 

Intercomparison Project. The work presented here barely scratches the surface of the mammoth 

collaborative effort by researchers across the globe to produce predictions of our future climate. 

Yet, by taking a relatively focused approach that interrogates historic and future simulations for 

seven small regions elucidates some key model problems involving sea ice and its influence on 

turbulent heat fluxes. It is shown that problems in sea ice representation can cause some 

substantial errors in air-sea interaction in the subpolar regions and getting sea ice right is crucial 

for accurate projections of the future. This highlights the potential advantages of focusing on a 

region and attempting to gain a detailed understanding of the interactions between the 

atmosphere, ocean and ice. This work could be furthered by taking a deeper look into the ocean 

current pathways and their relationship with sea ice and how they are represented in the climate 

simulations. Some of the largest biases in climate models remain in the polar regions and 

reducing these errors should be a priority for further research, particularly with the eye watering 

pace of climate change already underway in the Arctic.  
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