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ABSTRACT

Diagnosing various diseases such as glaucoma, age-related macular degeneration, cardiovascular conditions, and
diabetic retinopathy involves segmenting retinal blood vessels. The task is particularly challenging when dealing
with color fundus images due to issues like non-uniform illumination, low contrast, and variations in vessel appear-
ance, especially in the presence of different pathologies. Furthermore, the speed of the retinal vessel segmentation
system is of utmost importance. With the surge of now available big data, the speed of the algorithm becomes
increasingly important, carrying almost equivalent weightage to the accuracy of the algorithm. To address these
challenges, we present a novel approach for retinal vessel segmentation, leveraging efficient and robust techniques
based on multiscale line detection and mathematical morphology. Our algorithm’s performance is evaluated on
two publicly available datasets, namely the Digital Retinal Images for Vessel Extraction dataset (DRIVE) and
the Structure Analysis of Retina (STARE) dataset. The experimental results demonstrate the effectiveness of our
method, with mean accuracy values of 0.9467 for DRIVE and 0.9535 for STARE datasets, as well as sensitivity values
0f 0.6952 for DRIVE and 0.6809 for STARE datasets. Notably, our algorithm exhibits competitive performance with
state-of-the-art methods. Importantly, it operates at an average speed of 3.73 s per image for DRIVE and 3.75 s
for STARE datasets. It is worth noting that these results were achieved using Matlab scripts containing multiple
loops. This suggests that the processing time can be further reduced by replacing loops with vectorization. Thus
the proposed algorithm can be deployed in real time applications. In summary, our proposed system strikes a fine
balance between swift computation and accuracy that is on par with the best available methods in the field.
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1 Introduction

The study of retinal images is a non-intrusive technique of choice for diagnosing different diseases
such as cardiovascular illnesses, glaucoma, age-related macular degeneration, diabetic retinopathy,
etc. It is one of the most important areas of medical image processing. It deals with the extraction of
clinically applicable knowledge or information from retinal images. Retinal images are images of the
fundus or the back of the eye. These are acquired using a fundus photography apparatus. The fundus
images are obtained either with a color filter (called color fundus images or retinal images) or using
specialized dyes, e.g., fluorescein (in that case they are called fluorescein fundus images or fundus
fluorescein angiograms). The obtained images are then analyzed by an ophthalmologist manually.
Contrary to fluorescein fundus images where the contrast-enhancing agent is used [1,2], color fundus
images have low and inconsistent contrast [3]. Shown in Fig. | are parts of an image of the same patient
using two different fundus images namely the fluorescein fundus image and the color fundus image
[4]. Tt could be easily noticed that the blood vessels are well contrasted in the fluorescein fundus image.
While in color fundus images not only vessels have comparatively low contrast, but many fine vessels
are also missing. Thus diagnostic systems using color retinal images are expected to have inferior
performance, and overcoming low and varying contrast remains an open research problem [5].

(b)

Figure 1: (a) Fluorescein fundus image, (b) color fundus image

The clinically important features in retinal images include optic disc, blood vessels, pathological
structures such as exudates, Microaneurysms, hemorrhages, etc., (if exist) as shown in Fig. 2. Medical
practitioners monitor the blood vessel structure to get an insight into patient health. The structure of
retinal blood vessels reveals several indications which can be used to predict the disease and precautions
can be advised. Accurately segmenting blood vessels is an important task in diagnosing hypertension,
stroke, diabetic retinopathy, etc. [3]. While there are several state-of-the-art methods for detecting
blood vessels, high accuracy could only be achieved at the cost of high complexity and computation in
terms of memory and execution time. With recent developments in technology, new alternatives such
as 4-D retinal videos and high-resolution images become available to provide even more information
about the retina. With the surge of now available big data, the speed of the algorithm becomes
increasingly important, carrying almost equivalent weightage to the accuracy of the algorithm [6,7].
Thus, it means that we need to design a blood vessel segmentation system with both comparable
accuracy and high speed in computation.
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Figure 2: Labelled are some of the clinically important features

In general, segmenting retinal vessels is a difficult task because of (a) low and varying contrast,
(b) low uniformity in illumination, (c) pathologies that appear as bright objects in retinal images such
as exudates, (d) dark pathologies such as hemorrhages and microaneurysms, which might further
deteriorate the effectiveness of retinal vessel segmentations, and (e) having a central reflex, i.e., a
brighter strip over the central line in several thick blood vessels, as shown in Fig. 3. To overcome these
issues, we propose an algorithm based on image preprocessing, multiscale line detector (MSLD) and
mathematical morphology approach. The green channel in the preprocessing stage was selected since
the vessels are relatively well contrasted. The green channel was first normalized by subtracting the
mean value from each pixel and dividing by its standard deviation. The background of the normalized
image was then estimated using median filtering and removed from the normalized image to obtain
the preprocessed image. Using the fast operations of a multiscale line detector, top-hat transform with
disc shape, and simple thresholding, candidate blood vessel pixels were obtained. These operations
were done with the hope of overcoming the aforementioned issues. The candidate blood vessel pixels
were post-processed again by using a top-hat transform but this time with a linear structuring element
to remove non-elongated objects such as pixels from hemorrhages/microaneurysms and other objects.
This might help address the issues of dark pathologies. The rationale of this research work is the need
for a fast and relatively accurate blood vessel segmentation method that addresses the issues of the
complexity of algorithms and required accuracy. The major contribution of the proposed algorithm
is to combine MSLD and mathematical morphology which were fast and noise-resilient in producing
results similar to the state-of-the-art, albeit with a relatively small amount of time.

The main contributions of the proposed work are as follows:

1. To develop an accurate fast and efficient blood vessel segmentation method.
2. To propose a hybrid fast and noise-resilient method by combining MSLD and mathematical
morphology.
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(a) (b) (c)

Figure 3: Central reflex: (a) colored, (b) green channel, (¢) inverted green channel, top row part of
image from DRIVE dataset and bottom row part of image from STARE dataset

The proposed algorithm has been examined using two readily accessible datasets, 1) Digital Retinal
Images for Vessel Extraction dataset, DRIVE [§] and ii) Structure Analysis of Retina, STARE [9].
Using the proposed algorithm, the average sensitivity, accuracy, and specificity values obtained are
0.9467, 0.9535 0.6952, 0.6809, and 0.9838, 0.9847 for the DRIVE and STARE datasets, respectively.
More importantly, the proposed algorithm achieved the above results on an average of 3.73 and
3.75 s per image on DRIVE and STARE datasets, respectively. The rest of this paper is organized
as follows: Section 2 presents the literature review, Section 3 presents the theoretical background,
Section 4 presents the proposed methodology, Section 5 reports the results and discussion of the
proposed methodology, and Section 6 concludes this paper.

2 Literature Review

Retinal blood vessel segmentation is an ongoing research area being studied by many. Based on
the literature review, the methods of segmentation of the retinal vessels can be generally categorized as
either supervised or unsupervised schemes. In general, the supervised approach achieves finer accuracy
compared to the unsupervised methods [10,11]. They could be further categorized according to the
strategies used to segment the retinal blood vessel, namely i) multiscale, ii) matched filtering, iii)
mathematical morphology, iv) hierarchical, v) model, and vi) deep learning approaches [12]. Example
filter-based approaches are [8,13—15] and morphology based on mathematics [16—19]. Retinal vessel
segmentation according to hierarchical detections are given in [20-23], and model-based approaches
are [24,25]. Deep learning-based approaches are getting attention due to their high accuracy [26,27].
Example deep learning approaches are [28-32]. However, deep learning approaches require large
datasets for training and also, they require computer systems with much higher computational
capabilities. On the contrary, conventional methods are still preferred due to their applicability for
real-time use and the lower demand for training data.

Among all the state-of-the-art, multiscale line detector is among the time-efficient approaches for
retinal vessel segmentation [33]. To overcome the central reflex problem, Ricci et al. [34] proposed a
technique utilizing a support vector and line detector machine. The line detector approach was later
modified by Nguyen et al. [33]. They called it a multiscale line detector (MSLD) and used multiple
scales.
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To summarize, we can divide the existing methods into three categories namely i) Supervised
methods based on manual features, ii) Deep Learning based methods, and iii) Unsupervised methods
based on manual features. The first category requires extensive training while the second category
requires high computational resources including high-performance expansive hardware and a lot of
training data which is normally not available in the case of medical image analysis. The first two
categories achieve better accuracy. In the case of the third category, which does not require training
and expansive hardware resources is thus the preferred category. So the problem of achieving better
accuracy using an unsupervised method is addressed here by proposing a combination of MSLD and
Mathematical Morphology. The proposed unsupervised method not only achieves results similar to
state-of-the-art but also takes less time.

3 Theoretical Background
3.1 Multiscale Line Detector

The blood vessels and other red objects appear dark (having low-intensity values) in the green
channel. By inverting the green channel (IGC) the darkened objects, like blood vessels shown as
bright objects. The basic line detector proposed by [34] uses IGC. It uses a window of size W x W
pixels, positioned at each pixel, and computes the average gray level denoted by I, . By using angular
resolution of 15°, the I of each of the 12 lines of length W passing through the central pixel are

avg
calculated. The line with maximum /) is called the winning line /7, . The computed line response is

max*

given by Eq. (1).
Ry = IHEZX — I;fgxw (1)

where I} %" is the overall average intensity value of the pixels in the window. Therefore, the reaction
will be high for the vessel pixel, but for the background pixel, the response will not be high. Fig. 3a
shows the color image, Fig. 3b shows green channel while the central reflexes are shown in Fig. 3c, the
pixels at the center of the blood vessel will have lower intensity values which are generally misclassified.
The line detector is very effective in dealing with such cases. The line detector does not miss such pixels
as the winning line includes a small number of pixels that are from the central reflex. The basic line
detector was modified by [33] to have multiple scales and is called MSLD. The line responses are
calculated using Eq. (2).

R;/ — IL _ IWXW (2)

max avg

where 1 < L < W. Various scales provide different line responses. Large-diameter blood vessels are
detected by a longer-length line detector. A line detector with a shorter length can detect close vessels
more effectively. An improved MSLD was proposed by Hou [35]. They modified MSLD by including
an inverted green channel (/) as defined in Eq. (3).

Reea = 1/ + DY RE + 1.} 3)

where 7, is the number of scales used. They included green channels to provide extra details on the
discrimination in the vicinity between blood vessels and pathologies and optic disks, etc. Some of
the recent variants in the line detector are [36] and [37]. In [36], Khan et al. proposed a generalized
multiscale line detection method. They proposed four modifications in MSLD to improve sensitivity
(more details can be found in [36]). In [37], Khawaja et al. proposed a method for segmenting retinal
arteries using directional multi-scale lines (more details can be found in [37]).
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3.2 Mathematical Morphology

Mathematical morphology (MM) is linked to the shape or morphology of the features in an image.
The MM has been used for the detection of different objects in an image. Images are thought of as a set
in this case, and necessary elements can be recovered by delving into the image with a different group
of recognized shapes images. The revealing form is called the structuring element [38]. The structuring
element can have a range of sizes and forms based on the elements that need to be eliminated. Among
the different morphological operations available, we used top-hat transform in the proposed system.
Top-hat transform can be used for grayscale images and binary images. For the grayscale image I, is
defined in Eq. (4).

topat transform = I — (IoB) 4)

where IoB represents the Image (I) opening with structuring element B. Based on the shapes of
the objects to be detected, B is chosen. The opening operation eliminates all the objects of interest
from the image. Subtracting the opened image from the original image (top-hat transform) will lead
to the removal of all other items and retain only the objects of interest. By utilizing the top-hat
transform in this manner, we may maintain a list of all the items of interest based on morphology
or shape. Details can be found in [38]. Thus, we need to know the shape of the object of interest to be
detected in the image. Hence, to detect elongated objects such as blood vessels, which are in different
orientations, linear structuring elements in multiple orientations can be used. Top-hat transform with
linear structuring elements applied in different orientations will keep the blood vessels and remove the
non-elongated objects. Similarly, to detect other shapes such as ROI/Optic disc boundary, disc-shaped
structuring elements can be used to detect objects of disc shapes.

4 Proposed Methodology

The proposed algorithm consists of image preprocessing, application of a multiscale line detector,
and post-processing based on length filtering and mathematical morphology. The flow chart of the
algorithm along with images obtained after each step is shown in Fig. 4. The color retinal images
suffer from low and varying contrast and non-uniform illumination, therefore, normally they are
preprocessed. In the proposed research work we use green channel only as it offers better contrast
relative to red and blue channel. The green channel is first normalized by subtracting the mean value
from each pixel and dividing by the standard deviation. The normalized image thus obtained is denoted
by L,.m. After image normalization, its background is estimated using the median filter of length
35 x 35 for both DRIVE and STARE and subtracted from the normalized image and the resulting
image is again median filtered using the filter of length 3 x 3 to remove noise. Thus, obtaining
preprocessed images denoted by Igp.

Multiscale line detector is capable of detecting elongated objects in general and also for those
suffering central reflex problems. The algorithm typically involves applying filters or convolution
operations at different scales to identify edges or lines of varying widths. By considering multiple
scales, the detector can effectively capture both fine and coarse features in the image, providing a more
comprehensive representation of the underlying structures. A multiscale line detector as used by [33] is
applied on a complemented normalized image, ..., to obtain an Iyg , image. The parameters of the
multiscale line detector are the orientation, window size, W, and the number of scales, L. We have used
a multiscale line detector with the angular resolution of 15°, W = 15 pixels, and line responses at 8
scales were linearly combined for both the DRIVE and STARE datasets as depicted in Table 1. Values
of all the parameters in this research work are empirically determined using the training images.
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Figure 4: Flow chart of the proposed algorithm

Table 1: Parameter values of multiscale line detector and mathematical morphology

Parameter Dataset
MSLD DRIVE STARE
W 15 15
Scales 8 8
Orientations 15° 15°
MM -radius 7 7
Orientation 8° 8°

Line length 5 5

The Iysp Image contains the blood vessel, false positives due to the dark lesions and bright
lesions/objects, and ROI/Optic disc boundary which can be noticed in Fig. 4. To remove false positives
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due to the bright lesion/objects, a two-step parallel mechanism is adopted, i.e., thresholding and top-
hat transformation using a disc-shaped structuring element. In the first step, we threshold the green
channel preprocessed image I, and complement the thresholded image to obtain Iy en. In Tigren, the
bright lesions/objects are pixels having zero intensity value while dark objects such as blood vessels
and microaneurysms/hemorrhages have an intensity value equal to one. In the second step, we used a
top-hat transform with a disc-shaped element, having a radius equal to 7, to detect the circular objects
such as the ROI/optic disc boundary and other bright objects that contribute to false positives. The
top hat operation is one of the morphological operations that consists of two parts: The opening of
an image and the subtraction of this opened image from the original. The opening operation involves
erosion (removing pixels at the boundaries) followed by dilation (adding pixels at the boundaries).
The result of the top hat operation highlights local intensity variations or small structures in an image
that might otherwise be overlooked. The top-hat transform with a disc-shaped element was applied to
a grayscale image, where light-intensity pixels are considered as foreground and dark-intensity pixels
are considered as background. Thus, blood vessels and other red lesions are considered as part of the
background whereas the bright objects such as ROI/optic disc boundary and lesions such as exudates,
etc., are in the foreground. In this way, we can remove false positives due to bright objects, but not
those from dark objects. The obtained image of the top hat with disc structuring element is denoted
by Itirise. The Iys p image is multiplied (ANDed) with Iy and Iy The resulting image obtained
after ANDing the three images is denoted by I.,... Those candidate blood vessel pixels in the Iygp
image are assigned zero intensity values whose intensity in the preprocessed image is either higher
than the specified threshold or those objects that are somehow circular. In this way, we get rid of the
false positives due to bright lesions/objects and from ROI/optic disc boundary region as shown in the
figure. After removing most of the bright pixels in this way from the ;5. p, the obtained 1,4 is binarized.
The binarized image is denoted by I,, which contains blood vessels and dark objects/lesions and the
remaining parts of some of the bright lesions/objects. To further remove the false positives, length
filtering is applied. Based on the number of pixels, I, is divided into two images, i.e., I, and I, image.
The I, image contains those objects that are smaller than 1500 pixels, while the I, image contains all
those objects greater than 1500 pixels. The image I, contains both vessel pixels and pixels from other
objects/remaining parts of the non-vessel objects. Now to remove these false candidate objects (bright
and dark), we use a mathematical morphology-based approach called top-hat transform with a linear
structuring element (length of 5 at an angular resolution of 8° for both DRIVE and STARE datasets).
The top-hat transform applied once again is on the binary image to remove false positives due to dark
lesions or those missed by the earlier parts of the proposed system. Thus, Iy, is tested using the top-hat
transform for whether the objects it contains are elongated and greater than 100 pixels. After top-
hat transform with linear structuring element in multiple orientations, we got an image that contains
elongated objects with pixels greater than 100, denoted by Iyr. Finally, we had a binary addition of
I, image and Iyyr, which resulted in a blood vessel segmented image, as shown in Fig. 4.

5 Results and Discussions

The proposed algorithm is for color fundus images of the retina. To exploit the strengths and
weaknesses of the proposed algorithm, multiresolution datasets with challenging images would be
required. Therefore, we have used two different publicly available datasets for testing and training
the algorithm. The initial dataset used in this research work is the DRIVE or Digital Retinal Images
for Vessel Extraction dataset [8]. The dataset has 40 images with ground truth and a mask for each
image. It has a separate training set and test set consisting of 20 images each. The images are captured
at 768 x 584 pixels at 45° FOV. The FOV of each image is around 540 pixels in diameter. There is
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one manual segmentation for training images or ground truth while the test images have two manual
segmentations. Most of the researchers use the second manual segmentation for comparison and the
first manual segmentation as ground truth which is also followed in this research work. The second
dataset we have used is called STARE or Structure Analysis of Retina [9]. The dataset consists of 20
images which are captured at 700 x 605 pixels resolution at 35° FOV. Fifty percent (ten images out
of twenty) contain pathologies such as hemorrhages and exudates. The images are also provided with
manual segmentations or ground truths. Two different sets of manual segmentations are there for each
image. However, the dataset is not split into training and test sets.

The suggested system is evaluated in terms of Sensitivity (Se) or true positive rate, specificity (Sp),
accuracy (Acc), and Matthews Correlation Coefficient (MCC). Sensitivity is defined as the ratio of
detected vessel pixels (75) and the total vessel pixels; whereas specificity is defined as the ratio of
detected non-vessel pixels (Ty) and the total number of non-vessel pixels in the Region of Interest
(ROI). Accuracy or Acc is defined as the ratio of the sum of detected vessel pixels and detected non-
vessel pixels divided by the total pixels in ROI. The following equations (Eqs. (5)—(8)) define the above
parameters mathematically:

Sensitivity = Tp/(Tp + Fy) &)
Specificity = Ty/(Tx + Fp) (6)
Acc=Tp+ Tp)/(Tp+ Ty + Fp+ Fy) 7
MCC = (Tp x Ty — Fp x F\)/N/(Tp + Fp) (Tp + Fy) (Ty + Fp)(Ty + Fy) (8)

where F,, F are respectively false positives and false negatives. False positives are those non-vessel
pixels that are detected as vessel pixels while false negatives are vessel pixels detected as non-vessel
pixels.

The proposed system is tested using DRIVE and STARE datasets. Table 2 presents comparative
results based on different variants of line detectors. These are the mean sensitivity, mean specificity,
and average time to process an image. At sensitivities of 0.7617 and 0.7606, we have specificity values
0f 0.9678 and 0.9694 respectively on DRIVE and STARE datasets. It may be noted that all the values
of our method, presented in this paper, are calculated from ROI only and not from the full image. The
proposed method takes an average of 3.73 and 3.75 s on the DRIVE and STARE datasets, respectively.
For time calculation we have used tic and toc, the Matlab’s built-in function. We run the simulations
on each of the dataset (entire dataset) three times and then the average time taken per image for each
dataset is calculated. It is clear from the values in Table 2 for both the datasets (DRIVE and STARE),
that the proposed algorithm is fast and only the first two and the fifth entries in Table 2 are faster
than the proposed algorithm. However, we achieve better sensitivity and specificity than the first two
entries in Table 2 and consequently better accuracy. On the DRIVE dataset, at a sensitivity of 0.75 or
greater, the proposed method achieves the best specificity which is 0.9678. In terms of sensitivity, only
Khan et al. [36] achieve slightly better sensitivity than the proposed method but we achieve slightly
higher specificity and therefore, we achieve higher accuracy than their method on the DRIVE dataset.
Similarly, at a sensitivity of 0.75 or greater, our method achieves the second highest specificity of 0.9694
after Khan et al. [36], but we achieve a slightly better sensitivity of 0.7606. Therefore, they achieve
slightly better accuracy on the STARE dataset at a sensitivity of 0.75 or greater. Fig. 5 shows examples
of the segmented images of the suggested technique for the DRIVE and STARE datasets, top row and
bottom row, respectively. Shown in the first column are colored images, the second column is ground
truth and the third column is a segmented vessel using the proposed method. From Fig. 5, it can be
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demonstrated that the suggested strategy works well for identifying the thick and medium-width blood
vessels with few false positives. However, the proposed method is unable to detect the fine vessels. We
have shown the comparison of our method with other methods based on multiline detectors in Fig. 6.
Looking at Fig. 6, the proposed method is resilient on the images with pathologies, and most of them
are not detected as false positives.

Table 2: Results on different variants of line detectors

Dataset DRIVE STARE

Method with system specs Se Sp Average time Se Sp Average time
per image per image

Basic line detector [34] 0.7124 09563 0.37s 0.7116 09538 0.94s

Nguyen et al. (2013) [33] PC Intel Duo Core 2.4 0.7322  0.9659 2.50s 0.7317 09613 2.50s

GHz CPU with 2 GB RAM

Hou (2014) [35] PC Intel Core 15, 0.7354  0.9691 3.98s 0.7348  0.9652 3.98s

3.2 GHz CPU, 8§ GB RAM

Khan et al. (2018) [36] i7 processor, 0.7696  0.9651 12.00s 0.7521 09812 -

16 GB RAM

Biswal et al. (2018) [39] Intel Core i3 (4010U CPU)  0.7100  0.9700 3.3 0.7000  0.9700 3.3

1.7 GHZ processor

4 GBRAM

Shah et al. (2019) [40] Core i5 CPU (2.3 GHz, 6 GB  0.7444  0.9729  <20.00s 0.8004 0.9644  <20.00s
RAM)

Proposed method (2023), Core i5 CPU (2.3 GHz, 6 0.7617 09678 3.73s 0.7606  0.9694 3.75s
GB RAM)

(a) (b (c)

Figure 5: Blood vessels segmented images: (a) color fundus image, (b) ground truth and (c) segmented
vessels using the proposed method
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(a) (b) (c) (d) (e) (f)

Figure 6: Comparative results: (a) colored image, (b) ground truth, (c) vessel segmented image by
Nguyen et al. [33], (d) Hou [35], (e) Shah et al. [40], and (f) the proposed method

Table 3 gives image-by-image results on DRIVE and STARE test datasets. The results of compar-
ison with the state-of-the-art methods are presented in Table 4. On the DRIVE dataset, the suggested
system achieves the mean accuracy of 0.9467 with a mean sensitivity of 0.6952, mean specificity of
0.9838, and mean MCC value of 0.7451. Shown in Fig. 7a is the ROC curve of the proposed system
on the DRIVE dataset and in Fig. 7b is the ROC curve of the proposed system on the STARE dataset.
At the sensitivity value of 0.7399, the suggested system has an accuracy of 0.9440 while at a sensitivity
of 0.6952, the proposed system has an accuracy of 0.9467 which is better than many of the supervised
and unsupervised methods shown in Table 4. The image-by-image outcomes obtained on the DRIVE
dataset are shown in Table 3, left three columns.

Table 3: Image-by-image results on the DRIVE test dataset and STARE dataset

Dataset DRIVE STARE

Image No.  Acc Sen Spec Acc Sen Spec

1 0.9500 0.7409 0.9815 0.9406 0.6357  0.9778
2 0.9464  0.6982  0.9901 0.9441 0.5951 0.9792
3 0.9380 0.6943 0.9795 0.9501 0.6722  0.9748
4 0.9475 0.6726  0.9898 0.9413 0.5732  0.9832
5 0.9437 0.6385 0.9917 0.9439 0.6253 0.9886
6 0.9367 0.6768 0.9794 0.9524  0.6058 0.9858
7 0.9405 0.5904  0.9939 0.9624  0.7793 0.9850
8 0.9412 0.6490  0.9832 0.9638 0.7906  0.9835
9 0.9481 0.6580  0.9867 0.9622 0.7694  0.9854
10 0.9481 0.6363 0.9904 0.9546 0.7325 0.9821
11 0.9431 0.6434  0.9877 0.9630 0.7807 0.9828

(Continued)
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Table 3 (continued)

Dataset DRIVE STARE

Image No.  Acc Sen Spec Acc Sen Spec
12 0.9454 0.7296  0.9763 0.9672 0.7923 0.9878
13 0.9385 0.6319 0.9892 0.9553 0.7407 0.9851
14 0.9514 0.7284  0.9812 0.9544  0.7223 0.9873
15 0.9507 0.7241 0.9769 0.9523 0.7276  0.9823
16 0.9489 0.7021 0.9861 0.9308 0.5523 0.9924
17 0.9467 0.7378 0.9761 0.9554  0.6921 0.9923
18 0.9533 0.7600  0.9784 0.9687 0.5876  0.9971
19 0.9632 0.8122  0.9838 0.9687 0.6627 0.9879
20 0.9532 0.7802  0.9739 0.9384  0.5800  0.9744
Mean 0.9467  0.6952  0.9838 0.9535  0.6809  0.9847

On the STARE dataset, we obtained a sensitivity of 0.6809 0.9535, 0.9807, and 0.7282 for
precision, specificity, and MCC, respectively. In the unsupervised category, the overall mean accuracy
value is preferable to most techniques presented in Table 3 except [41,42] and [43]. These methods
which are better in accuracy are more computationally hungry and require more time to process an
image on average. Fig. 6 bottom row presents the result of the suggested system using the pathological
images from the STARE dataset. It is clear that the suggested system is better at detecting thick and
medium-width blood vessels with very few false positives, but in the case of fine vessels, the proposed
algorithm is unable to detect them. The image-by-image results obtained on the STARE dataset are
presented in Table 3, right most of the three columns. The ROC curve of the proposed system on the
STARE dataset is shown in Fig. 7 right ROC. At a sensitivity of 0.7706, the suggested system has
an accuracy of 0.9479, while at a sensitivity of 0.6809, the accuracy is 0.9535 as shown in Fig. 7 right
ROC. Based on the values in Table 4, it can be seen that the highest values are from deep learning-based
methods such as [44—46], but they require very powerful machines and extensive training.

In Table 5, comparative results on state-of-the-art are presented for abnormal images. The STARE
dataset contains ten images with abnormalities. It can be seen that the suggested system achieves better
accuracy than most of the state-of-the-art methods, except Annunziata et al. [42] and Marin et al. [47]
method, however, the proposed method is much faster than [42] which takes one minute to process an
image. The details of the comparison of time required to process an image are presented in Table 6.
The proposed system is implemented using unoptimized software in Matlab 2018 with a system having
a Core 15 CPU and 6 GB RAM. These hardware specifications are generally considered moderate
specifications that can support a variety of applications, however in current time more robust and
custom hardware with better processing power can be used for a close to real-time implementation of
the method. From Table 6, it can be noticed that the suggested algorithm requires less time than all
the methods except the Nguyen method on the STARE dataset.
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Table 4: Results on comparison with state-of-arts

Dataset DRIVE STARE

Method/First author  Year Acc Se Sp MCC Acc Se Sp MCC

2"d human observer - 09473  0.7760  0.9724  0.7601 09354 0.8949  0.9390  0.7224

Supervised

Staal et al. [9] 2004 09442  0.6780  0.9830 0.7322 09516  0.6970  0.9810 -

Soares et al. [48] 2006 09466  0.7283  0.9788  0.7488 09480  0.7197  0.9747  0.7200

Ricci-SVM [34] 2007 09424 - - - 09496 ——-

Marin et al. [47] 2011 0.9452  0.7067 09725 - 0.9526  0.6944 09819 -

Liet al. [49] 2016 0.9527  0.7569  0.9816 - 0.9628  0.7726 09844  —

Shah et al. [12] 2017 0.9479  0.7205 0.9814  0.7529 - - - -

Orlando et al. [50] 2017 - 0.7897  0.9684  0.7556 - 0.7680  0.9738  0.7417

Yang et al. [51] 2019 0.9421  0.7560  0.9696  0.7365 09477  0.7202  0.9733  0.7045

Toptas et al. [52] 2021 09618  0.8400 09716 - 0.9456  0.6308 09824 -
Deep learning

Liskowski et al. [53] 2016 0.9495  0.7763  0.9768 - 0.9566  0.7867  0.9754 -

Yan et al. [54] 2018 09542 0.7653 09818 - 09612  0.7581 0.9846 -

Alom et al. [44] 2018 0.9556  0.7792 09813 - 09712 0.8298  0.9862 -

Shin et al. [45] 2019 09271 09382  0.9255 - 0.9378  0.9598  0.9352 -

Chala et al. [30] 2020 0.9707  0.7858  0.9884  — 0.9645  0.7982  0.9840 -

Liet al. [49] 2021 09568  0.7921 09810 - 0.9678  0.8352  0.9823 -

Wang et al. [55] 2021 09512  0.8060  0.9869  — 0.9641  0.8230  0.9945 -

Zhang et al. [50] 2022 09565 0.7853  0.9818 - 0.9668  0.8002  0.9864 -

Kande et al. [57] 2023 09722 0.8717 09886 - 09813  0.8585 0.9914 -

Ding et al. [58] 2024 0.9537  0.7487 09836 - 0.9594  0.6979  0.9905 -

Ma et al. [59] 2024 0.9565 0.8243  0.9758 - 0.9660  0.7811  0.9880  —
Unsupervised

Ricci et al. [34] 2007 09329 - - - 09356 - - -

Nguyen et al. [33] 2013 0.9407  0.7429  0.9700  0.7281  0.9324 -

Odstreilik et al. [60] 2013 0.9340  0.7060  0.9693  — 0.9341  0.7847 09512 -
Azzopardi et al. [01] 2015 0.9442  0.7655 0.9704 0.7475 09497 0.7716 09701 -

Zhang et al. [41] 2016 0.9476  0.7743  0.9725 0.9554  0.7791 09758 -
Annunziata et al. [42] 2016 - - - - 0.9562  0.7128 09836  —
Oliveira et al. [13] 2016 0.9464  0.8644  0.9556  0.7425 09532 0.8254  0.9647  0.7246
Rezaee et al. [62] 2017 0.9463  0.7189  0.9793 - 0.9521  0.7202  0.9741 -
Shah et al. [40] 2019 0.9470  0.7421 09773  0.7525 09472 0.8004 0.9644  0.7294
Pachade et al. [43] 2020 0.9405  0.7514  0.9676 - - - - -
Orujov et al. [63] 2020 0.939 0.838 0.9570 - 0.8650  0.8342  0.8806 -
Shabani et al. [64] 2022 0.9430  0.7336  0.9741 09372  0.7831  0.9553

Proposed method 2024 0.9467 0.6952 09838 0.7451 0.9535 0.6809  0.9847  0.7282
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Figure 7: ROC curve of the proposed system: Left for DRIVE dataset, right for STARE dataset

Table 5: Performance of comparison on the pathological images of the stare dataset

Pathological STARE images

Method Acc

Shah et al. [40] 0.9405
Annunziata et al. [42] 0.9565
Alom et al. [44] 0.9510
Shin et al. [45] 0.9425
Mendonca et al. [65] 0.9426
Proposed method 0.9503

Table 6: Timing comparison

Method Running time

DRIVE dataset STARE dataset
Second observer 7200 s 7200 s
Staal et al. [9] 900 s 900 s
Soares et al. [48] 190 s (9 h for training) 190 s (9 h for training)
Nguyen et al. [33] 25s 25s
Annunziata et al. [42] - 60 s

(Continued)
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Table 6 (continued)

Method Running time

DRIVE dataset STARE dataset
Zhang et al. LAD-OS [41] 20s -
Shah et al. [40] Less than 20 s Less than 20 s
Pachade et al. [43] 347 s 6.10s
Proposed method 3.73s 3.75s

6 Conclusions

This paper introduces an innovative retinal vessel segmentation method, leveraging the Multiscale
Line Detector (MSLD) and mathematical morphology. By combining these techniques, the algorithm
demonstrates a commendable capability to swiftly produce results comparable to state-of-the-art
methods, while exhibiting resilience to noise. The methodology undergoes rigorous testing on widely
accessible datasets like DRIVE and STARE, achieving a sensitivity of over 68% with accuracy
comparable to existing benchmarks. However, it is crucial to highlight areas for future work. Although
the proposed method proves efficient in detecting thick vessels, it currently falls short in identifying
finer vessels. To address this limitation, potential enhancements could involve refining the algorithm
to enhance sensitivity to finer structures. Moreover, the average processing time for a single image
could be further optimized through script optimization and potential implementation in platforms
like C-language, paving the way for real-time application. Notably, the proposed technique exhibits
promising results, surpassing 95% accuracy in identifying pathological images, particularly those with
pathologies like STRAE. Looking ahead, there is potential for the system’s deployment in healthcare
units to assist medical practitioners as the proposed method shows comparable accuracy along with
less processing time. By reducing their workload in diagnosing relevant diseases, the proposed system
could become an invaluable tool in medical settings, driven by its impressive accuracy, speed, and
modest hardware requirements.
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