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Abstract 

 

Early instrumental land surface air temperature (LSAT) records are valuable resources for 

climate science; however, many are compromised by the presence of non-climatic influences 

(inhomogeneities) which must be addressed before records can be used for climate analysis. 

This thesis presents an empirical approach to address a pervasive inhomogeneity affecting 

LSAT records – exposure bias – before using the exposure-bias-adjusted data, two 

reanalyses and model simulations to explore the climatic influence of volcanic eruptions; 

specifically, whether there is early instrumental evidence that explosive volcanism causes 

post-eruption Eurasian winter warming.   

Exposure biases occur due to changes in the way thermometers have been exposed to the 

elements over time and have not been widely accounted for in global LSAT compilations. 

This thesis addresses the exposure bias in an extended version of CRUTEM5 (starting in 

1781) by (1) analysing 54 parallel measurement series to better characterise the bias; (2) 

developing three statistical models to predict the bias from temperature and radiation 

variables; and (3) applying the models to mid-latitude stations in CRUTEM5 using a 

compilation of exposure metadata collated here. The models are applied to 1,960 stations, 

cooling summer temperatures in the Northern Hemisphere mid-latitudinal mean by ~0.2°C 

between 1882–1934, with smaller adjustments in other seasons and time periods.    

Analysis of the first and second winters following eight explosive volcanic eruptions finds a 

consistent and significant volcanic signal of warmer winter temperatures in Europe, cooler 

near Greenland and a tendency for a positive NAO index in both the observations and 

reanalyses. In contrast, the UKESM1.1 model simulates a similar response only following 

the largest eruption, Tambora. The consistency of the volcanic signal in the observations and 

reanalyses, plus the modelled response following Tambora, suggests explosive volcanism 

does contribute to observed post-eruption Eurasian winter warming and the eruptions in the 

early instrumental period strengthen this evidence.   
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Chapter 1 

 

Introduction  

 
 

1.1. A brief history of land surface air temperature observations 

Observations of land surface air temperature (LSAT) have been recorded using instruments 

since the invention of the thermometer in the early seventeenth century and have been 

reported in scientific journals from at least 1669 (Knowles Middleton, 1966; Le Treut et al., 

2007; Wallis & Beale, 1669). With the exception of the Medici Network, which was active 

between 1654-1667 (Camuffo & Bertolin, 2012), the majority of early observations were 

independent efforts made by interested individuals, scholars and religious figures, usually at 

universities, astronomical observatories or monasteries (Brönnimann et al., 2019a; Freeman 

et al., 2017; Hiebl et al., 2006; Rennie et al., 2014; Thorne et al., 2017). Observations were 

generally not made for the purposes of climate science but were used to assess the influence 

of climate on such things as health, agriculture and prosperity. The first coordinated 

observing networks did not appear until the eighteenth century; one of the earliest was that 

coordinated by James Jurin and the Royal Society in 1723, who organised standardised 

weather reports from locations in Europe, North America and India (Jurin, 1723). To many, 

however, the establishment of the Societas Meteorologica Palatina (Palatine Meteorological 

Society) in 1780 in Mannheim, (present-day) Germany, represents the first coordinated 

international meteorological network due to its focus on standardization (Cassidy, 1985; 

Hiebl et al., 2006; Kington, 1974; Pappert et al., 2021). The network was fully funded, 

supplied both instruments and instructions for making observations to observers and brought 

together information from 37 weather stations in the Northern Hemisphere (NH), stretching 

from eastern North America to Russia (Cassidy, 1985). These early networks were the 

predecessors to the first National Meteorological Services (NMSs), which were established 

from the 1850s (Brönnimann et al., 2019b; Hiebl et al., 2006), and the first formal 

International Meteorological Organisation (precursor to the World Meteorological 
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Organisation) which was established in 1873 (Meteorological Committee, 1874). The 

establishment of NMSs marks the start of greater standardisation of observation times, 

methods and instrumentation and any instrumental observations made before their advent 

are considered to be ‘early instrumental records’ (Brönnimann et al., 2019b).  

Thanks to the dedication of early observers and the coordination of early observing 

networks, a surprising number of early instrumental records exist. The longest continuous 

records of monthly mean LSAT are the Paris Montsouris (Rousseau, 2015) and Central 

England Temperature (Manley, 1974; Parker et al., 1992) series which start in June 1658 

and January 1659, respectively, but a number of other long records exist. Some of the longest 

continuous records are from Berlin, Germany (1701), De Bilt, Netherlands (1706) (van 

Engelen & Nellestijn, 1995), Uppsala, Sweden (1722) (Bergström & Moberg, 2002; Moberg 

& Bergström, 1997), St Petersburg, Russia (1743) (Jones & Lister, 2002) and the St 

Lawrence Valley, Canada (1743) (Slonosky, 2014). In total, meteorological observations at 

more than 2,250 locations are believed to have been made prior to the establishment of NMSs 

in 1850 (1890 for Africa and the Arctic), although not all have been located or digitised 

(Brönnimann et al., 2019b).  

1.2. The value of early instrumental temperature observations 

Observations of surface air temperature are a hugely valuable resource. They form the 

longest available instrumental record of climate (Chen et al., 2021), are designated an 

essential climate variable (World Meteorological Organization, 2022) and underpin much of 

our knowledge of the climate system (Thorne et al., 2017). Long, continuous records 

stretching from the early instrumental period (EIP) to present are of particular value as they 

provide the opportunity to assess temperature variability and change over long (centennial) 

timescales, including a period in the nineteenth century of high volcanic activity (Toohey & 

Sigl, 2017) and of little anthropogenic impact on the climate (Hegerl et al., 2019). Such 

records facilitate an improved (longer-term) understanding of the climate system, including 

its internal variability and how it interacts with natural and anthropogenic forcing, and 

provide an opportunity to more accurately quantify the anthropogenic contribution to recent 

warming. Long instrumental records also provide an important link between past and future 

climates via their use to calibrate and validate proxy reconstructions (i.e. PAGES2k 

Consortium (2017)) and to assess and constrain climate models which can be used to project 

future climate (Eyring et al., 2019; Waliser et al., 2020).  



1.3. Inhomogeneities in early instrumental LSAT records 3 

 

 

The value of early instrumental series is not purely academic. Weather and climate have 

important impacts on societies (i.e., via their influence on agricultural productivity, water 

availability, heath and mortality, migration and tourism) and in a changing climate the 

severity and frequency of these impacts is expected to increase (IPCC, 2022). In this context, 

long early instrumental records are extremely valuable to a) better understand how climate 

has evolved and impacted societies in the past (Ljungqvist et al., 2021), b) place current 

weather events, and particularly extreme events, in a longer-term context and determine the 

likelihood of recurrence (Hawkins et al., 2023; Yule et al., 2023) and c) to improve 

projections of future climate and climate-related impacts via improved parameterization, 

initialization and assessment of models (Gettelman et al., 2022; Hawkins & Sutton, 2009; 

Ortega et al., 2022). This is vital to provide the best possible information about the range of 

future climate impacts to stakeholders and policymakers and thus to effectively plan 

adaptation and mitigation measures (Dee et al., 2021).  

Finally, the Paris Agreement, which commits signatories to “[holding] the increase in the 

global average temperature to well below 2°C above pre-industrial levels (…)” (United 

Nations, 2015, p. 3) places additional importance on long records of surface air temperature 

by linking legally binding targets to global temperature change. While improved 

quantification of post-industrial warming is unlikely to affect the target itself (as the target 

is likely to be measured against the best estimate of post-industrial warming at the time of 

ratification (0.85°C; (IPCC, 2013)), improved analysis of warming could help to refine 

estimates of the transient climate response to cumulative carbon emissions (Rogelj et al., 

2019; Schurer et al., 2018; Tokarska et al., 2019). This in turn will improve the accuracy of 

the remaining global carbon budget and thus allow a more accurate understanding of the 

global and national mitigation efforts required to meet the Paris Agreement (Rogelj et al., 

2019; Schurer et al., 2017). 

1.3. Inhomogeneities in early instrumental LSAT records 

Section 1.2 highlights the numerous areas early instrumental records can benefit both climate 

science and climate adaptation and mitigation. As a result, there has been a recent move to 

temporally extend global temperature compilations (which generally start between 1850-

1880 when NMSs were established (Menne et al., 2018; Osborn et al., 2021)) via the 

incorporation of early instrumental records (e.g. Rohde et al. (2013)). Thanks to national and 

international data rescue efforts (such as Alcoforado et al. (2012); Allan et al. (2011); 
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Ashcroft et al. (2014); Brugnara et al. (2020); Brunetti et al. (2006); Camuffo & Jones 

(2002); Cappelen (2021a, 2021b); Demarée et al. (2002); Domínguez-Castro et al. (2014, 

2017); Gergis et al. (2022); Pappert et al. (2021); Westcott et al. (2011) and Williamson et 

al. (2018)), as well as data cataloguing efforts (Lundstad et al., 2023; Rennie et al., 2014), 

numerous early instrumental series are now accessible to climate science, including nearly 

300 series in the CRUTEM5 station database (Osborn et al., 2021). The incorporation of 

such records into global temperature compilations, however, is not straightforward.  

One of the key challenges associated with using early instrumental temperature records is 

ensuring the data are homogenous. For a series to be homogenous it should exclusively 

reflect variations in weather and climate and should not contain artificial changes arising 

from non-climatic influences, known as breakpoints or inhomogeneities (Conrad & Pollak, 

1950). Unfortunately, this is rarely the case for long series, particularly those originating 

from the EIP which were not initially recorded for the purposes of climate science and whose 

records encompass multiple advancements in instrumentation and a move toward greater 

standardization of observing practises (Section 1.1). Previous homogeneity assessments of 

European series suggest (detectable) inhomogeneities occur once every 15 to 20 years; if 

this metric holds true for early instrumental series, then the longest records could contain 

close to 20 breakpoints or non-climatic influences (Venema et al., 2012; World 

Meteorological Organization, 2020).  

 
Figure 1.1. An example of two inhomogeneities present in the annual mean minimum temperatures 

recorded at a weather station in Reno, Nevada. The vertical dashed line indicates the timing of a 

known station move and the shading indicates where the temperatures may be affected by 

urbanisation. Figure from Chandler et al. (2012). 
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Table 1.1. Sources of inhomogeneity in LSAT records. 

Source Description 

Site relocation Any relocation can introduce inhomogeneities into timeseries, but 

inhomogeneities can be especially large when weather stations are relocated 

between urban and rural locations (Dienst et al., 2017) or relocated in 

regions with a steep temperature gradient (i.e. coastal or mountainous 

regions). The former move was common in Australia and the United States: 

weather stations were often established in urban areas and later moved to 

airports on the outskirts of cities (Hansen et al., 2001; Hausfather et al., 

2013; Trewin, 2018). 

Changes in the 

local 

environment 

Changes in the local environment can include small scale changes, such as 

the gradual deterioration of the thermometer screen, the growth of 

vegetation or the addition of buildings/structures nearby, as well as larger 

scale changes. Urbanization is the best-known example of the latter 

(Hausfather et al., 2013; Wang & Yan, 2016) and has led to an estimated 

warm bias in global datasets of 0.006°C per decade since 1900 (Jones et al., 

1990). Another large-scale example is changes to irrigation practises in the 

surrounding area - irrigation can artificially lower temperatures leading to a 

cool bias (Cook et al., 2014; Lobell & Bonfils, 2008).  

Instrumentation Any changes in the instruments used to record temperatures can introduce 

non-climatic changes into timeseries. Inhomogeneities related to changes to 

thermometer exposure, differences between spirit and mercury 

thermometers (Camuffo, 2002a), thermometer drift (Camuffo, 2002a; 

Winkler, 2009) and differences between thermometers and temperature 

sensors (Burt & Podesta, 2020; Hannak et al., 2020), have all been widely 

documented. 

Observing 

practices 

Inhomogeneities can be introduced due to any change in observing practice. 

Some of the most common inhomogeneities in this category arise from 

changes to the time of observation (Karl et al., 1986; Vincent et al., 2009), 

the method used to calculate the daily-mean (Trewin, 2004), the units of 

measure used, or the level of precision recorded (see Trewin (2010) and 

Camuffo (2002b) for discussion).  

Inhomogeneities can arise from numerous sources, but largely fall into four categories: 

changes in the location or surroundings of a weather station, changes to instrumentation and 

changes to observing practises (see Table 1.1). They can take the form of abrupt changes 

(e.g., due to a change in site location), gradual changes or trends (e.g., urbanisation or 

thermometer drift) and can also affect the variance and seasonal or diurnal cycle of series 

(see Figure 1.1) (Willett et al., 2014). Regardless of source, inhomogeneities can be large in 

magnitude, of a similar size to true climatic changes, and thus must be accounted for before 

series can be used for climate assessment (World Meteorological Organization, 2020). There 
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are two main steps to account for inhomogeneities: detection, which identifies the presence 

of inhomogeneities in a series, and adjustment, which adjusts the data to minimize the 

inhomogeneity (World Meteorological Organization, 2020). Where inhomogeneities 

randomly affect individual stations, they can often be detected and adjusted via comparison 

with nearby observational data (Jones et al., 1986) and/or by using homogenisation 

algorithms (see Domonkos et al. (2021) and Venema et al. (2012) for an overview). As a 

result, random inhomogeneities are generally well-accounted for and, even where they are 

not, they generally do not result in large errors in global temperature compilations as their 

random nature means they mostly cancel out over large spatial scales (Jones, 2016; Venema 

et al., 2012). Where inhomogeneities are more problematic is where they affect a large 

proportion of the weather stations in a region or observing network. These inhomogeneities 

- referred to as biases - lead to highly spatially-correlated errors which are hard to detect and 

which compound over large spatial scales. Such errors present a significant and pervasive 

source of uncertainty in global temperature compilations and pose a major challenge to using 

early instrumental temperature records for climate assessment. 

1.3.1. Exposure bias 

One of the most significant biases affecting land surface air temperature records in the EIP 

stems from the differential exposure of thermometers to solar radiation. Prior to the 

widespread adoption of the louvred Stevenson screen (Stevenson, 1866) in the late-

nineteenth and early-twentieth centuries, various methods were employed to protect 

thermometers from exposure to solar radiation and the elements (Knowles Middleton, 1966; 

Parker, 1994; Trewin, 2010). Each method exposed the thermometer to differing levels of 

solar radiation (both direct and indirect) and affected temperature readings differently, thus 

introducing a bias into global temperature records when the transition to Stevenson screens 

was made (Jones, 2016; Parker, 1994; Trewin, 2010). 

Despite the exposure bias being a widely documented issue (i.e. Böhm et al. (2010); Brunet 

et al. (2006, 2011); Nicholls et al. (1996); Parker (1994); Trewin (2010) and Jones (2016)), 

relatively few adjustments have been applied or incorporated into global temperature 

compilations. This is because Stevenson screens were often introduced across NMSs quasi-

simultaneously and often without documentation at individual stations, making the bias both 

difficult to detect using traditional homogenisation techniques (as the bias affects the 

majority of stations in a region) and making it difficult to determine the appropriate bias 
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adjustment even when a bias is known to have occurred (discussed further in Chapter 2). As 

a result, explicit adjustments for the exposure bias have, to date, only been applied to a 

relatively small number of individual weather stations or regional networks where a) the 

time of Stevenson screen introduction was known and b) where parallel measurements 

comparing the Stevenson screen and the exposure it replaced allowed the appropriate bias 

adjustment to be determined, either directly (Ashcroft et al., 2022; Brunet et al., 2006; Butler, 

Garcıa-Suarez, et al., 2005), or via the development of statistical (Böhm et al., 2010; Brunet 

et al., 2011) or physical models (Auchmann & Brönnimann, 2012). The lack of more 

widespread adjustment means the exposure bias likely still represents a significant source of 

uncertainty in LSAT records, particularly in long records from the EIP.   

This uncertainty is acknowledged in existing global temperature datasets. The HadCRUT5 

(Morice et al., 2021) (and CRUTEM5 (Osborn et al., 2021)) error model, for example, 

includes a distinct term to account for the uncertainty arising from the transition to Stevenson 

screens. This term makes the assumption that errors associated with the exposure bias are 

present in the underlying station database until 1930 (1950 in the tropics) and that the biases 

are correlated across all tropical and (separately) all extratropical weather stations (Morice 

et al., 2021; based on Folland et al. (2001)). The representation of the bias in the error model, 

however, was designed primarily to capture the global-scale effect of the exposure bias on 

the annual mean surface temperature and therefore makes some oversimplistic assumptions. 

For example, the error model assumes a fixed annual error, despite the well-documented 

seasonal nature of the bias (e.g. Parker (1994)), and applies blanket error terms to the tropics 

and extratropics which do not account for regional differences in the pre-Stevenson screen 

exposures in use or regional differences in the timing of the transition to the Stevenson 

screen. With the recent increased focus on the nineteenth century and the early instrumental 

data (Section 1.2), and the move to incorporate such data into global temperature datasets, 

this issue deserves additional attention to better characterise the exposure bias and to develop 

more representative models of the bias. To do this, an approach to both detect the bias in 

large scale datasets and to model the appropriate bias adjustments for individual 

stations/regions is required. This is one of the two key aims of this thesis. 

1.4. Natural climate variability in the early instrumental period 

Once inhomogeneities and biases (along with other uncertainties) have been accounted for 

in early instrumental temperature series, extended global temperature compilations can be 
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used to address some of the scientific and societal challenges outlined in Section 1.2. As 

noted in Section 1.2, one of the defining (climate-related) elements of the early instrumental 

period is the presence of four explosive volcanic eruptions in the early nineteenth century 

(Figure 1.2): two unknown eruptions in 1809 and 1831, Tambora in 1815 (which is the 

largest eruption since the thirteenth century (Raible et al., 2016)), and Cosiguina in 1835 

(National Geophysical Data Center / World Data Service (NGDC/WDS), n.d.; Toohey & 

Sigl, 2017). These eruptions were the dominant cause of natural, externally forced, climate 

change in the EIP and the new extended global temperature compilations provide an exciting 

new opportunity to better understand their climatic impact using instrumental observations, 

rather than models or palaeoclimate data (Crowley, 2000; Hegerl et al., 2019; Schurer et al., 

2014). 

 
Figure 1.2. Temporal evolution of effective radiative forcing (ERF) over the instrumental record. 

The ERF associated with volcanic eruptions is shown in dark green. Note the four negative spikes in 

the early nineteenth century; these are the result of the eruptions noted in Section 1.4. Figure is Fig. 

2.10 from Gulev et al. (2021). 

Explosive volcanic eruptions influence the climate through the ejection of magmatic material 

(e.g. ash) and gases, including sulphur species, into the atmosphere. The magmatic material 
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rapidly falls out of the atmosphere (in minutes-to-weeks), causing only localized short-term 

climatic impacts. However, the sulphur-containing gases (primarily sulphur dioxide) oxidise 

and condense to form sulphate aerosols which, if they reach the stratosphere, rapidly disperse 

globally and can persist in the atmosphere and perturb the climate for several years (Bluth 

et al., 1992; Deshler, 2008; Mass & Robock, 1982; Niemeier et al., 2009). Sulphate aerosols 

are well-known to lead to cooling at the Earth’s surface - following the eruption of Pinatubo 

in 1991, global surface air temperatures were up to 0.5°C cooler than pre-eruption and 

remained anomalously cool for a further two summers (Parker et al., 1996), and 1816 (the 

year after the eruption of Tambora) is famously known as the ‘Year Without a Summer’ due 

to the anomalously cold and wet conditions experienced in Europe and North America (Cole-

Dai et al., 2009; Luterbacher & Pfister, 2015; Schurer et al., 2019). However, the presence 

of sulphate aerosols in the atmosphere is also thought to interact with natural modes of 

variability (e.g., the El Niño Southern Oscillation, ENSO (Dee et al., 2020; Dee & Steiger, 

2022; Zhu et al., 2022) and the North Atlantic Oscillation, NAO (Christiansen, 2008)) and 

lead to dynamic climatic effects which are less well-understood. 

At present there is discussion in the literature regarding whether explosive volcanic eruptions 

play a role in the warmer winter temperatures observed over continental Eurasia following 

recent explosive eruptions. Some schools of thought suggest they do via an interaction with 

the polar vortex and the NAO (e.g., Azoulay et al. (2021); Christiansen (2008); Stenchikov 

et al. (2002)), however others (e.g. Polvani et al. (2019); Polvani & Camargo (2020)) have 

argued the warmer temperatures are merely the result of internal variability and unrelated to 

the preceding volcanic eruptions. The majority of previous studies which assess this issue 

have been based on the results of modelling studies or reanalyses (e.g., Polvani et al. (2019); 

Polvani & Camargo (2020); Zambri et al. (2017)), palaeoclimate data (e.g., Fischer et al. 

(2007); Shindell et al. (2004)) or based on a small number of eruptions which are 

encompassed by current global temperature compilations (e.g., Kelly et al. (1996); Robock 

& Mao (1995)). The early instrumental data provide an opportunity to expand the 

observational evidence for (or against) a dynamic atmospheric response to explosive 

volcanism by analysing the post-eruption winter temperatures following the four explosive 

eruptions noted earlier, which have not previously been assessed using a global gridded 

observation-based dataset. Thus, the second key aim of this thesis is to answer the question: 

‘Do the early nineteenth century eruptions support the evidence for volcanically induced 

winter warming over Eurasia?’.  
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The two key aims of this thesis are linked as the main temperature dataset used to address 

this latter question incorporates the improved exposure bias adjustments that are an outcome 

of achieving the first key aim of the thesis. 

1.5. Thesis structure 

This thesis is divided into two main parts: Part I outlines an approach to quantify the 

exposure bias in global temperature compilations, using a version of CRUTEM5 extended 

back to 1781 (CRUTEM5_ext) as an example, and Part II uses the exposure-bias-adjusted 

data to explore natural climate variability in the early instrumental period, particularly 

looking at the impact of early nineteenth century volcanic eruptions on winter climate over 

continental Eurasia and the North Atlantic.  

Part I is composed of Chapters 2 and 3. Chapter 2 starts by describing the collation and 

empirical analysis of 54 parallel measurement series to better characterise the exposure bias 

arising from the transition to the Stevenson screen in four categories of early exposure. The 

development and assessment of four regression-based bias-estimation models, based on an 

analysis of the relationship between the magnitude of the monthly mean exposure bias and 

three variables considered a priori to influence it, is then presented.  

Chapter 3 begins with an assessment of the different methods which could be used to identify 

the exposure bias in global LSAT compilations before outlining the development of a 

database of exposure metadata for the CRUTEM5 station database (CRUTEM5_sdb). The 

second half of Chapter 3 then presents the application of three of the bias-estimation models 

developed in Chapter 2 to the CRUTEM5_sdb, using the newly collated exposure metadata, 

to quantify the bias present and to produce an exposure bias adjusted version of 

CRUTEM5_ext (CRUTEM5_eba). Elements of Chapters 2 and 3 have been published in the 

International Journal of Climatology. 

Part II of this thesis is composed of Chapter 4, which exploits the newly 

exposure-bias-adjusted data - in the form of a new global surface air temperature dataset 

(GloSAT) which uses CRUTEM5_eba as the land component along with a new dataset of 

marine air temperature anomalies over the ocean (not produced as part of this PhD, but as 

part of the wider GloSAT project that this PhD is part of) - to explore the natural climate 

variability present in the early industrial period. Specifically, Chapter 4 uses the GloSAT 

data, which starts in 1781, and an observation-based NAO index (Jones et al., 1997) to assess 

the impact of eight explosive low-latitude eruptions on post-eruption winter temperatures 
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and the NAO index. The results from analysing these instrumental datasets are compared 

with those obtained from two reanalyses and six model runs to assess whether there is 

evidence that explosive volcanism leads to winter warming over Eurasia.  

Chapter 5 concludes the thesis with a summary of the key findings, limitations and 

suggestions for further research. 

Several observed surface temperature datasets are used or developed throughout this thesis; 

a description of each is included in Table 1.2, below, for information. 

Table 1.2. Global observed temperature datasets developed and/or used in this thesis. 

Dataset Description Start  Resolution Infilled? 

CRUTEM5_sdb 

Database of weather station 

temperature data which forms the 

land component of the following 

datasets 

1658 Monthly N/A 

CRUTEM5 

Osborn et al. (2021) 
Global, gridded LSAT anomalies 

w.r.t. 1961-90 
1850 

5° x 5° 

Monthly 
No 

CRUTEM5_ext 
An extended version of CRUTEM5 

starting in 1781 
1781 

5° x 5° 

Monthly 
No 

CRUTEM5_eba 

Developed in Ch. 3 

A version of CRUTEM5_ext, 

adjusted for the exposure bias at 

stations within 30° to 60° latitude 

1781 
5° x 5° 

Monthly 
No 

GloSAT 

Morice et al. [in prep] 

Global, gridded surface air 

temperature anomalies w.r.t. 1961-

90. CRUTEM5_eba forms the land 

component of this dataset 

1781 
5° x 5° 

Monthly 
Yes 
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Chapter 2 

 

Characterising and quantifying the exposure bias 

2.1. Introduction 

As is outlined in Chapter 1, land surface air temperature (LSAT) observations are vital to 

advancing knowledge of climate variability and change. They form a key component of 

global surface air temperature datasets used for climate assessment (e.g., Menne et al. (2018) 

in Lenssen et al. (2019) and Osborn et al. (2021) in Morice et al. (2021)) and are also used 

to calibrate many temperature palaeoreconstructions (e.g., Anchukaitis et al. (2017); 

PAGES2k Consortium (2017)). However, many LSAT records are compromised by non-

climatic changes in the data, known as inhomogeneities, which require correction or 

consideration before they can be used for climate assessment (World Meteorological 

Organization, 2020). Where inhomogeneities affect individual stations, correction is often 

possible via comparison with neighbouring series or the use of statistical homogenisation 

techniques (Domonkos et al., 2021; Jones, 2016; Venema et al., 2012); however, where 

inhomogeneities - known as biases - systematically affect a large proportion of the 

observations in a region, these traditional methods may be insufficient to identify and correct 

them. This means that biases potentially still exist in LSAT records and contribute significant 

uncertainty to global temperature compilations (e.g., HadCRUT5; Morice et al., (2021)).  

One bias affecting LSAT records is the exposure bias which has been introduced into 

temperature records due to changes in the way thermometers have been exposed over time. 

Thermometer exposure refers to the way thermometers are sheltered from the elements, 

principally solar radiation, in order to achieve a temperature reading which reflects the ‘true’ 

(shade) temperature of the air (Abbe, 1888; Hazen, 1885; Renou, 1875; Trewin, 2010; Wild, 

1873). Since the early-twentieth century, thermometers have been relatively uniformly 

exposed, principally in variants of the Stevenson screen (Figure 2.1a; Stevenson (1866)) and 

(more recently) multiplate shields, following a push by the International Meteorological 

Committee for standardisation (Ellis, 1897; Parker, 1994; Sparks, 1972; Trewin, 2010).  
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Prior to the widespread adoption of variants of the Stevenson screen in the late-nineteenth 

and early-twentieth centuries, however, various (often inadequate) methods were employed 

to protect thermometers from exposure to solar radiation and the elements (Parker, 1994; 

Sparks, 1972; Trewin, 2010). These early methods varied regionally and included mounting 

thermometers on poleward-facing walls, stands, and within various freestanding screens 

(Figure 2.1b-e) (Knowles Middleton, 1966; Parker, 1994). In Great Britain and 

Commonwealth countries, for example, the Glaisher stand (Figure 2.1b) was popular 

historically, whereas in tropical countries thatched sheds were more common, and in the 

former Soviet Union the Wild hut, either freestanding (Figure 2.1e) or wall-mounted, was 

the predominant exposure in the late-nineteenth century (Gorczynski, 1910; Naylor, 2019; 

Nicholls et al., 1996; Parker, 1994). Each type of exposure influenced temperature readings 

differently, by altering the influence of solar radiation and other elements on the 

thermometer (Figure 2.2), thus introducing inhomogeneities into station temperature records 

when the transition to Stevenson-type screens was made (Parker, 1994). These 

inhomogeneities are known as exposure biases. 

 
Figure 2.1. Examples of common thermometer exposures. a) Stevenson screen, b) Glaisher stand 

(Open), c) a type of wall-mounted screen, d) Summerhouse (Intermediate) and e) Wild Hut (Closed). 

Image sources: a) Gaster (1882); b) d) Royal Society of New South Wales; c) Mawley (1897); e)  

Wild (1891). 

Note that the term ‘exposure bias’ is also used to refer to biases arising from a more recent 

transition from thermometers exposed in Stevenson screens to automatic temperature 

sensors exposed in multiplate shields, which has occurred as part of the transition to 

automatic weather stations (AWS). As the focus here is on improving early instrumental 

records (in part to support the creation of improved datasets for analysing the climate effect 

of the early nineteenth century eruptions: see Part II of this thesis), the exposure bias related 

to this later transition is not considered here but is discussed further in Chapter 5.  
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Figure 2.2. Schematic showing some of the factors which can influence the air temperature measured 

by thermometers. Image adapted from: Venema (2016). 

The impact of differing thermometer exposures on temperature readings has been 

investigated by numerous studies. In the late-nineteenth and early-twentieth centuries, 

interest in determining the ‘true’ temperature of the air and agreeing a uniform, ‘best’, 

method of thermometer exposure led to multiple comparisons between exposures being 

conducted (e.g. Marriott (1879, 1894); Gaster (1882); Gill (1882); Whipple (1883); Doberck 

(1887); Sprung (1890); Ellis (1891); Mawley (1897); Field (1920); Dines (1921); Margary 

(1924)). One of the earliest and most well-known was Gaster (1882) who compared nine 

thermometer exposures, over two years, in the United Kingdom. These early studies, along 

with more recent analyses by Chenoweth (1993) and Slonosky (2014) in North America; 

Muller (1984), Nordli et al. (1996, 1997), Butler et al. (2005), Brunet et al. (2006, 2011) and 

Böhm et al. (2010) in Europe; Ashcroft et al. (2022) and Nicholls et al. (1996) in Australia, 

Awe et al. (2022) in Mauritius, and Parker (1994), globally, all present similar findings – 

significant differences in temperature readings between Stevenson screens and historic 

exposures, which vary seasonally, diurnally and according to weather condition and type of  

exposure.  
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Figure 2.3. A comparison between warmer early instrumental temperatures and cooler proxy 

reconstructions in a) the Northern Hemisphere and b) the European Alps. Individual proxy 

reconstructions are shown in light blue (a): Briffa (2000); D’Arrigo et al. (2006); Esper et al. (2002) 

and Jones et al. (1999); b): Büntgen et al. (2005, 2006) and Frank & Esper (2005)) and their mean in 

dark blue. In a) instrumental annual mean temperatures are shown in green and June-to-August 

temperatures are shown in red (both Brohan et al. (2006)) and in b) individual June-to-August 

instrumental temperatures are shown in orange and their mean in red (both Auer et al. (2007) and 

Böhm et al. (2001)). Figure adapted from Frank et al. (2007). 

Possible evidence of the exposure bias has also been documented in LSAT records. Folland 

et al. (1990) and Jones et al. (2003), for example, both identified seasonal differences in 

nineteenth and twentieth century warming rates in the Northern Hemisphere (NH) in early 

versions of CRUTEM (Jones, 1988; Jones & Moberg, 2003), with the winter half-year 

warming more than the summer half-year. Moberg et al. (2003) identified a possible warm 

bias of between 0.5°C to 0.8°C in pre-1860 summer temperature readings in Sweden 

(Stockholm and Uppsala) by comparing instrumental temperatures with temperature-

correlated variables, such as cloud cover and air pressure, as well as long instrumental series 

from Central Europe. And, finally, Frank et al. (2007) identified a divergence between 

(cooler) proxy reconstructions and (warmer) instrumental June-to-August temperatures in 

the nineteenth century in the NH and the European Alps (Figure 2.3). All were suggested to 

be the result of ineffective thermometer exposures prior to the introduction of the Stevenson 

screen resulting in summer temperatures that were too warm. 
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Despite the well-documented differences found in the parallel measurement studies, and 

assessments presenting evidence of the likely presence of the exposure bias in early 

temperature observations, relatively few exposure-bias-specific corrections have been made 

to long temperature series. Of the series in the CRUTEM5 station database, for example, 

only selected records from Australia (Ashcroft et al., 2012), the Greater Alpine Region in 

Europe (Böhm et al., 2010) and Spain (Brunet et al., 2006) are known to have been explicitly 

adjusted to account for exposure biases (Morice et al., 2012). The lack of more widespread 

adjustment is largely due to the fact stations within regions or meteorological networks 

introduced the Stevenson screen quasi-simultaneously, and often without documentation, 

making the bias difficult to identify and rendering traditional approaches to breakpoint 

detection and adjustment less effective (Brunet et al., 2011; Jones, 2016; Trewin, 2010; 

World Meteorological Organization, 2020). Even where a bias is known to be present, 

determining the appropriate adjustment is problematic due to the seasonal nature of the bias 

and the number of variables which are expected to influence its characteristics (Willett et al., 

2014). These factors, combined with a lack of available or accessible metadata, mean a large 

proportion of long LSAT records likely retain biases related to the introduction of Stevenson-

type screens (Morice et al., 2021; Trewin, 2010).  

 
Figure 2.4. One hundred realisations of the exposure component of the HadCRUT5 error model for 

stations outside 20°S-20°N. Figure from: Morice et al. (2012). 

As such, it is necessary to account for exposure biases in long observational records, 

including in global temperature datasets (gridded and global/hemispheric means). The 

HadCRUT5 dataset does this by including uncertainties from “nonstandard measurement 

enclosures” in its error model (Morice et al., 2021). The model, developed by Folland et al. 

(2001) based on work by Parker (1994), generates an ensemble of exposure bias error 

realisations based on assumptions of a fixed annual 1σ uncertainty of 0.2°C (0.1°C) prior to 

1930 (1900), decreasing linearly to 0°C in 1950 (1930), for stations within (outside of) 20°S-
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20°N (see Figure 2.4) (Morice et al., 2012). Current knowledge, however, suggests that this 

is an oversimplistic representation of the bias. The fixed annual uncertainty does not account 

for the well-documented seasonal nature of the exposure bias and could lead to inaccurate 

assessment of season-specific trends. In addition, the HadCRUT5 error model does not 

account for regional differences in a) the historic exposures in use prior to the introduction 

of the Stevenson screen, or b) the timing of the transition to the Stevenson screen. Both 

factors vary independently by region and affect the characteristics and magnitude of the 

exposure bias (a) and the period of time affected by the bias (b) (Parker, 1994; Sparks, 1972). 

To address these limitations, and improve the way exposure biases are accounted for in 

global temperature compilations, the following elements are required:  

• an improved understanding of the characteristics of the exposure bias arising from 

different forms of historic exposure, including how they vary regionally and/or 

seasonally. 

• the ability to model or otherwise quantify the monthly mean exposure bias globally. 

• the ability to identify exposure bias affected series. 

This chapter aims to address the first two points by a) updating Parker’s (1994) assessment 

of the characteristics of the exposure bias using newly available parallel measurements 

(Section 2.3) and b) developing models to estimate the magnitude and seasonal nature of the 

exposure bias based on an assessment of the variables which influence the monthly mean 

bias in four categories of historic exposure (Section 2.4). The third point is addressed in 

Chapter 3. 

2.2. Data 

To study the characteristics of the exposure bias, series of parallel measurements – 

temperatures recorded near-simultaneously in two or more co-located exposures – were 

collated from the literature and meteorological yearbooks (Table 2.1; Figure 2.5). As this 

study is concerned specifically with the transition to Stevenson-type screens, only studies 

detailing temperatures (or differences) for Stevenson-type screens (TSS) and at least one other 

historic exposure (THist) were collated. 

For each series and exposure, the mean monthly (or seasonal) maximum (Tx), minimum (Tn) 

and/or mean (Tm) temperature readings were recorded and, where necessary, converted to 

degrees Celsius. Where not given by the source, and where sufficient data were available, 

the diurnal temperature range (DTR) and monthly mean temperatures were then calculated. 
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Finally, the difference between the variables: Tx, Tn, Tm and DTR, recorded in the Stevenson 

screen and the historic exposure were calculated according to:  

∆𝑇 =  𝑇𝑆𝑆 −  𝑇𝐻𝑖𝑠𝑡 

(1) 

where T is substituted for each of the previously listed variables. Note that for some series, 

only monthly differences (ΔT) were available, or ΔT plus the readings for one exposure. In 

the latter case, the values for the missing exposure were calculated from the two available 

values (ΔT and THist or TSS).  

ΔTx, ΔTn and ΔDTR were recorded, in addition to ΔTm (the variable of relevance to 

CRUTEM5), to provide a more comprehensive picture of the characteristics of the exposure 

bias as well as to allow an assessment of the elements which contribute to ΔTm (as, by 

construction, ΔTm is the mean of ΔTx and ΔTn and cannot have a larger bias than both ΔTx 

and ΔTn). For further theoretical discussion of the nature of biases in Tx, Tn, Tm and DTR, 

including how they relate to one another, the reader is directed to Thorne et al. (2016). 

Each parallel measurement series was categorised to allow easier comparison between the 

main types of historic exposure. The categories used were based on those in Gaster (1882) 

and are defined as follows: 

i. Open exposures: freestanding exposures, such as Glaisher (Figure 2.1b) and 

Montsouris stands, which, with the exception of protection above and to one side, 

expose the thermometer fully, or nearly fully, to the air. 

ii. Wall-mounted exposures: any exposure where a thermometer is mounted on a wall 

(Figure 2.1c), fence or window, either screened or unscreened. 

iii. Intermediate exposures: freestanding exposures such as thermometer sheds or 

summerhouses (Figure 2.1d), which, in addition to the protection offered by i), also 

provide some lateral protection to the thermometer.  

iv. Closed exposures: freestanding exposures, such as the Wild hut and metallic shield 

(Figure 2.1e), which fully enclose the thermometer.  

Of the 54 parallel measurements series obtained, fifteen were categorised as open (eight 

Glaisher, six Montsouris and one other), 30 as wall-mounted, four as intermediate (two 

summerhouses and two thatched shelters) and five as closed exposures (all Wild huts). 
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Table 2.1. Details of the parallel measurement series collated and analysed in Chapter 2. 

# Source Location Duration 
Variables Exposure 

Category 

Inc. in model 

development? 

Surrogate 

Data Tx Tn Tm DTR ΔTX ΔTn ΔTm ΔDTR 

1 AEMET 

M. Brunet, pers. 

comm.  

43.4°N, 8.4°W;  

La Coruna, Spain 
2003 - 2008 C C C C C C C C Open Yes N/A 

2 
38°N, 1.1°W;  

Murcia, Spain 
2003 - 2008 C C C C C C C C Open Yes N/A 

3 Butler, et al. (2005) 
51.9°N, 10.3°W; 

Valencia, Ireland 
1955 - 1959   C  Y Y C C Wall Yes Met Eireann 

4 Chandler (1964) 
51.47°N, 0.28°E;  

Kew, UK 
1958 - 1960   C  Y Y Y C Wall Yes 

Monthly 

Weather 

Reports 

5 

Chenoweth (1992)  
38.88°N, 91.93°W 

Fulton, Missouri, USA 

08/1984 - 06/1987     Y Y C C Wall Yes No 

6 09/1986 - 06/1987      Y   Wall 
No-Insufficient 

data 
N/A 

7 Dines (1921) 
51.9°N, 10.3°W; 

Valencia, Ireland 
1909-1916       Y  Wall 

No - Tmean ≠ 
1/2(Tx+Tn) 

N/A 

8 Ellis (1891) 
51.5°N, 0°E;  

Greenwich, UK 
1887-1889     Y Y Y C Open 

No - Duplicate 

of series 39 
N/A 

9 Field (1920) 
27.2°N, 78°E;  

Agra, India 
1917 - 1918     Y Y C C Intermediate 

No – Not in 

mid-latitudes 
N/A 

10 
Gaster (1882) 

51.33°N, 1°E;  

Stratfield Turgis, UK 

1868 - 1870 Y Y C C Y Y C C Open Yes N/A 

11 1868 - 1870 Y Y C C Y Y C C Intermediate Yes N/A 

12 

Gill (1882) 

33.9°S, 18.5°E;  

Cape of Good Hope, 

South Africa 

1881 Y Y C Y C C C C Open Yes N/A 

13 1881 Y Y C Y C C C C Wall 
Included in 

initial analysis 
N/A 
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# Source Location Duration 
Variables Exposure 

Category 

Inc. in model 

development? 

Surrogate 

Data Tx Tn Tm DTR ΔTX ΔTn ΔTm ΔDTR 

14 Gorczynski (1910) 
60°N, 30.1°E 

St Petersburg, Russia 
1906   C  Y Y C C Closed Yes CRUTEM5 

15 Grissolet (1935) Unknown  1934-1935     Y Y C C Open 
No-Insufficient 

data 
N/A 

16 

Königlich 

Preussischen 

Meteorologischen 

Institut (1892) 

Wyk au Fohr, Germany 08/1891 - 12/1891     Y Y C C Wall 
No - Atypical 

exposure 
N/A 

17 
Koppen (1913)  

(in Parker, 1994) 

59.7°N, 30.4°E; 

Pavlovsk, Russia 
     Y Y C C Closed Yes No 

18 

Margary (1924) 
51.5°N, 0.12°E;  

London, UK 

1881 - 1920   C  Y Y C C Open 
No - Duplicate 

of series 19 
N/A 

19 1881 - 1915 Y Y Y C Y Y Y C Open Yes N/A 

20 Marriott (1879) 

51.4°N, 0.08°W; 

Norwood, UK 

(Based on where Marriott 

was observer at the time) 

04/1878 - 03/1879 Y Y Y Y Y Y Y Y Wall Yes N/A 

21 Marriott (1894) 
51°N, 4°W;  

Ilfracombe, UK 
1893 Y Y Y Y Y Y Y Y Intermediate Yes N/A 

22 
Martinez Ibarra et al. 

(2010) 

38.37°N, 0.5°W; 

Alicante, Spain 
09/2008 - 04/2010   C  Y Y C C Open Yes CRUTEM5 

23 

Mawley (1897) 

51.37°N, 0.08°E; 

Croydon, UK 
1877 - 1881     Y Y Y Y Open Yes No 

24 
51.75°N, 0.57°E 

Berkhamsted, UK 

04/1896 - 12/1896     Y Y Y Y Open Yes No 

25 04/1896 - 12/1896     Y Y Y Y Wall Yes No 
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# Source Location Duration 
Variables Exposure 

Category 

Inc. in model 

development? 

Surrogate 

Data Tx Tn Tm DTR ΔTX ΔTn ΔTm ΔDTR 

26 
Meteorological 

Observations […] 

Adelaide Observatory 

(1890 - 1902) 

35°S, 138.5°E;  

Adelaide, Australia 

1887 - 1899  Y Y Y C C C C C Open Yes N/A 

27 1887 - 1899  Y Y Y C C C C C Intermediate Yes N/A 

28 
Moden (1954) (in 

Nordli et al., (1997))  

59.37°N, 13.38°E 

Henstad, Sweden 
Unknown (7 years)       Y  Open 

No - Tmean ≠ 
1/2(Tx+Tn) 

N/A 

29 Muller (1984) 
46.8°N, 7°E;  

Payerne, Switzerland 
07/1979 - 06/1981   C  Y Y C C Closed Yes CRUTEM5 

30 

Nordli et al. (1997) 

56.52°N, 8.12°E 

Bovbjerg Fyr, Denmark 
1971 - 1987       Y  Wall 

No - Tmean ≠ 
1/2(Tx+Tn) 

N/A 

31 
54.97°N, 10.2°E 

Skjoldnaes Fyr, Denmark 
1971 - 1983       Y  Wall 

32 
54.73°N, 10.72°E 

Keldsnor, Denmark 
1971 - 1987       Y  Wall 

33 
54.95°N, 10.72°E 

Rudkobing, Denmark 
1971 - 1987       Y  Wall 

34 
55.98°N, 11.85°E 

Spodsbjerg Fyr, Denmark 
1971 - 1974       Y  Wall 

35 
54.57°N, 11.97°E 

Gedser Fyr, Denmark 
1971 - 1982       Y  Wall 

36 

Omond (1906) 

56.8°N, 5.1°W;  

Fort William, UK 
08/1890 - 07/1904   C  Y Y C C Wall Yes CRUTEM5 

37 
51.9°N, 10.3°W;  

Valencia, Ireland 
01/1871 - 12/1900     Y Y C C Wall 

No – Series 3 

used 
N/A 

38 
57.2°N, 2.2°W; 

Aberdeen, UK 
01/1871 - 12/1900   C  Y Y C C Wall Yes CRUTEM5 
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# Source Location Duration 
Variables Exposure 

Category 

Inc. in model 

development? 

Surrogate 

Data Tx Tn Tm DTR ΔTX ΔTn ΔTm ΔDTR 

39 

Results of [...] 

Observations [...], 

Greenwich (1889-

1911) 

51.5°N, 0°E;  

Greenwich, UK 
1887 - 1909 Y Y C C Y Y C C Open Yes N/A 

40 

Sprung (1890) 

52.4°N, 13.3°E 

Gross Lichterfelde, 

Germany 

07/1886 - 03/1887 Y Y C Y C C C C Open Yes N/A 

41 07/1886 - 03/1887 Y Y C Y C C C C Wall Yes N/A 

42 07/1886 - 03/1887 Y Y C Y C C C C Wall Yes N/A 

43 07/1886 - 03/1887 Y Y C Y C C C C Wall Yes N/A 

44 07/1886 - 03/1887 Y Y C Y C C C C Closed Yes N/A 

45 

Veðráttan (1962) 

64.7°N, 21.4°W; 

Sioumuli, Iceland  
1948 - 1962       Y  Wall 

No – Not in 

mid-latitudes 

N/A 

46 
65.1°N, 22.7°W 

Stykkisholmur, Iceland  
1948 - 1962       Y  Wall N/A 

47 
65.5°N, 22.2°W 

Reykholar, Iceland  
1948 - 1962       Y  Wall N/A 

48 
65.5°N, 24.1°W 

Lambavatn, Iceland  
1948 - 1962       Y  Wall N/A 

49 
65.6°N, 24°W 

Kvigindisdalur, Iceland  
1948 - 1962       Y  Wall N/A 

50 
65.3°N, 21.2°W 

Hlaohamar, Iceland  
1948 - 1962       Y  Wall N/A 

51 
63.4°N, 20.3°W 

Vestmannaeyjar, Iceland  
1948 - 1962       Y  Wall N/A 
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# Source Location Duration 
Variables Exposure 

Category 

Inc. in model 

development? 

Surrogate 

Data Tx Tn Tm DTR ΔTX ΔTn ΔTm ΔDTR 

52  
63.9°N, 21.2°W 

Eyrarbakki, Iceland  
1948 - 1962       Y  Wall  N/A 

53 Vigurs (1935) 
50.1°N, 5.1°W;  

Falmouth, UK 
1893-1912 Y Y C C Y Y C C Wall Yes N/A 

54 Whipple (1883) 
51.5°N, 0.3°E;  

Kew, UK 
06/1879 - 12/1881 Y* Y* C Y* Y Y C Y Closed Yes N/A 

In the ‘Variables’ columns, Y denotes variables available in the source, and C where they were calculated here.  Denotes series which were used to inform the model 

development, but, due to missing or incomplete THist, were not used as input in the final model. 
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Figure 2.5. Locations of the parallel measurement series collated and analysed in Chapter 2. 

2.3. Characteristics of the Exposure Bias 

The characteristics of the exposure bias (the seasonal and diurnal structure) were identified 

for each exposure class by compositing the available ΔT values for each variable. The key 

findings are shown in Figures 2.6 to 2.9 and are discussed below. 

2.3.1. Open exposures 

Monthly mean ΔT values (Figure 2.6) reveal clear differences between the temperatures 

recorded in open exposures and Stevenson screens, across all four variables. The 

predominantly negative ΔTx indicates maximum temperatures tend to be cooler in Stevenson 

screens than in open exposures, with mean annual ΔTx ranging from -0.27°C in Gaster (1882) 

to -1.68°C in Martinez Ibarra et al. (2010). ΔTx shows a clear seasonal cycle, increasing from 

an average warm bias of -0.08°C in winter to -1.04°C in summer. In contrast, the minimum 

temperatures recorded in open exposures are generally cooler than in Stevenson screens – 

on average by 0.36°C annually (range: 0.11°C–0.92°C) – with no obvious seasonal cycle. 

These differences can be explained by the larger quantity of reflected shortwave solar 

radiation and longwave terrestrial radiation which influence thermometers in open exposures 

during the day, causing a warm bias in Tx, and the greater radiative heat loss from the open 

exposures at night, causing a cool bias in Tn. The larger deviations in ΔTx during the summer 

months are due to the increased strength of solar radiation. 

The opposite signs of ΔTx and ΔTn mean the largest differences occur in the diurnal 

temperature range, with an exaggerated DTR in open exposures compared to Stevenson 
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screens. On average the DTR is 1.15°C larger annually in open exposures, but with mean 

annual (monthly) differences as large as -1.92°C (-2.61°C) in individual series. Despite the 

opposite signs of ΔTx and ΔTn, the bias in the mean does not cancel out, instead the larger 

magnitude of ΔTx leads to warmer mean temperatures in open exposures compared to 

Stevenson screens, on average by 0.21°C annually, but with substantial variation in annual 

mean ΔTm between the individual series (range: -0.78°C to 0.11°C). The strong seasonal 

cycle in ΔTx is apparent in both ΔTm and ΔDTR with average monthly differences in ΔTm 

(ΔDTR) varying between 0.07°C (-0.4°C) in winter and -0.35°C (-1.4°C) in summer. 

 
Figure 2.6. Differences between monthly mean temperatures recorded in Stevenson screens and 

open exposures. The violin plots (black and grey shading) show the mean and distribution of all 

individual monthly ΔT values; coloured lines represent monthly ΔT averaged over all years available 

for each individual series (lines are dashed where series have ≤12 months of data). Series located in 

the Southern Hemisphere have been shifted by 6 months to allow comparison with the Northern 

Hemisphere series. 

These differences are broadly consistent with those outlined by Parker (1994) who 

concluded that Glaisher stands and Montsouris screens record annual mean temperatures 

0.0°C-0.2°C warmer than Stevenson screens, with warmer and slightly cooler monthly mean 

summer and winter temperatures, respectively. Although the series analysed here and by 

Parker (1994) have similar characteristics in terms of the direction and seasonal cycle of ΔT, 

the inclusion of additional studies here highlights regional differences in the magnitude of 

the bias. Series from Spain and Australia, for example, show larger annual mean ΔTm 

(range: -0.33°C to -0.78°C) than the UK series (range: 0.11°C to -0.16°C), suggesting 

location may have an influence on the magnitude of the bias. This finding is in agreement 

1935 
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with Nicholls et al. (1996) who found larger biases in Adelaide than in the higher latitude 

series analysed by Parker (1994). 

2.3.2. Wall-mounted exposures 

In contrast to open exposures, wall-mounted thermometers tend to record maximum 

temperatures which are 0.0°C–0.5°C cooler annually than those recorded in Stevenson 

screens (Figure 2.7). This is likely primarily due to the more shaded position of wall-

mounted exposures, which are protected from solar radiation by the poleward facing wall, 

in comparison to Stevenson screens which are exposed in the open and receive solar 

radiation year-round (Omond, 1906). The thermal lag of the wall, and the greater height of 

some wall-mounted exposures, may also contribute to the difference (Chandler, 1964). There 

is evidence of a biannual seasonal cycle in ΔTx, with the majority of series showing a 

‘double-peak’ of larger values in early spring and autumn. This seasonal variation can be 

explained by the strength and angle of the incoming solar radiation (Omond, 1906). During 

spring and autumn, insolation is reasonably strong, but due to the angle of insolation mostly 

influences the Stevenson screen. This leads to larger values of ΔTx in comparison to the rest 

of the year when solar radiation is able to influence both exposures (summer) or does not 

have a large influence on either (winter). Two series – Gill (1882) and Omond (1906; 

Aberdeen) – do not have the same biannual cycle in ΔTx; this may be due to differences in 

their exposure which mean they are protected from solar radiation year-round.  

Minimum temperatures in wall-mounted exposures tend to be warmer than in Stevenson 

screens, with no obvious seasonal cycle present in the differences. The warm bias is likely 

due to the thermal capacity of the walls which retain heat during the day, and release it as 

longwave radiation at night, keeping minimum temperatures warmer in wall-mounted 

exposures than Stevenson screens. The average difference across all series is -0.44°C 

annually, however there is significant variation between series, with the smallest mean 

annual differences close to 0°C and the largest up to -1.42°C. This variation is likely the 

result of site-specific differences between wall-mounted exposures, including building-type, 

thermometer orientation and height. 

The cooler maximum and warmer minimum temperatures lead to a reduced DTR in wall-

mounted exposures in comparison to Stevenson screens. On average, ΔDTR is 1.26°C 

annually, however there is significant variation between series with mean annual differences 

ranging from 0.68°C to 3.2°C, largely as a result of the variation in ΔTn. The opposite sign 
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but similar magnitude of ΔTx and ΔTn result in little difference in annual mean temperatures 

between the wall-mounted exposures and the Stevenson screens (-0.02°C on average); 

however, larger differences are present in individual series (range: -0.58°C to 0.26°C) and 

on monthly timescales (up to ±1°C). The biannual seasonal cycle present in ΔTx is apparent 

in the overall mean values for both ΔDTR and ΔTm, albeit with reduced amplitude in ΔTm 

and less well-defined in ΔDTR for some individual series.  

 
Figure 2.7. As Figure 2.6, but for differences between Stevenson screens and wall-mounted 

exposures. 

These findings are consistent with Parker (1994) who concluded that mean temperatures in 

wall-mounted exposures do not consistently differ substantially from Stevenson screens, but 

that some larger differences are likely dependent on site-specific factors. The biannual cycle 

discussed above, and clearly evident in Figure 2.7, is only present in one of the series 

analysed by Parker (1994). The presence of a biannual cycle in the majority of the series 

analysed here, and the proposed physical explanation for it, suggests that it is a common 

feature of the bias in wall-mounted exposures, rather than an isolated occurrence.   
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2.3.3. Intermediate exposures 

The comparison between intermediate exposures and Stevenson screens (Figure 2.8) also 

shows differences between the temperatures recorded in each. Maximum temperatures in 

intermediate exposures are generally warmer than in Stevenson screens – on average by 

0.21°C annually, with little variation between series (range: -0.11°C to -0.38°C). The 

warmer maxima are likely the result of more reflected radiation from the surrounding 

unshaded ground reaching the thermometer in intermediate exposures, as they provide less 

lateral and basal protection than Stevenson screens. The stagnation of warm air in the eaves 

of some intermediate exposures, due to the roof structures impeding airflow, may also 

contribute to the warm bias. A seasonal cycle in ΔTx is present in two series - Gaster (1882) 

and Adelaide Observatory - with larger differences in summer (up to -0.44°C), and smaller 

negative or positive differences in winter (up to 0.17°C). The same seasonal cycle is not 

obvious in Field (1920) or Marriott (1894), perhaps because they are based on only one year 

of data and are therefore noisier.  

 
Figure 2.8. As Figure 2.6, but for differences between Stevenson screens and intermediate 

exposures. 

Unlike open and wall-mounted exposures, the direction of the bias in intermediate exposures 

is the same for both Tx and Tn, with minimum temperatures also warmer in intermediate 

exposures than in Stevenson screens, on average by 0.23°C annually, but with significant 

variation within and between the series. The tendency for warmer minima is thought to be 

the result of the thermal properties of the intermediate exposures’ (usually tiled or thatched) 

roof structures, which retain heat during the day and radiate it at night, preventing or slowing 

the cooling of the thermometer (Parker, 1994). The greater variation, and occasional opposite 

sign of ΔTn may arise from varying weather conditions. In cloudy conditions, for example, 
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intermediate exposures will not absorb as much heat during the day, reducing the warming 

effect overnight. Without this effect, the thermometer is likely to cool more quickly 

overnight than thermometers in more enclosed Stevenson screens, leading to cooler minima 

in some conditions. The series do not show a consistent seasonal cycle in ΔTn; three series - 

Adelaide Observatory, Gaster (1882) and Marriott (1894) – show a slightly larger bias in the 

summer and autumn, whereas Field (1920) shows a more pronounced, but reverse, seasonal 

cycle with larger differences in winter (-0.7°C) and smaller differences in summer (-0.2°C). 

The larger biases in summer and autumn may be the result of stronger solar radiation in those 

seasons leading to increased daytime heat retention, whereas the reverse seasonal cycle in 

the latter may be linked to increased cloud cover in summer over the Indian subcontinent 

(Sen Roy et al., 2015). 

The warm biases in both Tx and Tn cause ΔDTR to be more muted in intermediate exposures 

than for open and wall-mounted exposures. In three of the series, the mean annual DTR is 

marginally smaller in the intermediate exposure than in the Stevenson screen (by 0.08°C–

0.1°C), and in the fourth (Adelaide Observatory) it is slightly larger (by 0.19°C). Monthly 

deviations are larger (ΔDTR varies between -0.34°C and 0.45°C) and show a seasonal cycle 

with small differences in winter and larger negative differences in summer. Within series 

there is significant variation between individual monthly ΔDTR (-1.05°C to 0.78°C) due 

mostly to the variation in ΔTn. 

The warmer maximum and minimum temperatures in intermediate exposures also lead to 

warmer mean temperatures than in Stevenson screens. On average, annual ΔTm is -0.22°C 

but varies between -0.43°C (Field, 1920) and -0.15°C (Adelaide Observatory). There is some 

evidence of a seasonal cycle in ΔTm in Gaster (1882) and Adelaide Observatory, with near 

0°C differences in winter and larger mean differences in summer (up to -0.38°C in Gaster 

(1882)). There is little evidence of a seasonal cycle in Marriott (1894) (likely due to noise 

due to a single year of data) and some evidence of the inverse seasonal cycle in Field (1920), 

with larger mean monthly differences of up to -0.55°C in winter, driven largely by the 

seasonal cycle in ΔTn. 

These results differ slightly with those in Parker (1994) who only analysed the results of 

Field (1920) and annual mean values from a study in Sri Lanka (Bamford, 1928): both 

tropical series. As a result, Parker (1994) concluded that annual mean differences between 
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the exposures were larger (0.4°C) than found here (0.22°C) and had a weak seasonal cycle 

in the opposite direction to two of the series analysed here.  

2.3.4. Closed exposures 

Maximum temperatures in closed exposures are consistently warmer than in Stevenson 

screens (Figure 2.9), though with large inter-site variation in magnitude. Annual mean ΔTx 

varies between -0.16°C and -0.95°C, with an overall mean difference of -0.43°C. A seasonal 

cycle of smaller negative ΔTx in winter and more negative ΔTx in summer is present in the 

overall mean values, driven mostly by Muller (1984), with less pronounced seasonal 

variation in the remaining studies. As the closed exposures plotted here are all Wild huts 

(Figure 2.1e), it is likely the warmer maxima are due to the inner metal shield limiting air 

flow around the thermometer or becoming heated by indirect radiation. The former theory is 

supported by Wild (1887) who found ventilation reduces daytime overheating.  

 
Figure 2.9. As Figure 2.6, but for differences between Stevenson screens and closed exposures. 

There is no consensus between the series regarding the bias in minimum temperatures – three 

series observed warmer minimum temperatures in the closed exposure than the Stevenson 

screen, and two cooler. Warmer minimum temperatures may be explained by the larger 

thermal mass of the Wild hut (Figure 2.1e) cooling more slowly than the Stevenson screen, 

whereas cooler minima may occur if there is less radiative heating of the Wild hut in the day, 

followed by more rapid cooling overnight, via the open (poleward-facing) side of the hut, 

compared to the more enclosed Stevenson screen (Auchmann & Brönnimann, 2012). In all 

cases, however, annual and monthly differences are relatively small, not more than ±0.34°C 

and ±0.41°C, respectively (with the exception of the two larger monthly differences in 

Gorczynski (1910)). ΔTn does not have a clear seasonal cycle in any of the series analysed, 
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with the possible exception of Whipple (1883) which shows slightly smaller differences in 

summer than in winter.  

ΔDTR shows more consistency between series. Annually, the majority of closed exposures 

show a larger DTR than the Stevenson screen – on average 0.52°C larger. Two series have 

slightly smaller DTRs, however, both are based on ≤12 months of data and are potentially 

skewed by missing summer values (Sprung (1890)) and/or large potential outliers in ΔTn 

(Gorczynski (1910)). ΔTm also shows greater consistency between the series, with mean 

temperatures in closed exposures 0.2°C–0.5°C warmer than in the Stevenson screen in four 

of the exposures, and 0.09°C cooler in one: Whipple (1883). As with ΔTx there does appear 

to be a seasonal cycle present in ΔTm, with larger differences between the two exposures 

present in the summer months (up to -0.7°C) than in winter when differences are closer to 

zero. Again, the seasonal cycle is most pronounced in Muller (1984).  

These findings are similar to those in Parker (1994) who found annual mean temperatures in 

Wild huts to be 0.1°C–0.2°C warmer than in Stevenson screens, with larger differences in 

summer than winter and an enhanced DTR. The magnitudes of ΔTm found by Parker (1994) 

are at the lower end of the range found here (0.2°C–0.5°C), again highlighting variability in 

the magnitude of the exposure bias between series.  

2.4. Modelling the Exposure Bias 

The findings detailed in Section 2.3 reinforce the need to account for the exposure bias in a 

more realistic manner than the current blanket error estimates used in HadCRUT. In this 

section, the development of models to estimate the exposure bias in Tm, for each exposure 

class, is presented. This development is guided by the characteristics and physical reasoning 

about the causes of the bias that were explored in the previous section. 

To develop models to estimate the exposure bias, an understanding of which variables 

influence the bias in each class of historic exposure is required. This understanding was 

developed by examining the relationship(s) between ΔTm and three potential explanatory 

variables, using Pearson’s correlation coefficient (r) and robust regression analysis. Robust 

regression was chosen to reduce the influence of possible outliers or atypical observations 

of ΔTm on the model fit and the focus is on ΔTm because it is the variable relevant to 

CRUTEM5 (the land component of HadCRUT5).  
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The three potential explanatory variables considered were: downward top of atmosphere 

solar radiation (TOA), shortwave downward solar radiation received at the Earth’s surface 

(SWD) and the absolute temperature recorded in the historic exposure (THist). The former two 

were chosen because the exposure bias, in its simplest form, stems from differences in the 

quantities of solar radiation which are able to influence the thermometer in each exposure; 

the latter was chosen due to the link between temperature and longwave radiation and 

because of suggestions in the literature of a relationship between temperature and the 

magnitude of the bias (e.g. Margary (1924); Ashcroft et al. (2022)). As the intention is to use 

any identified relationship(s) to estimate monthly mean exposure biases in CRUTEM5_sdb, 

the explanatory variables also have to be available, or calculable, for all series. 

Monthly mean values of ΔTm were sourced from the parallel measurement series detailed in 

Table 2.1. Not all series listed were included. Series outside 30° to 60 latitude were 

excluded because additional factors such as snow cover become more important at higher 

latitudes and because too few tropical series were available for analysis. Series where Tm 

was not calculated using 
1

2
(𝑇𝑥 + 𝑇𝑛) were also excluded because the exposure bias is 

sensitive to the method used to calculate daily-mean temperature (Böhm et al. (2010); 

Appendix A). Where more than 12 months of data were available for an individual series, 

the multi-year mean for each calendar month bias was used to avoid weighting any 

relationship toward the parallel measurements with the longest time series. Duplicate series 

were also excluded for similar reasons. Details of the excluded series, and reasoning, are 

given in Table 2.1. 

For each included series, corresponding monthly mean values of TOA were calculated using 

the Python package ‘climlab’ and of SWD were sourced from a 30-year climatology (1981-

2010) of WFDE5 (Cucchi et al., 2020). WFED5 is a version of ERA5 (Hersbach et al., 2020) 

which has been adjusted for biases using observations. The SWD data, used here, are bias-

adjusted for cloud-radiation and aerosol-radiation interactions using cloud cover from CRU 

TS4.03 (Harris et al., 2020) and tropospheric and stratospheric aerosol optical depths from 

Bellouin et al. (2011) and Sato et al. (1993), respectively. Ideally SWD would have been 

sourced from observations (or derived from cloud cover) for each series location and month, 

however, neither were available for each parallel measurement series, nor more generally 

for stations within CRUTEM5_sdb. The use instead of a modern climatology was deemed 

sufficient to capture the large spatio-temporal variations in SWD which may explain 

differences in exposure biases between sites or seasons. Monthly mean values of THist were 
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obtained or calculated from the series source; where this was not possible, ‘surrogate’ values 

of THist (temperature readings for the same location, but obtained from an alternative source, 

i.e. an Observatory Yearbook) were obtained to maximise the number of series available for 

analysis (see Table 2.1 for details). Where ‘surrogate’ values were used, care was taken to 

ensure they did not significantly alter the results of the analyses. 

Where a significant relationship between the bias and an explanatory variable was identified, 

simple statistical models were developed, using the variable as a predictor, and applied to 

the data to determine whether the relationship could be used to estimate ΔTm. Model 

performance was assessed by comparing the observed and estimated monthly ΔTm for each 

input series. Key performance indicators included the root-mean-square error (RMSE), skill 

score versus no adjustment (where 1.0 indicates perfect skill):  

𝑆𝑘𝑖𝑙𝑙 = 1 −  (
∑(∆𝑇�̂� − ∆𝑇𝑚)

2
𝑛⁄

∑(0 − ∆𝑇𝑚)2
𝑛⁄

) 

(2) 

and the closeness of the observed and estimated annual mean biases. Due to the limited 

number of series available as input, data were not held back from the initial analyses for 

validation purposes. However, data were held back during the assessment of the final 

statistical models - using a leave one out approach - to ensure the bias-estimations (and the 

relationship between ΔTm and the selected predictor) were robust to the choice of input data. 

2.4.1. Open exposures 

The results of the robust linear regressions (Table 2.2) show the magnitude of ΔTm in open 

exposures is significantly related to all three of the explanatory variables assessed. Each 

variable has a negative relationship with the magnitude of the bias, with increasing 

temperature and solar radiation both resulting in a larger warm bias in open exposures 

relative to Stevenson screens. This relationship is consistent with our understanding of the 

mechanisms which cause the exposure bias in open exposures (outlined in Section 2.3.1), as 

well as with previous studies which found larger biases in open exposures to correspond 

with stronger solar radiation (Brunet et al., 2011) and/or warmer absolute temperatures 

(Ashcroft et al., 2022; Brunet et al., 2011; Margary, 1924). 

Of the three explanatory variables, THist and SWD produced the best estimates of ΔTm when 

used as predictors in simple linear regression models (not shown, see Table 2.2 for values); 
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however, neither was able to sufficiently capture both the timing of the annual cycle and the 

magnitude of the bias. THist skilfully captured the magnitude of the bias but not the timing of 

the peak in the annual cycle, whereas the opposite was true for SWD. This makes physical 

sense as the annual cycle of ΔTm is likely to be primarily controlled by the amplitude and 

strength of received solar radiation, whereas the magnitude of the bias is more likely to be 

dependent on a combination of local climatic factors which are better captured by THist.  

To exploit the strengths of each, the variables were combined to form a model which uses 

SWD to estimate the shape of the seasonal cycle of the bias, and THist to estimate its 

magnitude and amplitude. This was achieved by normalising the SWD seasonal cycle at 

location 𝑖 (using its minimum and maximum values) and then scaling it to fit the minimum 

(𝑚𝑖𝑛∆𝑇𝑚
̂ ) and maximum (𝑚𝑎𝑥∆𝑇𝑚

̂ ) bias estimated for 𝑖 using THist:   

∆𝑇�̂�(𝑚, 𝑖) =
𝑚𝑎𝑥∆𝑇𝑚

̂ (𝑖)[𝑆(𝑚, 𝑖) − min 𝑆(𝑖)] −  𝑚𝑖𝑛∆𝑇𝑚
̂ (𝑖)[𝑆(𝑚, 𝑖) − max 𝑆(𝑖)]

max 𝑆(𝑖)  − min 𝑆(𝑖)
 

(3) 

where ∆𝑇�̂�(𝑚, 𝑖) is the estimate of the exposure bias for month 𝑚 at location 𝑖, 𝑆 is inverse 

SWD, and 𝑚𝑎𝑥∆𝑇𝑚
̂  and 𝑚𝑖𝑛∆𝑇𝑚

̂ define the magnitude and amplitude of the bias and are 

estimated by regression on annual mean THist (Ta):  

𝑚𝑎𝑥∆𝑇𝑚
̂ (𝑖) =  −0.058 × 𝑇𝑎(𝑖) + 0.881  

(4) 

𝑚𝑖𝑛∆𝑇𝑚
̂ (𝑖) =  −0.062 × 𝑇𝑎(𝑖) + 0.390 

(5) 

Table 2.2 and Figure 2.10a show the details of these regressions.  

Applying Equations 3 to 5 results in superior estimations of ΔTm (based on the 

aforementioned performance indicators) in comparison to using the predictors in isolation. 

A comparison between the observations and estimates reveals the combination of predictors 

skilfully captures both the magnitude (Table 2.3 and Figure 2.10b) and seasonal cycle of the 

bias (Figure 2.10c). This is particularly evident in Figure 2.10c which shows the close 

agreement between the observations and estimates for the AEMET (La Coruna) series. The 

estimates for all of the open exposure parallel measurement series can be seen in Appendix 

A (Figure A2). 
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Figure 2.10. a) Relationship between annual maximum ΔTm (solid line and filled markers), annual 

minimum ΔTm (dotted line and unfilled markers) and annual mean THist (Ta) with shaded 95% 

confidence intervals for open exposures; b) observed versus estimated monthly (orange circles) and 

annual mean (black crosses) ΔTm; and c) observed (grey) and estimated (orange) ΔTm with shaded 

95% confidence interval for the AEMET La Coruna series (M. Brunet, pers. comm.). Observed 

(grey) and estimated (orange) annual mean biases are given by the dotted lines. Each panel has the 

same y-axis, so it is only labelled in panel a). 

The deviations between the observed and estimated monthly and annual mean biases (Figure 

2.10b) are generally small. Except for the series from Gill (1882), which behaves differently, 

the RMSE remains below 0.25°C in all series assessed, and the differences between the 

annual mean biases are generally below 0.2°C. Where the deviations from the observed 

annual and monthly mean biases are largest, the modelled value tends to be an underestimate, 

but in all cases the observed values are captured within the 95% confidence interval. The 

skill score is also positive in all assessed series (again, except Gill (1882)), and more than 

0.9 in 50% of them. These statistics suggest the model can provide skilful estimations of the 

exposure bias in open exposures, and, if applied to observations, would reduce the bias 

associated with the transition from open exposures to Stevenson-type screens.  
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Table 2.2. Results of the robust linear regression analyses for each class of exposure and explanatory variable. Units: Int (Intercept) is °C, Slope for explanatory variables 

THist and Ta is °C/°C, and Slope for explanatory variables TOA and SWD is °C/(W/m2) except first term for the Quadratic which is °C/(W/m2)2. 

Exposure Category 
THist TOA SWD 

Int Slope r p<0.05 Int Slope r p<0.05 Int Slope r p<0.05 

Open 0.305 -0.039 -0.71  0.278 -0.002 -0.6  0.244 -0.030 -0.68  

Wall-

mounted* 

Linear -0.097 0.010 0.25  -0.060 0 0.20  -0.073 0.001 0.26  

Quadratic -0.121 -6x10-4 0.020   -0.412 -6.66x10-6 0.004   -0.101 -2.56x10-6 0.001   

Intermediate -0.029 -0.010 -0.52  -0.002 -0.0005 -0.66  -0.041 -0.0007 -0.61  

Closed -0.138 -0.012 -0.33  -0.037 -0.001 -0.49  -0.043 -0.002 -0.55  

 Ta 

 

Open 

Maximum Bias 

(𝒎𝒂𝒙∆𝑻𝒎) 
0.881 -0.058 -0.57  

Minimum Bias 

(𝒎𝒊𝒏∆𝑻𝒎) 
0.390 -0.062 -0.88  

*Results including the series from Gill (1882) as input. Final regression coefficients for the model, with Gill (1882) excluded, are given in Equation 6. 
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Table 2.3. Lower and upper quartiles of the key performance indicators for the best-performing 

statistical model in each exposure class. 

 
RMSE (°C) Skill 

Observed minus estimated 

annual ΔTm (°C) 

Open 0.09 - 0.21 0.39 - 0.96 -0.08 - 0.08 

Wall-mounted 0.14 - 0.24 0.09 - 0.44 -0.12 - 0.11 

Intermediate 0.07 - 0.09 0.78 - 0.88 -0.02 - 0.01 

Closed 0.10 – 0.24 0.47 – 0.75 -0.08 – 0.07 

2.4.2. Wall-mounted exposures 

Our physically based reasoning (Section 2.3.2) suggests the bias in wall-mounted exposures 

may be related to solar radiation, however, the linear regression analyses (Table 2.2) show 

only weak (r ≤ 0.26) positive relationships (with THist and SWD) or no significant relationship 

(with TOA). Scatter plots, plus the indication of a biannual cycle in ΔTm (Section 2.3.2), 

suggest a quadratic relationship may be more appropriate than linear regression. 

 
Figure 2.11. a) Relationship between monthly ΔTm and top of atmosphere solar radiation with 95% 

confidence interval for wall-mounted exposures; b) observed versus estimated monthly (green 

circles) and annual mean (black crosses) ΔTm; and c) observed (grey) and estimated (green) ΔTm with 

shaded 95% confidence interval for the Fort William series from Omond (1906). Observed (grey) 

and estimated (green) annual mean biases are given by the dashed lines. Each panel has the same y-

axis, so it is only labelled in panel a). 

Quadratic regression (Table 2.2; Figure 2.11a) shows a significant quadratic relationship 

between ΔTm and TOA, but not with THist or SWD which appear to be more affected by 

outliers. The relationship suggests increasing TOA leads to increasing values of ΔTm until a 

threshold, after which the relationship becomes negative, leading to biases of a similar 

magnitude for both high and low levels of TOA. This relationship is consistent with Section 

2.3.2 which found the largest values of ΔTm in spring and autumn (when TOA is mid-strength 
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but only influences the Stevenson screen), and smaller values in summer and winter (when 

TOA is strong but affects both screens, or is weak and has little effect on either). Analysis of 

the individual parallel measurement series confirms similar relationships between ΔTm and 

TOA, with the same timing of the peak, are present in all-but-one of the input series, giving 

confidence that the relationship is robust despite the wide scatter between sites evident in 

Figure 2.11a. The series which did not have a significant relationship (p=0.79), and which 

behaved markedly differently (Gill (1882)), was excluded from the final calculation of the 

regression coefficients due to concerns about its validity. The final model is: 

∆𝑇�̂�(𝑚, 𝑖) =  −8.38 × 10−6  × 𝑇𝑂𝐴(𝑚, 𝑖)2 +  0.005 × 𝑇𝑂𝐴(𝑚, 𝑖) − 0.469 

(6) 

Applying Equation 6 to the input series, and comparing the results with the observations, 

reveals TOA is able to skilfully estimate the shape of the annual cycle of the exposure bias 

in wall-mounted exposures, but that the magnitude of the estimates and their annual means 

can deviate from the observations. This is illustrated in Figure 2.11c which shows the correct 

timing of the ‘double-peak’ of the bias, but an overestimated amplitude, and Figure 2.11b 

which shows greater variance in the observations than the estimates. This is not unexpected. 

As noted in section 2.3.2, there is significant variation in the magnitude of the bias between 

wall-mounted series, due to the wide variety of exposures which fall into the category and 

the number of factors which influence the bias in addition to solar radiation. As a result, 

estimates based on one variable will capture only a small part of the variance observed in 

the biases arising from wall-mounted exposures. Despite this, the deviations between the 

observed and estimated values tend to be relatively small – the majority (all) of the series 

analysed had an RMSE below 0.2°C (0.37°C) – and the greater variation in the input data is 

captured by the size of the confidence intervals (Figure 2.11a; Figure A3). In addition, 

although lower than for the open model, the skill scores are positive in all-but-one series 

analysed (Table 2.3; Figure A3), meaning the model still provides estimates that, when 

applied, can reduce the size of the exposure bias and are thus better than ignoring the bias in 

most cases.  

2.4.3. Intermediate exposures 

As with open exposures, ΔTm in intermediate exposures displays strong, negative 

correlations (r >-0.5; p <0.05) with all three variables (Table 2.2), with increases in THist, 

TOA and SWD all leading to larger warm biases (more negative ΔTm). This is consistent with 
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the findings in Section 2.3.3 of larger biases in the summer months in the extratropical series, 

as well as with our understanding of the processes which contribute to the bias. Intermediate 

exposures record warmer mean temperatures relative to the Stevenson screen due to the 

influence of reflected shortwave radiation during the day (controlled by SWD/TOA) and the 

emittance of longwave radiation from the roof structure at night (which is influenced by THist 

and linked to daytime heat retention which varies according to SWD and TOA). The weaker 

correlation between THist and ΔTm (r=-0.52), in comparison to ΔTm and TOA (r=-0.66) and 

SWD (r=-0.61), is also consistent with this understanding and suggests the relationship with 

THist may partly be an artefact of the correlation between THist and solar radiation.  

 
Figure 2.12. a) Relationship between monthly ΔTm and top of atmosphere solar radiation with shaded 

95% confidence interval for intermediate exposures; b) observed versus estimated monthly (purple 

circles) and annual mean (black crosses) ΔTm; and c) observed (grey) and estimated (purple) ΔTm 

with shaded 95% confidence interval for the Adelaide Observatory series (in contrast to Figure 2.6 

and Figure 2.8, the Adelaide data are not shifted by 6 months here). Observed (grey) and estimated 

(purple) annual mean biases are given by the dashed lines. Each panel has the same y-axis, so it is 

only labelled in panel a). 

When used as predictors in simple linear regression models, both TOA and SWD produced 

similar results, and more skilful estimations than THist. Both solar radiation predictors were 

able to accurately reproduce the seasonal cycle and the magnitude of the biases (Figure 

2.12b,c), with low RMSE scores for TOA (SWD) between 0.07°C-0.10°C (0.09°C–0.10°C) 

and reasonably high, positive, skill scores between 0.71-0.84 (0.63–0.83). Using each model, 

the sign of the annual bias is also always correctly estimated, and, in each case, the estimated 

biases are within 0.16°C of the observed annual biases.  

Overall, using TOA as predictor gives marginally better estimates than SWD (Table 2.3 and 

Figure 2.12). See Appendix A (Figure A4) for the individual series estimates produced using 

TOA as predictor. However, further validation of both models, holding data back, revealed 
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the reproduction of the seasonal cycle was dependent on the series from Gaster (1882) being 

included as input (Figure A5). As a result, the broad application of either model is not 

advised due to the limited input data used to fit the model and the overreliance on one series 

to replicate the seasonal cycle.  

2.4.4. Closed exposures 

In keeping with the other freestanding exposures analysed, monthly ΔTm in closed exposures 

is significantly negatively correlated with all three explanatory variables (Table 2.2), with 

increasing THist, TOA and SWD corresponding with larger warm biases. As with intermediate 

exposures, the strongest correlations are with SWD (r=-0.55) and TOA (r=-0.49), and the 

correlation with THist (r=-0.33) slightly weaker. These correlations are consistent with our 

understanding of the cause(s) of the warm bias in closed exposures, outlined in Section 2.3.4, 

as well as with our findings that the bias is largest in the summer.  

 
Figure 2.13. a) Relationship between monthly ΔTm and shortwave downward received solar radiation 

with shaded 95% confidence interval for closed exposures; b) observed versus estimated monthly 

(navy circles) and annual mean (black crosses) ΔTm; and c) observed (grey) and estimated (navy) 

ΔTm with shaded 95% confidence interval for the series from Muller (1984). Observed (grey) and 

estimated (navy) annual mean biases are given by the dashed lines. Each panel has the same y-axis, 

so it is only labelled in panel a). 

Overall, the correlation coefficients are slightly lower than for the other freestanding 

exposures analysed here. This makes physical sense as these exposures are more enclosed. 

As a result, the influence of solar radiation on ΔTm is comparatively smaller, and other 

variables, such as wind speed, become more important. This is supported by previous studies 

(outlined in Parker (1994)) which found the largest biases in closed exposures during clear, 

calm, weather when received solar radiation is greatest and ventilation is reduced.  
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Despite the slightly weaker correlations, skilful estimations of the monthly exposure bias 

were still obtained using one predictor. Of the three variables assessed, SWD produced the 

more skilful estimations, with reasonable agreement between the observed and estimated 

values of ΔTm (Table 2.3 and Figure 2.13b,c) obtained using: 

∆𝑇�̂�(𝑚, 𝑖) = −0.002 × 𝑆𝑊𝐷(𝑚, 𝑖) − 0.043 

(7) 

As can be seen in Figure 2.13c, Equation 7 is able to skilfully reproduce the seasonal cycle 

of the bias, particularly the timing of the peak, as well as capturing the magnitude of the bias 

to within a few tenths of a degree. With the exception of the series from Whipple (1883), 

which shows a cool bias in contrast to the other input series, the model has relatively low 

RMSE values, below 0.24°C for each series, and is able to estimate the annual mean bias to 

within ±0.2°C of the observed values (Table 2.3; Figure A6). There is slightly larger 

variation between observed and estimated ΔTm at a monthly resolution (Figure 2.13b), likely 

for the reasons noted above, however, the greater variance in the observations is accounted 

for by the confidence intervals (Figure 2.13a,c). The primarily high, positive, skill scores 

(Table 2.3) suggest applying the model would be beneficial for reducing the presence of the 

exposure bias from closed exposures in most cases. 

2.5. Chapter summary 

Exposure biases are a pervasive non-climate change introduced into land surface air 

temperature records as a result of changes in the way thermometers have been sheltered from 

solar radiation and the elements over time. Exposure biases have not been widely accounted 

for in observational records due to difficulties both in identifying the bias and determining 

the appropriate adjustment to apply; therefore, exposure biases are still believed to contribute 

significant uncertainty to the early part of global temperature compilations. Current 

representations of this uncertainty are considered oversimplified as they do not account for 

the seasonal nature of the bias, regional differences in the types of historic exposure in use 

prior to the introduction of the Stevenson screen, or regional differences in the timing of the 

transition to the Stevenson screen. This chapter has addressed two aspects of these 

limitations by a) updating Parker’s (1994) assessment of the characteristics of the exposure 

bias and by b) developing three regression-based models to estimate the monthly mean bias 

(in Tm) arising from three categories of historic thermometer exposure.   
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An empirical analysis of 54 parallel measurement series, comparing temperature readings 

recorded in the Stevenson screen and one of four categories of historic exposure, found 

seasonally varying biases which differ according to the class of exposure and potentially 

according to location (particularly in open exposures). The largest biases were generally 

present in the maximum temperatures and the diurnal temperature range, but significant 

biases, which require consideration before series can be used for climate assessment, were 

also found in mean temperatures. The largest biases in the mean temperature were found in 

freestanding exposures (up to -0.78°C annually) and in the summer months, while the 

smallest biases were generally found in wall-mounted exposures (near 0°C annually) and in 

the winter, though the wall-mounted exposures showed the greatest site-specific variability.  

An analysis of the relationship between the magnitude of the bias in Tm and three variables 

which were considered a priori to influence the bias – received shortwave downward solar 

radiation, downward top of atmosphere solar radiation and absolute temperature – led to the 

identification of statistically significant relationships and the development of four bias-

estimation models: one for each category of exposure analysed. Three of the models – the 

open, wall-mounted and closed models – were found to skilfully reproduce the magnitude 

and direction of the monthly exposure bias and are considered robust enough for wider 

application. The application of these three models to series in CRUTEM5_sdb, to quantify 

the exposure bias and to produce an exposure bias adjusted version of the data 

(CRUTEM5_eba), will be presented in the following chapter.
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Chapter 3 

 

Developing an exposure bias adjusted version of 

CRUTEM5  

3.1. Introduction 

Chapter 2 confirms the introduction of Stevenson screens in the late-nineteenth and early-

twentieth centuries would have introduced biases into long temperature series and thus 

confirms the need to account for exposure biases in global temperature compilations. In this 

chapter, the application of three of the bias-estimation models developed in Chapter 2 to the 

CRUTEM5 database of station temperature records (CRUTEM5_sdb), to quantify the 

exposure bias and produce an extended and exposure-bias-adjusted version of CRUTEM5, 

will be presented.  

In order to apply the bias-estimation models, the final point highlighted in Section 2: ‘the 

ability to identify exposure bias affected series’ needs to be addressed. This information is 

required to determine which series to apply each of the models to, and during which time 

periods. Therefore, the first half of this chapter (Sections 3.2 and 3.3) will outline and assess 

the options for identifying the exposure bias in stations within CRUTEM5_sdb. Section 3.4 

will then describe the final approach used to identify the bias: the development of a new 

metadata database detailing the pre-Stevenson screen thermometer exposures in use at 

selected stations and countries within CRUTEM5_sdb. In Section 3.5 the application of the 

models to CRUTEM5_sdb is then outlined and the resulting exposure-bias-adjusted dataset 

is discussed. Note, as the models were developed using parallel measurement series within 

30° to 60° degrees latitude (North and South of the equator), and as the literature suggests 

the majority of weather stations would have had Stevenson screens by the 1960s (Parker, 

1994), only series located within 30° to 60° latitude and with data prior to 1961 will be 

considered in this chapter. 
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3.2. Identifying exposure biases in CRUTEM5_sdb 

The most commonly employed approaches to detect or determine the location of non-

climatic influences (inhomogeneities, biases or breakpoints) in temperature records fall into 

two broad categories: a) direct approaches, which use metadata to identify documented 

changes and b) indirect approaches, which use statistical tests and/or comparisons with 

reference series to detect undocumented changes (Aguilar et al., 2003; Peterson et al., 1998; 

Ribeiro et al., 2016). Each approach is outlined below and its suitability to identify exposure 

bias-affected stations in CRUTEM5_sdb is briefly evaluated. 

3.2.1. Direct approach: metadata 

Metadata are ‘data about data’ and, in the context of temperature records, include any 

information pertaining to how temperatures have been observed or processed. This could 

include: the name of the observer, the location and surroundings of a weather station, the 

instruments used and their exposure, the time-of-day observations were made, the methods 

used to calculate the daily mean temperature or information about any adjustments applied 

to the observations following measurement (Aguilar et al., 2003; Brunet et al., 2020; World 

Meteorological Organization, 2020). When accurate, metadata are valuable sources of 

information for identifying inhomogeneities as they provide an insight into how observing 

practices, and the conditions under which observations were made, have changed over time 

(Brunet et al., 2020; World Meteorological Organization, 2020).  

The use of metadata for breakpoint identification (either directly or in combination with 

indirect methods) is often considered the optimal approach to homogenise climate records 

because: metadata generally provide more precise and accurate information than statistical 

tests or series comparisons allow, metadata can identify breakpoints which are less 

detectable using indirect methods (such as the exposure bias; Chapter 2) and metadata 

provide information about the cause of any identified breaks (Domonkos, 2022; O’Neill et 

al., 2022; World Meteorological Organization, 2020). For these reasons, metadata have been 

widely employed to identify inhomogeneities, including exposure biases, in long 

temperature series. Brunet et al. (2006, 2011) and Böhm et al. (2010), for example, used 

metadata to identify exposure biases at selected weather stations in Spain and in the Greater 

Alpine Region, respectively. To date, metadata have not been used (in isolation) to identify 

inhomogeneities in LSAT records on a global scale in most global temperature datasets 

(though Berkeley Earth use incomplete metadata alongside statistical methods to identify 
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undocumented changes (Rohde et al., 2016)); however, the approach has long been used to 

address inhomogeneities in global sea surface temperature (SST) datasets, such as HadSST 

(e.g. Folland & Parker (1995); Kennedy et al. (2011, 2019); Rayner et al. (2006)). 

The lack of implementation of direct breakpoint detection to LSAT records on a global scale 

may be because there are a number of challenges to using metadata, particularly on a global 

scale. Despite the increasing recognition of the value of metadata - guidelines for climate 

observation and data rescue now include the importance of recording and/or preserving 

metadata (World Meteorological Organization, 2016, 2019, 2021) - metadata are often not 

available or easily accessible to climate scientists. This can be especially true for early 

instrumental records where metadata may not have been recorded at the time of observation, 

may have been lost, misplaced or damaged over time, or may only be available in paper 

format buried within meteorological or national archives (Trewin et al., 2020; Vincent, 1998; 

World Meteorological Organization, 2020). Throughout station histories, borders may also 

have changed, meaning the metadata for individual weather stations (such as in Poland 

(Pospieszyńska & Przybylak, 2019)) may be dispersed between multiple national libraries 

or archives. Additionally, even where station metadata records exist, there is no guarantee 

they are complete or accurate. As a result, gathering metadata for breakpoint detection (at 

both a local and global scale) is a hugely time-consuming process, with large amounts of 

irrelevant information having to be sifted through to find the required information (with no 

guarantee that the information exists) (Vincent, 1998; World Meteorological Organization, 

2020).  

To apply the exposure bias-estimation models to all stations in CRUTEM5_sdb within 30° 

to 60° latitude, and with observations before 1961, exposure metadata for more than 5,000 

weather stations would be required. This information has not previously been collated for 

the majority of stations within CRUTEM5_sdb. Therefore, while the use of metadata to 

identify breakpoints globally is possible (as shown by Kennedy et al. (2019) and others for 

SSTs), and provides many advantages to using indirect methods, alternative approaches to 

identify exposure biases in CRUTEM5_sdb will first be explored. 

3.2.2. Indirect approaches: statistical tests and series comparisons  

Indirect approaches to breakpoint detection fall into two categories: absolute and relative 

(Aguilar et al., 2003; Peterson et al., 1998; Ribeiro et al., 2016). Absolute breakpoint 

detection refers to methods which use only the series being assessed (the candidate series) 
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to detect a breakpoint (e.g., by applying a statistical test) whereas relative breakpoint 

detection approaches compare the candidate series to at least one other, called a reference 

series. 

The use of absolute approaches to detect breakpoints is no longer recommended where use 

of a direct or relative approach is possible (Auer et al., 2001; Guijarro, 2011; Ribeiro et al., 

2016). This is because indirect breakpoint detection is largely a signal-to-noise challenge 

and individual climate series contain substantial noise arising from both climate variability 

and from non-climatic influences. As a result, absolute methods are often unable to 

distinguish between breaks which have occurred for climatic and non-climatic reasons, nor 

can they detect small non-climatic breaks which are masked by series variability (Auer et 

al., 2001; Caussinus & Mestre, 2004; Peterson et al., 1998; Ribeiro et al., 2016; Wijngaard 

et al., 2003). For a temperature series with a standard deviation of 1°C, for example, the 

World Meteorological Organization (2020; p.15) states “it will be difficult or impossible for 

any statistical method to detect a 0.4°C inhomogeneity”. The standard deviation of 

individual series in CRUTEM5_sdb is generally more than 1°C (for individual monthly and 

annual series), and the magnitudes of the monthly and annual mean exposure biases 

identified in Chapter 2 (Section 2.3) are frequently less than 0.4°C; therefore, absolute 

breakpoint detection is not considered appropriate for use here and will not be considered 

further. 

Relative approaches to breakpoint detection address the signal-to-noise challenge, outlined 

above, by comparing the candidate series (the series requiring homogenisation) to a 

reference series which contains the same climate signal (Conrad & Pollak, 1950). This 

approach is predicated on the principle that a comparison between two series with the same 

climate signal will remove the shared climate variability and any trends, but will retain the 

effect of any inhomogeneities (unless they are common to both series), thereby increasing 

the signal-to-noise ratio and allowing the detection of smaller breakpoints with increased 

accuracy (Conrad & Pollak, 1950; Ducré-Robitaille et al., 2003; Ribeiro et al., 2016; World 

Meteorological Organization, 2020). Relative approaches vary from simple visual 

comparisons between pairs of neighbouring stations, as utilized by Jones et al. (1986), to the 

application of increasingly sophisticated statistical techniques and homogenisation software 

(see Domonkos et al. (2021) and Venema et al. (2012) for an overview). Indirect, relative 

approaches, now form the basis of most breakpoint detection (Cao & Yan, 2012; Lindau & 

Venema, 2013; Venema et al., 2012) and have been widely used to detect and adjust for 
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breakpoints in regional and global temperature compilations (e.g., Joelsson et al. (2023); 

Menne et al. (2009, 2018); Trewin et al. (2020) and Vincent et al. (2020)).  

Relative breakpoint detection is most effective when the reference series is highly correlated 

with the candidate (ideally r≥0.8, according to Peterson & Easterling (1994)) and 

homogenous throughout the period requiring assessment (Domonkos, 2011; Ducré-

Robitaille et al., 2003; Reeves et al., 2007). The latter requirement is rarely met (Lindau & 

Venema, 2013); therefore, a dense network of reference series is also required, in order to 

distinguish the breaks which occur only in the candidate series (breaks in the candidate 

should appear in all comparisons, breaks in one reference should appear in only one 

comparison) (Gubler et al., 2017; Menne & Williams, 2009; Peterson & Easterling, 1994). 

As a result of these requirements, temperature data from surrounding weather stations are 

most commonly used as reference series for relative homogenisation. However, the use of 

neighbouring data is not effective for identifying spatially pervasive biases, such as the 

exposure bias. This is because Stevenson screens were introduced quasi-simultaneously 

within observing networks (Section 2.1), meaning the majority of stations within a region 

will contain co-occurring exposure biases which will not show up in any comparisons. 

In such instances, independent references series, which meet the requirements outlined 

above, but which do not have co-occurring breakpoints, are required. Where a candidate 

series borders another country or NMS, it might be possible to obtain an independent 

reference series from weather stations across the border, which are less likely to have co-

occurring biases. This approach highlighted the timing of the transition to the Stevenson 

screen in northern Italy (Böhm et al., 2001; Brunetti et al., 2006). Alternatively, a closely 

related variable, which is not affected by the same biases, could be used. This approach was 

used by Moberg et al. (2003) who used a number of temperature-correlated variables 

(including cloud cover and air pressure) to identify possible exposure biases in summer 

temperatures in Stockholm and Uppsala, as well as by Cowtan, Rohde and Hausfather (2018) 

who assessed SSTs for biases using LSAT from coastal weather stations. Each method 

provides a potential solution for a proportion of the series in CRUTEM5_sdb, however 

neither provides a solution for the majority. Cross-border station data cannot be used to 

identify breakpoints at isolated weather stations or those which do not closely border another 

NMS, and, as air temperature is more spatially and temporally complete than other climate 

variables (Chen et al., 2023), additional high quality, temperature-correlated, variables are 
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unlikely to be available for many stations within CRUTEM5_sdb, particularly in the early 

period when exposure biases occurred.  

One additional solution, which has been proposed by previous studies, and which may be 

applicable here, is to use an alternative source of temperature data, such as reanalysis or 

proxy reconstructions, to create independent reference series (Guijarro, 2011; Trewin, 2010; 

World Meteorological Organization, 2020).  

3.2.2.1. Reanalyses 

Reanalysis (retrospective analysis) datasets use data assimilation techniques to combine 

climate observations with forecasts from numerical weather prediction (NWP) models to 

produce globally complete atmospheric circulation fields which are consistent with observed 

conditions and with the physical/dynamical processes represented by the NWP model 

(Compo et al., 2011). Multiple reanalysis products exist, varying from relatively short (post-

1940) datasets which assimilate large amounts of climatic information (e.g., Kobayashi et 

al. (2015) and Hersbach et al. (2020)), to longer datasets which assimilate fewer variables 

(e.g. Laloyaux et al. (2018); Poli et al. (2016); Slivinski et al. (2019, 2020)). The latter are 

referred to as ‘sparse-input reanalyses’ and may provide useful reference series for 

breakpoint detection because: the reanalysis data should contain the same climate signal as 

the observations but should not be affected by the same biases/inhomogeneities (assuming 

the potentially inhomogeneous variable being assessed is not assimilated), and reanalyses 

are globally-complete, so corresponding reference series will be available for all weather 

stations in CRUTEM5_sdb.  

The use of reanalysis data as reference series to address network-wide breaks is supported 

by the World Meteorological Organization (2020) and, although still a relatively novel 

approach, a few studies have demonstrated its potential. Haimberger (2007) and Haimberger 

et al. (2012) successfully used reanalysis data to identify breakpoints in radiosonde 

temperatures; Azorin-Molina et al. (2014) used reanalysed wind speeds to homogenise wind 

speed data over Spain and Portugal and Gillespie et al. (2021) demonstrated the potential to 

use sparse-input reanalyses to detect breakpoints in observed LSAT data, before applying 

the technique to assess the homogeneity of the International Surface Temperature Initiative 

database (Gillespie et al., 2023).  

The NOAA-CIRES-DOE Twentieth Century Reanalysis version 3 (20CRv3) dataset is an 

example of a sparse-input reanalysis which could help to detect exposure biases in 
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CRUTEM5_sdb. The dataset spans the period 1806-2015 (which covers the period likely to 

contain breaks related to the introduction of Stevenson screens), has a relatively high spatial 

and temporal resolution (approximately 0.75 degrees and 3-hourly, respectively), is forced 

by observation-based SST and radiative forcing and assimilates only surface pressure 

observations (Slivinski et al., 2019, 2020), meaning it is entirely independent of 

CRUTEM5_sdb and should not be affected by the exposure bias. A preliminary assessment 

suggests 20CRv3 is also highly and significantly correlated with CRUTEM5, especially over 

the region between 30° to 60° latitude (Figure 3.1). Therefore, using 20CRv3 as a reference 

series will be explored further in Section 3.3. 

 

Figure 3.1. Correlation between CRUTEM5 and 20CRv3 for the period 1900 - 2015. The hashing 

identifies significance at the 95% level. 

3.2.2.2. Proxy reconstructions 

Climate proxies are indirect measures of past climatic conditions which have been recorded 

in historical documents or preserved in natural archives, such as: tree rings, corals and ice 

sheets, by climate-dependent physical, chemical or biological processes (Bradley, 2014). 

Proxy temperature reconstructions are potentially useful as reference series for relative 

breakpoint detection for similar reasons as reanalyses (Section 3.2.2.1). High quality proxy 

reconstructions should contain the same climate signal as the observations, proxies are 

independent of instrumental LSAT observations (with the possible exception of during their 

calibration period) and therefore should not be affected by the same biases/inhomogeneities, 



54 Chapter 3 

 

 

and in the early instrumental period proxy data often have broader spatial coverage than the 

instrumental observations (Figure 3.2).  

 

Figure 3.2. Spatial availability of a) documentary reconstructions of temperature (at least 30 years 

in length) for the period 1400-1880 and b) temperature-sensitive proxy data in the PAGES2k 

database. c) Temporal availability of the proxies in the PAGES2k database. Figure a) is from 

Burgdorf (2022); b) and c) are from PAGES2k Consortium (2017). 

The use of proxy reconstructions to assess instrumental datasets for potential 

inhomogeneities and biases is well established. Pfeiffer et al. (2017), for example, used a 

coral-based proxy reconstruction of temperature in the Indian Ocean to identify a bias in 

observed sea surface temperatures and several European studies (including: Böhm et al. 

  a) 

  b) 

  c) 
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(2010); Büntgen et al., (2006); Frank et al. (2007); Hiebl et al. (2006) and Meier et al. (2007)) 

have used proxy temperature reconstructions to highlight potential instances of the exposure 

bias in LSAT observations. The use of proxy reconstructions to identify exposure biases in 

CRUTEM5_sdb will therefore be explored further in the following section (3.3). 

3.3. Exploring the potential to use 20CRv3 and proxies to identify exposure biases 

Section 3.2.2 highlights the limitations of using neighbouring weather station data as 

reference series for relative breakpoint detection and outlines the potential to use two 

alternative sources of temperature data (reanalysis and proxy reconstructions) to identify 

pervasive inhomogeneities (such as the exposure bias). This section explores this potential 

in more detail via a comparison between 20CRv3, four proxy reconstructions and one early 

instrumental series from CRUTEM5_sdb: Berlin Dahlem. Note that other early instrumental 

series from CRUTEM5_sdb were also assessed, but only the assessment of the Berlin 

Dahlem series is presented here. 

3.3.1. Data & Methods 

3.3.1.1. Berlin Dahlem weather station 

Berlin Dahlem weather station (referred to going forward as Dahlem) is located on the 

outskirts of Berlin, Germany, at approximately: 52.5°N, 13.3°E. It is one of the longest 

continuous records in CRUTEM5_sdb, starting in January 1769 and continuing until the 

present day. The station was chosen for assessment here because a) the record begins almost 

a century before the invention of the Stevenson screen in the 1860s (Stevenson, 1866), 

meaning changes in exposure are likely to have occurred, and b) the series is not known to 

have been adjusted for the exposure bias, meaning any bias should still be present in the 

observations.  

3.3.1.2. 20CRv3 

The absolute temperature series from the grid cell containing the Dahlem weather station 

(centred on 52.281°N, 13.359°E) was extracted and the correlation between the reanalysis 

ensemble mean and the observations was tested using Pearson’s correlation coefficient 

applied on an annual 30-year rolling basis. This assessment was conducted in addition to the 

assessment shown in Figure 3.1, as the correlation may not remain stable over time (e.g. due 

to the quantity and quality of assimilated data) and because a good correlation between the 

gridded data does not guarantee the same for an individual station series (Dee et al., 2014; 
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Slivinski et al., 2020). The two series were found to be sufficiently correlated (r≥0.8) from 

1850.  

A ‘best fit’ version of 20CRv3 was then created by linearly regressing the 20CRv3 series 

onto the Dahlem observations (on a monthly basis) over the period 1950-2015. This was 

done to compensate for any biases which may affect 20CRv3, or any microclimatic factors 

which may produce an offset between 20CRv3 and the Dahlem observations. The period 

1950-2015 was chosen for the regression because the data is more certain during that period 

and, importantly, because the data is unlikely to be affected by the exposure bias (arising 

from the introduction of a Stevenson screen) during that period (Parker, 1994). A comparison 

between the ‘best fit’ 20CRv3 series and the Dahlem observations was then undertaken. As 

this is an initial exploratory analysis, no statistical breakpoint detection techniques were 

applied at this stage. Note that all future references to 20CRv3 (in Section 3.3), including 

Figures 3.3 to 3.5, refer to the ‘best fit’ version of the data.  

3.3.1.3. Proxy reconstructions 

A review of the literature and databases of palaeoclimate data (e.g. Burgdorf (2022); 

Burgdorf et al. (2023); National Oceanic and Atmospheric Administration (n.d.); PAGES2k 

Consortium (2017) and St. George (2014)) was conducted to identify high quality proxy 

temperature reconstructions which were: a) independent of the Dahlem observations (at least 

during the period of interest, see Table 3.1: ‘Calibration period’), b) located no more than 

1,200km from Dahlem weather station (the correlation decay length for monthly mean air 

temperature (Harris et al., 2014)) and c) sufficiently temporally resolved (monthly-to-

annually) and of sufficient duration to be used as reference series. More than ten proxy 

reconstructions met these criteria and four were selected for further assessment: one tree 

ring-based reconstruction (Anchukaitis et al. (2017)) and three documentary-based 

reconstructions (Dobrovolný et al. (2010); Možný et al. (2016) and Tarand and Nordli 

(2001)) (see Table 3.1 for details). The former three reconstructions were chosen because of 

their proximity to Dahlem weather station - all are within 400km - and the latter was chosen 

to enable an assessment of the Dahlem winter temperatures. Note that Anchukaitis et al. 

(2017)  is a five-degree gridded dataset for the Northern Hemisphere; going forward when 

Anchukaitis et al. (2017) is referred to, it is the series from the grid cell containing the 

Dahlem weather station (centred on 52.5°N, 12.5°E) that is being discussed. 



3.3. Exploring the potential to use 20CRv3 and proxies to identify exposure biases 57 

 

 

Each proxy reconstruction selected for use here preferentially represents the temperature in 

a sub-section of the year: for example, Anchukaitis et al. (2017) is most strongly correlated 

with May-to-August (MJJA) temperatures and Možný et al. (2016) with April-to-August 

(AMJJA) (see Table 3.1: ‘Season’ column). To enable a comparison with the proxy 

reconstructions, corresponding seasonal means were produced from the Dahlem series and 

(where necessary) both the observations and reconstructions were converted to temperature 

anomalies relative to the 1961-1990 mean. Pearson’s correlation coefficient was then used 

to assess the correlation between the proxy reconstructions and Dahlem observations 

between 1950-2000 and further comparisons undertaken if the proxy reconstruction was 

deemed sufficiently correlated. Note that, as proxies can be influenced by factors other than 

temperature, a lower correlation threshold of r ≥0.6 was considered sufficient for use here 

(analysis by Briffa et al. (2002) suggests only the top quartile of tree-ring-density-based 

temperature reconstructions have a correlation coefficient of ≥0.6). As in Section 3.3.1.2, no 

statistical breakpoint detection techniques were applied at this stage.   

Table 3.1. Details of the proxy reconstructions used as reference series. The ‘Season’ column details 

the months the reconstruction represents and the ‘Calibration period’ column details the instrumental 

data and time period used to calibrate the reconstructions. 

Study Location Duration Proxy Season Calibration period 

Anchukaitis et 

al. (2017) 

Grid cell centre: 

52.5°N, 12.5°E  
750-2014 Tree rings MJJA 

1945-1988 

Data: Cowtan and Way 

(2014) 

Dobrovolný et 

al. (2010) 

Central Europe 

49°N, 13°E 

1500-

2007 
Documentary JJA 

1771-1816 

Auer, Böhm and Schöner 

(2001) 

Možný et al. 

(2016) 

North of Prague, 

Czech Republic 

1499-

2015 

Grape harvest 

dates 
AMJJA 

1811-2010 

Data: Brázdil et al. 

(2012) 

Tarand and 

Nordli (2001) 

Tallin, Estonia 

59.4°N, 24.8°E 

1500-

2000 

Ice break-up 

dates 
DJFM 

1757 onwards 

Data: Tallinn, Stockholm 

& St Petersburg series 

MJJA = March-to-August; JJA = June-to-August; AMJJA = April-to-August; DJFM = December-to-March. 

3.3.2. Results 

3.3.2.1. 20CRv3 

A comparison between the Dahlem observations and 20CRv3 (Figure 3.3a) illustrates close 

agreement between the annual means from approximately 1910, and in the interannual 

variability from approximately 1850, but highlights an offset between the two series prior to 
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1910 when the observed temperatures are approximately 1°C warmer than the 20CRv3 

ensemble mean. This offset is particularly evident in the difference between the two series 

(Figure 3.3b) and suggests a breakpoint occurred in 1908, when there is a transition from 

generally warmer observed temperatures to similar or cooler, and when the difference 

between the series jumps by -0.76°C. The correlation between the Dahlem observations and 

the 20CRv3 ensemble mean also supports the occurrence of a breakpoint in 1908. Figure 3.4 

shows high seasonal correlations between the two series for the period 1850-1907 and 1908-

2015 (r≥0.87) but highlights an offset in the regressions between each period, indicative of 

a step-change in the mean temperatures in one series, as may occur due to a breakpoint. 

 
Figure 3.3. a) Annual mean Berlin Dahlem observations compared to the 'best fit' version of 20CRv3. 

The grey and blue shading show the 90% confidence interval and ±1 standard deviation of the 

20CRv3 ensemble, respectively. b) Difference between the observations and 20CRv3 (Berlin 

Dahlem minus 20CRv3). 1908 is marked by the red dashed line. 

An examination of the frequency and magnitude with which the Dahlem observations exceed 

the 20CRv3 ensemble mean and 95th percentile (Figure 3.5) further strengthens the evidence 

for a breakpoint in 1908. Visually, there is a clear change in the frequency and magnitude of 
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exceedance in all seasons in 1908 (marked by the dashed red line in Figure 3.5), and 

statistically the frequency of exceedance indicates a breakpoint in the data. If 20CRv3 

provides an accurate representation of the climate in Europe (which previous studies and the 

strong correlations found in Figure 3.1 and Figure 3.4 suggest it does (Gillespie et al., 2021; 

Slivinski et al., 2020)) then, by definition, only 5% of the Dahlem observations might be 

expected to fall outside of the 20CRv3 95th percentile. This is approximately the case post-

1908 when 2%-7% of seasons exceeds the 95th percentile, however, between 1850-1907, a 

substantially higher percentage of seasons exceed it: ranging from 31% of winter mean 

temperatures to 74% of autumn mean temperatures. These percentages are substantially 

higher than 5% and are unlikely to have occurred by chance. Thus, these results strongly 

suggest a breakpoint occurred in 1908 in either the Dahlem observations or the 20CRv3 data.   

 
Figure 3.4. Seasonal correlations and regressions between the 20CRv3 ensemble mean and the 

Berlin Dahlem observations. The colours of the markers delineate the observation year (only the 

period 1850-2015 is shown), ‘s’ is the slope of the regression line and ‘r’ is Pearson’s correlation 

coefficient. 
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Further assessment of Figure 3.4 and Figure 3.5 highlights a possible seasonal component to 

the breakpoint. Between 1908-2015 the correlations shown in Figure 3.4 are relatively stable 

between seasons, confirming there are no inherent seasonal differences between the two 

series; however, prior to 1908, differences between the seasons become apparent. The offset 

in the regressions between the pre- and post-1908 periods is larger in summer and autumn 

than in the winter, suggesting the cause of the breakpoint has a seasonal cycle and affects 

the summer months more than the winter. This suggestion is supported by Figure 3.5 which 

clearly illustrates that the observed summer and autumn mean temperatures exceed the 

20CRv3 ensemble mean (left-hand panel) and 95th percentile (right-hand panel) more 

frequently, and by a greater magnitude, than the winter mean temperatures. In summer, for 

example, the observations exceed the 20CRv3 ensemble mean in every year (between 1850-

1907), with a median exceedance of 1.01°C, whereas exceedance occurs in only 72% of 

winters during the same period, with a substantially lower median exceedance of 0.65°C. 

 
Figure 3.5. Occasions the Berlin Dahlem seasonal mean temperatures exceed the 20CRv3 ensemble 

mean (left panel) and 95th percentile (right panel). The upper number in each plot is the median 

observed exceedance between 1850-1907 (inclusive) and the lower number is the percentage of 

observed seasonal means which exceed 20CRv3 during the same period. The vertical dashed red 

lines mark 1908. 
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The timing and characteristics of the offset between the observations and 20CRv3 suggest 

the breakpoint could have been caused by a change in thermometer exposure. The literature 

suggests the transition to Stevenson screens occurred in the early-twentieth century in 

Prussia (which incorporated present-day Berlin) (Gorczynski, 1910; Parker, 1994) and the 

parallel measurements assessed in Chapter 2 indicate earlier exposures caused a warm bias 

which was often largest in the summer months. Note, however, that the magnitude of the 

offsets identified here are larger than the mean June-to-August biases identified in Chapter 

2, which were between -0.15°C and -0.32°C dependent on category of exposure, though one 

parallel measurement series does show a June-to-August bias which is almost as large 

(-0.98°C compared to approximately -1°C here).  

Care, however, needs to be taken when interpreting these results. The 20CRv3 data may not 

be homogenous: changes in the quantity and quality of assimilated observations and SST 

boundary conditions can lead to biases in reanalysis data and biases may also exist in the 

underlying NWP model (Dee et al., 2014). Ferguson and Villarini (2014), for example, found 

inhomogeneities in an earlier version of the Twentieth Century Reanalysis (Compo et al., 

2011). More recent assessments (e.g. Gillespie et al. (2021)) that suggest version 3 is 

homogenous from at least 1850 (which concurs with the rolling correlations conducted here) 

give confidence in the homogeneity of the series; however, the fact remains that this 

comparison, in isolation, cannot definitively attribute the breakpoint to either series.  

3.3.2.2. Proxy reconstructions 

 
Figure 3.6. Correlation between the corresponding Berlin Dahlem observations and a) Anchukaitis 

et al. (2017), b) Dobrovolný et al. (2010), c) Možný et al. (2016) and d) Tarand and Nordli (2001) 

for the period 1950-2000. Pearson’s correlation coefficient is given by ‘r’. 

Figure 3.6 illustrates reasonably good comparability between the four proxy reconstructions 

and the Dahlem seasonal means during the recent period (1950-2000). The correlation 

coefficients for the three documentary-based reconstructions are stronger than for the tree 
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ring-based reconstruction (0.74-0.79 compared to 0.64, respectively), however all are 

sufficiently well correlated (r≥0.6) to be used as reference series. Note that the lower 

correlation for Anchukaitis et al. (2017) may arise from the fact the reconstruction 

incorporates information from more distant proxies than the other three reconstructions - 

each grid cell can include information from up to 2000km away - thus potentially weakening 

the local climate signal.  

The agreement between the four proxy reconstructions and the Dahlem observations is also 

apparent in Figure 3.7 which shows good agreements between the series in the recent period 

(from at least 1950) and reasonably consistent interannual variability throughout the records. 

Prior to 1900, however, the three warm season proxies: Dobrovolný et al. (2010); Možný et 

al. (2016) and Anchukaitis et al. (2017), appear to diverge from the Dahlem observations, 

with the proxies indicating cooler temperatures than the instrumental records. The 

divergence is most pronounced in Anchukaitis et al. (2017) with the observations exceeding 

the reconstructed temperatures in 92% of years between 1850-1900, with a median 

exceedance of 1.06°C (and a maximum exceedance of 2.26°C). Of the three warm season 

reconstructions, Možný et al. (2016) shows the smallest divergence, however, there does 

appear to be a shift to generally cooler reconstructed temperatures pre-1900, with warmer 

observations than reconstructed again present in 92% of years (between 1850-1900), but 

with a smaller median exceedance of 0.76°C. Although each warm season reconstruction 

indicates the spring/summer instrumental observations may be too warm in the nineteenth 

century, the difference series (black lines, Figure 3.7a-c) do not exhibit a clear (or consistent) 

breakpoint. Možný et al. (2016) presents some evidence for a breakpoint in 1908 – ΔT jumps 

from 0.46°C in 1907 to -0.79°C in 1908 – but the divergence between the observations and 

Anchukaitis et al. (2017) and Dobrovolný et al. (2010) appears to be more gradual with no 

obvious breakpoint evident.  
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Figure 3.7. Comparison between the Berlin Dahlem observations and a) Anchukaitis et al. (2017), 

b) Dobrovolný et al. (2010), c) Možný et al. (2016) and d) Tarand and Nordli (2001). The grey and 

coloured lines represent the observed seasonal means and proxy reconstructions, respectively, and 

the black line (secondary axis) shows the difference between the two (observations minus proxy 

reconstruction). The dashed vertical red lines identify 1908 and the grey shading represents the proxy 

calibration period. 
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Interestingly, the only winter temperature reconstruction assessed here, Tarand and Nordli 

(2001), does not show a clear divergence from the observations in either a visual comparison 

of the two series (Figure 3.7d), or in the magnitude of the difference series which remains 

relatively stable throughout (black line, Figure 3.7d). As in Section 3.3.2.1, this suggests 

there may be a seasonal component to the divergence, with the winter months less effected. 

This is also supported by the fact that Možný et al. (2016) - which represents spring and 

summer temperatures (AMJJA) - exhibits a smaller divergence from the Dahlem 

observations than Anchukaitis et al. (2017) and Dobrovolný et al. (2010), which primarily 

represent the temperature in the summer months: May-to-August and June-to-August, 

respectively.  

Note, however, that the absence of an obvious divergence between the Dahlem observations 

and the Tarand and Nordli (2001) reconstruction does not necessarily mean the divergence 

identified in Figure 3.7a-c is seasonal nor that the winter observations are homogenous. 

Likewise, the presence of a divergence from the proxy reconstructions does not necessarily 

mean the summer observations are inhomogeneous. In both instances, the presence/absence 

of a divergence could instead be a reflection of the proxies each reconstruction is based on. 

All three warm season reconstructions incorporate information from biological proxies: 

Anchukaitis et al. (2017) is based on tree ring indicators (e.g., ring width and density), 

Možný et al. (2016) is based on grape harvest dates and Dobrovolný et al. (2010) 

incorporates information from various sources including phenological data and crop harvest 

dates, whereas Tarand and Nordli (2001) does not, the reconstruction is based on ice break-

up dates. Biological proxies are influenced by factors other than temperature. For example, 

tree ring width can be affected by soil moisture, CO2 concentration, tree age, forest 

management practises and pests (Briffa, 1995; Frank et al., 2022) while crop and grape 

harvest dates can be affected by changing crop varieties, in addition to many of the 

previously listed variables (de Cortázar-Atauri et al., 2010). As a result, the divergence 

evident in Figure 3.7a-c could reflect changes in any one of the listed factors, or changes in 

the relative influence that each factor has on the proxy through time, rather than a breakpoint 

in the Dahlem observations. The temperature signal derived from observations of ice break-

up is not affected by the majority of the factors listed above - although it may be influenced 

by others, such as observer presence or subjectivity (Nordli et al., 2007) - therefore the same 

break would not occur if it were unrelated to temperature. Therefore, the lack of divergence 

between the observations and Tarand and Nordli (2001) could indicate a seasonal breakpoint 



3.3. Exploring the potential to use 20CRv3 and proxies to identify exposure biases 65 

 

 

in the observations, consistent with an exposure bias, or it could indicate a non-temperature 

related divergence specific to the biological proxies/warm season. Thus, these comparisons 

do not provide definitive evidence of a breakpoint in the Dahlem observations. 

3.3.3. Discussion and conclusions 

This section has explored the potential to use 20CRv3 and proxy temperature reconstructions 

as reference series in order to identify exposure biases in CRUTEM5_sdb, using the Berlin 

Dahlem observed temperature series as a case study. 20CRv3 and proxy-derived 

temperatures were identified as potentially useful reference series because: a) the series 

should contain the same regional climate signal as the observations and b) the series are 

(largely) independent of the temperature observations and thus should not be affected by the 

exposure bias (as long as the observations are not used as a calibration target for the proxy 

reconstruction during the period of interest). Additionally, previous studies have highlighted 

the potential to use reanalyses (e.g. Gillespie et al. (2021, 2023)) and proxy reconstructions 

(e.g. Frank et al. (2007) and Pfeiffer et al. (2017)) to identify inhomogeneities in temperature 

series and official guidance (World Meteorological Organization (2020)) now recommends 

the use of reanalyses for homogenisation where an inhomogeneity affects a large proportion 

of the observing network (as is the case for the exposure bias).  

The preliminary comparisons between the Berlin Dahlem instrumental observations and data 

from proxy reconstructions and 20CRv3 appear to confirm this potential. The comparisons 

both suggest temperatures in the nineteenth century were cooler than the Berlin Dahlem 

observations indicate, particularly in the summer and autumn months, with remarkable 

agreement between the comparisons evident. Between 1850-1907 (1900 for the proxy 

reconstructions), for example, the Dahlem JJA means exceeded the 20CRv3 ensemble mean 

and the Anchukaitis et al. (2017) reconstruction in 100% and 92% of summers, respectively, 

with a median exceedance of 1.01°C and 1.06°C. The only inconsistency between the 

comparisons is in regard to whether the winters were also cooler than the instrumental 

observations indicate. 20CRv3 suggests they were prior to 1908, whereas the winter proxy 

reconstruction (Tarand and Nordli (2001)) does not provide compelling evidence of this. The 

timing of the breakpoint is also not conclusive: the 20CRv3 data strongly suggests the 

breakpoint occurred in 1908 (and Možný et al. (2016) provides some support for this) 

however, there is no clear breakpoint year present in the difference series with Anchukaitis 

et al. (2017) and Dobrovolný et al. (2010).  
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In both the comparisons, the characteristics of the possible breakpoint are generally 

consistent with the characteristics of the exposure bias indicated in Chapter 2 (Section 2.3). 

The likely timing of the breakpoint in 1908 falls within the period Stevenson screens were 

introduced in Prussia; the divergence most likely has a seasonal component; and the 

magnitude of the differences between the observations and the reference series are similar 

to those identified in Section 2.3 (although marginally higher). As a result, it may be logical 

to suggest the divergence between the series occurs due to the introduction of a Stevenson 

screen. However, as noted previously, while the characteristics of the divergence can provide 

an indication of the cause of the breakpoint, these comparisons alone cannot confirm this, 

nor that the breakpoint occurs in the Dahlem observations. Although, in this case, the 

likelihood of the latter is greatly increased by the presence of the divergence in four different 

reference series which are unlikely to be affected by the same biases.  

To determine whether the breakpoint identified in the comparisons represented a true 

inhomogeneity in the Dahlem observations, a subsequent review of the station metadata was 

undertaken. This confirmed the occurrence of a non-climatic break in 1908 when the Berlin 

Dahlem weather station was relocated from the city of Berlin to the suburb of Berlin-Dahlem 

and a Stevenson screen was introduced (Figure 3.8) (Cubash & Kadow, 2011; Pelz, 2007; 

Smithsonian Institution, 1927). Thus, in this instance the use of proxy reconstructions, and 

particularly 20CRv3, as reference series led to the successful identification of a non-climatic 

breakpoint arising partially from the introduction of a Stevenson screen.  

 

Figure 3.8. Location of the Berlin Dahlem weather station from 1908. Note the Stevenson-type 

screen circled in red. Image from: Pelz (2007). 
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However, there are some limitations to applying this method more broadly for the purposes 

of determining when and where to apply the bias-estimation models to stations in 

CRUTEM5_sdb. The first limitation concerns data availability. Although 20CRv3 is 

globally complete, the correlation between 20CRv3 and individual series in CRUTEM5_sdb 

is not always sufficient for 20CRv3 to be used as a reference series. This is because the 

quality of 20CRv3 (in terms of reproducing the observed climate signal) depends on factors 

such as the quality and quantity of assimilated observations (Dee et al., 2014; Sterl, 2003). 

Europe is an observation-rich region, and thus 20CRv3 is reasonably well-constrained in 

Berlin throughout its record; however, many regions are not as well-constrained, particularly 

in the early period (Compo et al., 2019; Slivinski et al., 2020). In Australia and South 

America, for example, very few surface pressure observations are assimilated until the late-

1870s and early-1930s, respectively (Compo et al., 2019), and the lack of observational 

constraint is reflected in the weaker correlations between 20CRv3 and observations in those 

regions. A 30-year annual rolling correlation between 20CRv3 and Moruya Heads weather 

station in southeast Australia, for example, remains below 0.8 from the start of the observed 

temperature record in 1876 until 1927 and is not consistently above 0.8 until the 1980s. Thus, 

in some regions and time periods, 20CRv3 is not sufficiently correlated with individual 

series in CRUTEM5_sdb (for a sufficient duration) to be used as a reference series. 

This limitation is not restricted to 20CRv3. Despite the reasonably good spatial coverage of 

proxies in the early instrumental period (compared to instrumental observations; Figure 3.2), 

well correlated, independent proxies with sufficient temporal resolution and duration to act 

as reference series are not available for all series in CRUTEM5_sdb which require 

assessment. This is because many proxies are unevenly spatially distributed and 

geographically limited by factors such as climate. Tree-ring-based temperature 

reconstructions, for example, are generally limited to the high latitudes or altitudes where 

temperature is the primary limiting factor for tree growth and ice-core-based reconstructions 

are limited to regions which have (or have recently had) continuously accumulating glaciers 

or ice sheets (Bradley, 2015). Documentary-based reconstructions are also unevenly 

spatially distributed; they are only found in regions which have had permanent and literate 

societies over recent centuries, which have long traditions of recording weather or climate 

dependent phenomena (e.g. phenological records of cherry tree flowering in Japan (Aono & 

Kazui, 2008)) and where there have been research efforts to convert the records into 

reconstructions of temperature (Burgdorf, 2022; Burgdorf et al., 2023; Pfister et al., 2009). 
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As a result, documentary-based reconstructions are currently mostly confined to the 

Northern Hemisphere and are most abundant in Europe and East Asia (Figure 3.2a) 

(Burgdorf, 2022; Burgdorf et al., 2023; Pfister et al., 2009). Due to this uneven distribution, 

in some regions, particularly regions such as South America and Australia where the 

capacity of 20CRv3 to act as a reference is also diminished, there may not be any (proxy- or 

reanalysis-based) reference series available to use. In addition, even where proxy 

reconstructions are available, independent and well-correlated with the instrumental series, 

they may not be suitable for identifying breakpoints arising from the introduction of 

Stevenson screens. If only winter temperature reconstructions are available, for example, it 

may be more difficult (or impossible) to identify relevant breakpoints, as the exposure bias 

is generally small, or negligible, in the winter months (Chapter 2). This is demonstrated by 

the Dahlem case study: if only the Tarand and Nordli (2001) reconstruction was available 

for comparison, the 1908 breakpoint wouldn’t have been identified.  

The second key limitation regards the inability to distinguish whether the breakpoint is 

present in the candidate or reference series, or to determine the cause of the break. In order 

to apply the bias-estimation models developed in Chapter 2, confidence that the breakpoint 

occurs in the observations and that the break arises due to the introduction of a Stevenson-

type screen is required. In traditional breakpoint detection the former would usually be 

addressed by comparing the candidate series to multiple reference series - if the break occurs 

consistently in multiple comparisons, then it can be attributed to the candidate (Caussinus & 

Mestre, 2004; Menne & Williams, 2009). For many series in CRUTEM5_sdb, however, it 

may not be possible to make multiple comparisons. 20CRv3 is currently the only sparse-

input reanalysis which starts before 1900, so a second reanalysis reference series could not 

be used, and many regions may only have one proxy or one source of proxy (i.e., tree rings). 

Therefore, it will not always be possible to determine, with confidence, whether the 

breakpoint occurred in the CRUTEM5_sdb observations. In terms of determining the cause 

of the breakpoint, the characteristics of the break or divergence may give an indication (as 

discussed above), however a review of the metadata would always be required to confirm 

this, as is the case in the Berlin Dahlem case study. 

Finally, and most crucially for these purposes, even if it were possible to overcome the 

previously noted limitations and every identified breakpoint arose from a change in 

exposure, metadata would still be required to confirm the latter and to determine the type of 

historic exposure in place prior to the introduction of the Stevenson screen. Without this 
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additional information about the historic exposure in use it would not be possible to 

determine the appropriate bias-estimation model to apply. Therefore, while the use of 

reanalyses and/or proxy reconstructions have evident potential to identify breaks and 

inhomogeneities in observations of temperature in some regions, they cannot, in isolation, 

provide the information necessary to apply the bias-estimation models to CRUTEM5_sdb. 

Thus, the only presently available option is to use metadata to determine the timing of the 

introduction of the Stevenson screen, and the historic exposure(s) in use prior to the 

introduction. The following section will therefore outline the development of a database of 

historic exposures for CRUTEM5_sdb. 

3.4. Developing a database of historic exposures for CRUTEM5_sdb 

The creation of a database of historic exposures was a substantial undertaking which has not 

previously been completed for the majority of series in CRUTEM5_sdb. As this study is 

concerned specifically with the transition to Stevenson-type screens at stations in the mid-

latitudes, metadata collation was prioritised for stations or countries between 30° and 60 

latitude (North and South of the equator), metadata were only collated for stations which 

have data before 1961 (by which time the majority of stations would have had Stevenson 

screens), and only metadata detailing exposures in use prior to the transition to Stevenson 

screens were recorded. Unless the metadata suggested otherwise, it was assumed that 

stations did not revert back to historic exposures once the transition to a Stevenson screen 

had been made.  

The HathiTrust Digital Library, Internet Archive, Met Office Digital Library and Archive 

and the NOAA Foreign Climate Data Repository all proved to be particularly useful sources 

of exposure metadata (see Appendix B for further details). Each contains freely available 

scans of yearbooks and other meteorological sources. These sources were carefully 

examined for any information related to thermometer exposures: either descriptions of the 

thermometer exposure in use at a station during a given time period, mentions of when 

exposure changes were implemented, or more general information regarding the type(s) of 

exposures found in particular regions. Any gathered metadata was mapped to the stations in 

the CRUTEM5_sdb using information about the station name, station location and/or station 

ID number. 

The exposure metadata were compiled for station records at an annual resolution and given 

a source code to indicate the level of confidence attached to the information. A source code 
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of ‘1’ was applied when a given exposure was known to be in use at the station in the specific 

year; a source code of ‘2’ was applied when the exposure was estimated using station-

specific metadata; a source code of ‘3’ was applied when the exposure was estimated and 

applied to all stations within a country or region based on country or Meteorological Service-

specific metadata and a source code of ‘4’ was applied where no exposure information was 

found. Where the transition between two screen types (including the introduction of the 

Stevenson-type screen) was known to occur in a particular period, but could not be 

pinpointed to a year, a transition period was noted in the database and the details of both 

screen types entered. A flag was also applied if the particular version of a station’s data 

contained in CRUTEM5_sdb was known to have already been adjusted for the exposure bias 

- such as the stations adjusted by Brunet et al. (2006, 2011) and Böhm et al. (2010) - to 

prevent additional adjustments being applied to those already-adjusted stations.  

Examples of source code ‘1’ (station-specific) and source code ‘3’ (NMS-/ country-specific) 

information are outlined in the following sections. Details of all the source code ‘3’ 

information used to populate the database are also given in Appendix B.  

3.4.1. Station-specific metadata (Source codes ‘1’ and ‘2’) 

Wherever possible, station-specific metadata were used to populate the database of historic 

exposures. This form of metadata was considered to be the most accurate and reliable and 

was always prioritised over higher-level source code ‘3’ metadata. Valuable sources of 

station-specific metadata included: the published literature, Meteorological Service or 

Observatory Yearbooks and the World Weather Records books collated by the Smithsonian 

Institution (1927, 1934, 1947). An example of the source code ‘1’ metadata applied to 

Poznan-Lawica weather station in Poland is provided below.  

3.4.1.1. Poznan-Lawica, Poland 

Table 3.2. Exposure metadata for Poznan-Lawica, Poland detailed in Kolendowicz et al. (2019). 
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Information about the exposures in use at Poznan-Lawica weather station in Poland, 

including the timing of the introduction of the Stevenson screen, had previously been 

collated and published by Kolendowicz et al. (2019). The published information, shown in 

Table 3.2, was used to assign the exposures to one of the four categories described in Section 

2.2, and the assigned category was then used to populate the database. 

Based on Table 3.2, Poznan-Lawica was given the exposure classification ‘Wall-mounted’ 

between 1881 (the start of the record in CRUTEM5_sdb) and 1911 and ‘Stevenson screen’ 

between 1912 and present. Note that from 2017 a source code of ‘2’ was applied to the 

metadata entry on the basis that the metadata in Table 3.2 is not specific to the years after 

2016; the exposure classification from 2017 is therefore an informed estimate based on the 

station-specific metadata (and thus falls under source code ‘2’ rather than ‘1’).  

As the Poznan-Lawica record in CRUTEM5_sdb begins in 1881, no exposure metadata were 

required prior to 1862. If the record had started before 1862, then either country-

/Meteorological Service-specific metadata would have been applied (source code ‘3’) or, if 

unavailable, the exposure would have been listed as ‘Unknown’ (source code ‘4’).  

In this instance, each exposure fell into one of the categories defined in Section 2.2, however, 

if an exposure did not - for example, a thermometer exposed in an unheated room or shaded 

by a tree - a classification of ‘Miscellaneous’ would have been applied and the details of the 

miscellaneous exposure recorded in the database. 

3.4.2. Country-level metadata (Source code ‘3’) 

As noted in Section 3.2.1, records of metadata are not always available or easily accessible 

for weather stations, particularly in the EIP, and even where metadata exist, information 

about the exposures in use and/or the timing of changes in exposure were not always 

documented. As a result, station-specific metadata were not found for all weather stations 

within CRUTEM5_sdb, or for all time periods. In such instances, higher-level information, 

specific to the country or Meteorological Service that the station was administered by, was 

used to populate the database. This information was only applied where more specific 

information (source codes ‘1’ or ‘2’) was not available and every effort was made to account 

for changes in national borders and governance over time when applying assumptions.  
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An example of the source code ‘3’ metadata applied to weather stations in India is included 

below and all of the source code ‘3’ metadata used to populate the database can be found in 

Appendix B. 

3.4.2.1. India 

 

Figure 3.9. Thatched thermometer sheds of the style believed to be in use in India between at least 

1876 and 1930. Images (clockwise from top): Report on the Administration of the Madras Presidency 

during the year 1867-68. (1868), Field (1920) and Lee (2016). 

Meteorological observations in India began in the late-1700s, however it was not until 1875 

that they were brought under the control of the Government (via the establishment of the 

Indian Meteorological Network) and observing practises were standardised (India 

Meteorological Department, n.d.). The first centralised instructions for observers were 

issued in 1876 (Blanford, 1876b) and recommended exposing thermometers under a 
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‘thatched shed’, of the style shown in Figure 3.9. In the same year the ‘Report on the 

Meteorology of India’ (Blanford, 1876a) suggested the majority of stations were following 

this advice (Figure 3.10). The instructions remained the same (regarding thermometer 

exposure) until 1924 when the ‘India Weather Review’ (Government of India 

Meteorological Department, 1926) outlined a decision to replace all thermometer sheds with 

Stevenson screens. By the end of 1924, 30 stations had reportedly introduced the Stevenson 

screen, and by 1931 Stevenson screens were in use at 192 weather stations (out of an 

estimated 200, not all of which are included in CRUTEM5_sdb) (Figure 3.10) (Government 

of India Meteorological Department, 1926, 1933). The use of Stevenson screens in India 

continued until at least 1970 (Sparks, 1972). 

 

Figure 3.10. Descriptions of the thermometer exposures in use in India in the nineteenth and 

twentieth centuries taken from (top to bottom): Blanford (1876a), Government of India 

Meteorological Department (1926) and Government of India Meteorological Department (1933). 
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Based on the information above, the following country-specific (source code ‘3’) exposure 

classifications were applied to weather stations in India: 

• 1876-1923: Intermediate (Indian thatched thermometer shed) 

• 1924 - 1930: Transition to the Stevenson screen (Intermediate-to-Stevenson screen) 

• ≥1931: Stevenson screen. 

Prior to 1876 there are no Indian stations in CRUTEM5_sdb, within 30°- 60° latitude, with 

observations, so no earlier country-specific assumptions were required or applied. 

3.4.3. The CRUTEM5 database of historic exposures 

The CRUTEM5 database of historic exposures contains at least one entry of exposure 

metadata for 88% of stations within 30 to 60 degrees latitude (see Table 3.3 for details of the 

source codes applied) and illustrates how methods of exposing thermometers have evolved 

over time. As can be seen in Figure 3.11, wall-mounted exposures were almost exclusively 

used in the early part of CRUTEM5_sdb, until the introduction of early varieties of 

freestanding exposures (first open, then intermediate and closed) from the mid-1840s 

onwards. All four categories of historic exposure were in use in the decades which followed 

with none universally adopted. This began to change with the invention of the Stevenson 

screen in the 1860s (Stevenson, 1866). Its use grew gradually at first, but by the early 1900s 

it was the most commonly used exposure and by the 1930s it had been almost universally 

adopted in the mid-latitudes. 

Table 3.3. Number of stations and months in the CRUTEM5 database of historic exposures which 

were populated with each source of exposure metadata. 

 Stations Months 

Source code ‘1’ 538 146,759 

Source code ‘2’ 692 708,851 

Source code ‘3’ 4066 4,069,094 

 

The use of, and transition between, exposures was not spatially or temporally homogenous 

(see Video 3.1). Different countries and Meteorological Services favoured different 

exposures and introduced the Stevenson screen at different times. In the UK for example, 

wall-mounted, then open exposures were commonly used before the Stevenson screen was 

adopted in the early 1870s. In contrast, in India and Southeast Australia, intermediate 

exposures were the favoured historic exposure, and the Stevenson screen was not introduced 

https://rmets.onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fjoc.8401&file=joc8401-sup-0002-VideoS1.mp4
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until later – in the 1920s and 1890s respectively. This spatiotemporal heterogeneity 

reinforces the need to consider the exposure history of individual countries or regions when 

accounting for the exposure bias.  

 
Figure 3.11. Temporal evolution of the thermometer exposures in use at mid-latitude weather 

stations in CRUTEM5_sdb. The coloured shading represents the percentage of stations with each 

exposure over time (left-hand axis) and the white line shows the CRUTEM5_sdb station count (right-

hand axis). Note, only stations between 30° to 60° latitude, with data before 1961, are included. 

The collated exposure metadata for mid-latitude weather stations in the CRUTEM5 station 

database (with data before 1961) are openly accessible via the Zenodo data repository 

(zenodo.org/doi/10.5281/zenodo.10551196). One csv file is provided for each monthly 

timestep from January 1781 to December 2021 and each file contains details of the exposure 

category and source for each weather station with a temperature value in that month. 

3.5. Quantifying the exposure bias in CRUTEM5_ext  

Chapter 2 (Section 2.1) highlighted the need to improve the way exposure biases are 

accounted for in global temperature datasets and identified three elements required to do so: 

• an improved understanding of the characteristics of the exposure bias arising from 

different forms of historic exposure, including how they vary regionally or seasonally. 

• the ability to model or otherwise quantify the monthly mean exposure bias globally. 

• the ability to identify exposure bias affected series. 

Chapter 2 addressed the first two elements by using parallel measurement series to better 

characterise the bias (Section 2.3) and to develop three bias-estimation models (Section 2.4) 

and the preceding sections of Chapter 3 have addressed the final element via the creation of 

a database of historic exposures. In this section the application of these elements to 
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CRUTEM5_sdb, to quantify the exposure bias in a version of CRUTEM5 which has been 

extended to start in 1781 (CRUTEM5_ext), is outlined and the results discussed. 

3.5.1. Exposure metadata 

The CRUTEM5 database of historic exposures, outlined in Section 3.4 was used to identify 

the stations and time periods in CRUTEM5_sdb affected by the exposure bias as well as the 

appropriate bias-estimation model to apply. Stations were considered to be affected by the 

exposure bias if they had: a) exposed thermometers in any form of historic exposure and 

introduced the Stevenson screen at any point during their record and b) had not been 

previously adjusted for the exposure bias.  

3.5.2. Model application 

The models were applied to individual CRUTEM5_ext stations using model predictors 

obtained from: WFDE5 (SWD) and ‘climlab’ (TOA), as described in Section 2.4, and the 

station’s own actual temperature record (Ta). Where missing data prevented the calculation 

of Ta for a given year, the missing months were infilled using a climatology of the 

neighbouring ±15 years (minimum required years n≥10) and an estimate of Ta used instead 

to maximise the number of years the model could be applied to.  

The models were only applied to stations within 30° to 60° latitude, for the reasons outlined 

in Section 2.4, and to stations which were not known to have been adjusted for the exposure 

bias previously. Although Section 2.4 also acknowledges that the method used to calculate 

daily-mean temperatures influences the bias, the model application did not discriminate 

based on this due to insufficient metadata. This is a noted limitation of this approach and is 

discussed in Chapter 5. 

As the bias-estimation models were developed using the relatively few parallel measurement 

series available, a preliminary application of the models was conducted to identify whether 

applying the models outside of their calibrated ranges yields implausible results (i.e. 

overextrapolation). The predictors and estimated biases for the stations in CRUTEM5_sdb 

were compared with the observed biases and with the predictors used as input for the models. 

The comparison found no evidence of overextrapolation for wall-mounted and closed 

exposures, but some evidence for open exposures. For open exposures, the range of 

CRUTEM5_sdb predictors extended beyond the range of predictors used to develop the bias-

estimation model, and, at the extremes, the estimated biases did not remain within the 
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observed range. As we cannot be certain the relationship between the magnitude of the bias 

and the predictors continues linearly outside of the observed range, Equation 4 was 

constrained where Ta < 4.84°C and Equation 5 was constrained where Ta < 6.29°C, to 

prevent winter and summer bias-estimates exceeding 0.6°C, and 0.0°C, respectively, which 

are not generally observed. Note that these constraints affected only 36 months of data for 

one station in CRUTEM5_sdb and the constrained bias estimates always fell within the 

uncertainty range of the unconstrained estimates.  

The revised models were then reapplied to produce metadata-based estimates of the monthly 

mean exposure bias (with 95% confidence intervals) at individual stations within 

CRUTEM5_sdb. The confidence intervals were produced to inform the uncertainty 

associated with the new GloSAT dataset (introduced in Chapter 1). For the open and closed 

bias-estimation models, they were calculated based on equation 7.23 in Wilks (2019) and 

for the wall-mounted model they were calculated based on the standard deviation of the 

residuals. Note the magnitude of the confidence intervals varies by station, month and with 

the model applied, but an approximation of the uncertainty associated with each model can 

be found in Table 3.4 and in the figures in Chapter 2 (Section 2.4). The monthly bias 

estimates for each station were then used to adjust the monthly mean values in 

CRUTEM5_ext to produce an exposure bias adjusted version of the data (CRUTEM5_eba). 

As per World Meteorological Organization (2003, 2020) guidelines, the adjustments were 

applied to the observations made in the historic exposures, so the early observations ‘match’ 

the most recent homogenous section (the Stevenson screen) (see Figure 3.12). This is to 

allow series to be updated by appending new measurements without further adjustment. 

 

Figure 3.12. Illustration of the application of the exposure bias adjustments to bring the 

observations made in the historic exposures in-line with those made in the Stevenson screen. 
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Table 3.4. Uncertainties associated with each of the applied bias-estimation models. 

 

Coefficient(s) 

Constant 

Coefficient 

Standard Error Constant 

Standard Error 

Covariance Residual 

standard 

deviation 1 2 1 2 
Coefficient 1 

& Constant 

Coefficients 

1 & 2 

Coefficient 2 

& Constant 

Open: 𝒎𝒊𝒏∆𝑻𝒎 -0.062  0.390 0.015834  0.243433 -0.00373   0.153278 

Open: 𝒎𝒂𝒙∆𝑻𝒎 -0.058  0.881 0.018989  0.291937 -0.00536   0.324863 

Wall-mounted 0.005 -8.38x10-6 -0.469 0.000749 1.35x10-6 0.084357 -5.9x10-5 -9.93x10-10 9.79x10-8 0.223306 

Closed -0.002  -0.043 0.000387  0.054691 -1.8x10-5   0.191068 
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3.5.3. An exposure bias adjustment for CRUTEM5_ext 

The metadata identified 2,519 mid-latitude stations in CRUTEM5_sdb with probable biases 

resulting from the transition to Stevenson screens. Of those, bias-estimates were produced 

for 1,960 stations (524,894 months) leading to the partial adjustment of 82 stations and the 

complete adjustment of 1,878 in CRUTEM5_ext (Table 3.5). Unfortunately, not all stations 

or months could be adjusted - estimates could not be obtained where incomplete metadata 

prevented the identification of the appropriate bias-estimation model, or the presence of an 

exposure bias; where predictors could not be obtained, or where intermediate or 

miscellaneous exposures were identified (Table 3.5; Figure 3.13). Despite this, the metadata 

gathered, and the adjustments applied, indicate that the bias has now been minimized at 

75.1% of mid-latitude stations, representing 86.3% of the mid-latitude data in terms of 

monthly values. This is compared with just 37.7% of mid-latitude stations in CRUTEM5_ext 

which were not affected by the exposure bias, either because no transition to a Stevenson 

screen occurred during the record or because (for 1.5%) the record had already been adjusted. 

 
Figure 3.13. Location of stations which have been adjusted for the exposure bias, have not been 

adjusted but contain probable biases (for the reasons given in Table 3.5), or do not have metadata. 

Stations with metadata, but which were not adjusted, are not shown. 

At the hemispheric scale the impact of the bias adjustments is relatively small (Figure 3.14). 

In the Northern Hemisphere (NH) the mid-latitudinal annual mean is ≤0.016°C warmer 

before 1870 in CRUTEM5_eba and up to 0.1°C cooler between 1870 and 1934. In the former 

period, the seasonal adjustments are all of a similar magnitude, but differ in sign between 
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spring/autumn (≈0.05°C) and summer/winter (≈-0.03°); whereas in the latter period the 

seasonal adjustments are all negative, with the largest adjustments in summer (-0.2°C). The 

small adjustments – and their unique seasonal structure – before 1870, are due to the 

predominance of wall-mounted exposures, which introduce biases with an annual mean 

close to 0°C and a bi-annual seasonal cycle (Section 2.3.2). The change in the direction and 

seasonal structure of the bias after 1870 (and the increase in magnitude) occurs as a result of 

more series requiring correction for freestanding exposures, which produce larger biases 

with a single summer peak in the seasonal cycle (Sections 2.3.1 and 2.3.4). The largest 

adjustments, however, are relatively geographically constrained (Figure 3.15) meaning the 

overall effect on the mid-latitude mean remains small.  

 
Figure 3.14. Difference between CRUTEM5_ext and CRUTEM5_eba annual and seasonal means 

(ΔT = CRUTEM5_eba – CRUTEM5_ext) for the NH and SH mid-latitudes (coloured lines). The 

light blue line shows the number of stations with a non-zero bias estimate (adjustment). The dark 

grey shading shows the range of annual mean exposure bias adjustments present in each 

CRUTEM5_eba grid cell. The light grey shading with dashed outline shows the approximate range 

of 100 realisations of the exposure bias component in the HadCRUT5 error model for comparison.  
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Table 3.5. Number of stations and months which have been adjusted for the exposure bias, as well as the numbers which still require adjustment.  

*Stations may be counted more than once; for example, if a station has a period with missing metadata and a period with an intermediate exposure (no model).

Input: 

CRUTEM5_ext 
 Output: CRUTEM5_eba 

All stations  

Mid-latitude stations in 

CRUTEM5_sdb 

(located 30° – 60° 

North or South of the 

equator) with data prior 

to 1961 
 

Stations: 5,031 

Months: 5,708,463 

Exposure bias not 

present 
 

Stations: 1,898 (37.7%) 

 

Series flagged as already exposure bias adjusted 
 

Stations: 75 (1.5%); Months: 159,523 (2.8%) 

Exposure bias adjusted 
 

Stations: 3,776 (75.1% of 

stations) 

Months: 4,923,593 (86.3% of 

data) 

 

Metadata suggest there is no bias present  

- Stevenson screen in place from the start of the station record 

- Stevenson screen never introduced 
 

Stations: 1,823 (36.2%); Months: 1,489,136 (26.1%) 

Exposure bias present  

Metadata suggest a 

Stevenson screen was 

introduced part-way 

through a station record 
 

Stations: 2,519 (50.1%) 

Adjusted: Stations which have been adjusted for the exposure bias 
 

Stations: 1,878 (37.3%);  

Months: 2,836,051 (49.7%) (Adjusted: 486,148; No adjustment 

required: 2,349,903) 

Partially: Stations which have been 

partially adjusted for the exposure bias 
 

Stations: 82 (1.6%);  

Months: 140,962 (2.5%) (Adjusted: 

38,746; No adjustment required: 

74,033; Unadjusted: 28,183) 

Reason for missing bias 

estimates/adjustments: 
 

Missing exposure metadata 

Stations: 1,209 (24%) * 

Months: 769,453 (13.5%) 
 

No bias-estimation model 

Stations: 44 (0.9%) * 

Months: 13,389 (0.2%) 
 

Missing predictor(s) 

Stations: 10 (0.2%) * 

Months: 2,028 (0.04%) 

May require further 

exposure bias adjustment 
 

Stations: 1,255 (24.9% of 

stations) 

Months: 784,870 (13.7% of 

data) 

 

Unadjusted: Stations which have not 

been adjusted for the exposure bias 
 

Stations: 1,173 (23.3%);  

Months: 1,082,791 (19%) (No 

adjustment required: 326,104; 

Unadjusted: 756,687) 

No exposure metadata 

Series without any 

metadata in the database  
 

Stations: 614 (12.2%) 
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Figure 3.15. Difference between CRUTEM5_ext and CRUTEM5_eba seasonal and annual means over time (ΔT = CRUTEM5_eba – CRUTEM5_ext). 
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In the Southern Hemisphere (SH) the adjustments are always negative, with a similar 

seasonal structure to the latter period in the NH, but smaller and more temporally 

constrained, peaking at -0.07°C in 1856 and decreasing approximately linearly to ≈0°C by 

1900. Here the majority of adjustments are also for freestanding exposures, explaining the 

similar seasonal structure, however the smaller magnitude of the bias is because fewer 

adjustments were made in the SH: only 11 stations (2,803 months) compared with 1,949 

stations (522,091 month) in the NH. This is partly because there is less land, and thus fewer 

stations, in the SH mid-latitudes, but also because station records often started later, when 

Stevenson screens were already in place. Not all earlier stations were adjusted either: many 

lacked accessible metadata, exposed thermometers in intermediate exposures which could 

not be adjusted, or had been adjusted previously (Figure 3.13). Many also introduced 

Stevenson screens comparatively early, meaning fewer adjustments were required.  

The magnitude of the bias adjustments on a regional basis is much larger than for the mid-

latitudinal means and exhibits significant spatiotemporal variability (Figure 3.15). Between 

1851-1900, for example, large negative adjustments (up to -0.79°C in summer, and -0.57°C 

annually) are present in Mediterranean Africa and central Asia, whereas small positive 

adjustments are present in North America. This variability arises from the spatio-temporal 

heterogeneity of the historic exposures in use (Video 3.1), as well as the influence of solar 

radiation/temperature. The large negative adjustments in Mediterranean Africa and central 

Asia, for example, reflect the use of freestanding exposures in those regions combined with 

the influence of comparatively strong solar radiation and/or hot temperatures. In contrast, 

the small positive adjustments in North America reflect the continued use of wall-mounted 

exposures in the United States and Canada until the 1890s and 1900s, respectively, when 

many other nations had introduced freestanding exposures or Stevenson screens. 

A comparison between the bias adjustments produced here and the representation of the bias 

in HadCRUT5 (Figure 3.14) shows reasonable agreement annually over large spatial scales, 

but regionally the comparisons reinforce the limitations of the current representation (in 

HadCRUT5) identified in Section 2.1. The assumption of a fixed annual bias in HadCRUT5, 

with no spatio-temporal variation (outside of the two specified latitudinal bands), fails to 

capture the pronounced seasonal nature of the bias, differences in the magnitude and 

seasonal structure between (and within) exposure classes, or the spatio-temporal differences 

in the use of historic exposures and timing of the introduction of the Stevenson screen. These 

limitations are highlighted by the large discrepancies between the HadCRUT5 realisations 

https://rmets.onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fjoc.8401&file=joc8401-sup-0002-VideoS1.mp4
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and the grid cell adjustments (particularly between 1868-1934 in the NH and the late-1800s 

in the SH) and by the static nature of the realisations in comparison to the time-varying 

adjustments produced here. Note, however, that the simple exposure bias error model used 

in HadCRUT5 was only designed to capture the large-scale influence of the bias rather than 

the local variations. 

Opportunities for comparison with previous exposure bias adjustments are limited. Many 

previous studies simultaneously incorporated corrections for other inhomogeneities (e.g. 

Ashcroft et al. (2012)), did not adjust monthly Tm (e.g. Ashcroft et al. (2022) and Auchmann 

& Brönnimann (2012)) and/or are based on the parallel measurements used here (e.g. Brunet 

et al. (2006, 2011)). Comparisons with the few independent assessments available produce 

mixed results. The estimates produced here of a -0.44°C summer bias in Uppsala (which was 

not applied because this series in CRUTEM5 had already been adjusted), between 1858–

1864, and ≈-0.2°C summer bias in the NH mid-latitudes, between 1880–1900, are of a 

similar magnitude to assessments by Moberg et al. (2003) and Frank et al. (2007) who 

estimated biases of -0.5°C to -0.8°C in Uppsala and approximately -0.3°C in the NH (30–

90°N), respectively. However, Frank et al. (2007) estimated increasingly large NH biases 

earlier in the record and Moberg et al. (2003) consistently large biases in Uppsala and 

Stockholm, Sweden, before 1858, when the estimates here (again, not applied because the 

series has already been adjusted) suggest smaller biases due to the use of wall-mounted 

exposures.  

Although the cited assessments are themselves uncertain, the mixed results do highlight 

some potential limitations of this approach. The biases estimated here represent the average 

bias for a specified exposure and location, based on the identified relationship(s) between 

the bias and up to two predictor variables. As such, the bias-estimation models cannot take 

into account station-specific factors or differences within categories of exposure (although 

these are partially captured by the confidence intervals, Table 3.4). The accuracy of the 

estimates is also dependent on the accuracy of the exposure metadata collated, which in 

many cases, is nation-, rather than station-, specific (Table 3.3). This approach, however, is 

designed to give an estimate of the exposure bias in global temperature compilations in the 

absence of station-level homogenisation; it is not designed to replace detailed, station-

specific, homogenisation, which is always preferable. Overall, therefore, confidence can be 

taken from the assessed performance of the bias-estimation models (Section 2.4) and the 

favourable comparison of the regional results produced here with those of Parker (1994) who 
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anticipated annual mean biases: close to 0°C in Canada, central and Eastern Europe, Russia, 

the UK and the United States until the late-nineteenth century, between 0 and -0.2°C in 

France and Australia in the same period, and between -0.1°C and -0.2°C in Russia between 

1870–1910, in line with the estimations here. 

 
Figure 3.16. Comparison between the CRUTEM5_eba (blue line) and CRUTEM5_ext (black line) 

global annual mean temperature series (left-hand axis). The grey shading shows the uncertainty 

associated with the CRUTEM5.0.2.0. global annual mean, for information (left-hand axis), and the 

grey line shows the magnitude of the difference between the two series (ΔT = CRUTEM5_eba – 

CRUTEM5_ext) on the right-hand axis.  

Finally, for completeness, the impact of the applied exposure bias adjustments on the 

CRUTEM5 global mean timeseries is shown in Figure 3.16. This figure shows that, on a 

global and annual scale, the impact of the adjustments is small and, reassuringly, always 

within the range of uncertainty estimated for the CRUTEM5.0.2.0 dataset (where available, 

Osborn et al. (2021)). For the majority of the two datasets’ duration, the difference between 

the timeseries is less than ±0.01°C, with larger differences present only between 1882 and 

1934, when the CRUTEM5_eba annual mean is 0.03°C to 0.06°C cooler than 

CRUTEM5_ext due to the increased number of adjustments made for freestanding exposures 

during that period. Note, however, that the exposure bias adjustments applied in Chapter 3 

were only applied to mid-latitude weather stations, could not be applied to all stations, and 

only address the (average) bias arising from three forms of (well-maintained) early 

thermometer exposure. As a result, the ‘true’ impact of the exposure bias on the 
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CRUTEM5_ext global annual mean is likely larger than shown in Figure 3.16, particularly 

in the early part of the record (see Chapter 5 for further discussion). 

3.6. Chapter summary 

This chapter has attempted to address the presence of the exposure bias in an extended 

version of CRUTEM5 through the application of three exposure-specific bias-estimation 

models using a new database of historic exposures. The new database represents one of the 

first attempts to collate thermometer exposure information at scale and this is believed to be 

the first time metadata and statistical models have been combined to produce a (near-) global 

assessment of the exposure bias in global temperature compilations. 

The approach represents an improvement on the current representation of the exposure bias 

in HadCRUT5 (and other global temperature compilations) as it accounts for the seasonal 

nature of the exposure bias, the exposure history of individual stations/regions, and 

geographic differences in the magnitude of the exposure bias. The approach is not without 

limitations; however, it has been shown to provide skilful estimates of the exposure bias, 

consistent with other global analyses. It is also hoped the approach can be built upon in future 

via the inclusion of additional parallel measurement series and exposure metadata.  
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Chapter 4 

 

Do the early nineteenth century eruptions provide 

evidence for volcanically induced Eurasian winter 

warming?  

4.1. Introduction 

Large volcanic eruptions are key drivers of natural climate variability and have been the 

dominant cause of natural, externally forced, climate change over the instrumental period 

(Crowley, 2000; Hegerl et al., 2019; Schurer et al., 2014). Explosive volcanic eruptions 

influence the climate primarily through the ejection of sulphur gases into the stratosphere. 

Once there, the sulphur gases (primarily sulphur dioxide) oxidise and condense to form 

sulphate aerosols which are then rapidly transported globally (Bluth et al., 1992). Sulphate 

aerosol particles interact strongly with solar radiation, scattering it, and leading to a net 

decrease in the amount of solar radiation reaching the Earth’s surface (Robock, 2000). This 

aerosol-induced negative radiative forcing is the dominant global climatic effect following 

an eruption, however, analysis of temperature observations suggests that, for tropical 

eruptions, it is not the dominant temperature response for all regions and seasons.  

In the Northern Hemisphere (NH), temperature observations consistently show anomalous 

winter warming over the Eurasian continent following explosive eruptions. Groisman (1985, 

1992) was one of the first to draw attention to this – highlighting the similarities between the 

unusually warm winter conditions across central Russia in the winter of 1991/92, following 

the eruption of Pinatubo, and the warming of up to 4°C that had been observed across Europe 

and western Russia in the two winters following the eruption of El Chichon in 1982. A link 

between the observed winter warming and explosive volcanism was proposed and 

subsequently supported by Robock & Mao (1992, 1995) and Kelly et al. (1996) who 

identified similar Eurasian winter warming (composite temperature anomalies of up to 2°C) 
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following the largest eruptions of the instrumental period (Askja, 1875 – Pinatubo, 1991). 

Shindell et al. (2004) and Fischer et al. (2007) later extended these studies, finding additional 

evidence of Northern Hemisphere continental winter warming following the largest 

eruptions of the last half millennium (Kelut, 1586 – Pinatubo, 1991) using a combination of 

observations and proxy temperature reconstructions. 

Early modelling studies also replicated the observed winter warming (e.g. Graf et al. (1993); 

Kirchner et al. (1999); Kirchner & Graf (1995); Shindell et al. (2001, 2004); Stenchikov et 

al. (2002, 2004)) and helped lead to the identification of a possible mechanism to explain its 

link to volcanism (illustrated in Figure 4.1) (Graf et al., 1993; Kodera, 1994; Perlwitz & 

Graf, 1995). In addition to scattering solar radiation, sulphate aerosols absorb outgoing 

longwave terrestrial and incoming near-infrared radiation, leading to heating of the lower 

stratosphere. Where aerosol is present in the tropical stratosphere (for example, following 

low latitude explosive eruptions), the stratospheric heating becomes concentrated in that 

region, due to the unequal meridional distribution of solar and infrared radiation (particularly 

during the winter half-year). This concentrated tropical warming leads to an enhanced 

equator-to-pole stratospheric temperature gradient, which strengthens the zonal winds and, 

in turn, leads to a strengthened stratospheric polar vortex. A strong polar vortex has long 

been associated with a positive phase of the North Atlantic Oscillation (NAO) (e.g. Perlwitz 

& Graf (1995)), which is indicated by a stronger than average pressure gradient between the 

subtropical (Azores) high and the subpolar (Icelandic) low. This pressure gradient 

strengthens the northerly winds over Greenland and northeast Canada, leading to cold 

conditions in those regions, and, crucially, enhances the westerly winds across the North 

Atlantic, leading to warm conditions over northern Europe, as has been observed following 

volcanic eruptions (Hurrell et al., 2003). This proposed mechanism – which will be referred 

to as the ‘stratospheric pathway’ in line with recent studies – is supported by observations 

of lower stratospheric heating following the eruption of El Chichon in 1982 (Parker & 

Brownscombe, 1983) and Pinatubo in 1991 (Labitzke & McCormick, 1992) as well as 

studies which find a positive NAO index is favoured in the winters following explosive 

eruptions (Christiansen, 2008).  

The existence of a plausible mechanism to explain the observed winter warming, plus the 

agreement between the observations, proxy reconstructions and early modelling studies, led 

to a general consensus in the literature that the observed winter warming over Eurasia was a 

forced response to explosive volcanism. A key review paper by Robock (2000), for example, 
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included the winter warming (and proposed ‘stratospheric mechanism’) as a largely 

established climatic response to explosive volcanism, as did the IPCC Fourth Assessment 

Report (Forster et al., 2007).  More recent studies, however, have questioned this conclusion, 

as well as the proposed stratospheric pathway, based on findings that the newer generations 

of climate models do not reproduce the observed winter warming over Eurasia (Driscoll et 

al., 2012; Marshall et al., 2009; Polvani et al., 2019; Stenchikov et al., 2006; Thomas, 

Timmreck, et al., 2009). This is despite significant advancements in the vertical resolution 

of the models and their treatment of volcanic aerosols (in comparison to the early modelling 

studies), and despite the fact some models were found to simulate the lower stratospheric 

warming and (to varying degrees) the strengthening of the polar vortex (which are central to 

the stratospheric pathway) (Bittner et al., 2016; Driscoll et al., 2012; Stenchikov et al., 2006; 

Thomas, Timmreck, et al., 2009). These findings, along with criticism of the methods used 

in some of the early observational studies (see Polvani & Camargo (2020) for details), have 

resulted in renewed discussion in the literature regarding whether the observed Eurasian 

winter warming is volcanically forced, or merely the result of internal variability. 

Two recent studies have looked at this issue in detail. Polvani et al. (2019) and Polvani & 

Camargo (2020) examined the atmospheric response to the eruptions of Pinatubo (1991) and 

Krakatau (1883), respectively, and concluded there was little evidence to support the 

Eurasian winter warming being volcanically forced. Their conclusions were based on the 

findings that a) the observed warming was not ‘exceptional’, b) there was a wide spread 

between the model and reanalysis ensemble members, which incorporated both warmer and 

cooler conditions over Eurasia, despite identical volcanic forcing and c) the forced (ensemble 

mean) winter temperature anomaly in the models was not significantly different from zero. 

This, they argued, indicated that neither eruption had a significant effect on the observed 

winter warming and that any forced response was tiny in comparison to the internal 

variability present in the Northern Hemisphere winter climate system. Each study also 

questioned the veracity of the proposed stratospheric pathway, arguing that the polar vortex 

was not anomalously strong following Pinatubo or Krakatau, that the simulated 

strengthening is insufficient to account for the observed winter warming, and that Eurasian 

surface temperatures are not strongly correlated with the strength of the polar vortex. 
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Figure 4.1. Schematic showing selected impacts of volcanic aerosols on the atmosphere; specifically, how they lead to the formation of a stratospheric 

temperature gradient which is believed to strengthen the polar vortex and induce a positive phase of the NAO. Elements of this schematic are from: Brönnimann 

(2015) and NOAA Climate (n.d.). 
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Significantly, the latter of the two studies Polvani & Camargo (2020) concluded: “the 

evidence is overwhelming: low-latitude eruptions as large as Pinatubo or Krakatau are 

unable to cause a forced surface temperature anomaly over Eurasia that can be 

distinguished from unforced variability” (p.13697) and placed the onus on future studies to 

present evidence that suggests otherwise. Much of the evidence cited in support of this 

conclusion, however, is based on the results of climate models and thus makes the 

assumption that the present generation of models are able to accurately simulate past 

eruptions, including the proposed stratospheric pathway. However, there are multiple 

reasons why this may not be the case (see Timmreck (2012) and Mann et al. (2015) for an 

overview), and not all modelling studies agree that there is no volcanically forced response. 

Zambri & Robock (2016), for example, find evidence of forced Eurasian winter warming 

following the eruptions of Krakatau and Pinatubo in CMIP5 models; Coupe & Robock 

(2021) find a similar response in the Community Atmospheric Model 5 when observed sea 

surface temperatures are specified and Azoulay et al. (2021) find evidence for volcanically 

forced winter warming in northern Eurasia following eruptions with injections of more than 

10Tg(S), as well as evidence of a positive correlation between the strength of the 

stratospheric polar vortex and Northern Eurasian surface temperatures.  

Due to the temporal infrequency of explosive volcanic eruptions, and the limited availability 

of early observational data, to date there has been little choice but to draw conclusions based 

on the results of models, proxy reconstructions or on the observed responses to a relatively 

small number of eruptions, including smaller magnitude eruptions such as Mt. Agung 

(1963). To my knowledge, only Groisman (1985) has examined the observed winter 

temperature response to large eruptions earlier than Askja in 1875 and that study was based 

on a relatively small number of individual weather station timeseries. The recent 

development of a gridded observed global surface air temperature dataset, starting in 1781 

(GloSAT; Morice et al. [in prep]) provides a new opportunity to conduct a more in-depth 

study into the temperature response to the large early nineteenth century eruptions, including 

Tambora which is the largest eruption to have occurred since 1257 (Raible et al., 2016). The 

following chapter therefore presents an observation-based assessment of the winter 

temperature response to the eight largest low latitude eruptions of the nineteenth and 

twentieth centuries with the aim of determining whether the early nineteenth century 

eruptions support the evidence for volcanically induced winter warming. To ensure a 

comprehensive assessment, and because there are inherent uncertainties associated with the 
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observational data (particularly in the early nineteenth century), this assessment is 

complemented by three additional surface temperature datasets: two reanalysis products and 

an Earth System model, as well as an assessment of the winter atmospheric circulation 

(NAO) response to volcanism.   

Sections 4.2 and 4.3 will outline the datasets and methods used; Sections 4.4 and 4.5 will 

outline the results of the surface temperature and circulation assessments, respectively; 

Section 4.6 will synthesize and discuss the evidence for volcanic forcing and Section 4.7 

will summarise and draw conclusions. 

4.2. Data 

4.2.1. GloSAT Global Surface Air Temperature 

The Global Surface Air Temperature dataset (referred to here as GloSAT) is an observed 

two metre monthly mean air temperature compilation which spans the period 1781 to 2021 

and which incorporates the exposure bias adjustments applied to the LSAT data in Part I of 

this thesis. It is the first global temperature compilation to use air temperature over both the 

land and ocean (rather than sea surface temperature, SST) and this allows the dataset to start 

in the late-eighteenth century (as many more marine air temperature measurements were 

made before 1850 than SST measurements).  

As is outlined in Section 4.1, this extension of the observed surface air temperature record 

enables the assessment of additional large eruptions, which occurred before 1850 when the 

earliest global (land and ocean) instrumental temperature datasets currently start. It is a 

gridded dataset of monthly temperature anomalies on a 5° latitude/longitude grid. 

Importantly, the dataset also contains 200 ensemble members which sample the uncertainty 

associated with the observations, allowing the spread of potential winter temperature 

responses to be assessed and quantified. The ensemble members represent the uncertainty 

arising from known systematic biases in the observations (and their adjustment), uncertainty 

in the calculation of the climatological normals, and uncorrelated measurement and sampling 

uncertainty. The ensemble does not account for structural uncertainties (e.g. in the choice of 

statistical model to produce a gridded dataset from point observations). A full description of 

the GloSAT data will be included in (Morice et al. [in prep]) but the spatial analysis methods 

closely follow those of the HadCRUT5 temperature dataset (C. Morice, pers. comm.; Morice 

et al., 2021), meaning estimates are made for all grid cells where the available observations 
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in the neighbourhood are informative, even if there are no observations within the grid cell 

itself.  

4.2.2. NOAA-CIRES-DOE Twentieth Century Reanalysis 

The NOAA-CIRES-DOE Twentieth Century Reanalysis version 3 (20CRv3) (Slivinski et 

al., 2020) is a globally complete reanalysis dataset which spans the period 1835 to 2015, 

with an experimental back extension to 1806. The dataset is produced by assimilating surface 

pressure observations into an underlying atmosphere-land model, which is constrained by 

prescribed sea ice concentrations and SST observations. The model is forced with time-

varying solar radiation, atmospheric carbon dioxide, stratospheric ozone concentration and 

volcanic aerosol; the latter of which is prescribed according to Crowley & Unterman (2013) 

and produces 3-hourly surface and atmospheric fields.  

The dataset was chosen for use here as it is one of the few available reanalyses with monthly 

coverage over a similar timespan as the GloSAT observations and, more significantly, 

because the dataset is largely independent of the GloSAT observations (marine and land air 

temperatures are not assimilated into 20CRv3). It therefore provides a valuable independent 

check of the results of the observation-based analysis and the associated 80-member 

ensemble provides an additional measure of uncertainty. The 80-member ensemble samples 

the uncertainty associated with the assimilated observations (measurement and sampling 

errors) as well as the uncertainty associated with the underlying model (Compo et al., 2011; 

Slivinski et al., 2019). It should be noted that the ensemble spread may be an underestimate 

of the ‘true’ uncertainty due to a tendency for ensembles produced using an Ensemble 

Kalman Filter to “overtighten towards the mean”; however, this has partially been addressed 

in 20CRv3 via the use of an inflationary parameter (Compo et al., 2011; Slivinski et al., 

2019, p. 2881). An earlier version of this dataset (version 2c) has been used by previous 

studies to assess the winter response to more recent explosive volcanic eruptions (e.g. 

Wunderlich & Mitchell (2017) and Polvani & Camargo (2020)); however, improvements 

made to version 3 (e.g. significant expansion of the number of early observations 

assimilated; see Slivinski et al. (2019) for details) and the longer temporal coverage mean it 

is valuable to revisit here. 

4.2.3. Modern Era Reanalysis 

The Modern Era Reanalysis (ModE-RA) (Valler et al., 2023, 2024) is a globally complete 

monthly palaeo-reanalysis which spans the period 1421 to 2008. Similar to 20CRv3, the 
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dataset is produced by assimilating historical climate information into an underlying 

atmospheric general circulation model, which is constrained with prescribed SSTs and sea 

ice concentrations. The model is forced according to PMIP4 past1000 forcings (R. Hand, 

pers. comm.; Jungclaus et al., 2017). 

The dataset is not independent of GloSAT as it assimilates surface air temperature 

observations; however, it has been chosen for use here because, unlike 20CRv3, it also 

assimilates data from proxy and documentary sources, including climatic information 

relevant to the winter season. This additional information should help to constrain the 

temperature response to volcanic eruptions in time periods and/or regions where 

observations are limited (Reichen et al., 2022). The dataset also covers all of the major 

eruptions of the nineteenth and twentieth centuries and has a 20-member ensemble to help 

quantify uncertainty. Similarly to 20CRv3, the ModE-RA ensemble samples the uncertainty 

associated with the assimilated climatic information (measurement and sampling error for 

the instrumental observations and a residuals-based estimate of the error associated with the 

proxy and documentary reconstructions) as well as the uncertainty associated with the 

underlying model (Valler et al., 2024). As in 20CRv3 an Ensemble Kalman Filter has been 

used to produce the ensemble, meaning the spread may underestimate the true uncertainty. 

4.2.4. United Kingdom Earth System Model version 1.1 

A six-member ensemble of simulations, starting in 1750 and produced by the GloSAT 

project using the United Kingdom Earth System Model version 1.1, is also used to assess 

the winter temperature response to volcanic eruptions. The ensemble (referred to here as 

G_UKESM1.1) includes all forcings - natural and anthropogenic - with the volcanic 

component based on Toohey & Sigl (2017) before 1850 and CMIP6 historical forcings 

thereafter (A. Schurer, pers. comm.). Further details of the model simulations will be made 

available in Ballinger et al. [in prep]. 

The model simulations are included for analysis, despite previous studies suggesting the 

present generation of climate models do not always capture the dynamic winter warming 

response, for two main reasons. Firstly, inclusion of the model simulations will allow the 

spatially resolved observed and modelled responses to the early nineteenth century eruptions 

to be compared. And secondly, the earlier initialisation of the G_UKESM1.1 simulations in 

1750 (compared to the CMIP models; (Eyring et al., 2016; Taylor et al., 2012)) may allow a 

more representative climate (and particularly oceanic) state to develop over the nineteenth 
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and twentieth centuries as the multi-decadal influence of the large early nineteenth century 

eruptions will be included in the model runs. This may provide a more direct comparison 

between the models and observations and could influence the responses seen following the 

later eruptions (Coupe & Robock, 2021; Zanchettin et al., 2012, 2013). The six ensemble 

members (which have the same forcing but different initial conditions) will also provide a 

useful indication of the internal variability present in the climate system and thus the relative 

importance of any potential forced response. Note that, unlike the previously described 

datasets, the UKESM1.1 ensemble represents different realisations of internal variability; it 

does not represent observational/model uncertainty. 

4.3. Methods 

4.3.1. Choice of volcanic eruptions 

 

Figure 4.2. a) Location of the Greenland (55-75°N, 35-70°W) and Europe (45-70°N, 10°W-50°E) 

study regions and b) Northern Hemisphere (December-to-February) mean stratospheric aerosol 

optical depth associated with each temperature dataset. The eruptions detailed in black are the low 

latitude eruptions selected for analysis; the dashed red line shows the 0.032 ‘volcanic’ threshold. 
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To reduce the noise present in the analysis, only explosive volcanic eruptions considered a 

priori to be of a magnitude large enough to impact the Northern Hemisphere winter climate 

were selected for analysis. As in similar studies, the Volcanic Explosivity Index (VEI) 

(Newhall & Self, 1986) was used as a guide, however, as the winter climate response is more 

closely related to the quantity and distribution of sulphate aerosols in the stratosphere than 

explosivity (Robock, 2000), the final selection of eruptions was based on an examination of 

the stratospheric aerosol optical depth (SAOD) - a unitless measure of the opacity of the 

stratosphere, measured at 500nm - in the years following an eruption.  

The SAOD was examined in the datasets used to force 20CRv3, ModE-RA and 

G_UKESM1.1 (noted in Section 4.2 and shown in Figure 4.2b) as these datasets represent 

the current best understanding of the quantity and distribution of aerosol present in the 

stratosphere following an eruption. The criteria for selection included: a) the eruption had to 

be large in magnitude (generally with a VEI ≥5), b) the eruption had to occur during the 

period covered by the GloSAT observations (1781-2021), c) the eruption had to be located 

in the tropics (30°S to 30°N), and d) substantial quantities of sulphate aerosol had to be 

present in the Northern Hemisphere following the eruption. Only tropical eruptions were 

considered, contrary to previous studies, due to documented differences in the Northern 

Hemisphere winter temperature and circulation response to extratropical and tropical 

eruptions (Christiansen, 2008; Oman et al., 2005; Robock & Mao, 1995; Sjolte et al., 2021), 

including potential differences in the manifestation of each response (Graf & Timmreck, 

2001; Shindell et al., 2004).  

In total, eight eruptions met the criteria and were chosen for analysis: the unknown 1809 and 

1831 eruptions (referred to going forward as U1809 and U1831, respectively), Tambora 

(1815), Cosiguina (1835), Krakatau (1883), Santa Maria (1902), El Chichon (1982) and 

Pinatubo (1991). The U1831 eruption was included for analysis despite uncertainty 

surrounding the location of the eruption (see (Garrison et al., 2021; Garrison et al., 2018)) 

and the (uncertain) VEI designation of ‘4?’. This decision was made as the SAOD forcing 

datasets locate the aerosol injection in the tropics and because the magnitude of the SAOD 

present in the NH is greater than following the larger VEI eruptions of Krakatau, Santa 

Maria, and Pinatubo. Similarly, although the location of U1809 is not known, it is also 

selected for analysis as the simultaneous presence of a similar quantity of sulphur in both 

Greenland and Antarctic ice cores strongly suggests the eruption was tropical (Cole-Dai et 

al., 2009).  
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Table 4.1. Volcanic eruptions selected for analysis. 

*Equatorial injection in the SAOD forcing datasets. Data sources: (National Geophysical Data Center 

/ World Data Service (NGDC/WDS), n.d.); Quasi-Biennial Oscillation (QBO) at 30hPa: Krakatau: 

(Hamilton, 2012; Symons, 1888), Santa Maria: (Brönnimann et al., 2007); El Chichon and Pinatubo: 

(Freie Universitat Berlin, n.d.; Naujokat, 1986); El Niño Southern Oscillation (ENSO) pre-1850: 

(Dätwyler et al., 2019; Li et al., 2013; F. Zhu et al., 2020), post-1850: ERSSTv5 NINO3.4 (Huang 

et al., 2017; KNMI, 2023); North Atlantic Oscillation (NAO) in the winter at the start of the eruption 

year (DJF0) post-1824: (Jones et al., 1997), pre-1824: NAO index calculated from ModE-RA. 

Information italicised when based primarily on proxy reconstructions or documentary sources. 

The eruptions of Galunggung (1822) and Mount Agung (1963), which each have a VEI of 5 

and have been included in some previous studies, were not selected for analysis here due to 

the minimal SAOD present in the Northern Hemisphere following each eruption. In the latter 

case the majority of the aerosol was transported into the Southern Hemisphere, whereas in 

the former the SAOD datasets suggest only a minor eruption (not comparable with the other 

≥5 VEI eruptions) with minimal SAOD present in either hemisphere (and no increase in 

SAOD present in the 20CRv3 forcing dataset (Crowley & Unterman, 2013)). Eruptions with 

minimal aerosol present in the NH would not be expected a priori to have a large direct 

influence on the NAO, therefore these eruptions are not included. Further details of each 

eruption selected for analysis can be found in Table 4.1; the SAOD profiles for each eruption 

can be found in Figure C1.  

Volcano Date Latitude Longitude VEI DJF1 

QBO 

during 

eruption 

ENSO 

during 

eruption 

NAO 

in 

DJF0 

Unknown 1809 Equatorial injection* 6 1809/10  La Niña -0.89 

Tambora Apr 1815 8.25°S 118.00°E 7 1815/16  
Neutral to 

La Niña 
-0.61 

Unknown 1831 Equatorial injection* 4? 1831/32 
 Neutral to 

La Niña 
-2.32 

Cosiguina Jan 1835 12.98°N 87.57°W 5 1835/36  
Neutral to 

La Niña 
0.51 

Krakatau Aug 1883 6.10°S 105.42°E 6 1883/84 Easterly Neutral 0.64 

Santa 

Maria 
Oct 1902 14.76°N 91.55°W 6 1902/03 Easterly El Niño -1.23 

El Chichon Apr 1982 17.36°N 93.23°W 5 1982/83 Easterly Neutral -0.99 

Pinatubo Jun 1991 15.13°N 120.35°E 6 1991/92 Easterly Neutral -0.04 
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4.3.2. Study locations 

The winter temperature response to volcanic eruptions was assessed across the Northern 

Hemisphere, but with a particular focus on two regions: one located over southwest 

Greenland: 55-75°N; 35-75°W, and one located over Europe: 45-70°N; 10°W-50°E (Figure 

4.2a). These regions were chosen because of the high (and opposite) correlation between the 

surface temperatures in each and a positive phase of the NAO (Visbeck et al., 2001) and 

because observational data were available in each region following all eight selected 

eruptions. This allows the same metrics to be assessed following each eruption.  

These regions differ from the one most recently used by Polvani et al. (2019) and Polvani & 

Camargo (2020) to study the winter temperature response to Krakatau and Pinatubo; 

however, GloSAT data is not available across the majority of the eastern portion of the box 

they use (40-70°N; 0-150°W) until Krakatau (1883). The decision to analyse two regions 

here - each of which responds differently to the NAO - also has advantages as it allows an 

additional dipole metric (Europe minus Greenland) to be analysed and enables an assessment 

of whether the post-eruption anomalies are consistent with a positive phase of the NAO.  

4.3.3. Determining the post-eruption winter temperature response 

A commonly employed method to determine the winter temperature response to volcanism 

is to calculate temperature anomalies based on the difference between a non-volcanic 

reference period and the winter(s) immediately following an eruption. Previous studies 

(Polvani et al., 2019; Polvani & Camargo, 2020; Zambri & Robock, 2016) have used a five-

winter reference period, however this approach was not deemed appropriate for use here 

(despite the wish for the results to be directly comparable with earlier studies). The spatial 

and temporal incompleteness of the GloSAT observations in the early part of the record, 

combined with the temporal proximity of the early nineteenth century eruptions (Table 4.1; 

Figure 4.2b), meant it was not always possible to construct a five-winter pre-eruption 

reference period which had both sufficient data to calculate a representative mean and 

minimal volcanic influence. In the Greenland study region, for example, a period of more 

than ten winters would have been required to calculate a pre-eruption reference period (with 

five winters’ worth of data and minimal volcanic influence) for Tambora. In addition, a 

simple average of the five winters pre-eruption was not considered sufficient to determine a 

robust non-volcanic reference period due to the large variability (exacerbated by the spatially 
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and temporally incomplete data in the EIP) present in the NH winter, especially in the 

relatively small Europe and Greenland study regions. 

Instead, a reference period using all non-volcanic winters (December-to-February: DJF) 

between December 1781 and February 1999 (spline detrended to remove the effect of long-

term warming) was used to calculate the post-eruption anomalies. This period was chosen 

to cover the eight selected eruptions (1809-1991), and to maximise the number of winters 

included, without extending too far into the recent period due to documented changes in the 

winter variability of the NAO, particularly since 2000 (Hanna et al., 2015, 2022). Note that 

for the 20CRv3 data, a slightly shorter non-volcanic reference period of December 1806 to 

February 1999 was used due to the shorter time span of the dataset.  

Non-volcanic winters were identified using the NH winter (DJF) mean SAOD values in the 

forcing datasets (Section 4.2) with a value of 0.032 set as the threshold below which a winter 

was considered non-volcanic (see Figure 4.2b). This value was chosen to ensure at least two 

winters following large eruptions were excluded from the non-volcanic reference period (due 

to evidence in previous studies of climatic impacts for two winters following eruptions (e.g. 

Fischer et al. (2007)) but without excluding too many winters due to the non-zero 

background aerosol quantities present in the SAOD datasets (Toohey & Sigl, 2017). In total, 

34 of the 218 winters in the period December 1781 to February 1999 had SAOD values of 

more than 0.032 (in either of the forcing datasets) and were therefore excluded from the non-

volcanic reference period.  

To ensure long-term trends did not bias the reference period, a quartic spline was fitted to 

the winter (DJF) mean temperature anomalies and subtracted to remove the trend prior to 

analysis. Before fitting the spline, the volcanically forced winters (NH DJF mean SAOD 

≥0.032) were temporarily removed from the dataset to ensure the (temporally frequent) 

volcanic eruptions present in the reference period did not influence the spline fit (and thus 

lead to some of the volcanic signal being removed in addition to the long-term trend). Figure 

C2 highlights the necessity of this step. If the volcanically forced years are not removed, the 

long-term trend in Greenland (Europe) is pulled down (up) during volcanically active 

periods. The detrending process was conducted per grid cell and ensemble member, before 

the ensemble means were calculated. To ensure stationarity, the Kwiatkowski–Phillips–

Schmidt–Shin (KPSS) statistical test was applied following the detrending. Overall, fewer 

than 0.5% of grid cells (in any individual ensemble member) were flagged as non-stationary 
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(none within the two study regions) and, where they were flagged, the KPSS test is believed 

to have failed because of the larger variability in the early part of the record, rather than the 

presence of a long-term trend.  

Post-eruption winter (DJF) temperature anomalies were then calculated for each eruption 

(using the detrended series) by subtracting the mean of the non-volcanic winter reference 

period from the temperature anomaly in the first post-eruption winter (DJF1; Table 4.1). 

Area weighted anomalies were then calculated for the Europe and Greenland study regions 

(Section 4.3.2) and a dipole metric calculated by subtracting the Greenland anomaly from 

the anomaly over Europe. Where this dipole metric is large and positive, it suggests a 

positive phase of the NAO may have occurred. Note that each of the post-eruption responses 

will be assessed individually, rather than creating a composite. This is to allow differences 

in the temperature responses to be represented and to avoid damping any potential volcanic 

signal due to averaging over multiple eruptions (all of which have different eruption seasons 

and baseline environmental conditions (Table 4.1) which may be important to the individual 

responses (Toohey et al., 2014)). 

Note that, unlike some previous studies (e.g. Wunderlich & Mitchell (2017)), the El Niño 

Southern Oscillation (ENSO) signal was not explicitly removed from the data prior to 

analysis. This is because accurately defining the ENSO signal at the grid cell level is 

problematic and, more importantly, because previous studies (e.g. Robock & Mao (1995); 

Shindell et al. (2004); Wunderlich & Mitchell (2017)) have shown that the ENSO signal 

does not significantly affect the (short term) post-eruption winter temperature response over 

the Europe and Greenland study regions, which are the focus of this study, or the NH 

extratropics more generally.  

4.3.4. Determining the post-eruption winter circulation response 

To assess the winter circulation response to volcanism, the observed winter (DJF) NAO 

index from Jones et al. (1997) was examined, along with the NAO indices for 20CRv3, 

ModE-RA and G_UKESM1.1, which were calculated using their respective mean sea level 

pressures (MSLP). To ensure comparability between the datasets, the NAO indices for each 

were calculated according to the method used by Jones et al. (1997) using the MSLP series 

from the grid cells over Gibraltar (36°N, 5.5°W) and southwest Iceland (64.1°N, 22°W).  

As the 1951-1980 reference period used by Jones et al. (1997) corresponds with an 

anomalous period of the NAO (and leads to a disproportionate number of years with positive 
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indices) the indices used here were re-expressed as anomalies from the 1901-1999 mean. 

This period was chosen to be as long as possible (and thus more representative), without 

including data from the earlier or later parts of the record, which are more uncertain and 

more variable, respectively (Hanna et al., 2015, 2022).  

4.4. Northern Hemisphere winter temperature response 

4.4.1. GloSAT observations 

  
Figure 4.3. Post-eruption surface temperature anomalies in the first winter (DJF1) following each 

named eruption in the GloSAT observations ensemble mean. The number in purple (pink) is the area-

weighted mean temperature anomaly for the Greenland (Europe) box and the dipole is the difference 

between the two (Europe minus Greenland). Temperature anomalies are calculated with respect to 

detrended non-volcanic winters between 1781/82 – 1998/99. 

The spatially resolved ensemble mean surface temperature anomalies in the GloSAT 

observations, for the first winter (DJF1) following each eruption, are shown in Figure 4.3. 

Focusing first on the four most recent eruptions (Krakatau to Pinatubo), the results show a 

reasonably similar temperature response between eruptions, consistent with a positive phase 

of the NAO. Following each eruption there is evidence of winter warming over Eurasia 

(particularly over Scandinavia, the Baltic region and central Russia) and evidence of cooler 

conditions over northeast North America and the Labrador Sea. The area-weighted mean 
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temperature anomalies over Greenland and Europe are always negative and positive, 

respectively, however, some differences in the magnitudes of the anomalies are evident: 

Santa Maria, for example, has a much smaller regional dipole (0.7°C) than El Chichon 

(5.12°C). This pattern (and magnitude) of post-eruption warming and cooling is consistent 

with the findings of previous observation and proxy-based studies (e.g. Fischer et al. (2007); 

Groisman (1992, 1985); Kelly et al. (1996); Polvani & Camargo (2020); Robock & Mao 

(1992, 1995); Shindell et al. (2004) and Wunderlich & Mitchell (2017)) and confirms the 

comparability of the results found here, despite the different approach used to calculate the 

post-eruption temperature anomalies. 

The consistency in the post-eruption (DJF1) temperature response following the four most 

recent eruptions is not mirrored by the earlier four. Only two of the early nineteenth century 

eruptions - U1809 and U1831 - present evidence of winter warming over Eurasia in the first 

post-eruption winter, and only U1809 also has evidence of cooler conditions over Greenland, 

as is indicative of a positive phase of the NAO. The U1831 eruption instead presents 

evidence of warmer conditions over Greenland (0.32°C). This is in contrast with the findings 

of Shindell et al. (2004) who identified cooling over Greenland in the cold season (October 

to March) immediately following U1831.  

Following the remaining two eruptions - Tambora and Cosiguina - a different surface 

temperature response is seen (Figure 4.3). Both eruptions have negative area-weighted mean 

temperature anomalies over Europe and Greenland and neither presents compelling evidence 

of Eurasian winter warming. No warm anomalies are present across the NH following 

Tambora and following Cosiguina only small regions of warm anomalies are present in 

northern Germany and central Russia. This response is inconsistent with a positive phase of 

the NAO and, following Tambora, is in contrast with the findings of previous (proxy-based) 

studies, including Shindell et al. (2004), who identified warming over Eurasia and central 

North America in the 1815/16 cold season (October to March). The response following 

Cosiguina, however, is in keeping with the findings of Shindell et al. (2004) as well as 

Fischer et al. (2007) who both noted a reduced warming response following Cosiguina (in 

comparison to other explosive eruptions).  
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Figure 4.4. Box and whisker plots showing the ensemble spread, interquartile range and median of 

the post-eruption area-weighted mean temperature anomalies in DJF1 (colour) and DJF2 (grey) for 

the four surface temperature datasets assessed. DJF2 anomalies are shown only for Tambora and 

Cosiguina as the DJF2 anomalies are analysed in more depth for these eruptions; triangles indicate 

the ensemble mean in the G_UKESM1.1 dataset. Note that the individual datasets have not been 

masked to match the GloSAT coverage (as the complete response is of interest here) though GloSAT 

coverage is almost complete – see Figure 4.3. 

An analysis of the GloSAT ensemble members (Figure 4.4; purple boxplots) indicates there 

is minimal uncertainty associated with the ensemble mean temperature anomalies following 

Krakatau and the twentieth century eruptions (ensemble spreads of up to 0.4°C in Europe 

and 1.6°C in Greenland) but, as anticipated, the observational uncertainty increases further 

back in time. This is particularly evident over Greenland where the ensemble spread ranges 

from 2.7°C following Cosiguina to 4.7°C following Tambora. Over Europe, the ensemble 

spread never alters the conclusions drawn from the ensemble mean, however, over 

Greenland, the larger ensemble spread suggests that either warm or cool conditions could 

have occurred following the eruptions of Tambora, U1831, Cosiguina and Santa Maria. This 

suggests the finding of a positive NAO surface temperature response following Santa Maria 
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should be treated with caution, but that a positive NAO response following U1831 is also 

possible within the range of uncertainty. 

Overall, the GloSAT observations find conclusive evidence of surface temperatures 

consistent with a dynamic winter warming response following four eruptions: U1809, 

Krakatau, El Chichon and Pinatubo, and possible evidence (response within the range of 

uncertainty) following: Santa Maria and U1831.  

4.4.2. NOAA-CIRES-DOE Twentieth Century Reanalysis v3 

The 20CRv3 temperature anomalies in the first post-eruption winter (DJF1) are shown in 

Figure 4.5. At first glance, the data shows a reasonably consistent response to volcanism 

with warm anomalies present (to differing magnitudes and extents) over the Eurasian 

continent following all eight eruptions. However, the magnitude and extent of the warm 

anomalies differs vastly between eruptions (e.g. U1831 vs El Chichon) and following only 

five (U1809 and Krakatau to Pinatubo) is there overall warming present in Europe 

accompanied by cooling in Greenland, as would be expected during a positive phase of the 

NAO.  

 
Figure 4.5. As for Figure 4.3, but for the 20CRv3 ensemble mean. Note that the anomalies are 

calculated with respect to a slightly shorter reference period than for the other datasets due to the 

20CRv3 dataset starting in 1806. 
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Following the five eruptions which show a positive NAO response, the 20CRv3 results 

(Figure 4.5) are in good agreement with the GloSAT observations (Figure 4.3), thus 

independently confirming the response. The only inconsistencies between the datasets 

(following those eruptions) are the greater extent of the cool anomalies across Greenland in 

20CRv3 following Santa Maria, the presence of regions of pronounced warming over the 

Barents and Greenland Seas in 20CRv3 following El Chichon and some differences in the 

magnitude of the temperature anomalies, most notably over Greenland, following U1831 

and El Chichon.  

Considerable similarities between the datasets also exist following the eruption of Cosiguina. 

As in the GloSAT observations (Figure 4.3), the 20CRv3 data (Figure 4.5) shows a small 

area of warming around the Baltic region, but not sufficient to suggest a positive phase of 

the NAO occurred. The only large disagreement between the two datasets is the presence of 

a more extensive region of warm anomalies over central Russia in 20CRv3. The absence of 

this in the GloSAT observations, however, may partly be an artefact of the spatial coverage 

of the observations in 1835/36 as there is little data present over central Russia during that 

time.  

The level of agreement noted above, however, is not found following the eruptions of 

Tambora and U1831. Following Tambora, the 20CRv3 data presents evidence of warmer 

than normal conditions over Greenland (0.13°C) and Europe (0.54°C), with pronounced 

warm anomalies (of more than 4°C) in north-western Russia, to the west of the Europe box 

(Figure 4.5). This is in stark contrast to the GloSAT observations (Figure 4.3) which found 

no warm anomalies in the NH following Tambora. The 20CRv3 data also shows a vastly 

different response to the GloSAT observations following the U1831 eruption. In contrast to 

the cool anomalies found in northeast America and the warm anomalies found in Europe in 

the GloSAT observations, the 20CRv3 dataset shows the opposite: a substantial (≥4°C) 

region of warm anomalies over northeast North America and cool anomalies over western 

Europe (which lead to a negative dipole, inconsistent with a positive phase of the NAO). 

An analysis of the 20CRv3 ensemble spread (Figure 4.4; orange boxplots) presents a similar 

picture to the GloSAT observations, with the range of uncertainty increasing further back in 

time. Overall, however, the data shows a higher level of uncertainty than the GloSAT 

observations. This is particularly apparent in the early nineteenth century when the ensemble 

spreads are substantially larger: up to 3.7°C in Europe and up to 5.3°C in Greenland. This is 
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thought to be the result of the use of an SST climatology before 1836, as well as the quantity 

and location of the surface pressure data assimilated into 20CRv3 (Slivinski et al., 2020). 

Between 1809 and 1836, fewer than 20 stations with pressure data are assimilated, compared 

to more than 400 in 1883 and 1902 (and several thousand for the later eruptions) (Figure C3; 

Compo et al. (2019)). Crucially, for this analysis, no pressure observations from Iceland are 

assimilated into 20CRv3 prior to 1845, meaning the atmospheric circulation anomalies 

following the early nineteenth century eruptions have little observational constraint and are 

therefore dominated by internal variability within the 20CRv3 ensemble together with any 

response of the underlying atmospheric model to the external forcings (Compo et al., 2019; 

Slivinski et al., 2020). As a result, the post-eruption anomalies in 20CRv3 should be treated 

with significant caution prior to 1845.  

As alluded to above, from Krakatau onwards the dataset is more robust and the ensemble 

spreads generally do not alter the conclusions drawn from the ensemble means. The only 

exception to this is (again) Santa Maria, where the ensemble members do not rule out the 

possibility that Greenland was warmer (in agreement with the GloSAT ensemble). 

Interestingly, the conclusive warming over Europe following Krakatau is in contrast to 

Polvani & Camargo (2020), who found that both warming and cooling was evident in the 

ensemble members in version 2c of the NOAA-CIRES Twentieth Century Reanalysis data. 

Note that the finding here remains true even when the analysis is repeated using the larger 

study region used by that study: 40-70°N; 0-150°W (not shown). 

Overall, the 20CRv3 ensemble mean anomalies provide evidence of surface temperatures 

consistent with a positive phase of the NAO following five eruptions: U1809, Krakatau, 

Santa Maria, El Chichon and Pinatubo. However, analysis of the ensemble members 

suggests the cool response over Greenland following Santa Maria may not be robust and 

highlights significant uncertainty in the temperature anomalies following the early 

nineteenth century eruptions. 

4.4.3. Modern Era Reanalysis  

The ModE-RA post-eruption temperature anomalies for DJF1 are shown in Figure 4.6. As 

in 20CRv3, following each of the eight eruptions, there is evidence (to differing extents) of 

warmer than usual winter conditions over parts of the Eurasian continent. However, 

following only six eruptions: U1809, U1831, Krakatau, Santa Maria, El Chichon and 

Pinatubo, is the spatial distribution of the warm anomalies consistent with a positive phase 
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of the NAO and accompanied by cool anomalies over Greenland. Following Cosiguina, 

warm anomalies are limited to a few regions in DJF1, and cool conditions prevail over the 

Europe study region, and following Tambora, cool and warm conditions are dominant over 

western Europe and the Labrador Sea, respectively: the opposite of the temperature dipole 

seen during a positive phase of the NAO.  

As expected (because the datasets are not fully independent), there is very good agreement 

between the ModE-RA results and the GloSAT observations following the majority of 

eruptions. This is particularly true over Eurasia (where the spatial distribution and magnitude 

of the anomalies are very similar following all of the eruptions) and following the five 

eruptions which show a positive NAO response in the GloSAT observations. Following the 

five eruptions with a positive NAO response, the only (notable) differences between the two 

datasets are the additional pronounced warming in the Barents and Greenland Seas following 

El Chichon and the larger magnitude of the cool anomalies in ModE-RA over the Labrador 

Sea, particularly following the more recent eruptions (as is seen in 20CRv3). 

Where larger disagreements between the two datasets are seen is over Greenland following 

the eruptions of Tambora and U1831. In contrast to GloSAT, ModE-RA identifies a surface 

temperature response characteristic of a positive NAO following U1831 (Figure 4.6) with 

cool anomalies present over Greenland (-1.03°C) in addition to warming over Europe 

(0.91°C). This is in contrast to the GloSAT observations (Figure 4.3) which do not provide 

evidence of cooler conditions over Greenland in the ensemble mean (although a cooling 

response of up to -1.38°C is within the range of uncertainty). Following Tambora, the 

opposite disagreement is evident: the ModE-RA data suggests slightly warmer than average 

conditions (0.21°C) prevailed over Greenland, particularly over the Labrador Sea, whereas 

the GloSAT observations suggest cooler conditions (-0.26°C) occurred. This discrepancy, 

however, may partly be an artefact of the spatial coverage of the GloSAT observations, as 

the datasets agree well where the coverage overlaps. Additionally, as with U1831, the 

warming identified by ModE-RA following Tambora is within the range of uncertainty in 

the GloSAT observations, with warming of up to 2.38°C evident in the ensemble. 
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Figure 4.6. As for Figure 4.3, but for the ModE-RA ensemble mean. 

An analysis of the ModE-RA ensemble members (Figure 4.4; pink boxplots) shows a 

relatively small ensemble spread following the more recent eruptions (0.1°C - 0.2°C in 

Europe and 0.7°C - 1.3°C in Greenland), in line with the GloSAT observations and the 

20CRv3 data. However, unlike the latter datasets the spread also remains relatively small 

following the early nineteenth century eruptions: only up to 0.8°C in Europe and 2°C in 

Greenland. This is most likely due to the additional constraints introduced by the 

assimilation of climatic information from winter-responding proxies and documentary 

sources (Section 4.2.3) as well as the fact that ModE-RA does assimilate pressure data from 

Iceland prior to 1845, which provides an additional observational constraint. The small 

ensemble spreads confirm the robustness of the conclusions drawn above for the six 

eruptions which show a positive NAO response, including Santa Maria and U1831 which 

are more uncertain in the other datasets.  

Overall, the ModE-RA dataset provides evidence of air temperatures consistent with a 

positive phase of the NAO following six eruptions: U1809, U1831, Krakatau, Santa Maria, 

El Chichon and Pinatubo. The more constrained nature of ModE-RA also suggests that a 

response consistent with a positive phase of the NAO is likely to have occurred following 

U1831 and Santa Maria, even though there is not conclusive evidence of cooler conditions 
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over Greenland in the GloSAT observations. This suggestion is not inconsistent with the 

GloSAT ensemble spread, and, for U1831, agrees with the findings of Shindell et al. (2004). 

4.4.4. United Kingdom Earth System Model version 1.1 

 
Figure 4.7. As for Figure 4.3, but for the G_UKESM1.1 ensemble mean.  

The post-eruption (DJF1) temperature anomalies for the G_UKESM1.1 ensemble mean are 

shown in Figure 4.7. In contrast to the observations (Figure 4.3) and reanalyses (Figures 4.5 

and 4.6) a winter temperature response similar to a positive phase of the NAO (warming 

over Europe and cooling over Greenland) is only present following Tambora and Krakatau 

(although with a much weaker magnitude than the observations following the latter) and 

there is no consistent response following the remaining six eruptions. U1809, U1831 and 

Santa Maria present evidence of warm conditions over Greenland and cool conditions over 

Europe; El Chichon shows warm anomalies over both study regions and Cosiguina and 

Pinatubo show the opposite: cooling over both. In addition, with the exception of Tambora, 

the magnitudes of the anomalies are generally small (less than ±0.26°C in either study region 

following Krakatau, El Chichon and Pinatubo which show the largest responses in the 

observations) and, where the anomalies are larger (e.g., 1.36°C in Greenland following 

U1831) they are often of the opposite sign to a positive phase of the NAO.  
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The only possible exception to the above is Tambora. In the first post-eruption winter, the 

G_UKESM1.1 ensemble means (Figure 4.7) show substantial cooling over southwestern 

Greenland and the Labrador Sea, as well as extensive warming over northern Eurasia. The 

European warm anomalies are shifted further north than is evident in many of the 

observations (as found in modelled responses by Azoulay et al. (2021)), however, the 

magnitudes of the anomalies (-2.65°C in Greenland, 0.52°C in Europe and a 3.17°C regional 

dipole) are not dissimilar to those present (following other eruptions) in the observations and 

reanalyses. The latter is in spite of the fact that the G_UKESM1.1 ensemble mean anomalies 

have much reduced internal variability (reduced by 1 √6⁄ , i.e., about 40% as strong as in a 

single run of the model) because, unlike the observation and reanalysis ensembles, the 

G_UKEMS1.1 ensemble members sample over completely independent realisations of 

internal variability.  

These findings are consistent with previous modelling studies (Driscoll et al., 2012; Marshall 

et al., 2009; Polvani et al., 2019; Polvani & Camargo, 2020) which suggest that climate 

models typically do not replicate a dynamic winter warming response following eruptions 

of the magnitude of Krakatau and Pinatubo but may be able to following eruptions of a larger 

magnitude (Azoulay et al., 2021; Dallasanta & Polvani, 2022).   

4.4.5. DJF2 temperature response 

Previous observation and proxy-based studies (Kelly et al., 1996; Robock & Mao, 1995; 

Wunderlich & Mitchell, 2017) have suggested a surface temperature response to explosive 

volcanism also occurs in the second post-eruption winter (DJF2), with Fischer et al. (2007) 

even finding a stronger composite response over Eurasia in DJF2 than in DJF1. More 

recently, however, the plausibility of these findings has been questioned due to the reduced 

stratospheric aerosol present in the second post-eruption winter and the probable lack of 

memory associated with the stratospheric pathway (Dallasanta & Polvani, 2022; Polvani et 

al., 2019). To investigate whether a temperature response is present in DJF2 in the surface 

temperature datasets analysed here, post-eruption anomalies were also calculated for the 

second post-eruption winter following each eruption.  

As in DJF1, the G_UKESM1.1 simulations show little evidence of a surface temperature 

response to volcanism in DJF2 (Figure C4). As in Section 4.4.4, the one exception to this is 

Tambora - which has a substantial quantity of aerosol remaining in the NH in DJF2 (0.34-

0.40; Figure C1) - which does show substantial cooling over the Labrador Sea (-4.46°C) and 
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some localized warming over Eurasia in DJF2 (but with no clear are-averaged warming 

signal: 0.01°C; Figure 4.8). The remainder of this section will therefore focus on the DJF2 

response in the GloSAT observations and the ModE-RA and 20CRv3 datasets.  

Focussing first on the six eruptions which likely show evidence of a positive NAO response 

in DJF1 (U1809, U1831, Krakatau, Santa Maria, El Chichon and Pinatubo), five show 

evidence of a sustained response in DJF2 with warm and cool anomalies (consistent with a 

positive phase of the NAO) present over Europe and Greenland, respectively (Figures C5 to 

C7). As in DJF1, there are some inconsistencies between the three datasets, particularly 

following the U1831 and U1809 eruptions, however, only U1809 does not show evidence 

of a sustained response over both Europe and Greenland in at least one dataset. The spatial 

warming pattern evident in DJF2 is slightly different to DJF1 - the warm anomalies over 

Eurasia are less widespread, shifted poleward and usually of a lower magnitude. However, 

overall, the results do support the findings of previous studies that a dynamic winter warming 

response can also be seen during DJF2. The results do not, however, support the finding of 

a response that is stronger in DJF2 than in DJF1, in contrast to Fischer et al. (2007).  

Perhaps more interesting than the above, however, is the finding that both Tambora and 

Cosiguina, which do not show evidence of a positive NAO temperature response in DJF1, 

do in DJF2 (Figure 4.8). The warm anomalies over Europe following Cosiguina (0.7°C) are 

of a similar magnitude and distribution to those found in DJF1 following other eruptions and 

are present in every ensemble member in both ModE-RA and GloSAT (Figure 4.4; grey 

boxplots), meaning they are clearly stronger than observational uncertainty. Similarly, the 

anomalies found in DJF2 following Tambora have a similar spatial distribution to those 

found following other eruptions in DJF1, and the response is also present in every ensemble 

member (Figure 4.4; grey boxplots). The magnitude of the anomalies following Tambora 

are significantly larger: between 1.98°C and 2.25°C over Europe and between -0.41°C 

and -2.92°C over Greenland (dependent on the dataset). This is marginally warmer than the 

largest anomalies seen over Europe in DJF1 (2.08°C following El Chichon) and nearly twice 

as warm as those seen in DJF2 (the next largest being 1.33°C following Pinatubo). The 

finding of pronounced warming in DJF2 following Tambora (but not in DJF1) may help to 

explain the stronger composite Eurasian winter warming response found in DJF2 by Fischer 

et al., (2007), who included Tambora in their composite.  
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Figure 4.8. Post-eruption DJF2 surface temperature anomalies in each dataset following Tambora 

(1815) and Cosiguina (1835). The number in purple (pink) is the area-weighted mean temperature 

anomaly for the Greenland (Europe) box and the regional difference is the difference between the 

two (Europe minus Greenland). 

Overall, the observations and reanalyses suggest that a temperature response, similar in 

characteristic to a positive phase of the NAO, is present (to differing extents) following seven 

eruptions in DJF2: Tambora, U1831, Cosiguina, Krakatau, Santa Maria, El Chichon and 

Pinatubo; including two eruptions which did not show a response in DJF1: Tambora and 

Cosiguina. 

4.5. Post-eruption winter circulation response   

To complement the analysis in Section 4.4, the winter circulation response (as indicated by 

the NAO indices associated with each dataset) to explosive volcanism is also assessed as a 

separate line of evidence for a dynamic response to explain the European winter warming.  

4.5.1. Observations and reanalyses 

Figure 4.9 shows the observed NAO index as well as the NAO index from the reanalyses 

(20CRv3 and ModE-RA). There is good visual agreement between the three datasets from 

the mid-1800s. This is confirmed by a rolling (10-year) correlation (Figure 4.9) which shows 

generally high correlation coefficients (r ≥ 0.9) throughout the overlapping periods except 

before 1860 in 20CRv3 and a short period in the 1910s in all datasets where the correlations 
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weaken. As the correlations here and the analysis of the ensemble spread discussed in 

Section 4.4.2 both suggest the 20CRv3 data is not as reliable before the mid-1800s (due to 

the use of climatological SSTs and the assimilation of few pressure observations, including 

none over Iceland), the 20CRv3 dataset will not be included in the assessment of the NAO 

index following the earlier four eruptions.  

The NAO indices suggest a positive phase of the NAO occurred following up to six eruptions 

in DJF1: U1809, U1831, Krakatau, Santa Maria, El Chichon and Pinatubo, and following up 

to five eruptions in DJF2: Tambora, U1831, Cosiguina, El Chichon and Pinatubo. In DJF1 

these results are consistent with the temperature-based findings in Section 4.4; however, the 

MSLP data suggest fewer eruptions have a positive NAO in DJF2 than suggested by the 

temperature anomalies. Krakatau does not have a positive NAO in DJF2 in either dataset 

and Santa Maria only has a (marginally) positive index in the observations (Figure 4.9).  

The presence of a positive NAO index, however, does not tell the whole story. As is noted 

by Christiansen (2008), the NAO shows periods with some apparent persistence which 

means there are frequently consecutive winters with the same sign (see Figure 4.9). Although 

the overall autocorrelation in the NAO index is low - Eade et al. (2022), for example, 

estimate lag-1 autocorrelations of 0.169 and 0.142 in the HadSLP2r (Allan & Ansell, 2006) 

and 20CR (Compo et al., 2011) winter NAO indices (for the period 1850-2020), respectively. 

This fact does raise questions regarding the significance of the occurrence of a positive NAO 

following a volcanic eruption. Krakatau, for example, has a positive NAO index in the first 

post-eruption winter, but also has a positive index in the winter prior to the eruption. In such 

instances it is therefore difficult to determine whether the positive phase is the result of the 

eruption, or whether it would have occurred anyway due to the apparent persistence. To 

address this, the indices are assessed again, this time taking into account the phase of the 

NAO in the winter prior to the eruption (referred to as DJF0).  
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Figure 4.9. Upper four panels: North Atlantic Oscillation indices calculated from observed and 

simulated mean sea level pressure. The vertical dashed lines and annotated values represent the NAO 

index in DJF1 following each eruption (where data is available). The indices for the 20CRv3, ModE-

RA and G_UKESM1.1 datasets are the ensemble mean values. NAO indices for each G_UKESM1.1 

ensemble member can be found in Appendix C (Figure C8). Lower panel: 10-yr rolling correlation 

between the Jones et al. (1997), 20CRv3 and ModE-RA NAO indices. 
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Looking at the same three datasets, the results show that up to five eruptions: U1809, U1831, 

Santa Maria, El Chichon and Pinatubo, present evidence of a shift from a negative phase in 

DJF0 to a positive phase in DJF1, and that six eruptions (all except Tambora and Cosiguina) 

show a shift to more positive values (i.e. where a positive NAO occurred in DJF0, as is the 

case for Krakatau, the magnitude of the index increased in DJF1). The same is also true for 

Tambora in DJF2 which shows a shift to a positive NAO index following negative indices 

in DJF0 and DJF1, and to a lesser extent for Cosiguina which shows a shift from a negative 

index in DJF1 to either a weaker negative value in the observations or a small positive in 

ModE-RA. Of the other eruptions which show a positive NAO index in DJF2 (U1831, Santa 

Maria, El Chichon and Pinatubo) only U1831 has a stronger (more positive) index than 

DJF1. This, however, is not unexpected as the surface temperature response is also generally 

weaker following these eruptions. 

Overall, the findings suggest a shift to a positive index, or a strengthening of an existing 

positive NAO index, occurred following six eruptions in DJF1 (U1809, U1831, Krakatau, 

Santa Maria, El Chichon and Pinatubo) and following three eruptions in DJF2 (Tambora, 

U1831 and Cosiguina). The results in DJF1 concur with Christiansen (2008) who identified 

a positive NAO following 85% of the largest volcanic eruptions since 1870 as well as the 

findings of Ortega et al. (2015); Sjolte et al. (2018) and Wunderlich & Mitchell (2017) who 

all identified a shift toward positive NAO indices following the majority (or all) of the 

explosive eruptions they assessed. The finding of a positive index following Tambora in 

DJF2, but not DJF1, is also supported by Hanna et al. (2022).  

4.5.2. G_UKESM1.1 model 

Similar to the findings in Section 4.4, the NAO index simulated by G_UKESM1.1 does not 

replicate the same tendency for a positive NAO in the winters following the eruptions as the 

observations and reanalyses. A positive NAO index in the ensemble mean is identified in 

DJF1 following only two eruptions: Tambora and (marginally) Krakatau, which is not 

significant given that a positive NAO index occurs in 40% of non-volcanic winters (Figure 

4.9). For completeness, an analysis of the NAO index in the ensemble members was also 

undertaken (Figure C8). This shows a similar occurrence of positive NAO indices in non-

volcanic winters (41%-54%), but with much intra-ensemble variability in the percentages 

following volcanic eruptions: ranging from 12% in ensemble member four, to 100% in 

ensemble member three. This illustrates that an individual simulation (i.e., ensemble 
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member) could by chance show a tendency to simulate a positive NAO even when the model 

shows no overall NAO response to volcanic forcing. Overall, there is little evidence to 

suggest the G_UKESM1.1 model consistently simulates a positive NAO in either the first 

or second post-eruption winter, in contrast to what is seen in the observations and reanalyses. 

These results are in line with Swingedouw et al. (2017), who found the majority of the 

PMIP3 models do not produce a significant shift to a positive NAO following volcanic 

eruptions, as well as Driscoll et al. (2012) who showed the same for the CMIP5 models. 

It is worth noting that Tambora is the only eruption for which all six G_UKESM1.1 ensemble 

members show the same sign (positive) NAO index in DJF1 (Figure C8). All six also show 

a positive NAO index in DJF2. The G_UKESM1.1 ensemble mean shows a large positive 

NAO index of 0.94 in DJF1 and an even stronger index of 1.68 in DJF2. The latter value is 

the largest NAO index (of either sign) present in the ensemble mean during the period of 

study and both values are of a similar magnitude to the NAO indices found (following other 

eruptions) in the observations. This is notable because any contribution from internal 

variability will be reduced in the ensemble mean. This finding concurs with the suggestion 

of Swingedouw et al. (2017) that only large eruptions are able to produce a positive NAO 

response in the models, since Tambora is the strongest eruption considered here.  

4.6. Assessing the evidence for a dynamic winter response to explosive volcanism 

The results of Sections 4.4 and 4.5 suggest a winter temperature and circulation response, 

consistent with a positive phase of the NAO, occurred in DJF1 following six of the eruptions 

assessed: U1809, U1831, Krakatau, Santa Maria, El Chichon and Pinatubo, and in DJF2 

following five eruptions: Tambora, U1831, Cosiguina, El Chichon and Pinatubo. The 

identification of temperature and pressure anomalies consistent with a positive NAO, 

however, is not by itself evidence of volcanic forcing. Robock & Mao (1992), for example, 

found temperature anomalies of a similar pattern to those identified following volcanic 

eruptions in 21% of non-volcanic winters (between 1866-1992) and, as the NAO is a natural 

mode of variability, positive phases of the NAO regularly occur in the absence of volcanic 

forcing. This is nicely illustrated by the observed NAO index (Figure 4.9; Jones et al. (1997)) 

which suggests that a positive phase of the NAO index occurs in 45% of non-volcanic years. 

Thus, this section will assess whether there is evidence that the identified anomalies (with a 

focus on temperature) were a result of the preceding volcanic eruptions, or how likely it is 

that they would have occurred even in the absence of an eruption. As the conclusions drawn 
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in this section are influenced by whether it is accepted that a volcanically forced response is 

plausible in DJF2, and as this plausibility has been questioned previously (see Section 4.4.5), 

the ability of volcanic eruptions to have an effect on the NH winter climate in DJF2 will first 

be discussed. 

4.6.1. Is a volcanically forced response in the second post-eruption winter plausible? 

As noted in Section 4.4.5, some previous studies have questioned the plausibility of a winter 

temperature and circulation response in DJF2, suggesting a) that there is not sufficient 

aerosol present in the stratosphere in DJF2 to cause a response and b) that there is no memory 

associated with the stratospheric pathway which could sustain a response from the first post-

eruption winter. An assessment of the NH SAOD in DJF2 (Figure C1), however, suggests 

that a) may not be a valid criticism for eruptions of the magnitude assessed here. Figure C1 

shows that, following all eight eruptions, the aerosol load in DJF2 in the NH is at least as 

large as that present in DJF1 following the eruption of Mount Agung (1964), an eruption 

that was followed by winter warming over Eurasia (Graf et al., 2007; Kelly et al., 1996; 

Robock & Mao, 1995; Shindell et al., 2004). Thus, the sustained warming (and Greenland 

cooling) identified in DJF2 is not inconsistent with the quantities of aerosol present in the 

stratosphere. This is especially true if the aerosol particle size is taken into account. 

Stenchikov et al. (1998) showed that smaller aerosol particles – which are likely to constitute 

a larger proportion of the SAOD in DJF2 – absorb more near-IR radiation than larger 

particles; therefore, the lower stratospheric heating in DJF2 may be comparatively larger 

than in DJF1, even if the same SAOD were present. This is supported by Marshall et al. 

(2020) who found the forcing per unit of SAOD is weaker in the first year following an 

eruption in comparison to the second and third years. 

It is also worth noting here that the magnitude of the anomalies following Tambora in DJF2 

(similar in size to the largest post-eruption anomalies in DJF1) are also plausibly volcanically 

forced because, due to the magnitude of Tambora, the reconstructed NH SAOD in DJF2 

(0.149 – 0.247, Figure C1) is of a similar magnitude to, or larger than, that present in DJF1 

following the majority of the other eruptions. Thus, it is concluded that the quantities of 

aerosol present following each eruption are not inconsistent with the magnitudes of the 

temperature anomalies and, based on the results of observation-based studies, are sufficient 

to produce a dynamic circulation response.  
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What is perplexing here, however, is the existence of a potential temperature response in 

DJF2 following Tambora and Cosiguina, when no response was present in DJF1. It could be 

argued that the less pronounced anomalies following Cosiguina are merely the result of 

internal variability, however, the magnitude of the anomalies in DJF2, as well as the 

quantities of aerosol present in the stratosphere in both DJF1 and DJF2 (Figure C1), make 

this argument less convincing for Tambora. As this finding in itself could lead to questions 

about the plausibility of a volcanically forced response in DJF2, a few potential explanations 

for the delayed response are outlined below.  

Previous studies have suggested a dynamic winter warming response occurs in the second 

post-eruption winter following mid- and high-latitude eruptions, due to the additional time 

taken for the aerosol to reach the tropics and for a strengthened equator-to-pole temperature 

gradient to form (Robock & Mao, 1995). While the tropical (8.25°S; 118.00°E) location of 

Tambora is well documented (Stothers, 1984) it is possible that the quantity of aerosol 

present in the tropics, and/or in the NH, was not sufficient to strengthen the NH 

equator-to-pole temperature gradient until DJF2. This could have occurred either because 

the explosivity of the eruption lofted the aerosol high into the atmosphere where it was 

transported straight to the polar regions by the upper ‘deep’ branch of the Brewer-Dobson 

circulation (Plumb, 2002) or because the aerosol remained tightly confined to the Southern 

Hemisphere and/or equatorial region during DJF1. Neither scenario is represented in the 

reconstructed SAOD profiles for Tambora used to force the climate or reanalysis models 

(shown in Figure C1); however, Clyne et al. (2021) found that some models simulate the 

equatorial confinement of aerosol following Tambora and earlier studies by Arfeuille et al. 

(2014) and Crowley et al. (2008) both suggest Tambora may have produced an asymmetrical 

aerosol cloud, with the majority of the aerosol present in the SH. Ultimately, the real-world 

quantity and distribution of SAOD is uncertain. Large disagreements between the simulated 

SAOD profiles following Tambora have previously been identified by Marshall et al. (2018) 

and Clyne et al. (2021) and the estimated quantity and distribution of SAOD are largely 

based on observations following Pinatubo, a much smaller eruption with potentially different 

background atmospheric circulation (Table 4.1). As a result, both scenarios are plausible, 

even if not supported by the reconstructions in Figure C1. 

In addition to the above, it is also plausible that the size of the aerosols in the first 

post-eruption winter following Tambora could have prevented a dynamic circulation 

response in DJF1. Studies (e.g. Arfeuille et al. (2014)) show that the larger the stratospheric 
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aerosol injection associated with an eruption, the larger the average aerosol particle size 

(effective radius) is. Due to the large magnitude of the Tambora eruption, it is therefore 

likely that the aerosol particles in the first post-eruption winter following Tambora were 

substantially larger than following the other eruptions assessed. As noted earlier, larger 

aerosol particles are less efficient at absorbing radiation than smaller particles (Stenchikov 

et al., 1998), thus the large particle size may have limited the heating of the lower 

stratosphere and thus the strengthening of the equator-to-pole temperature gradient in DJF1. 

As larger aerosol particles fall out of the atmosphere more quickly than smaller particles, 

this limitation would not have been present in DJF2, thus potentially explaining the delayed 

response following Tambora.  

Finally, it is also worth noting that both Tambora and Cosiguina are the only eruptions 

included in this analysis which are closely preceded by other large low latitude eruptions. 

U1809 erupted only six years prior to Tambora and U1831 potentially less than four years 

prior to Cosiguina. Previous modelling studies have suggested the combined climate 

response to two sequential eruptions differs from the response to one (Zanchettin et al., 

2013); therefore, it is possible this factor could have contributed to the lack of Eurasian 

winter warming present in DJF1 following these eruptions.  

While the reasons for the delayed post-eruption temperature and circulation responses 

following Tambora and Cosiguina remain unknown, this section concludes that there may 

have been sufficient aerosol present in the stratosphere following all of the eruptions 

assessed (in this study) to make a volcanically forced response in DJF2 plausible. Thus, the 

focus will now turn to the question of whether there is evidence that the surface temperatures 

and NAO indices identified in Sections 4.4 and 4.5 were volcanically forced. 

4.6.2. Is there evidence of a volcanic signal in the observations and reanalyses? 

Having considered each eruption in turn (Section 4.4), the magnitudes of the post-eruption 

temperature anomalies will now be compared with the magnitudes of the anomalies that 

occurred without volcanic forcing. This comparison is made in Figure 4.10, which shows 

the area-weighted mean post-eruption temperature anomalies for DJF1 and DJF2 (for each 

eruption) compared to a histogram of the anomalies present in the non-volcanic reference 

period (Section 4.3.3) in each dataset. Each histogram gives an approximation of the internal 

variability in the climate system and provides an indication of the likelihood that an anomaly 

could have occurred by chance.  
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A comparison between the histograms and the individual post-eruption temperature 

anomalies (Figure 4.10) proves inconclusive. Following only Krakatau and El Chichon in 

DJF1 and Tambora and Pinatubo in DJF2, do the Greenland post-eruption temperature 

anomalies fall outside 2σ (in at least two of the datasets), indicating they were unlikely to 

have occurred without external forcing. The anomalies in Europe following the same 

eruptions, and across all three metrics following the other eruptions (Figure 4.10); however, 

are not especially anomalous, falling within 1σ or 2σ (in line with the findings of other 

studies, including Polvani & Camargo (2020)). This raises the possibility that the identified 

anomalous cooling over southwest Greenland (and thus the strong regional dipole) may 

instead result from a direct radiative (cooling) response to volcanism, rather than a dynamic 

circulation response via the NAO. Thus, following the majority (all) of the eruptions studied, 

the magnitude of the anomalies over Greenland (Europe) do not, by themselves, provide 

conclusive evidence for a volcanic signal as the majority (all) could realistically have 

occurred in the absence of an eruption.   

However, as the stratospheric pathway, which is believed to account for the observed winter 

warming over Eurasia (described in Section 4.1), essentially excites a natural mode of 

variability (the NAO), it may not be reasonable to expect the anomalies to be ‘unusual’ or to 

fall outside of the range of internal variability. Instead, the consistency of the response across 

the eight eruptions, may be more appropriate to consider.  
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Figure 4.10. Post-eruption ensemble mean temperature anomalies for DJF1 and DJF2 (coloured markers) plotted against histograms of the temperature anomalies in every 

non-volcanic winter between 1781/82-1998/99. Dashed vertical lines represent 1σ and 2σ of the non-volcanic winters; the shading represents the sign of the anomaly that 

corresponds with a positive phase of the NAO and the percentage of volcanic winters with an anomaly of this sign is indicated on each panel for DJF1 and DJF2. Each row 

represents a different dataset: rows from top to bottom are for GloSAT, 20CRv3, ModE-RA and G_UKESM1.1 (histograms for G_UKESM1.1 are narrower because this 

ensemble member averages over different realisations of internal variability). Note that the anomalies for 20CRv3 are expressed with respect to (wrt.) the non-volcanic 

winters for 1806/07-1998/99 (and the histograms also represent this slightly shorter period).  
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In Figure 4.10 it is notable that the histograms are approximately normally distributed around 

0°C, however, the post-eruption temperature anomalies in DJF1 and DJF2, in all three 

datasets, have a clear tendency to be negative in Greenland and positive in Europe. In the 

latter case, this is despite the known direct negative radiative forcing of explosive eruptions. 

Even in the relatively few instances where the anomalies are not of the anticipated sign 

(26/144), only one anomaly exceeds 1σ in magnitude. If there were no external forcing (or 

no dynamic response), the post-eruption anomalies might be expected to be more centred on 

zero (or shifted toward more negative temperatures due to the negative radiative forcing). 

Thus, the shifted distribution (in the anticipated direction) in both study regions and in both 

post-eruption winters, lends weight to the suggestion that the temperatures are volcanically 

forced and that there is a dynamic circulation response to explosive volcanism in the NH. 

This conclusion is supported by a Student’s t-test and a Kolmogorov-Smirnov test which 

find the magnitude and distribution of the post-eruption anomalies in DJF1 and DJF2 

(combined) to be significantly different (at the 95% level) from the non-volcanic winter 

anomalies in all three metrics: Greenland, Europe and the regional dipole, and in all three 

datasets (except over Europe in 20CRv3) (Table 4.2).  

Table 4.2. Results of a Student’s t-test and Kolmogorov-Smirnov test comparing the (combined) 

DJF1 and DJF2 temperature anomalies with the temperature anomalies in non-volcanic winters. The 

numbers in brackets for G_UKESM1.1 are the results excluding Tambora. 

  Student’s t-test Kolmogorov-Smirnov test 

  t-statistic p value KS-statistic p value 

GloSAT 

Greenland -4.26 0.000 0.39 0.017 

Europe 2.13 0.035 0.41 0.010 

Dipole 3.68 0.000 0.42 0.008 

20CRv3 

Greenland -3.03 0.003 0.37 0.029 

Europe 2.18 0.031 0.29 >0.05 

Dipole 3.00 0.003 0.35 0.042 

ModE-RA 

Greenland -4.22 0.000 0.43 0.005 

Europe 2.09 0.038 0.37 0.027 

Dipole 3.68 0.000 0.40 0.014 

G_UKESM1.1 

Greenland -2.30 (-0.21) 0.022* (>0.05) 0.21(0.18) >0.05(>0.05) 

Europe -2.01 (-2.39) 0.046 (0.018) 0.35(0.44) 0.046 (0.007) 

Dipole 0.58 (-1.15) >0.05 (>0.05) 0.16 (0.29) >0.05 (>0.05) 

*Significance is due to the inclusion of Tambora in the test. Significance is for cooler than average 

conditions in Europe, not warmer as is being tested for.    
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The suggestion of a volcanically forced response is also supported by the MSLP data, which 

provides compelling evidence that a positive phase of the NAO index is favoured in the one-

to-two years following explosive low latitude eruptions. Up to 75% of eruptions in DJF1 and 

up to 63% of eruptions in DJF2 have a positive NAO index in at least one dataset, despite a 

positive NAO occurring in only 40-45% of non-volcanic years. A Student’s t-test confirms 

the significance of this finding (see Table 4.3).  

Table 4.3. Results of the Student’s t-test comparing the NAO indices in post-eruption and non-

volcanic years. Values in brackets for 20CRv3 include the period pre-1850, for information. 

 t-statistic p-value 

 DJF1 DJF1 & 2 DJF1 DJF1 & 2 

Jones et al. (1997) 1.68 1.98 0.096 0.049 

20CRv3 ensemble mean 2.92 (1.60) 2.70 (1.46) 0.004 (0.114) 0.007 (0.145) 

ModE-RA ensemble mean 2.17 2.51 0.031 0.013 

G_UKESM1.1 ensemble mean 0.17 1.16 0.863 0.246 

 

4.6.3. Is there evidence of a volcanic signal in the G_UKESM1.1 simulations? 

Focusing now on the G_UKESM1.1 simulations, the results outlined in Sections 4.4.4 and 

4.5.2 clearly suggest there is little evidence of a dynamic winter warming response present 

in the models, following the majority of eruptions. These findings are confirmed here by an 

assessment of the ensemble spread and individual ensemble members. 

As is noted in Section 4.2.4, each ensemble member in the G_UKESM1.1 simulations 

represents a different realisation of internal variability, therefore, the spread of the ensemble 

members can be considered a measure of the internal variability present in the climate system 

and the ensemble means an approximation of the forced response. With this in mind, a 

comparison of the ensemble means and spreads in Figure 4.4 and 4.7 clearly demonstrate 

that any forced response is minimal in comparison to internal variability. Over Greenland 

the ensemble spread ranges from 2.5°C to 7.6°C, compared to ensemble means of no more 

than ±1.36°C (excluding Tambora), and over Europe the ensemble spreads range from 2.6°C 

to 6.7°C, compared to ensemble means of no more than ±0.7°C (following any eruption).  

In addition, as noted in Section 4.4.4, there is no consistency in the direction or spatial 

distribution of the temperature anomalies, and where the ensemble means are largest, they 

are often of the opposite sign to the anticipated response. This is demonstrated by the 
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distribution of the ensemble means in Figure 4.10. In contrast to the observations and 

reanalyses, the distribution of ensemble means for post-eruption winters in G_UKESM1.1 

is more closely centred on 0°C in DJF1, as would be expected if no forced response were 

present, and shifted slightly toward cooler conditions in all regions in DJF2, the opposite of 

the anticipated dynamic response in Europe. Note the two winters which show significant 

cool anomalies in Greenland, and a large, positive Europe-Greenland dipole, are the two 

post-eruption winters following Tambora; these will be discussed further later in this section.  

 
Figure 4.11. Post-eruption surface temperature anomalies in the first winter (DJF1) following El 

Chichon for each ensemble member in the G_UKESM1.1 dataset. The number in purple (pink) is 

the area-weighted mean temperature anomaly for the Greenland (Europe) box.  

The lack of a consistent or substantial dynamic winter response in the models is further 

demonstrated by an examination of the post-eruption temperature anomalies in the individual 

ensemble members, which shows that, under exactly the same volcanic forcing, vastly 

different post-eruption temperatures can be simulated over Eurasia and Greenland. This is 

obvious in Figure 4.4, which shows the ensemble spreads generally span 0°C, and in Figure 

4.11 which shows that following El Chichon, both unusually cold (member one) and 

unusually warm (member two) conditions can be simulated over Eurasia, and vice versa over 

Greenland. This is also true in the MSLP data where both positive and negative NAO indices 

are simulated by the ensemble members following seven of the eruptions. Thus, both a 

positive and negative NAO index and warm and cold conditions over Europe and Greenland 

are consistent with the volcanic forcing present in the model. This strongly suggests that any 

real-world volcanic effect on the NH temperature or atmospheric circulation is either not 

sufficiently captured by the model or is overwhelmed by internal variability (for eruptions 
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of a smaller magnitude than Tambora). This conclusion is supported by a Student’s t-test 

and Kolmogorov-Smirnov test which find no significant difference (in the anticipated 

direction) between the post-eruption and non-volcanic temperatures in Europe, Greenland 

or the regional dipole (Table 4.2), as well as a Student’s t-test which finds no significant 

difference between the NAO index in volcanic and non-volcanic winters (Table 4.3). 

These results are consistent with the findings of Azoulay et al. (2021), Polvani et al. (2019) 

and Polvani & Camargo (2020), who do not find evidence in model simulations of a 

volcanically forced Eurasian winter temperature response (distinguishable from internal 

variability) following the eruptions of Pinatubo and/or Krakatau, and of  Driscoll et al. 

(2012) who find the same following nine eruptions (including Krakatau, Santa Maria, El 

Chichon and Pinatubo) in the CMIP5 models. The results do not replicate the significant 

warming found in model simulations by Zambri & Robock (2016) or Coupe & Robock 

(2021), respectively; however, the findings are not inconsistent with their results either. Both 

identified warming further north than the regions studied here, and both assessed ensemble 

sizes significantly larger than six (thus enhancing the signal-to-noise ratio). Additionally, 

when smaller eruptions were considered by Zambri & Robock (2016), and when observed 

sea surface temperatures were not accounted for in Coupe & Robock (2021), the signal was 

largely lost.  

 
Figure 4.12. As for Figure 4.11, but for Tambora. 

The caveat to the findings above is Tambora. The results outlined in Sections 4.4.4 and 4.5.2 

suggest there is compelling evidence that the G_UKESM1.1 simulations do produce a 

volcanically forced dynamic winter warming response following the eruption of Tambora. 

Tambora is the only eruption where the ensemble members consistently simulate cooler 
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conditions over Greenland (6/6 ensemble members) and show a tendency for warmer 

conditions over Europe (4/6 ensemble members) (Figure 4.4; Figure 4.12); where the 

magnitude and spatial distribution of the temperature anomalies are similar to those seen in 

the observations (although following other eruptions) and where a positive NAO index is 

also simulated in the ensemble mean (Figure 4.9), including across all six ensemble members 

(Figure C8).  

The simulation of a potential volcanically forced temperature and circulation response 

following Tambora is consistent with the findings of Azoulay et al. (2021) and Dallasanta & 

Polvani (2022) who suggest a volcanically forced response can be reproduced by the present 

generation of models following very large eruptions, even with a relatively small ensemble 

size. The magnitude of Tambora – which is significantly larger than any of the others 

assessed here (Figure 4.2b; Figure C1) – also concurs with the thresholds identified by each 

study: 10Tg(S) based on 100 ensemble members (Azoulay et al., 2021), and 20Tg(S) based 

on 20 ensemble members (Dallasanta & Polvani, 2022). Tambora injected an estimated 

28.1Tg(S) into the stratosphere and is the only eruption assessed here which has a 

stratospheric sulphur injection of more than 20Tg(S) (Toohey & Sigl, 2017). Thus, these 

findings suggest the G_UKESM1.1 model is able to reproduce the observed winter warming 

response following eruptions of the magnitude of Tambora, or larger, but not following 

eruptions of a smaller magnitude.  

It is possible the lack of an apparent volcanic signal following eruptions of a smaller 

magnitude than Tambora is linked to the signal-to-noise paradox in climate models. The 

signal-to-noise paradox suggests that the predictable component (signal) in model 

simulations is erroneously too small relative to the unpredictable component (noise), 

particularly in the North Atlantic (Eade et al., 2014; Scaife & Smith, 2018; Smith et al., 

2020). If the signal-to-noise paradox applies to the modelled response to volcanic forcing, 

as is suggested by Scaife & Smith (2018), then the role of internal variability may be 

overestimated in these results and may be overwhelming the volcanic signal following the 

eruptions of a smaller magnitude than Tambora. This may help to explain the small ensemble 

mean (forced signal) relative to the ensemble spread (internal variability) evident in Figure 

4.4 and will be discussed further in Chapter 5. 
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4.7. Chapter summary 

This study has assessed the evidence for a volcanically forced dynamic winter warming 

response over Eurasia, following eight of the largest tropical eruptions of the nineteenth and 

twentieth centuries, using observations, two reanalysis datasets (including a palaeo-

reanalysis) and model simulations. In agreement with previous studies, the four datasets do 

not produce the same results. The assessment of the observations and two reanalyses finds: 

a) Eurasian winter warming, consistent with a positive phase of the NAO, occurs in the first 

post-eruption winter following six eruptions: U1809, U1831, Krakatau, Santa Maria, El 

Chichon and Pinatubo, and in the second post-eruption winter following seven, including 

Tambora and Cosiguina. 

b) a positive NAO index is favoured in the first and second post-eruption winters. Six 

eruptions show a positive NAO index in DJF1 (same eruptions as in a)) and five in DJF2 

(including Tambora and Cosiguina).  

c) the magnitude of the individual post-eruption temperature anomalies is generally not 

unusual (the majority fall within the 1σ or 2σ ranges of internal variability), but the 

consistency across the eight events of positive and negative anomalies in Europe and 

Greenland, respectively, in either DJF1 or DJF2 is significant in comparison to non-

volcanic winters.   

In contrast, the assessment of the model simulations finds: 

a) the G_UKESM1.1 model does not reproduce a Eurasian winter warming response, 

similar to that found in the observations and reanalyses, or a shift to a positive phase of 

the NAO, following seven of the eruptions assessed. 

b) G_UKESM1.1 does produce evidence of Eurasian winter warming following the larger 

eruption of Tambora and this is corroborated by a positive phase of the NAO. The 

response is reasonably consistent between ensemble members: all six show a positive 

NAO index and negative anomalies over Greenland and four show positive anomalies 

over Europe. 

Previous studies have concluded that the unexceptional size of the post-eruption temperature 

anomalies and the lack of a forced response in the models, weakens the evidence for a link 

between observed Eurasian winter warming and explosive volcanism. While the findings 

here agree that the models do not reproduce the observed response following the majority of 

eruptions, and that the post-eruption anomalies are generally not exceptional, it is argued 
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that these two factors do not preclude the hypothesis that the warming is volcanically forced, 

for two main reasons. Firstly, the finding that G_UKESM1.1 does produce a potential 

dynamic winter warming (and NAO) response following Tambora, suggests that there is a 

causal link between the observed warming and explosive volcanism that can be captured by 

the model for eruptions of a sufficient magnitude. And, secondly, as the stratospheric 

pathway essentially excites a natural mode of variability (the NAO), it may be unreasonable 

to require exceptional post-eruption temperature anomalies or NAO indices as the threshold 

to conclude the warming is volcanically forced. 

Instead, it is argued that it is the consistency of the observed response that is more significant. 

Despite the uncertainties associated with a) the observations and eruptions themselves; b) 

the different eruption source parameters (i.e., eruption season, injection height, latitude) and 

c) the background environmental conditions (i.e. phase of the ENSO and QBO; Table 4.1), 

all of which can affect the climatic impact of eruptions (Coupe & Robock, 2021; Kirchner 

et al., 1999; Marshall et al., 2020; Muthers et al., 2014, 2015; Thomas, Giorgetta, et al., 

2009; Thomas, Timmreck, et al., 2009; Toohey et al., 2014; Zanchettin et al., 2019), all eight 

eruptions assessed here present some evidence of a winter temperature and circulation 

response consistent with a positive phase of the NAO. It is this consistency in the response 

which is significant and which it is argued here lends support to the earlier conclusions that 

there is a causal link between the observed winter warming over continental Eurasia and the 

preceding volcanic eruptions.  

In conclusion, and returning to the question originally posed: do the early nineteenth century 

eruptions support the evidence for volcanically induced winter warming? Taken in isolation, 

the results of the early nineteenth century eruptions are not sufficient to draw a conclusion; 

however, taken in combination with the four more recent eruptions, it is suggested the 

findings of the observations, reanalyses, and the modelled response to Tambora, outlined in 

this chapter, do lend support to the suggestion that explosive low latitude eruptions lead to 

warmer winter conditions over Eurasia due to the inducement (or strengthening) of a positive 

phase of the NAO.  
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Chapter 5 

 

Summary and Conclusions 

5.1. Summary of key findings 

5.1.1. Part I: Quantifying the exposure bias in early instrumental temperature 

records 

Exposure biases are a pervasive non-climatic change in land surface air temperature records 

which have been introduced as a result of changes in the way thermometers have been 

sheltered from solar radiation and the elements over time. Exposure biases have not been 

widely accounted for in observational records, particularly on a global scale, due to 

difficulties detecting and correcting the bias using traditional homogenisation techniques. 

As a result, exposure biases still contribute significant uncertainty to the early period in 

global temperature compilations.  

Part I of this thesis presented an empirical approach to address the exposure bias arising from 

the introduction of Stevenson-type screens from the late-nineteenth century. The approach 

consisted of four main steps: 1) an empirical analysis of 54 parallel measurement series to 

identify the characteristics of the bias arising from four main classes of historic exposure; 2) 

the development of three bias-estimation models, based on an analysis of which variables 

influence the bias in the monthly mean temperature (Tm); 3) the identification of bias-

affected stations using exposure metadata and 4) the application of the models to the 

CRUTEM5 station database, based on the exposure metadata, to quantify and reduce the 

bias in a version of CRUTEM5 extended back to begin in 1781.  

Step one (Chapter 2, Section 2.3) identified differences between the temperatures recorded 

in Stevenson screens and early exposures which varied seasonally, diurnally, and with 

location and exposure class. The largest biases were generally present in maximum 

temperatures and the diurnal temperature range but significant biases, which require 

consideration before series can be used for climate assessment, were also found in mean 
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temperatures. The largest biases in mean monthly temperatures were found in freestanding 

exposures (annual means up to 0.78°C too warm) and in the summer months, while the 

smallest biases were generally found in wall-mounted exposures (near 0°C annually) and in 

winter. The biases arising from three classes of exposure were found to have distinct seasonal 

and diurnal characteristics. The open exposures tended to record warmer maxima and cooler 

minima than Stevenson screens, with a warm bias in Tm which peaks in summer and is 

smallest in winter. Wall-mounted exposures generally recorded the opposite: cooler maxima 

and warmer minima than the Stevenson screen, with a bi-annual cycle in ΔTm and a near 0°C 

annual mean bias. In contrast to both, intermediate exposures tended to record warmer 

maxima and minima than the Stevenson screen, with a warm bias in Tm, which peaks in the 

summer months (similar to open exposures). The bias arising from closed exposures had 

similar characteristics to both open and intermediate exposures, with warmer maximum 

temperatures in closed exposures and a single-peaked warm bias in Tm; however, it is unclear 

from the parallel measurements analysed here whether the minima in closed exposures are 

generally warmer or cooler than those recorded in Stevenson screens. The inclusion of 

additional parallel measurements in Section 2.3 (in comparison to Parker (1994)) highlighted 

possible regional differences in the magnitude of the exposure bias arising from open 

(Section 2.3.1) and closed (Section 2.3.4) exposures; confirmed a bi-annual cycle in ΔTm is 

a common feature of the bias arising from wall-mounted exposures (Section 2.3.2) and also 

highlighted possible differences in the seasonal cycle and magnitude of the bias (in Tm) 

arising from intermediate exposures (Section 2.3.3). 

In step two, (Chapter 2, Section 2.4) significant relationships between the bias and the 

temperature recorded in the historic exposure (THist), downward top of atmosphere solar 

radiation (TOA) and/or received shortwave downward solar radiation (SWD) were identified 

in each exposure class and led to the development of three regression-based bias-estimation 

models. A combination of THist and SWD were found to produce the best estimates of the 

bias in open exposures; a quadratic dependence of the bias on TOA produced the best 

estimates for wall-mounted exposures, and SWD for closed exposures. This work built on 

the findings of previous studies which identified possible relationships between the 

magnitude of the bias, absolute temperature (e.g., Ashcroft et al. (2022); Brunet et al. (2011) 

and Margary (1924)) and/or solar radiation variables (e.g. Auchmann & Brönnimann (2012); 

Brunet et al. (2011)), but is, to my knowledge, the first-time these relationships have been 
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quantified for multiple classes of early exposure using parallel measurement series from a 

variety of locations globally.  

In order to apply the bias-estimation models developed in step two, information regarding 

which stations and time periods in CRUTEM5_sdb (station database) were affected by the 

exposure bias was required. Chapter 3 (Sections 3.2 and 3.3) assessed the utility of two 

approaches to bias identification: a direct approach using metadata and an indirect relative 

approach using reanalysis and/or climate proxies as reference series. The indirect approach 

showed promise: both 20CRv3 and three of the proxy reconstructions analysed were able to 

identify an inhomogeneity in the Berlin Dahlem observed record. However, a number of 

limitations associated with each data source, as well as the inability for the comparisons, in 

isolation, to definitively establish the cause of the breakpoint, meant neither met the 

requirements for use in this thesis. Step three (Chapter 3, Section 3.4), therefore, led to the 

development of a database of historic exposures for CRUTEM5_sdb. The database contains 

at least one entry of exposure metadata for 88% of stations within 30° to 60° latitude (with 

observations before 1961) and represents one of the first attempts to collate exposure 

information relevant to individual stations and countries/Meteorological Services, at a near-

global scale.  

Application of the bias-estimation models to 1,960 mid-latitude stations in an extended 

version of CRUTEM5 (CRUTEM5_ext), in step four (Chapter 3; Section 3.5), resulted in 

small (≤0.016°C) positive adjustments to the Northern Hemisphere mid-latitudinal mean 

before 1880, and larger (≤-0.1°C) negative adjustments to the Northern and Southern 

Hemisphere mid-latitudinal means between 1882–1934 and 1856-1900, respectively. The 

largest hemispheric adjustments were made to summer temperatures in the Northern 

Hemisphere between 1882-1934 (~0.2°C) and larger adjustments were estimated regionally: 

up to -0.57°C annually and -0.79°C seasonally in individual grid cells. The applied 

adjustments mean the exposure bias has now been minimised at 75.1% of mid-latitude 

stations in CRUTEM5_eba, representing 86.3% of the mid-latitude monthly values. This 

represents a significant improvement on the proportion of unaffected stations prior to the 

application of the bias-estimation models - just 37.7% of mid-latitude weather stations in 

CRUTEM5_ext were not affected by the exposure bias pre-application, either because no 

transition to a Stevenson screen occurred during the record or because (for 1.5%) the record 

had already been adjusted.  
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Annually, and over large spatial scales, the bias adjustments produced here and the 

representation of the bias in the HadCRUT5 error model show reasonable agreement - the 

mid-latitude annual mean biases estimated for each hemisphere fall within the range of the 

error realisations applied to HadCRUT5 (Figure 3.14). However, the estimates produced in 

this thesis refine the current representation of the bias seasonally, temporally and at a 

regional/station-specific scale as the estimates account for seasonal differences in the 

magnitude of the exposure bias, differences in the magnitude and seasonal structure between 

(and within) exposure classes and spatio-temporal differences in the use of historic 

exposures and the timing of the introduction of the Stevenson screen. This refinement is 

highlighted by the monthly-resolved and time-varying adjustments produced here in 

comparison to the static annual nature of the HadCRUT5 realisations (Figure 3.14), as well 

as by the spatially varying magnitude of the bias adjustments applied (Figure 3.15), 

compared to the blanket latitude-based approach applied in HadCRUT5. This work 

represents the first-time exposure bias adjustments have been applied to LSAT series on a 

near-global scale using only station-specific metadata and empirical models. The approach 

has been demonstrated using CRUTEM5, however, the models and steps applied here are 

applicable to any monthly mean global LSAT compilation.   

5.1.1.1. Key outputs from Part I of the thesis: 

• A newly collated dataset of 54 parallel measurement series which can be used to assess 

the bias introduced by the transition from four main classes of historic exposure to 

variants of the Stevenson screen.  

• Three models which produce skilful and robust estimates of the monthly mean exposure 

bias introduced by the transition from open, wall-mounted and closed exposures to 

variants of the Stevenson screen. 

• An ‘Historic Exposures Database’ for CRUTEM5_sdb which details the exposures in 

use at individual stations and meteorological networks prior to the introduction of the 

Stevenson screen. 

• Monthly-resolved, exposure-specific, metadata-based estimates of the exposure bias 

present at individual stations in the CRUTEM5 station database. These estimates have 

been incorporated into an extended global surface air temperature dataset: GloSAT 

(Morice et al. [in prep]), which was analysed in Part II of the thesis. 
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Elements of Part I of this thesis have been published in the International Journal of 

Climatology:  

Wallis, E.J., Osborn, T.J., Taylor, M., Jones, P.D, Joshi, M., Hawkins, E. (2024). 

‘Quantifying exposure biases in early instrumental land surface air temperature 

observations.’ International Journal of Climatology, 44(5), 1611-1635. 

https://doi.org/10.1002/joc.8401 

and the parallel measurement data and exposure metadata, bias estimates and uncertainty 

produced for mid-latitude stations in CRUTEM5_sdb are both openly accessible via the 

Zenodo data repository: https://zenodo.org/doi/10.5281/zenodo.10551235 and 

https://zenodo.org/doi/10.5281/zenodo.10551196, respectively. 

5.1.2. Part II: Exploring natural climate variability in early instrumental temperature 

records 

Part II of this thesis explored a key driver of natural climate variability in the early 

instrumental period: volcanic eruptions. Specifically, the evidence for (or against) 

volcanically induced winter warming over Eurasia following explosive low latitude 

eruptions was assessed using four sources of surface temperature data: in situ instrumental 

observations, two reanalyses (including a palaeo-reanalysis) and an Earth System Model. 

The land component of the observational dataset used in Part II incorporated the exposure 

bias adjustments developed in Part I of this thesis.  

Early observation- and model-based studies linked post-eruption winter warming over 

Eurasia to volcanic aerosols via a dynamic circulation response referred to as the 

‘stratospheric pathway’ (Graf et al., 1993; Kelly et al., 1996; Robock & Mao, 1992, 1995). 

Present-generation models, however, have struggled to replicate the observations (e.g., 

Driscoll et al. (2012)) and recent studies have questioned the role eruptions play in the 

observed winter warming (Polvani et al., 2019; Polvani & Camargo, 2020). The majority of 

recent studies have either been model-based or have assessed the observed response 

following the more recent (and often smaller) volcanic eruptions such as El Chichon (1982) 

and Pinatubo (1991), which are covered by existing global temperature compilations. The 

recent development of a gridded observed global surface air temperature dataset, starting in 

1781 (GloSAT; Morice et al. [in prep]), provided a new opportunity to assess additional 

eruptions. Chapter 4, therefore built upon earlier studies by assessing the temperature and 

circulation response to the eight largest low latitude eruptions of the nineteenth and twentieth 
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centuries to determine whether the (generally larger) early nineteenth century eruptions 

provide evidence for volcanically induced Eurasian winter warming. The assessment 

included four eruptions: U1809, Tambora, U1831, and Cosiguina which had not previously 

been assessed using a global compilation of observed temperatures and was complemented 

by two reanalysis datasets and an ensemble of Earth System Model (G_UKESM1.1) 

simulations initialised in 1750 that was provided by the GloSAT project. 

The assessment of the observations and reanalyses found evidence of a winter temperature 

and circulation response, consistent with a positive phase of the NAO, for each of the eight 

eruptions assessed. Anomalously warm winters in Europe combined with a positive phase 

of the NAO index were found in the first post-eruption winter following six eruptions: 

U1809, U1831, Krakatau, Santa Maria, El Chichon and Pinatubo, and in the second post-

eruption winter following five, including Tambora and Cosiguina. The magnitudes of the 

individual post-eruption anomalies were not generally ‘exceptional’ or outside the range of 

internal variability, however, the consistency of the response following all eight eruptions, 

across two post-eruption winters, was found to be significant in comparison to non-volcanic 

winters. This consistency, despite the varying background conditions at the time of the 

eruptions and the varying eruption characteristics (see Table 4.1), was considered one of the 

most important results arising from the assessment in Chapter 4.  

As in previous studies, the G_UKESM1.1 model did not replicate the observed and 

reanalysed conditions for seven of the eruptions studied; however, evidence of Eurasian 

winter warming (and Greenland cooling) and a positive phase of the NAO was found 

following Tambora, the largest eruption assessed. This is potentially significant as it suggests 

there may be a causal link between the observed winter warming and explosive volcanism 

that can be captured by the present generation of models, but only for eruptions of a sufficient 

magnitude. This concurs with the latest studies (e.g., Azoulay et al. (2021)) and could also 

be related to the signal-to-noise paradox in models (discussed in Section 4.6.3 and further in 

Section 5.2.2 below). 

Overall, the comprehensive assessment conducted in Chapter 4 lends weight to the theory 

that explosive low latitude volcanic eruptions lead to warmer winter temperatures over 

Eurasia due to the inducement (or strengthening) of a positive phase of the NAO, and the 

inclusion of the eruptions which occurred in the early instrumental period in this assessment 

strengthens this evidence.  
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5.1.2.1. Key outputs from Part II of the thesis: 

• The first assessment of the observed post-eruption winter temperature anomalies in 

Greenland and Europe following the early nineteenth century eruptions conducted using 

a global dataset of gridded air temperatures over the land and ocean (GloSAT). This 

dataset incorporates the exposure-bias-adjusted data produced in Part I of this thesis. 

• Evidence from observations and reanalyses of winter warming (in DJF1 and/or DJF2), 

consistent with a positive phase of the NAO, following eight explosive low latitude 

eruptions, including the four large early nineteenth century eruptions. 

• The first assessment of the modelled post-eruption winter temperature anomalies and 

NAO index using a version of the UKESM1.1 model initialised in 1750. 

Elements of Part II of this thesis are being prepared for submission to Climate of the Past. 

5.2. Limitations and potential for further research 

5.2.1. Part I: Quantifying the exposure bias in early instrumental temperature 

records 

One of the key limitations of Part I of this thesis is the number of parallel measurement series 

that are available for analysis. Although the 54 series analysed here (of which 31 were used 

to inform the bias-estimation models) represent an improvement on those available to Parker 

(1994), the number is still relatively low and the series available are geographically limited. 

Fewer than eleven parallel measurement series informed each bias-estimation model and the 

majority of series analysed were located in Europe: only six of the 54 collated series were 

located elsewhere (Figure 2.5). The inclusion of additional parallel measurement series 

would help to: a) refine the relationship between the bias and the relevant predictor(s), b) 

constrain (or more accurately capture) the uncertainty associated with the bias estimates and 

c) would potentially enable more sophisticated testing of the models during development, 

for example, by allowing more data to be held back for validation purposes. The addition of 

parallel measurement series from a broader geographical area would also help to confirm 

that the identified relationships between the bias and the predictor(s) remain stable across 

space.  

The availability of additional parallel measurement series could also facilitate the 

development of a more robust bias-estimation model for intermediate exposures. The model 

developed in Section 2.4.3 is based on only three parallel measurement series and is not 
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robust enough to be used to estimate the bias at stations in CRUTEM5_sdb. This is a key 

limitation of Part I of the thesis which prevented the adjustment of more than 40 series in 

CRUTEM5_ext (Table 3.5) and which needs to be addressed in future work.   

The addition of parallel measurement series is not an unrealistic prospect. Since the 

completion of this work, additional parallel measurement series have come to light, and it is 

likely there are additional series ‘hidden’ in archive material. Ongoing data rescue initiatives, 

such as the Atmospheric Circulation Reconstructions over the Earth initiative (Allan et al., 

2011), and work by organisations such as the National Oceanic and Atmospheric 

Administration (NOAA) Central Library and the National Meteorological Archive in 

England (Ross, 2023) to scan their archives provide a realistic opportunity for additional 

parallel measurement series to be discovered. Additionally, if resources were made 

available, there is also the potential to conduct contemporary comparisons between 

exposures, as done by the SCREEN project (Brunet et al., 2006, 2011).  

Another key limitation of the approach presented in Chapters 2 and 3 is that the bias-

estimation models are applied to stations irrespective of the method used to calculate the 

daily-mean, despite the models being based on parallel measurements using 1/2(Tx+Tn) 

exclusively. This is a limitation because previous studies, plus analyses conducted using the 

AEMET La Coruna and Murcia series (see Appendix A), demonstrate differences in the 

magnitude of the exposure bias dependent on the method used. Böhm et al. (2010), for 

example, found the June exposure bias in wall-mounted exposures to be 0.6°C smaller when 

using 1/2(Tx+Tn) to calculate the daily-mean compared to using observations at fixed hours 

(1/3(6h+13h+20h)), while the analysis shown in Figure A1 finds the June bias in open 

exposures to be approximately 0.15-0.4°C larger when using 1/2(Tx+Tn) (compared to fixed 

hours: 1/3(6h+13h+20h)). At present, the parallel measurement series available for analysis 

prevent the development of models using alternative methods of daily-mean calculation and 

the lack of collated metadata regarding the methods in use would prevent their application. 

However, as the use of 1/2(Tx+Tn) was not predominant globally in the early instrumental 

period - it was primarily used in English-speaking countries and former British colonies, 

(Thorne et al., 2016; Trewin, 2004, 2010) - future work should consider incorporating this 

uncertainty into future quantifications of the bias or developing approaches to apply method-

specific adjustments.  



5.2. Limitations and potential for further research 139 

 

 

The exposure bias metadata present another limitation to this study. As is noted in Chapter 

3, the availability of metadata determines whether a series can be adjusted, and the accuracy 

of the exposure adjustments are dependent on the accuracy of the metadata. If the 

information in the metadata database is inaccurate - for example, if a weather station used a 

different exposure to that in use in the rest of the country/NMS - then the bias estimates and 

adjustments applied will also be inaccurate. Due to the availability and accessibility of 

metadata, as well as time considerations, the exposures database contains primarily nation-, 

rather than station-, specific metadata and is not complete (Figure 3.13, Table 3.5, Appendix 

B); however, it is hoped that the database will be expanded and improved upon by future 

work. Any improvement in the accuracy of the metadata should lead to an improvement in 

the bias estimates and the expansion of the database to include new metadata may allow the 

bias to be estimated at additional stations, thus improving the overall quantification of the 

bias in global temperature datasets.  

In addition to improving and expanding the metadata database, it may also be possible to 

improve the application of the models (and thus the bias estimates) by incorporating relative 

breakpoint detection into the bias identification process. There are two key areas where this 

may be particularly beneficial: a) to confirm the existence of a break identified by the 

metadata and b) to isolate breakpoints within a transition period. Starting with a), exposure 

metadata are not always accurately documented, and, in some instances, exposure metadata 

may have been incorrectly assigned to stations in the historic exposures database due to 

changes in station names over time or the existence of multiple closely located observing 

stations (particularly in the very early period).  Additionally, it is not always known whether 

exposure adjustments have already been applied to observations. For example, the bias may 

have been accounted for by observers at the time of observation, but not explicitly 

documented, or (unknown) contemporary efforts may have addressed the bias. In such 

instances it would therefore be beneficial to employ relative breakpoint detection methods 

to confirm the existence of a break in the data prior to the application of any adjustment(s).  

In terms of point b), the majority of source code ‘3’ (country-specific) information used to 

populate the historic exposures database (Appendix B), does not pinpoint the introduction 

of new exposures to one year, but designates a transition period over several years. At 

stations in India for example, the transition period between the intermediate and Stevenson 

screen exposures is six years (Section 3.4.2.1). In this study, the decision was made to apply 

the bias-estimation models to the end of the transition period (i.e. for the purposes of the 
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model application, the early exposure was assumed to be in place until the end of the 

transition period); however, the incorporation of relative breakpoint detection could help to 

isolate the timing of the change at individual stations. This would help to reduce the step-

changes notable in the hemispheric adjustments in Figure 3.14 and would ensure 

observations were not adjusted during periods when a Stevenson screen was in use. 

In addition to addressing the limitations discussed above, a few possible avenues exist to 

expand the research undertaken in Part I. 

Additional evaluation of the exposure bias adjusted data 

The assessment of the exposure bias adjustments conducted in this thesis focussed primarily 

on the evaluation of the bias-estimation models themselves and comparisons with other 

(primarily large scale) estimates of the exposure bias. As a result, future assessment of the 

individual station adjustments would be beneficial. As few independent estimates of the 

exposure bias exist for comparison, this could be achieved using methods similar to those 

outlined in Section 3.2.2. For example, for selected stations the adjusted and unadjusted data 

could be compared with proxy reconstructions and/or reanalysis to assess whether the 

adjusted station data agrees more closely than the unadjusted data. Alternatively, 

neighbouring stations which received different bias adjustments (such as those either side of 

Meteorological Service borders) could be compared to see if the temperatures at each station 

are more closely correlated following adjustment for the exposure bias.  

Further work to assess the early instrumental observations for random inhomogeneities 

following the application of the bias adjustments would also be worthwhile, as minimizing 

the effect of the exposure bias may make other inhomogeneities more detectable (World 

Meteorological Organization, 2020). The application of homogenization techniques, such as 

Pairwise Homogeneity Assessment (PHA) (Menne & Williams, 2009; Williams et al., 2012), 

post-adjustment could therefore help to further homogenize the data before its inclusion in 

global temperature compilations.   

Exposure biases in the tropics and high latitudes 

One of the key remaining uncertainties in the work presented here is the impact of the 

exposure bias on temperature series located outside of 30° to 60° latitude. The bias-

estimation models presented in Chapter 3 were designed for application in the mid-latitudes, 

only, as an insufficient number of parallel measurement series were available in the tropics 
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and high latitudes (Figure 2.5) to determine whether the models were also applicable to those 

regions. Only one (intermediate) parallel measurement series was available for analysis in 

the tropics (Field, 1920), and in the high latitudes the only series available were located in 

Iceland (Veðráttan, 1962), did not use 1/2(Tx+Tn) to calculate the daily-mean, and were 

exclusively for wall-mounted exposures. As a result, it was not possible to determine 

whether the relationships identified between ΔTm and temperature, SWD and/or TOA in 

Section 2.4 also applied to the tropics or whether factors such as snow cover (in the high 

latitudes) or the angle of insolation would alter the relationships. As a result, the work 

presented in Part I does not address the exposure bias in the tropics or high latitudes and this 

requires additional attention.  

Annual estimates of the exposure bias in the tropics and high latitudes have been produced 

previously by Parker (1994) and Folland et al. (2001) (which the current exposure bias term 

in the HadCRUT5 error model is based on). However, improving upon these estimates - 

particularly in terms of quantifying the bias at individual weather stations and on a monthly 

timescale - is likely to be challenging without the availability of additional parallel 

measurement series. As noted earlier, however, there are likely to be parallel measurements 

‘hidden’ in (as yet) undigitized or unprocessed archive materials which may become 

available in future. Awe et al. (2022), for example, recently uncovered and analysed a long 

series of parallel measurements from Mauritius and data rescue initiatives (e.g., Allan et al. 

(2011)) provide the opportunity for additional series to come to light. At least one 

contemporary comparison between exposures is also known to be ongoing in the tropics (in 

Hong Kong; V. Venema, pers. comm.). Thus, a key aim of future work should be to refine 

estimates of the exposure bias for weather stations located in the tropics and high latitudes. 

This would allow a more complete exposure bias adjustment of global temperature 

compilations, such as CRUTEM5/HadCRUT5. 

Exposure biases arising from (very) early thermometer exposures and the transition to 

Automatic Weather Stations 

This study has been primarily concerned with quantifying the bias arising from the transition 

to Stevenson screens; however, other changes in exposure have also occurred throughout the 

instrumental period, including transitions from (very) early exposures (such as thermometers 

hung in well-ventilated, unheated rooms, Jurin (1723)) to the four categories of exposure 

defined in Chapter 2 (Section 2.2), and more recent transitions from the Stevenson screen to 
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Automatic Weather Stations (AWS) with temperature sensors exposed in multi-plate shields 

(and other newer forms of exposure) in the 1980s (Trewin, 2010). To fully account for 

exposure biases in global temperature compilations these changes must also be accounted 

for.  

Few studies have addressed the exposure bias arising from very early exposures; however, 

it is likely thermometers exposed inside would have had a reduced DTR and mean 

temperatures which were biased warm. Analysis by Camuffo, della Valle & Becherini 

(2023), for example, compared the measurements taken inside and outside on snowy days in 

two locations in Italy, and found the outside thermometer recorded predominantly negative 

and near-zero temperatures, whereas the thermometer exposed indoors recorded primarily 

positive values. Thus, any temperature series which contains observations from 

thermometers exposed indoors is likely too warm and this bias must be accounted for in 

future work.  

The introduction of automatic weather stations in the 1980s have also been shown to 

introduce exposure biases into temperature records. Quayle et al. (1991), for example, found 

an annual bias in the mean temperature of 0.06°C (AWS minus Stevenson screen) at weather 

stations in the United States and Brandsma and van der Meulen (2008) found an annual mean 

bias of 0.032°C at De Bilt in the Netherlands (Stevenson - AWS) following the introduction 

of AWSs. Although smaller than the bias arising from the transition to the Stevenson screen, 

for long series to be completely comparable throughout their records (in regard to exposure), 

future work should also account for this later change. Parallel measurement series related to 

the transition to AWSs have previously been collated as part of the (discontinued) 

International Surface Temperature Initiative Parallel Observations Science Team AWS 

initiative (Thorne & Willett, 2015; Venema et al., 2014) and efforts now continue under the 

C3S Global Land and Marine Observations Database project. Therefore, future analyses 

could take advantage of these parallel measurements, along with existing work, to estimate 

the bias arising from the transition to AWSs. This would allow the complete assessment of 

the impact of exposure changes in global temperature compilations. 

5.2.2. Part II: Exploring natural climate variability in early instrumental temperature 

records 

A number of questions have arisen from Part II of this thesis which would benefit from 

further research. One of the most intriguing findings in Chapter 4 is the presence (in the 
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reanalyses and observations) of a winter temperature and circulation response in the second 

post-eruption winter following Tambora, but not in the first (Section 4.4.5). This finding is 

interesting because, to my knowledge, a similar (temperature) response has not been 

identified previously. Section 4.6.1 proposed some potential explanations for the delayed 

response - related to the quantity, characteristics and distribution of the aerosol particles, as 

well as the temporal proximity of the preceding eruptions - however, additional research in 

this area would be beneficial to improve scientific understanding of the impact of very large 

eruptions on atmospheric circulation and climate, and to improve seasonal forecasts 

following eruptions. 

Chapter 4 also finds marked differences between the magnitude of observed winter warming 

and the magnitude of the preceding eruption (in terms of Stratospheric Aerosol Optical 

Depth, SAOD). While this concurs with previous studies which find the relationship between 

SAOD and climate impact to be non-linear (Raible et al., 2016; Timmreck, 2012); an 

interesting aspect evident in Figure 4.4 is the difference in the magnitude of the observed 

post-eruption winter warming between the early nineteenth century eruptions and the more 

recent eruptions. The magnitude of the observed post-eruption winter warming is greater 

following the more recent eruptions than following the four early nineteenth century 

eruptions, despite the SAOD of the latter being generally larger (Figures 4.4 and C1). In 

DJF1, for example, El Chichon and Pinatubo have a NH SAOD of 0.091 and 0.13 and 

European warm anomalies of 1.86°C and 1.46°C, respectively, while the U1809 eruption 

has a larger NH SAOD of 0.221 in DJF1 but a substantially smaller European warm anomaly 

of only 0.47°C. A number of factors could help to explain the differences. Previous studies 

have shown the climate impacts of volcanoes and/or the strength of the stratospheric polar 

vortex can be influenced by the eruption season, latitude and injection height (Marshall et 

al., 2019; Robock, 2000; Robock & Mao, 1995; Timmreck, 2012; Toohey et al., 2011, 2014) 

the phase of the ENSO (Bittner et al., 2016; Calvo et al., 2008; Mao & Robock, 1998; 

Robock & Mao, 1995) and the QBO (Stenchikov et al., 2004; Thomas, Giorgetta, et al., 

2009), as well as factors such as atmospheric chemistry (Muthers et al., 2014, 2015; Rozanov 

et al., 2002; Solomon, 1999). Additionally, it is possible that elements of the stratospheric 

pathway are being altered by climate change (Aubry et al., 2021). Recent studies, for 

example, suggest the teleconnection between the QBO and the polar vortex may be changing 

due to a warmer climate (Karami et al., 2023) and there is evidence the NAO is becoming 

more extreme (Hanna et al., 2015, 2022). Further research into this area, both to explore why 
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the dynamic winter warming response appears to be stronger per unit of aerosol following 

the more recent eruptions, and to assess the impact of the background environmental 

conditions on volcano-climate impacts would therefore be beneficial. Further research in this 

area may also help to inform or constrain statistical emulators, such as the one developed 

recently by Marshall et al. (2019). 

While beyond the scope of this thesis (which focusses on the instrumental data), another 

interesting avenue for future research would be to look in more detail at the modelled 

response to volcanic eruptions in the G_UKESM1.1 model (and in other climate models). 

One of the key limitations to the assessment of the model simulations was the relatively 

small ensemble size of six. Bittner et al. (2016) recommend the use of at least 15 ensemble 

members to distinguish the dynamic winter response to explosive volcanism from internal 

variability, therefore, if additional computing time were made available, it would be valuable 

to re-run the analysis with additional ensemble members. Additional model runs with 

interactive volcanic aerosols would also be of interest, due to findings which suggest this 

factor (i.e. the accurate evolution, size distribution and transport of aerosols) is important for 

models to accurately replicate climate impacts (Mann et al., 2015; Timmreck, 2012).  

Additional analysis of the models could also expand the number of variables assessed. Here 

the focus has been on temperature and mean sea level pressure, however, as the post-eruption 

winter warming over Eurasia is theorised to be the result of a dynamic stratospheric pathway, 

the response of other key elements of this pathway could also be assessed. For example, 

recent modelling studies have also looked at whether the models simulate an increased 

stratospheric temperature gradient (Polvani et al., 2019), a strengthening of the polar vortex 

(via the zonal mean zonal wind anomaly at 60°N and 10hPa) (Azoulay et al., 2021; 

Dallasanta & Polvani, 2022; Polvani et al., 2019; Polvani & Camargo, 2020; Toohey et al., 

2014) and whether there is a correlation between the strength of the latter and Eurasian 

surface temperatures (Azoulay et al., 2021; Polvani et al., 2019).  

Finally, a potential area for further research would be to look at the effect of the signal-to-

noise paradox on the results obtained here. The signal-to-noise paradox suggests that the 

magnitude of the predictable component (the signal) is erroneously small in model 

simulations, particularly in the North Atlantic (Eade et al., 2014; Scaife & Smith, 2018; 

Smith et al., 2020). If this signal-to-noise paradox also applies to the modelled response to 

external forcing, then it could help to explain some of the discrepancy between the modelled 
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and observed responses to the eight volcanic eruptions found in Chapter 4 (and in previous 

studies). Future work could therefore assess whether this is the case and, if so, attempt to 

resolve it (i.e., via the approach suggested by Eade et al. (2014)). The discrepancy between 

the models and observations is also a broader question which remains open and requires 

further research.  

5.3. Concluding remarks 

Now, more than ever, it is crucial to better understand our changing climate; one way this is 

being realized is through the temporal extension of global surface air temperature 

compilations via the incorporation of early instrumental records. Early instrumental records 

of LSAT are hugely valuable resources for climate science as they allow climate variability 

and change to be assessed over long (centennial) timescales (including periods with little 

anthropogenic influence), thus facilitating an improved understanding of the climate system, 

its internal variability and how it interacts with natural and anthropogenic forcing. However, 

early temperature records can be compromised by the influence of non-climatic changes, 

such as the exposure bias, and thus can only be used for climate science applications where 

they have been assessed for homogeneity issues and where adjustments or estimates of 

uncertainty have been applied accordingly.  

This thesis makes a key contribution to both the assessment and exploitation of early 

instrumental records. Part I of the thesis develops and applies an improved approach to 

account for the exposure bias in early instrumental LSAT observations and Part II exploits 

the adjusted data (in the form of an extended global surface air temperature dataset) to 

explore natural climate variability in the nineteenth and twentieth centuries, specifically the 

influence explosive volcanic eruptions had on winter climate. Part II of the thesis, and the 

findings therein, are made possible only by the incorporation of early instrumental records 

into global temperature compilations, which is itself made possible only by continual 

improvements to the way biases, errors and uncertainties are addressed in early instrumental 

records and global temperature compilations. 
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Appendix A  

Supplement to Chapter 2 

 

Figure A1. Influence of the daily-mean temperature calculation on the magnitude of the exposure bias, illustrated using the AEMET series from Murcia (left-

hand panel) and La Coruna (right-hand panel) (M. Brunet, pers. comm.). The solid lines and shading show the means and ranges of the individual monthly 

biases and the dashed lines show the annual mean exposure biases (Stevenson screen minus open exposure).
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Figure A2. Observed (grey) and estimated (orange) ΔTm with shaded 95% confidence interval for 

each parallel measurement series used to develop the open exposure bias-estimation model. Observed 

(grey) and estimated (orange) annual mean biases are given by the dotted lines. 
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Figure A3. Observed (grey) and estimated (green) ΔTm with shaded 95% confidence interval for 

each parallel measurement series used to develop the wall-mounted exposure bias-estimation model. 

Observed (grey) and estimated (green) annual mean biases are given by the dotted lines. 
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Figure A4. Observed (grey) and estimated (purple) ΔTm with shaded 95% confidence interval for 

each mid-latitude intermediate parallel measurement series. Observed (grey) and estimated (purple) 

annual mean biases are given by the dotted lines. Estimates shown used TOA as the predictor. 

 
Figure A5. As in Figure A4, except the estimates shown for each parallel measurement series were 

calculated excluding that series from the model development. Note the lack of seasonal cycle in 

‘Gaster, 1882’. 
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Figure A6. Observed (grey) and estimated (navy) ΔTm with shaded 95% confidence interval for each 

parallel measurement series used to develop the closed exposure bias-estimation model. Observed 

(grey) and estimated (navy) annual mean biases are given by the dotted lines. 
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Supplement to Chapter 3 

This appendix provides additional information about the collation of the ‘Historic Exposures 

Database’, including: 

• Details of some of the key archives accessed to obtain exposure metadata (Table B1); 

• An outline of the higher-level country- or Meteorological Service-specific (source code 

‘3’) metadata which were applied to stations without station-specific metadata in order 

to populate the database (Sections B.1-B.81); 

• Details of useful sources of station-specific exposure metadata for each country (Sections 

B.1-B.81). 

All countries (or overseas territories) which have stations located within 30° to 60° latitude 

(North or South of the equator) with observations prior to 1961 are included in this appendix. 

Table B1. Details of some of the key archives accessed to obtain exposure metadata, including 

examples of the sources each contained. 

Archive URL 

ALOCLIM (Austrian-Central European long-term 

climate) Metadata [CD] 

 

Bibliotheque Nationale de France 

• La Météorologie 

• Meteorologie du Bresil 

https://gallica.bnf.fr/ 

British Geological Survey Geomagnetic Observatory 

Yearbooks 

https://geomag.bgs.ac.uk/data_service/d

ata/yearbooks/yearbooks.html  

Climatic Research Unit Library 

• Word Weather Records 

• (UK) Quarterly Weather Report 

https://crudata.uea.ac.uk/cru/library/data

sets.htm  

Danish Meteorological Institute (DMI) Publications  

• DMI Historical Climate Data Collection reports 

https://www.dmi.dk/publikationer  

HathiTrust 

• Deutsches Meteorologisches Jahrbuchs 

https://www.hathitrust.org/ 

https://gallica.bnf.fr/
https://geomag.bgs.ac.uk/data_service/data/yearbooks/yearbooks.html
https://geomag.bgs.ac.uk/data_service/data/yearbooks/yearbooks.html
https://crudata.uea.ac.uk/cru/library/datasets.htm
https://crudata.uea.ac.uk/cru/library/datasets.htm
https://www.dmi.dk/publikationer
https://www.hathitrust.org/
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• India Weather Review 

• Meteorologische Zeitschrift (published by the 

Austrian and German Meteorological Societies)  

• Reports of Meteorological Congresses 

Internet Archive 

• Report on the Meteorology of India 

• The Climate of Japan 

https://archive.org/   

KNMI Library 

• Het Klimaat van Nederland 

https://www.knmi.nl/knmi-bibliotheek/  

Met Eireann 

• Metadata for long term datasets 

https://www.met.ie/climate/available-

data/long-term-data-sets  

Met Office Digital Library and Archive 

• Instructions in the use of Meteorological Instruments 

• Notes on the Meteorological Observations made in 

British Colonies and Protectorates  

• Meteorological Observations in the Foreign and 

Colonial Stations of the Royal Engineers and the 

Army Medical Department, 1852-1886 

https://digital.nmla.metoffice.gov.uk/  

MeteoSwiss - Weather Archive of Switzerland 

• Schweizerische Meteorologische Beobachtungen 

https://www.meteoswiss.admin.ch/weat

her/weather-and-climate-from-a-to-

z/weather-archive-of-switzerland.html  

Midwestern Regional Climate Center’s Military Forts 

and Voluntary Observers Database 

• Histories of Weather Observation at Selected 

Locations 

https://mrcc.purdue.edu/FORTS  

NOAA Central Library Foreign Climate Data Repository 

• Repertorium fur Meteorologie 

https://libguides.library.noaa.gov/weath

er-climate/foreign-climate  

Royal Meteorological Society 

• Quarterly Journal 

 

Please note, this table is not exhaustive and not all documents contained within each archive were 

searched for exposure metadata. Further information about the sources which provided nation- and 

station-specific metadata can be found in the sections below. 

B.1. Albania 

≥1940: Stevenson screen 

There are only three Albanian stations in CRUTEM5_sdb which have data before 1961. The 

earliest starts in April 1940, therefore the assumption is made that Stevenson screens were 

in use by this date.  

B.2. Algeria  

Algeria was a French colony until 1962, therefore the assumptions applied are the same as 

for France (Section B.26). 

https://archive.org/
https://www.knmi.nl/knmi-bibliotheek/
https://www.met.ie/climate/available-data/long-term-data-sets
https://www.met.ie/climate/available-data/long-term-data-sets
https://digital.nmla.metoffice.gov.uk/
https://www.meteoswiss.admin.ch/weather/weather-and-climate-from-a-to-z/weather-archive-of-switzerland.html
https://www.meteoswiss.admin.ch/weather/weather-and-climate-from-a-to-z/weather-archive-of-switzerland.html
https://www.meteoswiss.admin.ch/weather/weather-and-climate-from-a-to-z/weather-archive-of-switzerland.html
https://mrcc.purdue.edu/FORTS
https://libguides.library.noaa.gov/weather-climate/foreign-climate
https://libguides.library.noaa.gov/weather-climate/foreign-climate


Supplement to Chapter 3 155 

 

 

B.3. Andorra 

≥1950: Stevenson screen 

There are only three Andorran stations in CRUTEM5_sdb which have data before 1961. The 

earliest starts in January 1950, therefore the assumption is made that Stevenson screens were 

in use by this date.  

B.4. Argentina 

<1885 Unknown 

1885 - 1895: Transition to Stevenson screen 

≥1895: Stevenson screen 

The Argentine Meteorological Office was established in 1872, and the first instructions to 

observers were written in 1873 (Paolantonio, 2014; Rotch, 1894). However, it was not until 

1885 that instruments and exposures began to be standardised and that the Stevenson screen 

was introduced (Smithsonian Institution, 1927). Sparks (1972) confirms that Stevenson 

screens continued to be used at Argentine stations until at least 1970.  

Useful sources of station-specific information for Argentina included: Davis (1887, 1889, 

1893, 1895) and Rotch, (1894). 

B.5. Armenia 

There are only three Armenian stations in CRUTEM5_sdb which have data before 1961. As 

these records are from the period before Armenia gained independence in 1991, the 

assumptions applied are the same as for Russia (Section B.63). 

B.6. Australia 

Thermometer exposures were not standardised across Australia until 1908 when the Bureau 

of Meteorology was established to consolidate the meteorological activities of the Australian 

states (Bureau of Meteorology, 2011; Nicholls et al., 1996). The early assumptions for 

Australia are therefore applied according to state (or territory) based on Nicholls et al. 

(1996). In 1907 Australian stations were instructed to use Stevenson screens (Hunt, 1907) 

and it is believed the screen was rapidly adopted from 1908. 
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Figure B1. Examples of thermometer exposures in use in Australia in 1889. Left-to-right: Stevenson 

screen, Summerhouse, Glaisher stand. Image from: Meteorological observations made at the 

Adelaide Observatory (1891). 

B.6.1. New South Wales 

<1898: Unknown 

1898 - 1908: Transition to the Stevenson screen 

≥1909: Stevenson screen 

B.6.2. Northern Territories and South Australia 

<1892: Glaisher stand (Open exposure) 

1892 - 1908: Transition to the Stevenson screen 

≥1909: Stevenson screen 

B.6.3. Queensland 

<1888: Wall-mounted  

1888 - 1889: Transition to the Stevenson screen 

≥1890: Stevenson screen 

B.6.4. Tasmania 

<1895: Unknown 

≥1895: Stevenson screen 
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B.6.5. Victoria 

<1906: Thermometer shed (Intermediate exposure) 

1906-1908: Transition to the Stevenson screen 

≥1909: Stevenson screen 

B.6.6. Western Australia 

<1896: Unknown 

1896 - 1897: Transition to the Stevenson screen 

≥1898: Stevenson screen 

Useful sources of station-specific information for Australia included: Abbott (1872); 

Ashcroft (2014); Cooke (1897); Hunt (1912); Nicholls et al. (1996); Russell (1875, 1892); 

Sabine (1850) and the Smithsonian Institution (1927, 1934). 

B.7. Austria 

<1925: Wall-mounted exposure 

1925 - 1939: Transition to the Stevenson screen 

≥1940: Stevenson screen  

 

 

Figure B2. Examples of the wall-mounted exposures used in Austrian weather stations. Image from: 

Auer, Böhm and Schöner (2001).  

In Austria, early observers exposed thermometers on North-facing walls throughout the 

eighteenth and nineteenth centuries, with cylindrical metal shields (such as Figure B2) 

commonly used from at least 1830 (Auer et al., 2001; Hann & Koppen, 1886; Harding, 

1881). The first Stevenson screens were introduced to the Austrian network from the 1870s, 

however, wall-mounted exposures remained dominant until approximately 1925 when the 

number of Stevenson screens in use rapidly increased (Auer et al., 2001). By 1940 more than 
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90% of stations had a Stevenson screen, and in 1970 100% of Austrian stations still had a 

Stevenson-type screen (Auer et al., 2001; Sparks, 1972). 

The CD included with the ALOCLIM report (Auer et al., 2001) was a very valuable source 

of station-specific metadata for Austrian stations. 

B.8. Azerbaijan 

Azerbaijan was part of the Russian Empire, and later the Soviet Union, until 1991, therefore 

all assumptions applied are the same as for Russia (Section B.63). 

B.9. Belarus 

Belarus was part of the Russian Empire, and later the Soviet Union, until 1990, therefore all 

assumptions applied are the same as for Russia (Section B.63). 

B.10. Belgium 

≥1920: Stevenson screen 

At Belgian stations Stevenson screens were introduced in the 1920s (Parker, 1994; Venema, 

2016). Only one station in CRUTEM5_sdb has data before 1920, this station has station-

specific metadata, therefore no country-specific assumptions were required for the period 

before 1920.  

B.11. Bermuda 

Two Bermudan stations in CRUTEM5_sdb have data before 1961. Both stations have 

station-specific metadata for the majority of their records (James, 1861; Meteorological 

Office, 1923, 1926, 1927, 1928, 1929, 1930, 1931, 1932, 1933), therefore no country-

specific assumptions were required or applied.  

B.12. Bosnia and Herzegovina 

<1970: Unknown 

≥1970: Stevenson screen 

Nine stations in Bosnia and Herzegovina have data before 1961. Unfortunately, little 

information has been found about the exposures in use prior to 1970 when Sparks (1972) 

found 95% of Yugoslavian stations exposed thermometers in Stevenson screens. Further 

information about the exposures used by the Austro-Hungarian empire and Yugoslavia are 

required to improve these assumptions.  
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B.13. Brazil 

<1909: Unknown 

≥1909: Closed 

In 1909 the climatological activities in Brazil were unified by Henrique Morize and the 

network of observing stations was vigorously expanded (de Carvalho, 1917). At second class 

observing stations an adapted version of the Stevenson screen - an outer louvred screen with 

a smaller louvred box inside (Figure B3) - was used; at third order stations a louvred screen 

similar to a Stevenson screen was used and in the Sau Paulo network louvred screens with a 

thatched roof were used (de Carvalho, 1917; Parker, 1994). The former screens appear to 

still be in use at 80% of stations in 1970 suggesting a transition to a “typical English” 

Stevenson screen may not have occurred. 

Note, these assumptions are only applied to two Brazilian stations in the state of Rio Grande 

do Sul (which start in 1924 and 1949 and which fall within 30° to 60° latitude).  

 

Figure B3. The version of the Stevenson screen used at Brazilian stations. An additional louvred 

screen is used within the outer Stevenson-type screen. Image: de Carvalho (1917). 

B.14. Bulgaria 

<1970: Unknown 

≥1970: Stevenson screen 

Little information has been found about the exposures in use in Bulgaria prior to 1970 when 

Sparks (1972) found 99.99%-100% of stations had Stevenson screens. Further information 
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is required to improve these assumptions. Note, however, that all Bulgarian stations in 

CRUTEM5_sdb start in 1931, or later, so are less likely to be affected by the exposure bias.  

B.15. Canada 

<1878: Unknown 

1878-1906: Wall-mounted exposure 

≥1907: Stevenson screen 

In 1878, Kingston (1878) instructed observers in Canada to expose thermometers in a 

louvred screen attached to the north side of a shed or insulated board (Figure B4) and this 

advice continued until at least 1897 (Stupart, 1900). In 1907 the Stevenson screen became 

the official screen in use at the Toronto Observatory and likely became standardised across 

Canada at that time (Parker, 1994). In 1970, 100% of Canadian stations still exposed 

thermometers in a Stevenson-type screen (Sparks, 1972). 

Useful sources of station-specific information for Canada included: Kingston (1857); 

Morley (1991) and Sabine (1845, 1853, 1857). 

 

Figure B4. The Canadian screen and ‘shed’ recommended for use by Kingston (1878). Image: Parker 

(1994). 

B.16. Chile 

Unknown 

Some information about the meteorological observations made in Chile were found in 

Oficina Central Meteorolojica (1870); Rotch (1894) and Sparks (1972); however, 

insufficient metadata was found to make country level assumptions about the exposures in 
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use. 28 stations (located between 30-60°S) in CRUTEM5_sdb have data before 1961, so 

further investigation is required. 

B.17. China 

Unknown 

No country-wide assumptions were applied for China due to a lack of information about the 

early exposures in use; however, assumptions were applied to one early station network: the 

stations under the control of the Chinese Maritime Customs Service, and to stations in 

Manchuria which were under the control of Japan. 

Useful sources of station-specific information for China included: Li et al. (2020); Shen et 

al. (2016); Si et al. (2021); von Storch & Grabel (2018) and the Observatory Reports found 

in the NOAA Central Library Foreign Climate Data repository. 

B.17.1. Chinese Maritime Customs Service weather stations 

<1887: Unknown 

≥1887: Stevenson screen 

In 1869 the Chinese Maritimes Customs Service began a meteorological network and from 

1879 was routinely supplying the Zikawei Observatory in Shanghai with data (Ladds & 

Bickers, 2008). In an attempt to standardise the observations, instructions for observers were 

written in 1880 by Marc Dechevrens and then again in 1883 by William Doberck (Ladds & 

Bickers, 2008; Zhu, 2012). No copy of the 1880 instructions could be located, however, the 

1883 version included instructions to expose thermometers in a double louvred screen (with 

a description very similar to a Stevenson screen). According to Ladds & Bickers (2008) the 

1883 instructions were reprinted as an official Chinese Maritimes Customs Service 

publication in 1887 and the instructions were followed by weather stations from that year 

(Doberck, 1887b).  

B.17.2. Weather stations in Manchuria 

Manchuria was a region in present-day northeast China which was under the control of Japan 

in the early twentieth century. Metadata (e.g., Meteorological Observatory (1907)) suggest 

stations in this region had the same instrumentation as Japan (Section B.38).  

B.18. Croatia 

Unknown 
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No country-wide assumptions were applied for Croatia; further investigation of the metadata 

is required. 

B.19. Cyprus 

≥1887: Stevenson screen 

Two Cypriot series starting in 1887 are present in CRUTEM5_sdb. As Cyprus was under 

British rule between 1878-1960, the stations are assumed to have Stevenson screens 

throughout their records (Section B.77). By 1970, all stations in Cyprus have Stevenson 

screens (Sparks, 1972).  

B.20. Czech Republic 

<1925: Wall-mounted 

1925 - 1939: Transition to Stevenson screen 

≥1940: Stevenson screen 

Country-level assumptions for the Czech Republic are based on the information contained 

in Brazdil (2012) and are informed by the exposures in use in Austria (which controlled the 

weather stations in the Czech Lands between 1850 - 1918). 12 stations in the Czech Republic 

(in CRUTEM5_sdb) have data before 1950 but seven of these end before 1900 and may 

never have transitioned to a Stevenson screen. By 1970, 100% of stations had Stevenson-

type screens (Sparks, 1972). 

Useful sources of station-specific information for stations in the Czech Republic included: 

Bělohlávek (1977); Brazdil (2012) and Brázdil & Budíková, (1999). 

B.21. Denmark  

<1872: Unknown 

1872 - 1912: Wall-mounted 

1913 - 1928: Transition to Stevenson screen 

≥1929: Stevenson screen 

The country-wide assumptions above are based on Brandt (1994) who states: “Between 1913 

and 1928 most Danish climatological stations were equipped with a Stevenson screen” (p. 

23). Before this, most thermometers were mounted on a wall or at a window  (Brandt, 1994; 

Meteorological Committee, 1876; Smithsonian Institution, 1927). 
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Useful sources of station-specific information for Denmark included: Brandt (1994); 

Cappelen (2021a) and Laursen (2003). 

B.22. Egypt 

<1915: Unknown 

≥1915: Stevenson screen 

Parker (1994) states that around 1910 a large network of Stevenson screens was established 

in Egypt and that these replaced Russian screens (which had earlier replaced French screens). 

By 1915 the Meteorological report states that Stevenson-type screens were in place at most 

stations (Ministry of Public Works Egypt, 1921). No dates for the use of French or Russian 

exposures were given by Parker (1994) so unfortunately information about the early 

exposures in use in Egypt could not be included in the country-level assumptions. Note that 

only three Egyptian stations (between 30° to 60° latitude) in CRUTEM5_sdb have 

observations before 1915. 

B.23. Estonia 

Due to the influence of the Russian Empire and the Soviet Union in Estonia throughout the 

nineteenth and twentieth centuries, the assumptions applied are the same as for Russian 

stations (Section B.63).  

B.24. Falkland Islands 

There are only two stations in CRUTEM5_sdb on the Falkland Islands: Mount Pleasant and 

Port Stanley. Exposure information was known for Port Stanley (Marriott, 1880; 

Meteorological Office, 1923-1933) therefore high-level assumptions were only required to 

populate Mount Pleasant. As the Falkland Islands have been under British administration for 

the duration of the Mount Pleasant record (1895-2021) it was assumed a Stevenson screen 

was in place throughout (Section B.77).  

B.25. Finland 

<1882: Wall-mounted exposure 

1882 - 1894: Transition to Wild screen  

1895-1908: Wild screen (Closed exposure) 

1909 - 1911: Transition to Stevenson screen  

≥1912: Stevenson screen 
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The above exposures are based on the description of historic station exposures in Finland in 

Nordli et al. (1996; p18). Note that only three Finnish stations in CRUTEM5_sdb (that are 

located between 30-60°N) have data before 1961; two of these stations start in January 1959 

and one in January 1906. 

B.26. France 

<1873: Wall-mounted exposure 

1873 - 1875: Transition to Montsouris (Open exposure) 

1876 - 1924: Montsouris (Open exposure) 

1925 - 1930: Transition to Stevenson screen 

≥1931: Stevenson screen 

Early meteorological observers in France were advised to expose thermometers, sheltered 

from the sun, on a northwest to northeast facing wall (Cotte, 1788). This form of exposure 

was likely dominant in France until the early 1870s when an open shelter - referred to as the 

French or Montsouris screen (Figure B5) - was designed by Charles Saint-Claire Deville 

while he was director of the Montsouris Observatory (Knowles Middleton, 1966; Leroy & 

Lefebvre, 2000). In 1873 Charles Saint-Claire Deville became the Inspector-General of 

Meteorological stations in France and between 1873 and 1875 the Montsouris shelter was 

distributed to French weather stations for use (Bureau Central Meteorologique de France, 

1881; Knowles Middleton, 1966; Leroy & Lefebvre, 2000). The shelter was widely used 

until the transition to the Stevenson screen began in 1925 (Harding, 1881; Knowles 

Middleton, 1966; Leroy & Lefebvre, 2000). By 1931 the Stevenson screen was the exposure 

in use at the Central Meteorological Bureau, was included in the Bureau’s Instructions 

Meteorologiques (Angot, 1931), and was also in use at the majority of French stations 

included in the World Weather Records, 1941-1950 (which included French data from 1931) 

(US Weather Bureau, 1959).  

Useful sources of station-specific information for French stations included: Calvet (1985); 

Detwiller (1978); US Weather Bureau (1959) as well as the journal La Météorologie 

(available at: https://gallica.bnf.fr/) and the annual reports of the French and German 

Meteorological Societies (Annuaire de la Société météorologique de France and Deutsches 

meteorologisches Jahrbuch; both available at: https://www.hathitrust.org/).  

 

https://gallica.bnf.fr/
https://www.hathitrust.org/
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Figure B5. The screen designed by Charles Saint-Claire Deville which became known as the French 

or Montsouris screen. Image: Karim Drici, Meteo-France from Leroy & Lefebvre (2000). 

B.27. Georgia 

Only two stations in Georgia (in CRUTEM5_sdb): Samtredia and Tbilisi, have observations 

before 1961. The record at Samtredia does not start until 1936 therefore it is assumed a 

Stevenson screen was in place from the start of the record. The record for Tbilisi starts in 

1844; exposure information was known until 1882 (Waluew & Wild, 1881; Wild, 1881, 

1883a) and after 1882 the country-level assumptions for Russia (Section B.63) were applied, 

as the observatory was under the control of the Russian Empire.  

B.28. Germany 

<1970: Unknown 

≥1970: Stevenson screen 

Due to Germany’s complex history - between 1848-1934 nine meteorological services were 

active, each with their own instruments and instructions (Kaspar et al., 2013, 2015) - further 

research is required to determine the timing of the introduction of the Stevenson screen as 

well as the early exposures in use at stations in present-day Germany.  

Kaspar et al. (2015) indicates observational practises were standardised in Germany in 1936 

and the descriptions for the German variant of the Stevenson screen detailed in Sparks (1972) 

are dated 1933 and 1935, therefore, it is possible the Stevenson screen was introduced in the 

1930s. For now, 1970 is set as the date when Stevenson screens were known to be in place, 

based on Sparks (1972) who found that 100% of German stations were using Stevenson-

type screens in 1970. 
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B.29. Gibraltar 

Two stations in Gibraltar in CRUTEM5_sdb have data before 1961: Gibraltar and North 

Front. The record for North Front does not start until 1951, therefore a Stevenson screen is 

assumed to be in place. The record for Gibraltar starts in 1852; some station-specific 

information is available between 1852-1886 (Meteorological Council, 1890) and 1923-1933 

(Meteorological Office, 1923-1933). For the periods without station-specific metadata the 

country-level assumptions for the United Kingdom (Section B.77) were applied as Gibraltar 

has been a British Overseas Territory throughout the Gibraltar record. 

B.30. Greece 

≥1951: Stevenson screen 

The majority of Greek station records in CRUTEM5_sdb start in 1951. Stevenson screens 

are assumed to be in use by 1951 in Greece based on a) Sparks (1972) which states that 

100% of stations were using a Stevenson-type screen in 1970 and the screen had been “used 

for many years with good performance by the Hellenic National Meteorological Service” 

(p.56), and b) the fact that the National Observatory in Athens was using a Stevenson-type 

screen in 1890 (Founda et al., 2009; Karapiperis, 1954). 

The Athens National Observatory is the only Greek station in CRUTEM5_sdb which starts 

earlier than 1951. From 1890 the exposure is believed to be a Stevenson screen (Founda et 

al., 2009; Karapiperis, 1954) and before 1890 the exposure is unknown. 

B.31. Hungary 

Unknown 

Further information is required to make country-level assumptions. Note that only seven 

stations in Hungary have data before 1941 and the 1934 Hungarian Weather Report suggests 

the majority of Hungarian stations had a Stevenson-type screen at that time (Időjárási 

Jelentés Magyarországól, 1934).  

B.32. India 

<1924: Indian thatched shelter (Intermediate) 

1924 - 1930: Transition to Stevenson screen 

≥1931: Stevenson screen 

See Section 3.4.2.1 for details. 
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Useful sources of station-specific information for India included: Chambers (1878) and the 

annual ‘Reports of the Meteorology in India’ and ‘India Weather Review’ available at Hathi 

Trust: https://catalog.hathitrust.org/Record/007957916 and the National Oceanic and 

Atmospheric Administration: https://libguides.library.noaa.gov/weather-climate/foreign-

climate.  

B.33. Iran 

<1956: Unknown 

≥1956: Stevenson screen 

The Iranian Meteorological Department was established in 1956 and the first report of the 

department details thermometers were exposed in Stevenson screens at all stations 

(Climatological Branch of the Iranian Meteorological Department, 1958). No country-level 

information was found detailing the exposures before this date. Note that only five stations 

in Iran (in CRUTEM5_sdb and located between 30° to 60° latitude) have data before 1956.  

B.34. Iraq 

≥1923: Stevenson screen 

From 1923, all Meteorological work in Iraq was conducted in accordance with the 

instructions in the British Meteorological Observer’s Handbook (Meteorological Office, 

1911), which stated that a Stevenson screen should be used (Meteorological Service, 1950).  

Two stations in Iraq (in CRUTEM5_sdb) have data before 1923: Baghdad and Basra. Both 

stations were maintained by the Indian Meteorological service from the start of their records 

until 1918 and had thermometers exposed in Indian thatched shelters until that time 

(Meteorological Service, 1950). Between 1919-1922 the exposure ‘Transition to Stevenson 

screen’ is assumed at these stations. 

B.35. Ireland 

The British Meteorological Office administered the weather stations in Ireland until 1936 

when Met Eireann was established (and when Stevenson screens would have been in place 

at most stations). See section B.77 for assumptions.  

Useful sources of station-specific information for Ireland included: Mateus et al. (2020); Met 

Eireann (n.d.) and U.S. Department of Commerce (1966, 1979). 

 

https://catalog.hathitrust.org/Record/007957916
https://libguides.library.noaa.gov/weather-climate/foreign-climate
https://libguides.library.noaa.gov/weather-climate/foreign-climate
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B.36. Israel 

<1930: Unknown 

≥1930: Stevenson screen 

All but three of the station records from Israel (in CRUTEM5_sdb, between 30°-60° latitude) 

start after 1930 when a variant of the Stevenson screen is assumed to be in use at the majority 

of stations due to the British influence in the region (Section B.77).  

Of the three stations with data before 1930, two short series: Jaffa (1904-1906) and Sarona 

(1880-1889), were assigned an unknown exposure and Stevenson screen exposure, 

respectively (the latter based on the date and the fact the observations were conducted by a 

British Organisation (Goldreich, 2003)). One longer series: Jerusalem (1861-2013) has 

station-specific information available for the majority of the record (Buchan, 1872; Chaplin, 

1883; Meteorological Office, 1927-1933) so no earlier country-level assumption is required. 

B.37. Italy 

<1900: Wall-mounted 

1900 - 1970: Unknown 

≥1970: Stevenson screen 

In the nineteenth century wall-mounted exposures were most common in Italy with 

observers instructed to place thermometers outside a North-facing window, ideally on the 

highest floor of a meteorological tower, above the roofs of surrounding buildings (Figure 

B6) (Brunetti et al., 2006; Denza, 1882; Hann & Koppen, 1891; Meteorological Committee, 

1876; Tacchini, 1879). Specific dates for the transition to the Stevenson screen have not been 

found - Brunetti et al. (2006) suggests it “began in the late-nineteenth century and continued 

in the following decades” (p.359); however more specific information is required to refine 

the country-level assumptions. Sparks (1972) confirms 100% of stations in Italy have a 

Stevenson-type screen in 1970. 

Useful sources of station-specific information for Italy include: Camuffo (2002c); Hann & 

Hellmann (1894); Maugeri et al. (2002) and Ogrin (2015). 
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Figure B6. Upper image: illustration of the wall-mounted screen recommended for use by the Italian 

Central Office for Meteorology and Climate in 1879 (Tacchini, 1879). Lower image: an example of 

the wall-mounted screen in use at the Milano-Brera weather station (Maugeri et al., 2002). 

B.38. Japan 

<1880: Unknown 

≥1880: Stevenson screen 

A National Meteorological network was established in Japan in 1875 with the opening of 

the Central Meteorological Observatory in Tokyo. Reports suggest the instruments in use 

were standardised from this time and that the observations were taken according to strict 

guidelines:  

“The observations, too, are taken following strictly to the Regulations ordered by 

the Central Observatory, and moreover observers are generally those who were 

trained in the Central Observatory. Thus, there is no doubt that the results of 

observations in all stations may be equally trusted.” (Central Meteorological 

Observatory of Japan, 1893, p. Preface). 



170 Appendix B 

 

 

As the Central Meteorological Observatory exposed thermometers in a Stevenson screen 

from its establishment (The Imperial meteorological observatory, 1886) it is likely all 

stations did from this date; however, 1880 is used as the country-level assumption as this is 

when the first instructions for Meteorological Observers in Japan were printed (Central 

Meteorological Observatory of Japan, 1893a). Stevenson screens were listed as in use at all 

stations in 1893 (Central Meteorological Observatory of Japan, 1893b) and were still in use 

at 91% of stations in 1970 (Sparks, 1972). 

Useful sources of station-specific information for Japan included: Central Meteorological 

Observatory of Japan (1893b, 1893a); Konnen et al. (2003) and The Imperial meteorological 

observatory (1886). 

B.39. Jordan 

≥1950: Stevenson screen 

Four weather stations in Jordan in CRUTEM5_sdb have data before 1961, however, only 

two do not have any station-specific metadata. Both series without station-specific metadata 

start after 1950 and therefore a Stevenson screen is assumed to be in place.  

B.40. Kazakhstan 

Kazakhstan was part of the Russian Empire, and later the Soviet Union, until 1991, therefore 

all country-level assumptions applied are the same as for Russia (Section B.63). 

B.41. Korea (North and South) 

Korea was a Japanese colony between 1910 and 1945, therefore all country-level 

assumptions applied are the same as for Japan (Section B.38).  

B.42. Kyrgyzstan 

Kyrgyzstan was part of the Russian Empire, and later the Soviet Union, until 1991, therefore 

all country-level assumptions applied are the same as for Russia (Section B.63). 

B.43. Latvia 

Latvia was part of the Russian Empire, and later the Soviet Union, until 1991, therefore all 

country-level assumptions applied are the same as for Russia (Section B.63). 

B.44. Lebanon 

Unknown 
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Further information is required. Note that only four stations in Lebanon have observations 

before 1961 in CRUTEM5_sdb. 

B.45. Libya 

Unknown 

Further information is required. 17 stations in Libya have observations before 1961 (in 

CRUTEM5_sdb), but the majority (12) start in 1945 or later. 

B.46. Lithuania 

Lithuania was part of the Russian Empire, and later the Soviet Union, until 1990, therefore 

all country-level assumptions applied are the same as for Russia (Section B.63). 

B.47. Luxembourg 

No country level assumption made. Only one series in CRUTEM5_sdb has data before 1961: 

Luxembourg Town, and station-specific information was used to determine the exposure 

(Reis, 2005). 

B.48. Macedonia 

Unknown 

Further information is required. Three stations in Macedonia have data before 1961 (in 

CRUTEM5_sdb); one is a short fragment (Bitola: 1896-1910) and the remaining two start 

in 1949 or 1951 so are less likely to be affected by the exposure bias. 

B.49. Madeira 

Unknown 

Further information is required. Two stations in Madeira have data before 1961 (in 

CRUTEM5_sdb); one starting in 1900 and the other in 1940. 

B.50. Malta 

No country-level assumptions were made. Only one series in CRUTEM5_sdb has data 

before 1961: Luqa, and station-specific information was used to determine the exposure 

(James, 1861; Meteorological Office, 1923-1933).  
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B.51. Moldova 

Only one series in CRUTEM5_sdb has data before 1961: Kisinev (1825-2021). Station-

specific information is known for some periods (Waluew & Wild, 1881); where information 

is not known the Russian assumptions are applied (Section B.63) as the Moldovan 

Meteorological Office was not established until 1944 (and the station was previously 

administered by the Russian Empire/Soviet Union) (Serviciul Hidrometeorologic de Stat, 

n.d.). 

B.52. Mongolia 

<1926: Unknown 

≥1926: Stevenson screen 

In the mid-1920’s the Mongolian Government established a Meteorological Observing 

service with the support of the Central Geophysical Observatory in St Petersburg (Fickeler, 

1926). As the latter had been using a Stevenson screen since 1915 it was assumed stations 

in Mongolia would also have been set up using one. Note, that only one series in 

CRUTEM5_sdb: Ulaanbaatar, has data before 1926. 

B.53. Montenegro 

Unknown 

Further information is required. However, only two stations in Montenegro have data before 

1961 (in CRUTEM5_sdb); one starting in 1949 and the other in 1950, so are less likely to 

be affected by the exposure bias. 

B.54. Morocco 

Unknown 

Further information is required to determine country-wide exposure assumptions for 

Morocco.  

B.54.1. Moroccan weather stations in the French Protectorate 

Seven of the Moroccan stations in CRUTEM5 were within the French Protectorate between 

1912 - 1956. The French assumptions are applied to these stations from 1912 (Section B.26). 

Useful sources of station-specific information for Morocco included: Heidke (n.d.-a, n.d.-

b); Neumayer (n.d.-a, n.d.-b) and US Weather Bureau, 1959). 
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B.55. Netherlands 

<1906: Unknown 

≥1906: Stevenson screen 

Early observers in the Netherlands initially exposed thermometers in front of windows 

(Hartman, 1918; Meteorological Committee, 1876). Over time stations generally replaced 

this exposure with shelters, however the timing of the introduction and the design of the 

shelters varied greatly (Hartman, 1918). Uniformity was gradually established during the 

early 1900s via the introduction of Stevenson screens, and in 1906 a large climatological 

network which (generally) exposed thermometers in Stevenson screens was established 

(Hartman, 1918; Labrijn, 1948; van Ulden et al., 2009). Although the metadata suggest there 

was an earlier transition from wall-mounted to open or intermediate shelters, further 

information is required before these transitions can be incorporated into the country-level 

assumptions. 

Useful sources of station-specific information for the Netherlands included: Dirksen et al. 

(2020); Labrijn (1945); van Engelen & Geurts (1985); van Ulden et al. (2009) and Visser 

(2005). 

B.56. New Zealand 

<1870: Unknown 

1870 - 1876: Transition to the Stevenson screen 

1877: Stevenson screen 

Early observations in New Zealand were unstandardised; from 1859 ‘standard instruments’ 

were introduced in some regions by Colonial Secretary Sir Edward Stafford; however, 

observations only became standardised across New Zealand from June 1867 when 

observations came under the direction of James Hector (Salinger, 1981) . Stevenson screens 

were in use in New Zealand from 1870 (Hector, 1871) and were in use at most stations by 

1877 (Symons, 1877).  

Useful sources of station-specific information for New Zealand included: Mullan (2012); 

Salinger (1981) and US Weather Bureau (1959). 

B.57. Norway 

<1930: Wall-mounted exposure 

1930 - 1934: Transition to the Stevenson screen 
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≥1935: Stevenson screen 

Early observers in Norway were instructed to expose thermometers in front of windows from 

at least the 1860s and this was the most common form of exposure throughout the nineteenth 

century (Hann & Koppen, 1889; Meteorological Committee, 1876; Nordli et al., 1996). The 

first freestanding screens were introduced in Norway in 1877, but they did not become 

widespread and wall screens remained the most common form of exposure until the early 

1930s when Stevenson-type screens replaced them (Nordli et al., 1996). 

B.58. Pakistan 

Until the Partition of India in 1947, Pakistan was part of India, therefore the assumptions 

applied are the same as sections B.32/3.4.2.1. 

B.59. Peru 

Unknown 

Further information is required. However, only one station in Peru, which has data before 

1961 in CRUTEM5_sdb, falls within 30-60°S.  

B.60. Poland 

<1945: Unknown 

≥1945: Stevenson screen 

The majority of stations in Poland (70%) which have data in CRUTEM5_sdb before 1961, 

do not start until 1951. These stations were likely set up by the National Hydrological and 

Meteorological Institute which was established in 1945 and which was responsible for 

reconstructing the network of hydrological and meteorological stations in Poland (IMGW-

PIB, 2023). Due to the date, and documented use of the Stevenson screen in present-day 

Poland since the late-nineteenth century, all stations set up after 1945 are assumed to have 

Stevenson screens (Sparks (1972) confirms that in 1970 100% of stations used a Stevenson 

screen). 

As many of the Polish stations which have records before 1951 were part of the Prussian 

Meteorological network, separate assumptions are applied to those stations. 

B.60.1. Prussian weather stations 

<1847: Unknown 

1847-1888: Wall-mounted exposure 
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1889-1909: Transition to the Stevenson screen 

≥1910: Stevenson screen 

Prussian observers were advised from at least 1847 to expose thermometers in front of a 

North facing window (Mahlmann, 1847; Parker, 1994). This practise continued throughout 

the late-nineteenth century, with reports to the International Meteorological Committee in 

1876 (Meteorological Committee, 1876) suggesting window-mounted exposures were the 

most common form of exposure in Prussia and instructions to observers in 1888 (Königlich 

Preussischen Meteorologischen Institut, 1888) recommending the use of the exposure 

illustrated in Figure B7. This recommendation is thought to have changed by 1909, with 

Gorczynski (1910) stating the Stevenson screen was the preferred exposure at stations in the 

Warsaw Meteorological network at that time. The ‘Englishe Hutte’ (a modified Stevenson 

screen) is first mentioned as being in use at Prussian stations in 1889, therefore the beginning 

of the transition period is set to 1889 (Königlich Preussischen Meteorologischen Institut, 

1892a).   

 

 

Figure B7. The "Thermometergehause" recommended for use in Prussian weather stations 

(Königlich Preussischen Meteorologischen Institut, 1888). 

Useful sources of station-specific information for Polish stations included: Brys & Brys 

(2010); Deutsche Seewarte (1878, 1882, 1884, 1889); Institute of Meteorology and Water 

Management – National Research Institute (n.d.); Kolendowicz et al. (2019); Königlich 

Preussischen Meteorologischen Institut (1889, 1891, 1892a, 1892b, 1896, 1897, 1898, 
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1899); Kożuchowski et al. (1994); Mietus (1999, 2001); Mietus et al. (1994); Piotrowicz 

(2007); Przybylak et al. (2010); Trepinska (2007) and Trepinska & Piotrowicz (n.d.). 

B.61. Portugal 

≥1939: Stevenson screen 

Station-specific metadata are available for all stations with data before 1939 in 

CRUTEM5_sdb. By 1939 it is assumed the Stevenson screen would have been in use at all 

stations.  

Useful sources of station-specific information for Portugal included: Alcoforado et al. 

(2012); Bližňák et al. (2015) and Morozova & Valente (2012). 

B.62. Romania 

Unknown 

Further information is required.  

B.63. Russia 

< 1870: Wall exposure 

1870 - 1882: Transition to Wild hut 

1882 - 1924: Wild hut 

1925-1934: Transition to Stevenson screen 

≥1935: Stevenson screen 

The first meteorological observations in Russia began in 1726 in St. Petersburg, but it was 

not until the 1830s that the number of observing stations rapidly increased (Waluew & Wild, 

1881). The majority of observing stations in the former Russian Empire reported to the 

Central Observatory in St. Petersburg who issued frequent instructions to observers 

regarding the way measurements should be taken (Waluew & Wild, 1881). Initially, 

observers were instructed to mount thermometers in shade outside a North-facing window 

(Kamtz, 1860; Kuppfer, 1835). However, in 1869, new instructions were issued (Wild, 1869) 

which recommended exposing thermometers in a cylindrical shield within a freestanding 

louvred shelter; an exposure which became known as a ‘Wild Hutte’ (Figure B8) (Waluew 

& Wild, 1881). These instructions came into force in 1870 and the Wild Hutte remained the 

predominant exposure in Russia until at least 1910 (Gorczynski, 1910; Parker, 1994). In 

1912 the Central Observatory began using a Stevenson screen (Koppen, 1913), however 
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shortly after the network was adversely affected by war and it is unlikely that the screen was 

introduced more widely (Parker, 1994; Sternzat, 1967). Sternzat (1967) suggests new 

instrumentation was unlikely much before 1930 and Rusin and Bespalov (1956) 

(summarized in Boylan (1969)) suggest unification and standardisation of the Soviet 

Meteorological network occurred between 1925 and 1935, therefore these dates are set as 

the likely timing of the transition to the Stevenson screen.  Sparks (1972) confirms that by 

1970 100% of stations in the Soviet Union exposed thermometers in Stevenson-type screens. 

Useful sources of station-specific information for Russia (including stations in the Russian 

Empire and Soviet Union) included: Frolich (1876); Jones & Lister (2002); Voznessensky 

(1915); Waluew & Wild (1881) and Wild (1883b, 1885, 1887b, 1888, 1889). 

 
Figure B8. Illustration of the ‘Wild Hutte’ and cylindrical shield which was common in Russian 

weather stations from the early 1880s. In many European countries a version of Wild’s cylindrical 

shield was also used without the ‘Hutte’, mounted on a North-facing wall. Image from: Wild (1891b). 

B.64. Serbia 

Unknown 

Further information is required. However, all stations start in 1939, or later, so are less likely 

to be affected by the exposure bias. 
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B.65. Slovakia 

Unknown 

Further information is required. However, all but two stations start after 1940, so are less 

likely to be affected by the exposure bias. 

B.66. Slovenia 

Unknown 

Further information is required. However, all but four stations start after 1955, so are less 

likely to be affected by the exposure bias. 

B.67. South Africa 

≥1881: Stevenson screen 

The Stevenson screen was adopted by the South African Meteorological Commission in 

1880 and in 1881 the majority of stations replaced early exposures with the Stevenson screen 

(Gamble, 1879; Gill, 1882). The Stevenson screen remained in use at most stations until at 

least 1970 (Sparks, 1972).  

Only one station in CRUTEM5_sdb has data before 1881: the Royal Observatory Cape 

Town. As station-specific information was available for this station (Gill, 1882), no earlier 

country assumptions were required or applied.  

B.68. Spain 

<1910: Open exposure 

1910-1920: Transition to the Stevenson screen  

≥1921: Stevenson screen 

These assumptions are based on the information in Brunet et al. (2006, 2011). 

B.69. Saint Helena 

There is only one series on Saint Helena in CRUTEM5_sdb Tristan de Cunha (1942-1988). 

Given the dates, and because Saint Helena is a British Overseas Protectorate, a Stevenson 

screen is assumed to be in place throughout the record (Section B.77). 

B.70. Sweden 

<1930: Wall exposure 
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1930 - 1939: Transition to Stevenson type screen 

≥1940: Stevenson screen 

These assumptions are based on the information contained in Nordli et al. (1996). 

Useful sources of station-specific information for Sweden included: Alexandersson & 

Eriksson (1989); Bergström & Moberg (2002) and Moberg et al. (2002, 2003). 

B.71. Switzerland 

<1950: Wall-mounted exposure 

1950 - 1969: Transition Stevenson screen 

≥1970: Stevenson screen 

Observers in Switzerland were instructed to mount thermometers on a north facing wall, 

close to a window, from at least 1825; this advice continued throughout the nineteenth 

century with instructions in 1863 and 1893 recommending observers exposed thermometers 

in a ‘Zinkblechhutte’ (a zinc cylindrical shield) mounted on a north wall (Candolle, 1825; 

Schweizerische meteorologische Zentralanstalt, 1893). The ‘Zinkblechhutte’ was not 

replaced by a Stevenson screen in the majority of stations until the 1950’s, however some 

stations had a Wild Hutte (Figure B8) from the 1890s (Begert et al., 2003, 2005). By 1970, 

100% of stations in Switzerland had a Stevenson-type screen (Sparks, 1972). 

Useful sources of station-specific information for Switzerland included: Auchmann & 

Brönnimann (2012); Cassidy (1985); Kuglitsch et al. (2012); Schweizerischen 

Meteorologischen Central-Anstalt (1891, 1894, 1898) and Schweizerischen 

Meteorologischen Zentralanstalt (1956). 

B.72. Syria 

<1970: Unknown 

≥1970: Stevenson screen 

Fourteen stations in Syria in CRUTEM5_sdb have data before 1961. Little information has 

been found about the exposures in use prior to 1970 when Sparks (1972) confirms 100% of 

stations exposed thermometers in Stevenson screens.  

B.73. Tajikistan 

Tajikistan was part of the Russian Empire, and later the Soviet Union, until 1991, therefore 

all country-level assumptions applied are the same as for Russia (Section B.63). 
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B.74. Tunisia 

<1970: Unknown 

≥1970: Stevenson screen 

Four stations in Tunisia in CRUTEM5_sdb have data before 1961 (three before 1949). Little 

information has been found about the exposures in use prior to 1970 when Sparks (1972) 

confirms 90% of stations have Stevenson screens.  

B.75. Turkey 

<1970: Unknown 

≥1970: Stevenson screen 

Little information has been found about the exposures in use in Turkey prior to 1970 when 

Sparks (1972) confirms 100% of stations have Stevenson screens. 33 stations in 

CRUTEM5_sdb have data before 1961, so further investigation is required. 

B.76. Turkmenistan 

Turkmenistan was part of the Russian Empire, and later the Soviet Union, until 1991, 

therefore all country-level assumptions applied are the same as for Russia (Section B.63). 

B.77. United Kingdom 

<1740: Exposed within an unheated room (Miscellaneous) 

1740 - 1839: Wall exposure 

1840 - 1872: Glaisher (Open) / Wall-mounted 

1873 - 1883: Transition to the Stevenson screen 

≥1884: Stevenson screen 

From the 1740’s meteorological observers in the United Kingdom (UK) were advised to 

expose thermometers on a North-facing wall; prior to this, thermometers would likely have 

been exposed inside an unheated room, as advised by Jurin (1723) (Knowles Middleton, 

1966). The first freestanding shelters, including the Glaisher stand (Figure B1; Figure B9), 

were used in the UK from the 1840s; however, they did not replace the use of wall-mounted 

screens with both forms of exposure common between 1840-1880 (Knowles Middleton, 

1966; Parker, 1994). In 1873 the Stevenson screen was adopted for use in the UK by the 

Meteorological Society (Mawley, 1897) and new instructions for observers, detailing the 

Stevenson screen, were printed in 1875 (Scott, 1875). The use of Stevenson screens rapidly 
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expanded through the mid-1870s and by 1884 they were in use at the majority of stations in 

the UK (Naylor, 2019; Parker, 1994). 

Useful sources of station-specific information for the UK included: the Quarterly Journal of 

the Royal Meteorological Society, Burt (2022); Burt & Burt (2019); Butler, Garcia Suarez, 

et al. (2005); Hawkins et al. (2019); Manley (1941); Plummer & Scott (1873) and 

Observatory Yearbooks (available from: 

http://www.geomag.bgs.ac.uk/data_service/data/yearbooks/yearbooks.html).  

 

Figure B9. Illustration of the Glaisher stand which was designed by James Glaisher and adopted for 

use by the Greenwich Observatory, UK in 1841. Image: Gaster (1882). 

B.78. Ukraine 

Ukraine was part of the Russian Empire, and later the Soviet Union, until 1991, therefore all 

country-level assumptions applied are the same as for Russia (Section B.63). 

Useful sources of station-specific information for Ukraine included: Waluew & Wild (1881) 

and Wild (1875, 1887b, 1889). 

B.79. United States of America  

<1892: Wall-mounted exposure 

1892 - 1902: Transition to the Stevenson screen 

≥1903: Stevenson screen 

http://www.geomag.bgs.ac.uk/data_service/data/yearbooks/yearbooks.html
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Early observers in the United States of America were advised to mount thermometers in 

front of a North-facing wall or window from at least 1860 (Figure B10) (Smithsonian 

Institution, 1860). This advice continued until 1885, when, after extensive investigation of 

different thermometer exposures, Hazen (1885) recommended the use of a freestanding 

screen either over grass or on the roof and advised against exposing thermometers mounted 

on the walls of buildings (Figure B10). Despite this, wall-mounted exposures are thought to 

have remained the most common form of exposure until the 1890s when the Cotton Region 

Shelter (Figure B10), a variant of the Stevenson screen, was adopted by the US Weather 

Bureau (Chenoweth, 1993; Flora, 1920; Russell, 1892). By 1903 this form of exposure was 

the most commonly used in the USA (Chenoweth, 1993). 

 

 

Figure B10. Thermometer exposures recommended for use in the United States of America. Left: 

Wall-mounted exposure recommended in 1860 (Smithsonian Institution, 1860); Centre: Freestanding 

Hazen shelter recommended in 1885 (Hazen, 1885; Image from: US Signal Office, 1887)  Right: 

Cotton Region shelter recommended for use from 1892 (Russell, 1892; Image from: Marvin, 1915). 

Useful sources of station-specific information for the USA included: Henry (1906); 

Smithsonian Institution (1927); US Weather Bureau (1959), and the Station Histories from 

the Midwestern Regional Climate Center’s Military Forts and Voluntary Observers Database 

(Available at: https://mrcc.purdue.edu/FORTS).  

 

 

 

https://mrcc.purdue.edu/FORTS
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B.80. Uruguay 

Unknown 

Further research is required to determine the early exposures in use in Uruguay and the date 

of Stevenson screen introduction. Fourteen stations in Uruguay in CRUTEM5_sdb have data 

before 1961. 

B.81. Uzbekistan 

Uzbekistan was part of the Russian Empire, and later the Soviet Union, until 1991, 

therefore all country-level assumptions applied are the same as for Russia (Section B.63). 
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Supplement to Chapter 4 

Figure C1. Stratospheric Aerosol Optical Depth (SAOD) profiles for each major low latitude 

eruption considered for selection. The first two panels show the evolution of SAOD during the year 

of the eruption and the following two years (with the first and second DJF seasons lying between 

each pair of vertical lines) as a function of latitude, for the forcing used in G_UKESM1.1 and ModE-

RA. The remaining three panels show timeseries of SAOD averaged over each hemisphere (solid 

lines). In the NH panels, the SAOD in the tropics (0-30°N, dotted) and extratropics (30-90°N, dashed) 

is also shown. The NH winters are indicated by grey shading and the hemispheric averages during 

each NH winter are labelled. Note that from 1850, G_UKESM1.1 and ModE-RA use the same 

volcanic forcing. 
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Figure C1 continued.  
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Figure C1 continued.  
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Figure C2. Quartic spline fitted including (dashed line) or excluding (solid line) the volcanically forced winters for two grid cells in the GloSAT observations 

(temperature anomalies with respect to 1961-1990, °C). The bottom panels show the detrended December-to-January mean using the spline fitted excluding the 

volcanically forced winters. The grid cell on the left is located in the Greenland study region and the grid cell on the right is located in the Europe study region. 

Vertical dashed lines represent ‘volcanic years’ as defined in Section 4.3.3. 
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Figure C3. Locations of the surface pressure observations assimilated into the 20CRv3 dataset at the time of the eruptions of U1809, Tambora (1815), U1831 

and Cosiguina (1835). Plots from Compo et al. (2019).
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Figure C4. Post-eruption surface temperature anomalies in the second winter (DJF2) following each 

named eruption in the G_UKESM1.1 ensemble mean. The number in purple (pink) is the area-

weighted mean temperature anomaly for the Greenland (Europe) box and the regional difference is 

the difference between the two (Europe minus Greenland). Temperature anomalies are calculated 

with respect to detrended non-volcanic winters between 1781/2 – 1998/9. 
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Figure C5. As for Figure C4, but for the GloSAT ensemble mean. 

 

Figure C6. As for Figure C4, but for the 20CRv3 ensemble mean. Note that the anomalies are 

calculated with respect to a slightly shorter reference period than for the other datasets due to the 

20CRv3 dataset starting in 1806. 
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Figure C7. As for Figure C4, but for the ModE-RA ensemble mean. 
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Figure C8. Winter North Atlantic Oscillation Indices for each of the G_UKESM1.1 ensemble 

members. Values during winters following volcanic eruptions are indicated.





 

195 

 

 
 
 
 
 
 

Glossary 

 

20CRv3     Twentieth Century Reanalysis version 3 [dataset] 

AMJJA     April-to-August 

AWS     Automatic Weather Station 

CMIP     Coupled Model Intercomparison Project 

CMIP5     Coupled Model Intercomparison Project, phase 5 

CMIP6     Coupled Model Intercomparison Project, phase 6 

CRUTEM5     Climatic Research Unit Land Surface Air Temperature version 5 [dataset] 

CRUTEM5_eba     Exposure bias adjusted version of CRUTEM5_ext [dataset] 

CRUTEM5_ext     Extended version of CRUTEM5, starting in 1781 [dataset] 

CRUTEM5_sdb     Station database for CRUTEM5 [dataset] 

DJF     December-to-February 

DJF0     The winter directly preceding an eruption (or the winter the eruption occurred) 

DJF1     The first post-eruption winter  

DJF2     The second post-eruption winter  

DJFM     December-to-March 

DTR     Diurnal Temperature Range 

EIP     Early Instrumental Period 

ENSO     El Niño Southern Oscillation 

HadCRUT5     Hadley Centre/Climatic Research Unit Temperature version 5 [dataset] 

HadSST4     Hadley Centre Sea Surface Temperature version 4 [dataset] 
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IPCC     Intergovernmental Panel on Climate Change 

GloSAT     Global Surface Air Temperature [project and dataset] 

JJA     June-to-August 

KPSS     Kwiatkowski–Phillips–Schmidt–Shin statistical test 

LSAT     Land Surface Air Temperature 

MAM     March-to-May 

MJJA     May-to-August 

ModE-RA     Modern Era Reanalysis [dataset] 

MSLP     Mean Sea Level Pressure 

NAO     North Atlantic Oscillation 

NH     Northern Hemisphere  

NMS     National Meteorological Service 

NOAA     National Oceanic and Atmospheric Administration 

NWP     Numerical Weather Prediction 

QBO     Quasi-Biennial Oscillation 

SAOD     Stratospheric Aerosol Optical Depth 

SH     Southern Hemisphere 

SON     September-to-November 

SST     Sea Surface Temperature 

SWD     Shortwave Downward solar radiation 

TOA     Top Of Atmosphere solar radiation 

U1809     Unknown volcanic eruption in 1809 

U1831     Unknown volcanic eruption in 1831 

VEI     Volcanic Explosivity Index 
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(Eds.), Wahania klimatu w różnych skalach przestrzennych i czasowych (pp. 31–37). 

https://ruj.uj.edu.pl/xmlui/bitstream/handle/item/258676/trepinska_instrumentalne_i_

wizualne_obserwacje_pogody_2007.pdf?sequence=1&isAllowed=y 

Trepinska, J. B., & Piotrowicz, K. (n.d.). DZIEJE STACJI METEOROLOGICZNEJ 

UNIWERSYTETU JAGIELLOŃSKIEGO. 

https://holmes.iigw.pl/~mbodzion/dydaktyka/mik/pliki/art2.pdf 

Trewin, B. (2004). Effects of changes in algorithms used for the calculation of Australian 

mean temperature. Australian Meteorological Magazine, 53(1), 1–11. 

Trewin, B. (2010). Exposure, instrumentation, and observing practice effects on land 

temperature measurements. Wiley Interdisciplinary Reviews: Climate Change, 1(4), 

490–506. https://doi.org/10.1002/wcc.46 

Trewin, B. (2018). The Australian Climate Observations Reference Network-Surface Air 

Temperature (ACORN-SAT) version 2. 



254 References 

 

 

 

Trewin, B., Braganza, K., Fawcett, R., Grainger, S., Jovanovic, B., Jones, D., Martin, D., 

Smalley, R., & Webb, V. (2020). An updated long‐term homogenized daily temperature 

data set for Australia. Geoscience Data Journal, 7(2), 149–169. 

https://doi.org/10.1002/gdj3.95 

United Nations. (2015). Adoption of the Paris Agreement. In Conference of the Parties on 

its twenty-first session (Issue December). https://doi.org/FCCC/CP/2015/L.9 

U.S. Department of Commerce. (1966). World Weather Records 1951-60 Vol 2 Europe. U.S. 

Department of Commerce. 

https://archive.org/details/worldweatherreco02smit/page/n1/mode/2up 

U.S. Department of Commerce. (1979). World Weather Records 1961-70 Vol 2 Europe. 

https://archive.org/details/worldweatherreco020smit/page/n1/mode/2up?q=stand 

US Weather Bureau. (1959). World Weather Records, 1941 - 1950. 

https://archive.org/details/worldweatherreco4150smit/mode/2up?q=salisbury 

Valler, V., Franke, J., Brugnara, Y., Burgdorf, A., Lundstad, E., Hand, R., Samakinwa, E., 

Lipfert, L., Friedman, A., & Bronnimann, S. (2023). ModE-RA - A global monthly 

paleo-reanalysis of the modern era (1421 to 2008): Set 1420-3_1850-1. In World Data 

Center for Climate (WDCC) at DKRZ. 

https://doi.org/https://doi.org/10.26050/WDCC/ModE-RA_s14203-18501 

Valler, V., Franke, J., Brugnara, Y., Samakinwa, E., Hand, R., Lundstad, E., Burgdorf, A.-

M., Lipfert, L., Friedman, A. R., & Brönnimann, S. (2024). ModE-RA: a global 

monthly paleo-reanalysis of the modern era 1421 to 2008. Scientific Data, 11(1), 36. 

https://doi.org/10.1038/s41597-023-02733-8 

van Engelen, A. F. V., & Geurts, H. A. M. (1985). Nicolaus Cruquius (1678-1754) and his 

meteorological observations. 

https://cdn.knmi.nl/knmi/pdf/bibliotheek/knmipubmetnummer/knmipub165_IV.pdf 

van Engelen, A. F. V., & Nellestijn, J. W. (1995). Monthly, seasonal and annual means of 

the air temperature in tenths of centigrades in De Bilt, Netherlands, 1706–1995. 

van Ulden, A., van Oldenborgh, G. J., & van der Schrier, G. (2009). The Construction of a 

Central Netherlands Temperature. 



References 255 

 

 

 

https://cdn.knmi.nl/system/data_center_publications/files/000/068/325/original/CNT.

pdf?1495621137 

Veðráttan. (1962). Arsyfirlit samid a vedurstofunni. Veðráttan, 122. 

https://timarit.is/page/3128806 

Venema, V. (2016). Early global warming: How much did the world warm during the 

transition to Stevenson screens around 1900? http://variable-

variability.blogspot.com/2016/02/early-global-warming-transition-Stevenson-

screens.html 

Venema, V., Anguilar, E., Auchmann, R., Auer, I., Brandsma, T., Chimani, B., Gilbart, A., 

Toreti, A., Mestre, O., & Vertacnik, G. (2014). Parallel measurements to study 

inhomogeneities in daily data. Homogenisation Seminar. 

Venema, V., Mestre, O., Aguilar, E., Auer, I., Guijarro, J. A., Domonkos, P., Vertacnik, G., 

Szentimrey, T., Stepanek, P., Zahradnicek, P., Viarre, J., Müller-Westermeier, G., 

Lakatos, M., Williams, C. N., Menne, M. J., Lindau, R., Rasol, D., Rustemeier, E., 

Kolokythas, K., … Brandsma, T. (2012). Benchmarking homogenization algorithms 

for monthly data. Climate of the Past, 8(1), 89–115. https://doi.org/10.5194/cp-8-89-

2012 

Vigurs, C. C. (1935). Temperature at Falmouth. The Meteorological Magazine, 70(832), 91–

92. https://archive.org/details/sim_meteorological-magazine_1935-

05_70_832/page/91/mode/1up 

Vincent, L. A. (1998). A Technique for the Identification of Inhomogeneities in Canadian 

Temperature Series. Journal of Climate, 11(5), 1094–1104. 

Vincent, L. A., Hartwell, M. M., & Wang, X. L. (2020). A Third Generation of Homogenized 

Temperature for Trend Analysis and Monitoring Changes in Canada’s Climate. 

Atmosphere - Ocean. https://doi.org/10.1080/07055900.2020.1765728 

Vincent, L. A., Milewska, E. J., Hopkinson, R., & Malone, L. (2009). Bias in Minimum 

Temperature Introduced by a Redefinition of the Climatological Day at the Canadian 

Synoptic Stations. Journal of Applied Meteorology and Climatology, 48(10), 2160–

2168. https://doi.org/10.1175/2009JAMC2191.1 



256 References 

 

 

 

Visbeck, M. H., Hurrell, J. W., Polvani, L., & Cullen, H. M. (2001). The North Atlantic 

oscillation: Past, present, and future. Proceedings of the National Academy of Sciences 

of the United States of America, 98(23), 12876–12877. 

https://doi.org/10.1073/PNAS.231391598/ASSET/EB72ACB2-1128-4379-ACED-

1394F1604934/ASSETS/GRAPHIC/PQ2313915001.JPEG 

Visser, H. (2005). The significance of climate change in the Nederlands. An analysis of 

historical and future trends (1901-2020). 

https://www.researchgate.net/publication/27451699_The_significance_of_climate_ch

ange_in_the_Nederlands_An_analysis_of_historical_and_future_trends_1901-2020 

Voznessensky. (1915). Annales de L’Observatoire Physique Central Nicolas, 1913. 

https://library.oarcloud.noaa.gov/docs.lib/htdocs/rescue/cd116_pdf/LSN0368.PDF 

Waliser, D., J. Gleckler, P., Ferraro, R., E. Taylor, K., Ames, S., Biard, J., G. Bosilovich, 

M., Brown, O., Chepfer, H., Cinquini, L., J. Durack, P., Eyring, V., Mathieu, P. P., Lee, 

T., Pinnock, S., L. Potter, G., Rixen, M., Saunders, R., Schulz, J., … Tuma, M. (2020). 

Observations for Model Intercomparison Project (Obs4MIPs): Status for CMIP6. 

Geoscientific Model Development, 13(7), 2945–2958. https://doi.org/10.5194/GMD-

13-2945-2020 

Wallis, & Beale. (1669). Some observations concerning the baroscope and thermoscope, 

made and communicated by Doctor I. Wallis at Oxford, and Dr. I Beale at Yeovil in 

Somerset, deliver’d here according to the several dates, when they were imparted. Dr. 

Beale in those letters of his dated Decemb.18. Decemb. 29. 1669. and Januar. 3. 1670. 

Philosophical Transactions (1665-1678), 4, 1113–1120. 

Waluew, P. A. V., & Wild, H. (1881). Die Temperatur-Verhaltnisse des Russischen Reiches. 

https://library.oarcloud.noaa.gov/foreign_climate.lib/FCD_002_pdf/QC989R8M48su

ppl-no1.pdf 

Wang, J., & Yan, Z.-W. (2016). Urbanization-related warming in local temperature records: 

a review. Atmospheric and Oceanic Science Letters, 9(2), 129–138. 

https://doi.org/10.1080/16742834.2016.1141658 

Westcott, N., Andsager, K., Stoecker, L., Spinar, M., Smith, R., Obrecht, R., Kruk, M., 

Truesdell, R., & O’connell, D. (2011). Quality Control of 19 th Century Weather Data. 



References 257 

 

 

 

Whipple, G. M. (1883). Report on experiments made at the Kew Observatory with 

thermometer screens of different patterns during 1879, 1880, and 1881. Appendix II of 

the Quarterly Weather Report, 13–18. 

Wijngaard, J. B., Klein Tank, A. M. G., & Können, G. P. (2003). Homogeneity of 20th 

century European daily temperature and precipitation series. International Journal of 

Climatology, 23(6), 679–692. https://doi.org/10.1002/joc.906 

Wild, H. (1869). Instruction fur Meteorologische Stationen. 

https://library.oarcloud.noaa.gov/foreign_climate.lib/FCD_002_pdf/QC989R8M48t1.

pdf 

Wild, H. (1873). On the exposure of thermometers for the calculation of air temperature. 

International Meteorological Conference, Vienna, 1873. 

https://babel.hathitrust.org/cgi/pt?id=hvd.hxgnti&view=1up&seq=94 

Wild, H. (1875). Instruction fur Meteorologische Stationen. 

https://library.oarcloud.noaa.gov/foreign_climate.lib/FCD_002_pdf/QC989R8M48t5.

pdf 

Wild, H. (1881). Jahresbericht des Physikalischen Central-Observatoriums fur 1879 und 

1880. 

https://library.oarcloud.noaa.gov/foreign_climate.lib/FCD_002_pdf/QC989R8M48t7.

pdf 

Wild, H. (1883a). Jahresbericht des Physikalischen Central-Observatoriums fur 1881 und 

1882. 

https://library.oarcloud.noaa.gov/foreign_climate.lib/FCD_002_pdf/QC989R8M48t8.

pdf 

Wild, H. (1883b). Repertorium fur Meteorologie, Volume VIII. 

https://library.oarcloud.noaa.gov/foreign_climate.lib/FCD_002_pdf/QC989R8M48t8.

pdf 

Wild, H. (1885). Repertorium fur Meteorologie, Volume IX. 

https://library.oarcloud.noaa.gov/foreign_climate.lib/FCD_002_pdf/QC989R8M48t9.

pdf 



258 References 

 

 

 

Wild, H. (1887a). Further tests on the determination of the true air temperature. Meteorol. 

Sbornik, 10(10). 

Wild, H. (1887b). Repertorium fur Meteorologie, Volume X. 

https://library.oarcloud.noaa.gov/foreign_climate.lib/FCD_002_pdf/QC989R8M48t10

.pdf 

Wild, H. (1888). Repertorium fur Meteorologie, Volume XI. 

https://library.oarcloud.noaa.gov/foreign_climate.lib/FCD_002_pdf/QC989R8M48t11

.pdf 

Wild, H. (1889). Repertorium fur Meteorologie, Volume XII. 

https://library.oarcloud.noaa.gov/foreign_climate.lib/FCD_002_pdf/QC989R8M48t12

.pdf 

Wild, H. (1891a). Repertorium fur Meteorologie. 

Wild, H. (1891b). Uber den einfluss der aufstellung auf die angaben der thermometer zur 

bestimmung der lufttemperatur. Repertorium Fur Meteorologie, 14. 

https://library.oarcloud.noaa.gov/foreign_climate.lib/FCD_002_pdf/QC989R8M48t14

.pdf 

Wilks, D. S. (2019). Statistical Methods in the Atmospheric Sciences (Fourth). Elsevier. 

https://doi.org/10.1016/C2017-0-03921-6 

Willett, K., Williams, C., Jolliffe, I. T., Lund, R., Alexander, L. V., Brönnimann, S., Vincent, 

L. A., Easterbrook, S., Venema, V., Berry, D., Warren, R. E., Lopardo, G., Auchmann, 

R., Aguilar, E., Menne, M. J., Gallagher, C., Hausfather, Z., Thorarinsdottir, T., & 

Thorne, P. W. (2014). A framework for benchmarking of homogenisation algorithm 

performance on the global scale. Geoscientific Instrumentation, Methods and Data 

Systems, 3(2), 187–200. https://doi.org/10.5194/gi-3-187-2014 

Williams, C. N., Menne, M. J., & Thorne, P. W. (2012). Benchmarking the performance of 

pairwise homogenization of surface temperatures in the United States. Journal of 

Geophysical Research Atmospheres, 117(5). https://doi.org/10.1029/2011JD016761 

Williamson, F., Allan, R., Ren, G., Lee, T. cheung, Lui, W. hong, Kubota, H., Matsumoto, 

J., Luterbacher, J., Wilkinson, C., & Wood, K. (2018). Collating Historic Weather 

Observations for the East Asian Region: Challenges, Solutions, and Reanalyses. 



References 259 

 

 

 

Advances in Atmospheric Sciences, 35(8), 899–904. https://doi.org/10.1007/s00376-

017-7259-z 

Winkler, P. (2009). Revision and necessary correction of the long-term temperature series 

of Hohenpeissenberg, 1781-2006. Theoretical and Applied Climatology, 98(3–4), 259–

268. https://doi.org/10.1007/s00704-009-0108-y 

World Meteorological Organization. (2003). Guidelines on climate metadata and 

homogenization. www.wmo.ch/web/wcp/wcdmp/wcdmp.html 

World Meteorological Organization. (2016). Guidelines on Best Practices for Climate Data 

Rescue. 

World Meteorological Organization. (2019). WIGOS Metadata Standard. 

https://library.wmo.int 

World Meteorological Organization. (2020). Guidelines on Homogenization (V. Venema, 

B. Trewin, X. L. Wang, T. Szentrimrey, M. Lakatos, E. Aguilar, I. Auer, J. A. Guijarro, 

M. Menne, C. Oria, W. S. R. L. Louamba, & G. Rasul, Eds.; 2020 editi). 

https://library.wmo.int/doc_num.php?explnum_id=10352 

World Meteorological Organization. (2021). Guide to Instruments and Methods of 

Observation. Volume I - Measurement of Meteorological Variables. 

World Meteorological Organization. (2022). The 2022 GCOS Implementation Plan. 

Wunderlich, F., & Mitchell, D. M. (2017). Revisiting the observed surface climate response 

to large volcanic eruptions. Atmospheric Chemistry and Physics, 17(1), 485–499. 

https://doi.org/10.5194/acp 

Yule, E. L., Hegerl, G., Schurer, A. P., & Hawkins, E. (2023). Using early extremes to place 

the 2022 UK heat waves into historical context. Atmospheric Science Letters, 24(7). 

https://doi.org/10.1002/asl.1159 

Zambri, B., LeGrande, A. N., Robock, A., & Slawinska, J. (2017). Northern Hemisphere 

winter warming and summer monsoon reduction after volcanic eruptions over the last 

millennium. Journal of Geophysical Research: Atmospheres, 122(15), 7971–7989. 

https://doi.org/10.1002/2017JD026728 



260 References 

 

 

 

Zambri, B., & Robock, A. (2016). Winter warming and summer monsoon reduction after 

volcanic eruptions in Coupled Model Intercomparison Project 5 (CMIP5) simulations. 

Geophysical Research Letters, 43(20), 10,920-10,928. 

https://doi.org/10.1002/2016GL070460 

Zanchettin, D., Bothe, O., Graf, H. F., Lorenz, S. J., Luterbacher, J., Timmreck, C., & 

Jungclaus, J. H. (2013). Background conditions influence the decadal climate response 

to strong volcanic eruptions. Journal of Geophysical Research Atmospheres, 118(10), 

4090–4106. https://doi.org/10.1002/jgrd.50229 

Zanchettin, D., Timmreck, C., Graf, H. F., Rubino, A., Lorenz, S., Lohmann, K., Krüger, K., 

& Jungclaus, J. H. (2012). Bi-decadal variability excited in the coupled ocean-

atmosphere system by strong tropical volcanic eruptions. Climate Dynamics, 39(1–2), 

419–444. https://doi.org/10.1007/S00382-011-1167-1/FIGURES/7 

Zanchettin, D., Timmreck, C., Toohey, M., Jungclaus, J. H., Bittner, M., Lorenz, S. J., & 

Rubino, A. (2019). Clarifying the Relative Role of Forcing Uncertainties and Initial-

Condition Unknowns in Spreading the Climate Response to Volcanic Eruptions. 

Geophysical Research Letters, 46(3), 1602–1611. 

https://doi.org/10.1029/2018GL081018 

Zhu, F., Emile-Geay, J., Anchukaitis, K. J., Hakim, G. J., Wittenberg, A. T., Morales, M. S., 

Toohey, M., & King, J. (2022). A re-appraisal of the ENSO response to volcanism with 

paleoclimate data assimilation. Nature Communications, 13(1). 

https://doi.org/10.1038/s41467-022-28210-1 

Zhu, F., Emile-Geay, J., Hakim, G. J., King, J., & Anchukaitis, J. (2020). Resolving the 

differences in the simulated and reconstructed climate response to volcanism over the 

last millennium. Geophysical Research Letters, 47(8), 1–12. 

https://doi.org/https://doi.org/10.1029/2019GL086908 

Zhu, M. (2012). Typhoons, meteorological intelligence, and the inter-port mercantile 

community in nineteenth-century China [Binghampton University, State University of 

New York]. https://www.proquest.com/docview/1037995425?pq-

origsite=gscholar&fromopenview=true 

  


