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Abstract 

Machine learning has the potential to revolutionise plant biology by offering 

unprecedented opportunities for predicting, measuring, and understanding complex 

biological processes. This thesis presents three projects that utilise machine learning 

techniques to tackle diverse challenges, ranging from seed germination detection to 

circadian time prediction and the identification of diagnostic biomarkers. 

In the first project, SeedGerm, I developed a novel approach to automatically detect 

seed germination, a critical physiological process that determines the success of plant 

establishment. My pipeline utilises computer vision techniques for image-based seed 

segmentation and machine learning for predicting seed germination, enabling 

automated seed phenotyping for plant breeders and researchers. 

For the second project, Trans-Learn, I identified diagnostic biomarkers for plant 

viruses through novel applications of image analysis and machine learning 

techniques. Plant viruses pose a major threat to global crop production, and 

biomarkers can facilitate the development of disease-resistant crop varieties. My 

supervised machine learning approach concentrates on transforming tabular datasets 

into tensors, intelligently arranging features, and interpreting a trained vision 

transformer to successfully isolate transcriptomic biomarkers in Arabidopsis halleri 

for turnip mosaic virus infection.  

The third project, ChronoGauge, explored using transcriptomic biomarkers and 

multi-output regression models to predict the circadian clock, a fundamental 

biological mechanism that regulates the timing of processes in plants. Utilising 

circular regression techniques, statistical methods to quantify gene expression 

rhythmicity, and wrapper feature selection methods, I was able to predict the internal 

circadian time using transcriptomic data in Arabidopsis thaliana and wheat, 

surpassing the current state-of-the-art method in accuracy. 

These projects collectively highlight machine learning’s potential in addressing key 

challenges in plant biology. The open-source methods developed through these 

projects have applications to accelerate breeding practices and enable researchers to 

advance our understanding of plant biology. Overall, this thesis provides valuable 

insights into bridging the gap between computational techniques and biological 

research. 
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Chapter 1: Introduction 

 

Plant biology plays a critical role in addressing global challenges such as food 

security, climate change, and sustainable agriculture. As the world population 

continues to grow, innovative solutions are needed to increase crop yields, develop 

climate-resilient crop varieties, and combat plant diseases that threaten agricultural 

productivity. Recently, the emergence of advanced technologies such as computer 

vision, machine learning, and genomic sequencing has created new opportunities for 

interdisciplinary research. This thesis explores the potential of these cutting-edge 

technologies in solving complex problems in plant biology, with a focus on three 

distinct projects that each aim to provide new tools to the scientific community for 

advancing our understanding of plant systems. 

 

The convergence of machine learning (ML) and plant biology has the potential to 

significantly enhance our ability to analyse and understand plant systems at a 

previously unattainable scale and resolution. By harnessing the power of ML 

algorithms, researchers have become empowered to process vast amounts of data 

from multiple sources, such as gene expression, genomic, proteomic, images, and 

environmental measurements, in order to gain valuable insights into plant processes, 

growth, and development. This fusion of disciplines enables the development of 

novel tools and methodologies that can accelerate and enhance plant research whilst 

also having an impact on global food security and sustainability. 

 

There is high potential for novel tools and methodologies to yield significant impacts 

in several key domains, including precision agriculture, such as remote sensing and 

image analysis to provide real-time insights for crops; automated phenotyping to 

enable rapid assessment of favourable traits; crop trait prediction that incorporates 

environmental variation and measurements; and the identification of candidate gene 

targets for genome editing. This thesis explores research closely related to these 

domains, and I hope that the findings will significantly contribute to their 

advancement. 
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In this introductory chapter, I review the literature relevant to my PhD research, 

establishing a comprehensive background that encompasses a variety of machine 

learning applications in plant biology. Following this, I explain the motivation and 

the scope of my research, highlighting the interdisciplinary nature of the undertaking 

and the critical challenges that each project aims to surmount. Next, I detail the 

significance of my research, emphasising the potential impact of my results on the 

field of plant biology and their broader implications for agricultural productivity. 
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1.1 Background and Literature Review 

 

In the following section, I will provide an in-depth review of the essential 

background knowledge and relevant literature associated with the three projects of 

this thesis. A comprehensive understanding of the relevant areas of plant biology, 

machine learning, and computer vision is critical for appreciating the context and 

significance of the research presented. This section is organised into five main 

subsections, each focusing on a specific topic, from plant biology and sequencing 

technologies to machine learning, biomarker detection, and computer vision. This 

review will explain the state of research in these areas, identify knowledge gaps, and 

underscore the potential impact of the novel findings within this thesis in the broader 

fields of plant biology and agriculture. 

 

1.1.1 The Field of Plant Biology 

 

The field of plant biology is an area of research that encompasses a wide range of 

topics, including but not limited to plant physiology, plant genetics, and the 

interactions between plants and their environments. Research in this field varies from 

investigating the role of plant hormones in regulating plant growth and 

development1, the genetic basis of plant responses to biotic and abiotic stress2, and 

the mechanisms underlying plant adaptations to changing environmental conditions3. 

As the global population continues to grow, there is an urgent need to improve crop 

production and ensure food security; research in the field of plant biology will 

become increasingly crucial in playing a critical role in achieving these goals. 

 

Plant physiology is a fundamental aspect of plant biology, covering topics such as 

photosynthesis, metabolism, and plant responses to environmental stimuli. At the 

cellular and molecular level, plant physiology examines a range of processes that are 

crucial for understanding plant growth and development4. One of the critical 

processes investigated is photosynthesis, which involves the conversion of light 

energy into chemical energy and is fundamental to the functioning of plants5. Plant 

physiology studies have also been conducted to investigate the role of plant 

signalling pathways in mediating plant responses to biotic and abiotic stress6. These 
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studies highlight the importance of plant physiology research in understanding plant 

function, which can be exploited to develop strategies for improving crop 

production. Recent advancements in plant physiology research have deepened our 

understanding of plant function at the molecular and cellular levels, which can be 

exploited to improve crop production in the face of global environmental change7. 

 

In recent years due to increased capabilities of sequencing technologies and data 

analysis methods, plant genetics has emerged as a critical area of focus, including the 

study of gene expression, genetic variation, and genetic engineering8. A notable 

advancement in this domain is the investigation of the genetic basis of plant-

pathogen interactions, which has implications for crop protection and disease 

resistance. For example, Oliva et al. utilised CRISPR-Cas9 genome editing to 

mutations in the promoters of three SWEET gene promoters to induce disease 

resistance in rice 9. The mutations created in rice lines Kitaake, IR64, and Ciherang-

Sub1 conferred broad-spectrum resistance to the pathogen, suggesting that this 

approach could be an effective strategy for crop protection. Furthermore, researchers 

have made strides in identifying genes implicated in plant growth and development, 

with several studies reporting on genome-wide association studies (GWAS) that 

have uncovered numerous candidate genes associated with plant architecture and 

flowering time, providing insights into the genetic regulation of these traits10,11. In 

addition to these studies, advances in genome editing technologies have facilitated 

crop trait improvement. Zaidi et al. reviewed the application of CRISPR/Cas9 and 

other genome editing tools in generating targeted mutations to improve crop traits, 

such as quality, yield, and resistance to biotic and abiotic stressors12. 

 

The interactions between plants and their environment are intricate, with plants 

needing to react and adjust to alterations in their surroundings. These interactions 

encompass a broad range of factors, including abiotic and biotic stresses, nutrient 

availability, and changes in temperature and precipitation patterns. A study by Iqbal 

et al. reviewed the impacts of drought stress on plant growth and development, 

discussing the importance of hormone signalling pathways in regulating plant 

responses to drought13. Temperature, as a critical environmental factor, influences 

plant growth and development, leading plants to evolve various strategies, such as 

alterations in gene expression, to cope with temperature fluctuations.14. The study of 
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complex regulatory networks governing temperature-dependent growth and 

development in plants has immense potential for informing breeding programs aimed 

at enhancing crop resilience in the face of global climate change15.  

 

The leading model organism in the field of plant biology is Arabidopsis thaliana, a 

plant within the Brassicaceae family, primarily due to its relatively simple genome 

and rapid lifecycle16. With a compact genome size of approximately 135 Mb, 

Arabidopsis thaliana offers researchers the advantage of a sequenced and annotated 

reference genome17, facilitating the identification and functional analysis of genes 

underlying biological processes. Furthermore, its short generation time of 6-8 weeks 

and abundant seed production enable rapid progress in genetic and molecular 

studies18. While Arabidopsis thaliana has served as a valuable model organism for 

understanding fundamental plant biology, translating these findings to economically 

important crops presents several challenges. One primary obstacle is the inherent 

difference in genome structure and complexity between Arabidopsis thaliana and 

many crop plants. For instance, polyploidy, the presence of multiple sets of 

chromosomes, is common in crop species, complicating the extrapolation of findings 

from Arabidopsis thaliana’s diploid genome19. Furthermore, some essential 

agronomic traits, such as perenniality, are not exhibited by Arabidopsis thaliana, 

which is an annual plant20. 

 

1.1.1.1 The Importance of Crop Traits 

 

Crop traits are the heritable characteristics of plants that hold agricultural 

significance and have been the subject of extensive research, covering a diverse set 

of features and morphological, physiological, and biochemical properties21. 

Examples of crop traits include resistance to pests, diseases, and environmental 

stressors, such as drought, salinity, and temperature fluctuations. 

 

The study and manipulation of crop traits have been crucial in advancing plant 

breeding efforts, with the ultimate goals of improving agricultural productivity, 

enhancing crop quality, and promoting the sustainability of food production systems. 

The recent advent of genomic tools and high-throughput phenotyping have further 
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enabled the characterisation of crop traits at a molecular level22. Quantitative Trait 

Loci (QTL) mapping and GWAS have been instrumental in the identification of 

genetic loci associated with complex traits, allowing for more targeted breeding 

approaches23. Additionally, recent advancements in genome editing technologies, for 

example, systems such as CRISPR/Cas9 system, have supplied plant breeders with 

an efficient method to introduce desirable traits into crops and accelerate breeding 

programmes24. By investigating the genetic basis of these traits, studies have shown 

it is possible to identify and select for desirable characteristics, facilitating the 

development of improved crop varieties21. With an increasingly unpredictable 

climate, the strategy of utilising our understanding of the genetics of crop traits is 

being used to develop climate-resilient crop varieties. By understanding the genetic 

mechanisms underlying stress tolerance, researchers can facilitate the breeding of 

crops capable of withstanding the challenges posed by a changing environment, such 

as droughts25. 

 

Traits concerning seed size, composition, and nutrient content have been shown to 

play a crucial role in determining the nutritional value of a crop, as well as its 

suitability for human consumption or animal feed26. Investigations by White and 

Broadley reveal that modifications in seed micronutrient content and bioavailability 

can result in crops with enhanced nutritional properties, contributing to improved 

dietary quality and mitigating micronutrient deficiencies in human and animal 

populations27. Consequently, the targeted manipulation of specific crop traits offers a 

promising avenue for addressing food security and nutritional challenges in the face 

of a growing global population, as demonstrated by Ortiz-Monasterio et al.28. Crop 

performance and stability are significantly influenced by the capacity to withstand 

pests, diseases, and environmental stressors29. Therefore traits that confer resistance 

to both biotic (pests and pathogens) and abiotic (drought, salinity, temperature 

extremes) stresses have been identified as vital factors in minimising yield losses and 

promoting more sustainable agricultural practices30.  

 

Due to an increase in the quantity and quality of genomic data being generated, 

significant progress has been made in understanding the genetic components of crop 

traits, which has facilitated the development of molecular markers and genomic tools 

for plant breeding31. Molecular markers have been instrumental in the identification 
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and selection of desirable traits, including enhanced yield potential, stress tolerance, 

and resistance to diseases32. For example, QTL mapping has been used to identify 

loci associated with important agricultural traits, such as yield, plant height, and 

disease resistance33. Molecular markers have been used to improve the efficiency of 

traditional breeding programs through a technique known as marker-assisted 

selection (MAS)34. MAS allows for the early selection of superior genotypes 

carrying desirable alleles, reducing the number of breeding cycles required to 

develop improved crop varieties35. Furthermore, genomic selection (GS) enables 

breeders to estimate genomic estimated breeding values (GEBVs), significantly 

accelerating the breeding process36. By integrating phenotypic data with genotypic 

markers, GS has been shown to enhance genetic gain per unit time compared to 

traditional breeding approaches37. 

 

1.1.1.2 Seed Germination 

 

Seed germination is a critical stage in the plant life cycle, marking the transition 

from a quiescent, desiccated state to an actively growing seedling38. Germination is 

initiated by the absorption of water by the seed, a process known as imbibition, 

which triggers the activation of metabolic processes, mobilisation of stored nutrients, 

and initiation of cell division and elongation39. Moreover, the process of germination 

is tightly regulated by a complex interplay of hormones, such as abscisic acid (ABA) 

and gibberellins, which modulate the balance between dormancy and germination40. 

ABA is primarily responsible for maintaining seed dormancy, while gibberellins 

promote germination by stimulating the synthesis of hydrolytic enzymes and the 

breakdown of storage compounds41,42. 

 

Germination is an essential determinant of crop establishment and yield potential as 

rapid, uniform germination, and the emergence of seedlings are essential for 

maximising crop productivity and ensuring efficient use of resources, such as water, 

nutrients, and light43. Moreover, seed germination is influenced by various biotic and 

abiotic factors, including seed quality, dormancy status, soil conditions, and the 

presence of pathogens or pests44. Understanding the mechanisms underlying seed 

germination and their modulation by environmental factors is critical for optimising 
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agronomic practices and developing strategies to enhance crop performance45. 

Further research is needed to translate this knowledge into improved crop 

management practices and the development of crop varieties with enhanced 

germination characteristics under diverse environmental conditions. 

 

When breeding for better-performing crops, essential traits for breeders to consider 

are germination rate, uniformity, and speed. Germination rate refers to the proportion 

of seeds that successfully germinate within a given time frame, typically expressed 

as a percentage. A high germination rate is vital for crop establishment and efficient 

use of resources, as it ensures that a larger proportion of seeds planted will produce 

viable seedlings, ultimately leading to higher crop yields45. Germination rate is 

influenced by factors such as seed quality, seed treatments, and environmental 

conditions46.  

 

Germination uniformity is the degree to which seeds germinate simultaneously under 

similar conditions. Uniform germination is crucial for crop productivity, as it enables 

plants to compete more effectively for resources, such as light, water, and nutrients, 

and reduces the potential for shading and competition among plants of different 

developmental stages47. Another advantage of having uniform germination is that it 

facilitates more predictable and efficient crop management practices, such as 

irrigation, fertilisation, and pest control. 

 

Germination speed, or the time it takes for seeds to germinate, is an important trait in 

crop production as rapid germination can provide competitive advantages for plants, 

enabling them to establish more quickly and outcompete weeds for resources48. 

Faster germinating crops also help to reduce the time that seeds are exposed to 

potential pathogens and pests in the soil, thus lowering the risk of seedling damage 

or loss49. Furthermore, rapid germination is particularly important in regions with 

short growing seasons or variable weather conditions, as it allows crops to make 

better use of available growing time and increases the chances of successful crop 

production50. 
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1.1.1.3 Plant-Pathogen Transcriptional Interactions 

 

Gene expression, which is the process through which genetic information is used to 

produce proteins and perform other vital functions, and transcriptional responses 

play a crucial role in the complex and multifaceted molecular and cellular events that 

occur during plant-pathogen interactions51. These interactions, involving bacteria, 

fungi, or viruses, are essential in determining the outcomes of infections, as they 

involve dynamic interplay between the host plant and the invading pathogen52. 

Plants have evolved a diverse array of defence mechanisms that involve 

transcriptional regulation to counteract pathogen invasion, while pathogens 

continually develop strategies to evade or suppress host defences at the gene 

expression level53,54. Over time, coevolution between plants and pathogens has 

driven an ongoing arms race, with both parties continuously developing novel gene 

expression strategies to outmanoeuvre the other55. For example, pathogens have 

evolved to suppress host defences through various means, such as the secretion of 

small RNAs that target and silence host defence genes56. In response, plants have 

developed mechanisms such as through specific Argonaute proteins to recognise and 

degrade these pathogen-derived small RNAs, further bolstering their defence against 

invading pathogens at the transcriptional level57. 

 

Plants possess an innate immune system that recognises and reacts to molecules 

derived from pathogens, leading to changes in gene expression58. Various factors 

influence plant-pathogen interactions at the transcriptional level, such as the genetic 

makeup of both the host and the pathogen, environmental conditions, and the 

presence of other biotic agents59,60.  Recent advancements in sequencing 

technologies and functional genomics have facilitated the identification of numerous 

genes and pathways implicated in plant immunity, as well as pathogen virulence 

factors that modulate host defences at the transcriptional level61. Understanding the 

molecular basis of gene expression and transcriptional responses in plant-pathogen 

interactions is essential for devising strategies to improve plant disease resistance 

and ensure sustainable crop production62. 
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The study of gene expression and transcriptional responses in plant-pathogen 

interactions holds significant importance for crop development and agriculture. By 

understanding these interactions, researchers can develop new strategies to enhance 

crop resistance to pathogens and reduce yield loss. Advances in plant breeding 

techniques, such as MAS and genetic engineering, have facilitated the integration of 

novel resistance genes identified through the study of plant-pathogen interactions 

into crop varieties63. As a result, these improved crops are more resistant to diseases, 

reducing the need for chemical interventions and contributing to more sustainable 

agricultural practices. Additionally, understanding the molecular mechanisms of 

plant-pathogen interactions can inform the development of targeted approaches to 

manage plant diseases, such as the use of biological control agents or the application 

of specific elicitors that enhance plant defences64. 

 

1.1.1.4 The Circadian Clock 

 

The circadian clock is an endogenous, self-sustaining timekeeping system that plays 

a critical role in enabling organisms to both anticipate and adapt to critical daily 

environmental fluctuations, such as light and temperature65. In plants, the circadian 

clock has been observed to regulate a multitude of physiological processes, including 

photosynthesis66, stomatal movement67, and flowering time68, thereby optimising 

growth and development across the diurnal cycle69. 

 

The circadian clock in organisms, including plants, is entrained by external cues 

known as zeitgebers, which help synchronise the endogenous rhythms with 

environmental fluctuations70. Among these zeitgebers, light and temperature play 

prominent roles in regulating the clock’s phase and period, ensuring that the 

organism’s internal rhythms remain in sync with the external day-night cycle71. In 

addition to its role in developmental transitions, the circadian clock influences plant 

responses to both biotic and abiotic stressors, modulating defence mechanisms and 

stress tolerance pathways in a time-of-day-dependent manner72. This allows plants to 

anticipate and prepare for predictable daily changes in environmental conditions, 

such as changes in temperature, precipitation, or pathogen activity, and mount more 

effective responses73,74. Another example of the circadian clock’s influence on a trait 
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is flowering time, which is crucial for successful pollination and seed development, 

ensuring proper reproductive timing in response to environmental cues75. Each of the 

aforementioned processes and traits are important for crop development, highlighting 

the need for a deeper understanding of the circadian clock’s role in crop 

development and its potential applications in agriculture76 that could lead to 

sustainable improvements in crop production, ultimately contributing to global food 

security. 

 

The plant circadian clock is comprised of a network of interconnected 

transcriptional-translational feedback loops, generating gene expression oscillations 

with a period of approximately 24 hours77. The core loop of the plant circadian clock 

involves a set of key transcription factors, including CIRCADIAN CLOCK 

ASSOCIATED 1 (CCA1), LATE ELONGATED HYPOCOTYL (LHY), and 

TIMING OF CAB EXPRESSION 1 (TOC1)78. These factors form a negative 

feedback loop that drives rhythmic gene expression. Specifically, CCA1 and LHY 

act as transcriptional repressors, inhibiting the expression of TOC1 during the day, 

while TOC1 accumulates during the night and in turn represses CCA1 and LHY 

expression79. 

 

1.1.2. RNA-Sequencing in Plant Biology 

 

Over the past two decades, sequencing technologies have brought about a paradigm 

shift in plant biology, enabling unparalleled comprehension of plant genomes, their 

structure, function, and evolutionary processes80. In this section, I will concentrate 

on RNA-sequencing (RNA-Seq), a robust and widely-used application of next-

generation sequencing (NGS) technologies. RNA-Seq has been instrumental in 

enhancing our knowledge of plant transcriptomes and the intricate regulatory 

mechanisms governing them81. RNA-Seq has emerged as the standard method for 

quantifying gene expression, as it offers significant advantages over previous 

techniques, such as microarrays82. The capacity of RNA-Seq to provide strand-

specific and quantitative data on transcript abundance, as well as the ability to 

identify novel transcripts, has made it an indispensable tool in plant biology 

research83. 
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Compared to microarrays, RNA-Seq provides a broader dynamic range and higher 

sensitivity, enabling the detection of low-abundance transcripts and novel splice 

variants84. Furthermore, RNA-Seq is not limited by the need for prior knowledge of 

the target sequences, which allows for the identification of novel transcripts and 

isoforms85. These advantages have led to the widespread adoption of RNA-Seq in 

plant biology research, with applications ranging from gene expression profiling and 

alternative splicing analysis to the identification of non-coding RNAs and small 

RNAs86. Moreover, RNA-Seq has proven to be a valuable tool for comparative 

transcriptomics, enabling researchers to investigate the conservation and divergence 

of gene expression patterns across multiple plant species87. This has resulted in a 

deeper understanding of plant evolution, speciation, and adaptation to various 

environmental conditions88. 

 

One of the significant advantages of RNA-Seq is that the dynamic range of RNA-

Seq is significantly higher than that of microarrays, enabling the quantification of 

transcripts across a broader range of expression levels. Another advantage is that 

RNA-Seq offers high reproducibility and quantitative accuracy, making it suitable 

for differential gene expression analysis and comparative transcriptomics. This 

capability allows researchers to investigate the molecular mechanisms underlying 

important crop traits and to identify candidate genes for breeding and genetic 

engineering. 

 

In plant biology, RNA-Seq has been particularly useful for studying abiotic and 

biotic stress responses, developmental processes, and the regulation of metabolic 

pathways89. For instance, RNA-Seq has facilitated the analysis of complex 

transcriptional networks involved in plant responses to environmental challenges, 

such as drought, salt stress, and pathogen attack90. This has allowed researchers to 

uncover key regulatory genes and pathways that could be targeted for crop 

improvement and stress tolerance91. In addition, RNA-Seq has been employed to 

investigate developmental processes in plants, such as the molecular mechanisms 

controlling fruit ripening and flowering time92.  
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1.1.3 Machine Learning: An Overview 

 

Machine learning (ML), a prominent subfield of artificial intelligence (AI), 

emphasises the creation of algorithms and models that enable computers to learn 

from and make predictions or decisions rooted in data. In recent years, ML has 

garnered considerable attention due to its capacity to analyse extensive datasets and 

uncover intricate patterns that often prove challenging or infeasible to discern using 

conventional statistical methods93. 

 

In this literature review, I explore the core concepts and techniques in machine 

learning, focusing on their relevance to the projects discussed in this thesis. 

Supervised learning involves training models to make predictions based on labelled 

input-output pairs. This approach has led to numerous successful applications, 

including image classification94, natural language processing95, and medical 

diagnostics96. Generally, supervised learning encompasses two types – classification, 

which predicts a finite number of classes, and regression, involving the prediction of 

a continuous target. Unsupervised learning, on the other hand, aims to extract 

patterns from unlabelled data by leveraging various techniques, such as clustering 

and dimensionality reduction97. 

 

Deep learning, a subset of ML, employs artificial neural networks with multiple 

layers to model high-level abstractions and representations in data98. The advent of 

deep learning has significantly advanced the field of ML, enabling the development 

of more accurate and sophisticated models in various domains99. Machine learning 

algorithms have been extensively employed across various domains, including plant 

biology100. The rest of this section examines and explains some of the essential 

algorithms and methods in the field of ML: 

 

Linear regression is an easily interpretable method used for modelling the 

relationship between a continuous target variable and one or more input features. 

Linear regression assumes a linear relationship between the input features and the 

target variable, which allows for predictions based on a linear combination of the 

input features101. 
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Logistic regression (LR) is a variant of linear regression tailored for binary 

classification tasks where the target variable has two possible outcomes but can also 

be used in multiclass classification scenarios. Logistic regression employs the 

logistic function to model the probability of the target variable belonging to a 

specific class, thus facilitating probabilistic predictions102. 

 

Decision trees are a tree-like hierarchical structure that recursively partitions the 

input space based on the values of input features, ultimately leading to a decision or 

prediction. Decision trees can be applied to both regression and classification 

problems, and they are easily interpretable due to their intuitive, rule-based 

structure103. 

 

Random Forest (RF) is an ensemble learning method that constructs multiple 

decision trees during training and combines their predictions using majority voting 

or averaging. RFs are robust to noise, capable of handling high-dimensional datasets, 

and can model non-linear relationships, but are more computationally expensive than 

simpler algorithms104. 

 

Gradient Boosting Machines (GBM) are another ensemble learning method that 

sequentially builds and combines weak learners, typically shallow decision trees, by 

iteratively fitting them to the residuals of the previous learners105. GBMs can capture 

complex relationships, are robust to noise, and handle a variety of data types, but can 

be prone to overfitting and require careful tuning of hyperparameters, such as 

learning rate and tree depth. 

 

K-Nearest Neighbors (K-NN) is an instance-based, non-parametric learning 

algorithm used for both classification and regression tasks. It relies on the 

assumption that similar inputs have similar outputs and makes predictions based on 

the majority class or the average target value of the 𝑘 closest training samples in the 

feature space106. K-NN is easy to implement and can model complex relationships, 

but its performance can be sensitive to the choice of the distance metric, the value of 

𝑘, the dimensionality of the input space, and the presence of irrelevant features.  
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Support Vector Machines (SVM) are a family of algorithms that can be applied to 

both regression and classification tasks. They aim to find the optimal hyperplane or 

decision boundary that maximises the margin between classes or between the 

regression line and the training samples107. SVMs can model non-linear relationships 

through the use of kernel functions such as the radial basis function kernel but can be 

sensitive to hyperparameter choices and may require more computational resources 

for large datasets108. 

 

Artificial neural networks (ANN) are inspired by the structure and function of 

biological neural networks, consisting of interconnected nodes (neurons) that process 

and transmit information109. ANNs are a type of deep learning (DL) algorithm and 

are capable of utilising non-linear multivariate relationships to solve complex 

problems.  

 

Ensemble methods have emerged as a powerful tool in supervised machine learning, 

offering significant improvements in predictive performance by combining multiple 

base learners110. These methods operate under the principle that the collective 

knowledge of multiple models leads to more accurate and robust predictions than a 

single model alone. A wide range of ensemble techniques have been developed, 

including bagging, boosting, and stacking, each with their unique strengths and 

limitations111,112. Ensemble methods have been successfully applied across various 

domains, such as computer vision113 and bioinformatics114. Through leveraging the 

diversity and strengths of multiple models, ensemble methods provide a robust and 

efficient approach to address the challenges faced in supervised machine learning 

tasks. 

 

Feature selection, a crucial step in the majority of machine learning pipelines, is the 

process of identifying and selecting the most relevant input variables (features) that 

contribute significantly to the prediction of the target variable115. The primary goal 

of feature selection is to reduce the dimensionality of the dataset, thereby mitigating 

the curse of dimensionality and improving the generalisation of the model. 

Moreover, feature selection techniques can enhance the interpretability of the model, 

reduce training time, and minimise the risk of overfitting116. Various feature 
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selection methods have been proposed in the literature, which can be broadly 

classified into three categories: filter, wrapper, and embedded methods117. 

 

Filter methods evaluate the relevance of features independently of the learning 

algorithm, relying on intrinsic properties of the data, such as correlation, mutual 

information, or statistical tests118. These methods are computationally efficient and 

less prone to overfitting; however, they do not account for the interaction between 

features and the specific learning algorithm119. Wrapper methods, on the other hand, 

assess the quality of feature subsets based on the performance of a given learning 

algorithm120. Although wrapper methods can yield better performance, they are 

computationally expensive and more susceptible to overfitting due to the exhaustive 

search in the feature space. Embedded methods incorporate feature selection as part 

of the learning algorithm itself, often using regularisation techniques or in-built 

criteria to select the most relevant features121. These methods strike a balance 

between filter and wrapper approaches, offering improved performance and reduced 

computational cost. 

 

Model testing and validation are essential steps in the machine learning pipeline to 

assess the performance and generalisation capability of a trained model on unseen 

data122. A common approach is to partition the available dataset into two or three 

disjoint subsets: training, validation, and testing sets. The training set is utilised for 

model fitting, the validation set for hyperparameter tuning and model selection, and 

the testing set for evaluating the model’s performance123. However, this 

straightforward approach can lead to a high variance in the performance estimate, 

particularly when the dataset is limited in size or imbalanced. To obtain more 

reliable and robust evaluations of machine learning models, cross-validation 

techniques have been developed, which address these limitations by providing 

multiple performance estimates based on various data partitions124. 

 

K-fold cross-validation is a widely-used technique in which the dataset is divided 

into 𝑘 equally-sized folds. For each iteration, one fold is held out as the validation 

set, while the remaining 𝑘 − 1 folds are used for training. This process is repeated 𝑘 

times, yielding 𝑘 performance estimates, which are then averaged to provide a more 
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accurate and stable evaluation of the model’s performance125. A special case of k-

fold cross-validation is leave-one-out cross-validation (LOOCV), where 𝑘 is equal to 

the number of samples in the dataset, resulting in a single observation being used as 

the validation set in each iteration. While LOOCV can provide a low-biased 

performance estimate, it is computationally expensive for large datasets124. Stratified 

k-fold cross-validation is another variation, particularly useful for imbalanced 

datasets, where each fold is constructed to maintain the same class distribution as the 

original dataset126. 

 

Hyperparameters are parameters of machine learning algorithms that are not learned 

during model training but are set a priori. They control various aspects of the 

learning process, such as the architecture of a neural network, the regularisation 

strength in linear regression, or the depth of a decision tree. The choice of 

hyperparameters can significantly impact the performance of a machine learning 

model, and finding the optimal configuration is a critical task known as 

hyperparameter tuning127. This process involves searching the hyperparameter space 

for a configuration that yields the best generalisation performance, typically 

measured by cross-validation or held-out validation data. 

 

Various strategies have been proposed for hyperparameter tuning, ranging from 

simple grid search and random search to more advanced techniques like Bayesian 

optimisation, genetic algorithms, and gradient-based optimisation 128. Grid search 

involves an exhaustive search over a pre-defined set of hyperparameter values, while 

random search samples hyperparameter configurations from a specified distribution. 

Although these methods are easy to implement, they can be computationally 

expensive and inefficient, especially for high-dimensional hyperparameter spaces. 

Bayesian optimisation, on the other hand, employs a probabilistic model to 

efficiently explore the hyperparameter space by balancing the trade-off between 

exploration and exploitation129. This method has been shown to outperform 

traditional search techniques in various settings, albeit with an increased 

computational overhead for model fitting. Other optimisation techniques, such as 

genetic algorithms and gradient-based methods, have also been applied to 

hyperparameter tuning, offering alternative approaches to navigate complex search 

spaces. 
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Evaluation metrics play a vital role in the development and assessment of machine 

learning models, as they are the method of quantifying the performance of the 

models on specific tasks. Depending on the problem domain and the type of learning 

algorithm used, different evaluation metrics may be used to measure various aspects 

of a model’s performance, such as accuracy, precision, recall, F1-score, area under 

the receiver operating characteristic curve (AUC-ROC)130, and mean squared error 

(MSE). The choice of an appropriate evaluation metric is crucial, as it can 

significantly influence the model selection process and the interpretation of the 

results131. Moreover, evaluation metrics should take into account the specific 

characteristics of the problem, such as class imbalance or the relative importance of 

different types of errors, to ensure a meaningful assessment of the model’s 

performance132. 

 

Loss functions, also known as cost or objective functions, serve as a measure of the 

discrepancy between the predicted outputs of a machine learning model and the 

actual target values. During model training, models aim to minimise the loss 

function by optimising parameters until training is complete. Various loss functions 

have been proposed in the literature, with the choice of an appropriate function 

dependent on the specific problem domain and the type of learning algorithm 

employed133.  

 

For regression tasks, commonly used loss functions include mean squared error 

(MSE), mean absolute error (MAE), and Huber loss, which measure the average 

deviation of predicted values from the true targets raised to different powers. 

However, each does so differently as MSE squares the deviations, MAE considers 

the absolute differences, and Huber loss, being less sensitive to outliers, uses a 

combination of both. In classification tasks, cross-entropy loss (log loss) and hinge 

loss are frequently utilised, as they provide a measure of the model’s ability to assign 

correct class probabilities or large margin separation, respectively. The selection of 

an appropriate loss function is critical, as it influences the model’s learning dynamics 

and generalisation performance. 
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Optimisation methods, particularly gradient-based techniques, play a critical role in 

machine learning and deep learning by enabling efficient training of models to 

minimise a given loss function. Stochastic Gradient Descent (SGD) is a widely-used 

optimisation algorithm that updates model parameters by estimating the gradient of 

the loss function using a random subset or a single instance of the training data at 

each step134. This approach offers computational efficiency, faster convergence, and 

the ability to escape local optima in non-convex optimisation problems, which are 

common in deep learning. However, SGD can be sensitive to the choice of learning 

rate and may suffer from oscillations or slow convergence near the optimal 

solution135. To address these challenges, several adaptive gradient-based 

optimisation algorithms have been proposed, such as AdaGrad136 and Adam137, 

which adapt the learning rate for each parameter based on historical gradients, 

resulting in improved convergence properties and reduced sensitivity to 

hyperparameter choices. The selection of appropriate optimisation methods is crucial 

for the effective training of machine learning and deep learning models, directly 

impacting their performance and generalisation capabilities. 

 

Supervised machine learning research faces several ongoing challenges that need to 

be addressed to advance the field further and unlock new possibilities. One critical 

challenge is developing models with improved interpretability, as the increasing 

complexity of machine learning models, particularly deep learning architectures, has 

led to a trade-off between model performance and interpretability138. Another 

challenge is the requirement of large amounts of labelled data for training supervised 

models, which can be time-consuming and expensive to obtain. Developing methods 

for effective learning with limited labelled data, such as few-shot learning and semi-

supervised learning, has the potential to expand the applicability of machine learning 

in real-world scenarios greatly 139. 

 

Interpretability of machine learning algorithms has gained increasing attention, as 

understanding the rationale behind model predictions is crucial for building trust, 

ensuring fairness, and facilitating the adoption of these models in sensitive 

domains140. A variety of methods have been developed to provide insights into the 

internal workings of machine learning models, particularly for deep learning 

architectures such as Convolutional Neural Networks (CNNs). Grad-CAM 
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(Gradient-weighted Class Activation Mapping) is one such method, which generates 

visual explanations of CNN-based models by highlighting the regions in the input 

image that contribute the most to the model’s prediction. This technique computes 

the gradients of the predicted class with respect to the feature maps of the last 

convolutional layer, which are then used to produce an approximate localisation map 

highlighting important regions. 

 

In the context of this thesis, machine learning techniques play a crucial role in all 

three research projects, from computer vision-based seed germination detection to 

circadian time prediction using gene expression data and disease diagnostic 

biomarker detection. The following sections delve into the specific applications of 

machine learning in plant biology, as well as related areas such as biomarker 

detection, computer vision, and crop trait prediction. 

 

1.1.3.1 Machine Learning in Plant Biology 

 

Machine learning (ML) has emerged as a powerful tool in advancing plant biology 

research by offering insights into complex biological processes and addressing 

multiple challenges related to crop productivity, stress tolerance, and disease 

resistance141. Here, I compare statistical and machine learning techniques in plant 

biology as well as the potential of applying supervised machine learning to plant 

biology, emphasising its relevance to high-throughput crop phenotyping and trait 

prediction using gene expression.  

 

Statistical and machine learning approaches have both been extensively used to 

analyse data in plant biology, with each methodology having its unique advantages 

and applications. Statistical approaches, such as analysis of variance (ANOVA) and 

principal component analysis (PCA), have been employed for decades to analyse 

plant phenotypic and genotypic data142. PCA is an unsupervised technique that aims 

to reduce the dimensionality of high-dimensional data by transforming the original 

variables into a smaller set of new variables that capture the maximum amount of 

variance in the data, ultimately facilitating the identification of patterns or clusters 

associated with specific phenotypes or conditions, as well as detecting potential 
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outliers. These methods have been particularly useful in QTL mapping and GWAS 

to identify genetic markers associated with important agronomic traits143. Statistical 

models provide a simple and interpretable framework for hypothesis testing and 

understanding the relationships between variables. 

 

Supervised machine learning approaches have gained increasing attention in plant 

biology due to their ability to handle large and complex datasets. Methods such as 

random forests, support vector machines, and deep learning algorithms can identify 

nonlinear relationships and high-order interactions between variables, which are 

often difficult to capture with traditional statistical analyses and models. However, 

their weaknesses include limited interpretability, reliance on data quality and 

potential for overfitting, and the need for careful model selection and hyperparameter 

tuning. On the other hand, statistical approaches boast strong inferential and 

interpretative capabilities, well-established methodologies, and explicit assumptions 

that aid in result interpretation. These attributes make statistical methods suitable for 

applications focused on interpretability such as identifying differentially expressed 

genes144 using DESeq2145 or identifying gene regulatory relationships146 through 

WGCNA147. However, statistical approaches can struggle with handling large, 

complex datasets, and are sensitive to assumptions and data quality issues such as 

noise, outliers, and missing data. Supervised machine learning methods, due to their 

capability of detecting intricate, multivariate patterns among diverse datatypes, 

emerge as a strong choice for predictive modelling in plant biology. 

 

While both statistical and machine learning approaches have their respective 

advantages, the choice between them depends on the specific goals and the nature of 

the dataset. Statistical methods are generally more suitable for smaller datasets and 

hypothesis-driven research, whereas machine learning is better suited for large 

datasets with complex interactions and patterns. With the cost of remote sensing and 

sequencing decreasing, the quantity of data being generated is at unprecedented 

levels, so the integration of machine learning approaches into the field of plant 

biology is essential for developing our understanding of biological processes and 

making predictions for crop improvement148. Also, as machine learning continues to 

evolve, its applications in plant biology are anticipated to expand and become 

increasingly sophisticated, contributing to more efficient and sustainable agricultural 
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practices. Furthermore, the fusion of multiple data sources, such as remote sensing, 

genomics, and phenomics data, can enable the development of powerful models 

capable of understanding plant processes and their interactions with the environment. 

 

Despite the potential advantages, several challenges remain in applying machine 

learning to plant biology. One significant challenge is the availability and quality of 

labelled data for model training, as the generation of high-quality, annotated datasets 

can be time-consuming and expensive. Additionally, data heterogeneity arising from 

diverse data sources, such as multispectral and hyperspectral images, and genomics 

and phenomics data, may complicate model development and require sophisticated 

pre-processing techniques to ensure compatibility. Furthermore, the interpretability 

and transparency of complex machine learning models, particularly deep learning 

approaches, may be limited, posing challenges for model validation and adoption by 

domain experts149.  

 

Machine learning algorithms have been increasingly employed to analyse high-

throughput phenotyping data, enabling the identification of QTLs and the prediction 

of complex, polygenic traits150. These techniques facilitate the selection of desirable 

genotypes in breeding programs and improve our understanding of the genetic 

architecture of important crop traits. High-throughput phenotyping platforms with 

advanced machine learning algorithms have allowed researchers and the agricultural 

sector to identify and quantify plant traits more accurately.  

 

One case study demonstrating the potential of supervised machine learning for high-

throughput plant phenotyping is the work of Lu et al.151, who applied CNNs for the 

automated identification of rice diseases from over 5,000 leaf images containing four 

diseases. Their combination of pre-processing techniques and supervised CNNs 

achieved an accuracy of over 95%, demonstrating the potential of ML-based disease 

detection for improving crop phenotyping and reducing yield loss. A similar 

application of ML to plant biology is the development of software to quantify yield-

related phenotypes in lettuces using a customised pipeline of computer vision 

algorithms and a deep learning classifier152. Using the developed pipeline, 

phenotypes for millions of in-field lettuces were predicted with an accuracy of over 

98%, allowing growers to make informed decisions about agricultural processes 
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related to harvesting. These case studies highlight the potential for how machine 

learning methods can automate and accelerate crop phenotyping to allow breeders 

and growers to make more informed decisions and improve agricultural productivity. 

 

In addition to applying machine learning to remote sensing datasets for high-

throughput plant phenotyping, supervised machine learning techniques have been 

applied to high-dimensional tabular gene expression datasets. For example, in Wang 

et al.153, the authors present a novel approach for identifying photosynthesis-related 

genes in maize where they utilised an ensemble-based machine learning method with 

a majority voting scheme. The effectiveness of incorporating RNA-Seq data from 

multiple photosynthetic mutants to improve prediction accuracy was demonstrated as 

their approach successfully predicted 716 photosynthesis-related genes in maize that 

were previously lacking a known gene function.  

 

Another example would be the application of supervised machine learning to predict 

mature plant complex traits in maize (Zea mays) at different developmental stages154. 

In this study, the findings indicate that transcript levels are comparable to genetic 

marker models in terms of predictive performance and that when the most important 

transcripts and genetic markers were combined into one model, the overall predictive 

ability was enhanced. This study also revealed a key finding that genetic markers 

crucial for predictions were not necessarily linked to the regulation of important 

transcripts, suggesting that the predictive power of transcript levels is not solely 

attributed to genetic variation within transcribed genomic regions. The authors 

emphasise that transcriptome data may offer valuable insights into the relationship 

between traits and genetic variation that are difficult to discern at the sequence level, 

as demonstrated by the identification of a larger number of benchmark flowering-

time genes in transcript models compared to genetic marker models. This study 

highlights the utility of transcriptome data in the prediction and understanding of 

complex traits. 

 

In summary, machine learning techniques have been instrumental in addressing 

various challenges in plant biology research, contributing to our understanding of 

complex biological processes and enhancing crop productivity. The projects 

described in this thesis showcase the potential of machine learning to further advance 
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plant biology research by addressing specific problems in seed germination 

detection, circadian time prediction, and disease diagnostic biomarker detection. 

 

1.1.4 Biomarker Detection 

 

The study of biomarkers in plants has gained significant attention in recent years due 

to the capability of generating the requisite datasets and their potential to provide 

valuable insights into various plant processes and traits155. These biomarkers can be 

classified into distinct categories, including transcriptomic, genomic, and proteomic 

markers. Here, I introduce different types of plant biomarkers, focusing on 

transcriptomic biomarkers and their associations with specific phenotypes, as well as 

the techniques used to identify these biomarkers from biological datasets. 

 

Transcriptomic biomarkers focus on differentially expressed genes or transcripts, 

reflecting the dynamic nature of gene expression in response to various stimuli156. 

Genomic biomarkers, on the other hand, are specific DNA sequences or variations 

that can provide insights into the genetic makeup of plants and how these sequences 

relate to different traits and biological processes157. Proteomic biomarkers 

encompass differentially expressed proteins or protein modifications, highlighting 

the functional outcomes of gene expression and regulation on the cellular level158. 

With the emergence of high-throughput technologies like next-generation 

sequencing as well as protein microarrays, these respective fields have experienced 

significant advancements. All three of these forms of biomarkers can help us 

understand the gene expression patterns, DNA sequences, and protein expression 

patterns that are associated and responsible for plant development, stress response, 

and other important traits and processes. 

 

These forms of biomarkers have been utilised to monitor physiological processes, 

including growth and development, photosynthesis, and nutrient uptake159,160. 

Furthermore, they have been employed as indicators of plant stress responses, such 

as drought161, salinity162, and pathogen exposure, thereby providing crucial 

information on plant adaptability and resilience. Moreover, plant biomarkers have 
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also played a significant role in understanding disease states and facilitating early 

detection of plant pathogens, which is vital for effective disease management163. 

 

A notable transcriptomic biomarker study is of WRKY transcription factors, which 

are involved in regulating a variety of plant processes, including responses to biotic 

and abiotic stresses and senescence164. Several studies have investigated the role of 

these transcription factors in different plant species, such as Arabidopsis165 and 

rice166, to unravel their function in plant defence mechanisms and tolerance to 

environmental challenges. By identifying and characterising these transcriptomic 

biomarkers, researchers have gained a better understanding of the complex gene 

regulatory networks that dictate plant responses to biotic and abiotic stresses, 

assisting with the development of stress-resistant crop varieties. 

 

Another area of interest in transcriptomic biomarker research in plant biology is the 

study of gene expression changes in response to various environmental factors, such 

as temperature, drought, and nutrient availability. In a study conducted on wheat, 

gene expression changes in response to drought stress were investigated using high-

throughput RNA sequencing, leading to the identification of numerous differentially 

expressed genes related to stress response and adaptation167. Similarly, transcriptome 

analysis of the model plant Arabidopsis thaliana exposed to cold stress revealed a 

complex network of cold-responsive genes that are regulated by various transcription 

factors, contributing to cold acclimation and freezing tolerance168. These studies 

demonstrate the importance of transcriptomic biomarkers in understanding plant 

responses to environmental stressors, which is critical for developing crops that can 

withstand changing climatic conditions and ensure global food security. 

 

Statistical methods, such as differential expression analysis, network analysis, and 

pathway enrichment analysis, have been extensively employed to mine large-scale 

omics datasets for potential biomarkers. Differential expression analysis using 

methods such as DESeq2145 or edgeR169 allows for the identification of genes, 

proteins, or metabolites exhibiting significant changes in expression levels under 

different experimental conditions, thereby pinpointing potential biomarker 

candidates. Network analysis techniques, such as co-expression and protein-protein 

interaction networks, facilitate the identification of key regulatory molecules and 
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their functional partners, providing valuable insights into the complex relationships 

between biomarkers and their target pathways170. Pathway enrichment analysis 

enables the determination of overrepresented biological processes or pathways 

among the identified biomarkers, contributing to the understanding of their 

functional roles and molecular mechanisms171. 

 

Machine learning approaches, including supervised and unsupervised learning 

algorithms, have emerged as powerful tools for biomarker discovery and predictive 

modelling172. Supervised learning techniques, such as support vector machines, 

random forests, and neural networks, can be employed to build predictive models 

based on known biomarkers, enabling the classification of samples according to 

specific phenotypes or experimental conditions173. Supervised learning algorithms 

require labelled data, typically consisting of samples with known phenotypes or 

conditions, and learn a mapping between input features, such as gene expression 

levels, and output labels, such as stress response or disease. Once trained, these 

models can be used to predict the phenotype or condition of new, unlabelled 

samples, providing valuable insights into the underlying molecular mechanisms and 

the potential role of specific biomarkers in plant biology. A notable supervised 

machine learning network analysis method, GENIE3, combines pre-processing 

methods and a random forest to analyse expression datasets with the aim of 

predicting regulatory relationships between genes174.  

 

Unsupervised machine learning techniques have gained considerable attention in the 

analysis of high-throughput omics data, as they enable the exploration of the 

structure of large-scale datasets without prior knowledge of sample labels. These 

techniques, including clustering and dimensionality reduction algorithms, are useful 

for the identification of novel biomarker signatures and the discovery of previously 

unknown coexpression relationships between biomarkers and biological processes175. 

Clustering methods have been widely employed in plant biomarker research to 

reveal distinct subgroups or patterns within the data that may be associated with 

specific phenotypes or conditions, such as heat stress176. 

 

Univariate statistical methods, such as t-tests, analysis of variance (ANOVA), and 

the R package limma177, have been widely employed for the identification of 



  40 

 

   

 

differentially expressed genes, proteins, or metabolites between distinct experimental 

conditions. While univariate methods have proven valuable for biomarker discovery, 

they may be limited in their ability to model complex interactions between variables 

and can be sensitive to multiple testing issues, which can result in increased false 

discovery rates178. 

 

Multivariate methods can also be highly effective for biomarker discovery and data 

exploration, however, they also have certain limitations. For instance, multivariate 

statistical methods typically assume that the data follow a linear model, which may 

not always be the case in complex biological systems. Additionally, they can be 

sensitive to noise and multicollinearity in the data, necessitating careful pre-

processing and model validation to ensure reliable results179. 

 

Feature selection techniques have become increasingly important in the analysis of 

high-throughput omics data, as they aim to identify a subset of relevant features, 

such as genes or proteins, that contribute the most information to the classification or 

prediction of a phenotype or condition180. In the context of biomarker discovery, 

feature selection methods have the potential to reduce the complexity of large-scale 

datasets, improve the interpretability of results, and ultimately facilitate the 

identification of robust and biologically meaningful biomarkers181.  

 

1.1.5 Computer Vision: An Overview 

 

Computer vision, a subset of computer science that focuses on algorithms analysing 

and extracting information from images and visual data, has experienced rapid 

advancements in recent years, demonstrating immense potential in a wide range of 

applications across various domains. This progress can be attributed to the 

development of deep learning algorithms and the availability of large, annotated 

datasets, which have significantly enhanced the extraction of meaningful information 

from visual data, such as images and videos182. In this subsection, I aim to explore 

the potential and recent advances in computer vision approaches, with a focus on 

different computer vision tasks, associated methods, and their applications to plant 

biology. 
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A core task in computer vision, image classification, entails assigning a label to an 

image according to its content. Deep learning methods, particularly CNNs183, and 

more recently, vision transformers (ViTs)184, have revolutionised image 

classification by achieving unparalleled performance on benchmark datasets like 

ImageNet185. ImageNet is a large-scale dataset consisting of over 14 million images 

typically cropped to 224x224 pixels with 20,000 classes that has become the 

standard benchmark dataset for image classification tasks.  

 

CNNs and ViTs directly learn hierarchical feature representations from raw image 

data, thereby eliminating the need for manual feature engineering, which was a 

significant bottleneck in conventional computer vision techniques186. CNNs are a 

type of neural network specifically designed for processing data with spatial 

relationships, such as images or time series. They are constructed with a hierarchy of 

convolutional, batch normalisation, pooling, and fully connected layers. The 

convolutional layers apply sets of learnable filters or kernels onto the input data, 

capturing local patterns and spatial features, including edges, textures, or even more 

complex shapes when deeper into the network. The batch normalisation process 

standardises the distributions of these feature responses, improving the network’s 

learning speed and overall performance. Pooling or subsampling layers, typically 

applied after convolutional layers, reduce the spatial dimensions of the feature maps, 

which reduces computational complexity and enhances model generalisation. The 

fully connected layers act as an integrator of the learned feature maps, typically 

placed near the end of the network, converting the spatial features into flattened 

form, to output predictions. Through this hierarchical structure, CNNs can learn 

increasingly complex and abstract features from the input data, enabling them to 

achieve breakthrough performances in image classification tasks. 

 

Vision transformers (ViTs), on the other hand, utilise the transformer architecture, 

originally developed for natural language processing tasks, to process images. ViTs 

divide an image into non-overlapping patches, which are then linearly embedded into 

a sequence of fixed-size vectors. Positional encoding is added to the sequence to 

provide spatial information, and the sequence is then fed into a transformer model. 

The transformer uses self-attention mechanisms to capture global dependencies and 
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interactions among the input patches, allowing the model to learn contextual 

information and high-level features. ViTs have demonstrated impressive 

performance on image classification tasks, rivalling or surpassing CNNs in some 

cases187. 

 

Cutting-edge neural network architectures have emerged in recent years, pushing the 

boundaries of performance and efficiency of model parameters. One of the key 

advances is ResNet188 (Residual Network), a deep CNN architecture that introduces 

skip connections, or residual connections, to enable the efficient training of much 

deeper networks without suffering from vanishing gradients. Other advances include 

EfficientNet189, a family of CNN models that use compound scaling to balance 

model depth, width, and resolution, which have achieved state-of-the-art 

performance despite reduced computational complexity.  

  

Object detection, another critical computer vision task, seeks to identify and localise 

multiple objects within an image and assign appropriate labels to them. Advances in 

object detection have been driven by the development of region-based CNNs (R-

CNNs)190 and single-stage detectors, such as the YOLO (You Only Look Once)191 

models. These methods have demonstrated remarkable success in detecting and 

localising objects in complex scenes while maintaining real-time processing 

capabilities. In recent years, these methods have continued to improve object 

detection performance. For example, two-stage detectors, like Faster R-CNN192, 

combine region proposal networks (RPNs) with R-CNNs to create a more efficient 

and accurate object detection pipeline. For single-stage detectors, neural networks 

such as YOLOv4193 and YOLOv5194 have further improved upon the original YOLO 

framework with better accuracy and speed. The performance of these methods is 

typically benchmarked using the intersection over union (IoU) metric that calculates 

the ratio between the area of overlap and the area of the union of the predicted 

bounding box and the ground truth bounding box. 

  

Semantic segmentation is an image analysis task that aims to assign a class label to 

each pixel in an image, providing a comprehensive understanding of the image at the 

pixel level. This task has greatly benefited from recent developments in neural 

network architectures, specifically fully convolutional networks195 (FCNs) and 
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encoder-decoder architectures. FCNs have replaced the fully connected layers in 

traditional CNNs with convolutional layers, allowing them to produce dense 

predictions for each pixel in an input image. Encoder-decoder architectures, such as 

U-Net196 and SegNet197, combine a downsampling path that captures the context of 

the input image and an upsampling path that produces a dense output of pixel-wise 

class labels. These methods have found applications in various domains, including 

autonomous driving, medical imaging196, and crop phenotyping198. As well as FCNs, 

cutting-edge methods such as deep feature fusion have been developed to exploit the 

complementary strengths of different architectures to improve segmentation 

accuracy by training and combining multiple encoder-decoder architectures. Another 

category includes attention-based models199, which strategically focus on the most 

relevant regions of the input image for segmentation, enabling them to handle 

complex scenes with multiple objects and varying scales.  

 

An important step in computer vision pipelines is image processing, as it helps to 

improve the quality of visual data and enhance the performance of subsequent 

analysis tasks. Standard pre-processing techniques include noise reduction, edge 

detection, and feature extraction methods, which help to enhance image quality and 

facilitate the subsequent analysis tasks200. Noise reduction techniques, such as 

Gaussian smoothing and median filtering, can be employed to remove noise and 

artefacts from images while preserving the essential details and structures201. Edge 

detection methods, such as the Canny, Sobel, and Laplacian of Gaussian (LoG) 

operators, are used to identify boundaries between different regions within an image, 

which can be useful for feature extraction and object recognition tasks202. 

 

Image augmentation is a critical pre-processing technique used in deep learning for 

computer vision tasks. Its purpose is to increase the diversity and size of the training 

dataset by applying various transformations, such as rotation, scaling, flipping, and 

changes in brightness or contrast. These transformations simulate different variations 

of the input data, thereby expanding the available data and improving the 

generalisation capabilities of deep learning models203. One of the main benefits of 

image augmentation is its ability to mitigate the risk of overfitting, which is 

particularly important in scenarios where the available data is limited or imbalanced. 

Overfitting occurs when a model becomes too specialised to the training data and 
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performs poorly on new, unseen data. Image augmentation helps to prevent 

overfitting by introducing additional variations to the training data, making the 

model more robust to unseen data. Several studies have shown the effectiveness of 

image augmentation in improving the performance of deep learning models. For 

example, Wang et al.203 applied random scaling, rotation, and colour jittering to the 

CIFAR-10 and CIFAR-100 datasets and demonstrated significant improvements in 

model performance. 

 

An area of computer vision that has recently garnered significant attention is self-

supervised learning, a type of unsupervised learning that involves training models to 

solve tasks on unlabelled data, with the aim of learning representations that can be 

transferred to downstream tasks. An example would be learning to maximise the 

agreement between the representations of different views of the same image. The 

learned representations can then be fine-tuned on a smaller amount of labelled data 

to achieve state-of-the-art performance on downstream tasks, such as object 

recognition, semantic segmentation, and image classification. One of the leading 

architectures in self-supervised learning is the DINO ( Emerging Properties in Self-

Supervised Vision Transformer)204 method proposed by Caron et al., which along 

with other self-supervised learning methods such as SWAV205 and SimCLR206, has 

been shown to outperform pre-trained supervised ImageNet architectures, especially 

when trained on smaller datasets207. 

 

As well as supervised and unsupervised learning, semi-supervised learning lies in 

between, as it involves training models on a combination of labelled and unlabelled 

data, with the aim of leveraging the unlabelled data to improve model performance. 

This approach is particularly useful in scenarios where labelled data is limited or 

expensive to obtain. One variation of semi-supervised learning in computer vision is 

the use of generative models, such as generative adversarial networks208 (GANs) and 

variational autoencoders209 (VAEs), to generate additional unlabelled data. This 

approach has been used to improve model performance in a range of tasks, including 

image classification, object detection, and semantic segmentation210. Overall, the use 

of semi-supervised and self-supervised learning methods is expected to play an 

increasingly important role in advancing computer vision research by exploiting 

unlabelled data to improve the performance of models for a variety of tasks. 
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In the coming years, computer vision will benefit from integrating knowledge from 

fields like natural language processing, robotics, and neuroscience, leading to more 

efficient and robust systems. Advances in these areas, combined with novel research 

directions in self-supervised learning and the development of interpretable models 

using techniques such as attention mechanisms and saliency maps, will deepen the 

understanding of visual perception and optimise computer vision algorithms. 

Addressing the interpretability challenge, researchers are exploring explainable AI 

techniques to build trust in model predictions211, particularly in safety-critical 

applications. The result of these developments will enable computer vision systems 

to effectively process visual data and facilitate a wide range of research and 

applications. 

 

1.1.5.1 Computer Vision in Plant Biology 

 

Computer vision techniques have significantly impacted plant biology research, 

allowing for the automated analysis of plant images and videos. These non-invasive 

methods provide high-throughput and quantitative data extraction from plant 

phenotypes, furthering the understanding of plant growth, development, and 

response to environmental factors212, and playing a critical role in plant breeding and 

precision agriculture213. 

 

Image-based plant phenotyping, a crucial application of computer vision in plant 

biology, allows for the quantification of various phenotypic traits, such as growth, 

leaf area, and biomass accumulation214. Researchers have employed several image 

processing techniques, including thresholding, edge detection, and feature extraction, 

to segment plant structures and extract relevant phenotypic traits and features from 

images215. Deep learning methods, particularly CNNs, have been utilised to improve 

the accuracy and robustness of plant phenotyping tasks, such as leaf counting, organ 

segmentation, and disease detection216. 

 

A notable image-based plant phenotyping case study is the work of Mohanty et 

al.217, which demonstrated the effectiveness of CNNs in classifying plant diseases. In 
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this research, the team assembled a dataset of over 50,000 images representing 14 

crop species and 26 diseases. These images were sourced from various repositories, 

agricultural websites, and expert contributions to ensure a diverse dataset. The 

dataset was then partitioned into training, validation, and testing subsets to facilitate 

the development and evaluation of the CNN model. CNN architectures based on 

AlexNet and GoogleNet were applied, each being comprised of multiple 

convolutional layers, pooling layers, and fully connected layers. When evaluated 

using the hold-out test set, the GoogleNet CNN demonstrated the highest overall 

accuracy of 99.35% in identifying crop species and diseases. A key point to consider 

is the fact that training the supervised CNN to achieve 99.35% accuracy necessitates 

hours of GPU-intensive processing. However, making a prediction on a new image 

requires only a small amount of CPU power; enabling models like these to be 

implemented on smartphones, democratising the use of AI for plant phenotyping in 

regions with limited access to powerful computing facilities. 

 

Furthermore, computer vision techniques can offer valuable insights into plant 

growth analysis. By tracking plant growth over time, quantifying growth rates, and 

identifying growth patterns, these approaches have proved to be essential tools218. 

Time-lapse analysis, tracking algorithms, and machine learning techniques, 

including CNNs and unsupervised learning methods, have been employed for this 

purpose. These automated and high-throughput approaches have been applied to 

analyse plant growth image datasets to provide detailed information on plant 

development and key growth stages such as flowering time219. 

 

In 2020, the Global Wheat Head Detection (GWHD) dataset was generated, 

comprising 193,364 labelled wheat heads from 4,700 RGB images sourced from 

various countries and institutions220. After being made available through a 

supervised machine learning competition on the website Kaggle, a more extensive 

dataset that contained an additional 1,722 images from 5 countries with over 80,000 

wheat heads was published in 2021 and made available to the data science 

community221.  

 

In a study that utilised the GWHD, Wen et al.222 present a highly efficient 

RetinaNet223, named SpikeRetinaNet, to detect and count wheat spikes, a crucial 
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agronomic trait associated with wheat yield. The accurate detection and counting of 

wheat spikes have long been challenging due to the complex field conditions in 

wheat cultivation. The authors of this study addressed these challenges by 

introducing several optimisations to the RetinaNet. The first improvement involved 

the integration of a weighted bidirectional feature pyramid network (BiFPN) into 

RetinaNet’s feature pyramid network (FPN). This enhancement allowed the network 

to fuse multiscale features and recognise wheat spikes across different varieties and 

complex environments. Secondly, the researchers added focal loss and attention 

modules to enhance the detection efficiency of objects. Lastly, they employed soft 

non-maximum suppression (Soft-NMS) to resolve occlusion issues. The proposed 

SpikeRetinaNet achieved a mean average precision of 0.9262, outperforming the 

state-of-the-art RetinaNet, You Only Look Once version 4 (Yolov4), and Faster-R-

CNN models.  

 

Semantic segmentation methods have been widely used in plant phenotyping for 

detecting and segmenting different plant organs with high accuracy. Yang et al.224 

proposed a method using Mask R-CNN and VGG16 for leaf segmentation when 

multiple leaves overlap and images have complicated. More than 2,500 leaf images 

with complicated backgrounds were collected and artificially labelled with target 

pixels (representing leaves) and background pixels. Out of these images, 2,000 were 

used to train a Mask R-CNN model for leaf segmentation. Following the 

segmentation step, a training set containing over 1,500 images of 15 different species 

was fed into the VGG16 network to train a model for leaf classification. To optimise 

the performance of both models, the authors compared various parameter 

combinations to identify the best hyperparameters. The results revealed that the 

average misclassification error (ME) of 80 test images using Mask R-CNN for leaf 

segmentation was 1.15%, and the average accuracy for leaf classification on 150 test 

images using VGG16 reached 91.5%. This paper demonstrates the potential for 

combining deep learning models such as Mask R-CNN and VGG16 to address 

challenges related to plant image analysis, segmentation, and classification. 

Compared to the size of the dataset, the use of 80 and 150 test images may be 

insufficient to confidently evaluate the generalisation error of the trained computer 

vision models. 
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In conclusion, computer vision approaches have shown great potential and recent 

advances in plant biology research. They offer automated, high-throughput, and 

quantitative means for analysing plant images and videos, enabling researchers to 

measure and extract information from plant phenotypes. 
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1.2 Motivation for the Research 

 

The general motivation for my research concerns several factors that emphasise the 

need for interdisciplinary approaches in plant biology to address global challenges. 

These factors, which collectively drive my application of machine learning and 

computer vision methods in plant biology, include: 

1. Food security and increasing global population: With the world population 

projected to reach nearly 10 billion by 2050 225, there is an urgent need to 

increase agricultural productivity to meet the rising demand for food. 

Solutions that can optimise crop growth and mitigate crop diseases early are 

essential for ensuring food security. 

2. Climate change and environmental pressures: An increasingly volatile 

climate poses significant threats to agricultural productivity through extreme 

weather events and increased temperatures226. Computational methods that 

can use machine learning to accelerate the development of climate-resilient 

crop varieties and our understanding of plant responses to environmental 

stressors are desperately needed. 

3. Advancements in technology and data generation: The rapid growth of 

high-throughput technologies, such as next-generation sequencing and high-

resolution imaging, has resulted in the creation of massive amounts of data in 

plant biology227,228. To keep up with the unprecedented rate at which data is 

being generated, machine learning and computer vision methods must be 

developed to analyse and interpret these vast datasets. 

4. Potential for discovery in complex systems: There remains a knowledge 

gap in understanding the complex processes that control physiological 

processes and responses to environmental stimuli due to complicated 

regulatory pathways and systems. It might be possible to further our 

understanding of these processes by utilising recently developed machine 

learning methods. 

 

As well as these overarching motivations for my research, I will now describe the 

specific motivations for each of the three projects. 
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1.2.1 Seed Germination  

 

Due to the importance of seed germination in agricultural research and crop 

production, accurate and efficient scoring of seed germination and germination-

related traits is essential for monitoring and breeding new crop varieties229. Traits 

such as germination uniformity, germination under stress, germination rate, and 

speed of germination are of high importance to breeders for developing new crop 

varieties230. 

 

Manual scoring of seed germination is a tedious and time-consuming process that 

requires trained personnel to observe and count each individual seed that has 

germinated. This process is prone to errors and inconsistencies, as the scorers can 

make mistakes in counting due to numerous factors, including a subjective 

interpretation of germination criteria, eye strain and physical discomfort from 

prolonged periods of work, and biases towards certain seeds or conditions. 

Furthermore, the traditional methods of manual seed germination scoring are 

unsuitable for large-scale experiments, where thousands of seeds need to be scored 

within a short period of time. Given these challenges, there is a growing need for 

consistent, automated, and efficient methods of seed germination scoring. 

 

1.2.2 Plant Pathogens Biomarkers 

 

The impact of plant pathogens on agriculture necessitates the development of tools to 

diagnose infections and identify associated biomarkers. Plant diseases caused by 

pathogens can significantly reduce crop yield and quality, leading to food shortages 

and economic losses. Moreover, as climate change alters temperature and 

precipitation patterns, it may also influence the prevalence and distribution of plant 

pathogens231. Therefore, it is essential to predict their potential impacts to prevent 

devastating consequences. As well as the importance of our capability to detect 

pathogens, identifying biomarkers associated with plant pathogen infections is 

crucial for developing crop varieties that have disease-resistant traits. 
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The development of tools to diagnose plant pathogen infections and identify 

associated biomarkers is essential for minimising the impact of plant diseases on 

agriculture. In addition to developing new tools, understanding the underlying 

molecular mechanisms involved in pathogen-host interactions is crucial to 

generating new methods for controlling plant diseases and breeding disease resistant 

crops. 

 

1.2.3 The Circadian Clock 

 

Studying the circadian clock in plants is motivated by several factors that are 

important for agriculture and our overall understanding of biological processes. For 

example, using our understanding of the circadian clock to optimise the timing of 

processes such as photosynthesis232, it might be possible to optimise growth 

conditions leading to improved water usage, nutrient absorption, crop yields, and 

other agriculturally important traits.  

 

The circadian clock also regulates stress responses in plants233, helping them survive 

various environmental challenges such as drought, extreme temperatures, and 

pathogen attacks. Knowledge of these mechanisms could aid in breeding or 

engineering plants with improved stress tolerance, contributing to a more resilient 

agricultural system. Moreover, with an increasingly volatile climate, it is important 

that we understand how circadian rhythms assist plants in adapting to their 

environment and synchronising their activities with the day-night cycle. A deeper 

understanding of these processes could inform strategies for adapting plants to new 

environments. 

 

Studying the circadian clock comes with significant challenges due to the inherent 

complexities and costs associated with generating time-course datasets, particularly 

RNA-Seq time-course datasets. The circadian rhythm operates on a roughly 24-hour 

cycle, necessitating the collection of numerous samples at consistent intervals over 

an extended period to capture the dynamics of gene expression. Moreover, the need 

for replicates to ensure statistical power and the high variability between individuals 

further exacerbate the costs and resources required for these studies. 
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1.3 Scope of the Research 

 

The scope of this thesis encompasses three separate projects, each with a distinct 

focus but with the common goal of leveraging machine learning and computer vision 

techniques to address key challenges in plant biology: 

 

SeedGerm: The goal of the SeedGerm project was to develop a robust and accurate 

computer vision software system in Python that is capable of detecting seed 

germination and measuring morphological seed traits. The software should 

generalise to multiple crop species, so the datasets provided by my iCASE sponsor, 

Syngenta, to train and benchmark the model contained over 1000+ images of five 

crops: maize, tomato, pepper, barley, and Brassica. The system’s germination 

predictions were to be compared with germination scoring performed by specialist 

seed technicians to benchmark its efficacy. A strong correlation between germination 

predictions from the SeedGerm system and the specialist seed technicians’ scores 

would indicate that it is possible to accurately detect seed germination using 

computer vision and machine learning techniques. By developing an open-source 

software system, my aim was to enable researchers to perform high throughput 

germination phenotyping for studies that could identify environmental and genetic 

factors affecting germination traits. 

 

Trans-Learn: In the Trans-Learn project, I aimed to explore the potential of 

applying image analysis models to tabular gene expression datasets in a case study to 

predict turnip mosaic virus (TuMV) infections in wild Arabidopsis halleri samples. 

By transforming the gene expression tabular data into an image format, I planned to 

test whether image analysis methods could outperform standard supervised ML 

models for tabular data and whether the arrangement of the features in the image 

affected the performance of the model. I set out to analyse thousands of gene 

expression samples while developing the pipeline and benchmark many supervised 

machine learning models by evaluating the performance of predictions made on 

hold-out test datasets. By reverse engineering the image analysis models, I attempted 

to identify sets of multivariate biomarkers for turnip mosaic virus and other 

pathogens. If the Trans-Learn software can effectively identify biomarkers and 
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accurately diagnose TuMV, this open-source research tool would have the potential 

to be applied to search for biomarkers associated with other traits and develop 

models to predict these traits.  

 

ChronoGauge: To test the hypothesis of whether it was possible to accurately 

predict the internal circadian time of plants using gene expression data, I aimed to 

develop a pipeline that combines statistical methods for identifying rhythmically 

expressed genes and a supervised machine learning model for generating predictions. 

Five publicly available Arabidopsis thaliana gene expression datasets and two 

internal Triticum aestivum (wheat) gene expression datasets were selected to develop 

the pipeline. The accuracy of the model was to be assessed by comparing the 

predictions with the sampling times of the datapoints. If the model was able to 

predict the time of sampling accurately using gene expression data, then it would be 

possible to estimate the internal circadian time of a plant, assuming the plant’s 

internal clock is synchronised with the external times. The pipeline that I aim to 

develop would be open-source and enable researchers to screen genetically different 

plants for variation in circadian rhythms, enabling the identification of genetic and 

environmental factors affecting the circadian clock. 

 

This thesis aims to showcase the potential of interdisciplinary research in tackling 

critical challenges within plant biology by integrating the latest advancements in 

computer vision, machine learning, and genomics across three distinct projects. The 

overarching objective of this research is to further the progress of plant biology by 

offering insights into the potential applications of these methodologies in the field 

and providing open-source software tools for the analysis of large biological 

datasets. 
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1.4 Significance of the Research 

 

The significance of this research lies in its potential to enhance plant biology 

research through the development of multiple machine learning and computer vision 

tools. By addressing various challenges in the field, the outcomes of this research are 

expected to have wide-ranging implications, including: 

 

My development of machine learning and computer vision tools can assist in 

providing novel insights into complex plant processes and analysing vast amounts of 

data. Through scientific researchers applying the outputs of my research, future 

discoveries in plant biology relating to plant development and phenotypic traits can 

be accelerated. By leveraging machine learning and computer vision techniques, this 

research can contribute to a better understanding of the factors affecting seed 

germination. These insights can help optimise growth conditions, improve seed 

quality, and lead to increased crop productivity. 

 

The ability to accurately predict complex crop traits, estimate seed germination, and 

identify biomarkers can significantly accelerate crop breeding and the development 

of new plant varieties. These advancements can lead to the creation of crops with 

improved yield, stress tolerance, nutrient-use efficiency, and resistance to diseases, 

ultimately contributing to increased agricultural productivity and global food 

security. For example, the early detection of plant diseases is crucial for mitigating 

their impact on crop yields and food security. My research could contribute to the 

development of novel diagnostic tools that enable the early identification of diseases, 

allowing for timely interventions and reduced losses in agricultural productivity. 

 

The research in this thesis highlights the immense potential of interdisciplinary 

collaboration between plant biology, machine learning, and computer vision. By 

bridging the gaps between these fields, this work can inspire future research and 

innovation, leading to the development of new methodologies and approaches that 

can address key challenges in plant biology. 
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In summary, the significance of this research lies in its potential to accelerate plant 

biology research and agricultural productivity by leveraging the power of machine 

learning and computer vision. Therefore, the insights gained from this research can 

ultimately help address global challenges related to food security, climate change, 

and sustainable agriculture. 
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Chapter 2: SeedGerm – Machine Learning Based 

Phenotypic Analysis of Seed Germination 

 

2.1 Introduction 

 

In this chapter, I present the development and implementation of a machine learning-

based computational pipeline, named SeedGerm, for the automatic detection of seed 

germination in images. This project was a collaborative effort between the Earlham 

Institute, where the software and hardware were developed, Syngenta, my iCASE 

industry sponsor that generously provided some of the image datasets, and the John 

Innes Centre, who provided additional datasets and conducted manual seed scoring 

and biological interpretation of the phenotypic predictions.  

 

My contribution to this project involved the development of the software, including 

image pre-processing, panel and seed segmentation, morphological feature 

extraction, morphological trait analysis, hyperparameter tuning of the classification 

algorithm, and development of the user interface. The SeedGerm system was 

codeveloped with colleagues at the Earlham Institute who contributed their expertise 

in software engineering and designed and constructed SeedGerm’s hardware. 

Collaborators at the John Innes Centre and Syngenta generated and labelled the 

datasets, as well as performed the genome-wide association study on the Brassica 

lines that were phenotyped. 

 

To provide the necessary context for this chapter, I will first provide a focused 

literature review on seed germination traits and existing methods of seed 

phenotyping. Parts of this chapter have been adapted and modified with permission 

from my first author publication in New Phytologist: Colmer et al. (2020) 

"SeedGerm: A Cost-Effective Phenotyping Platform for Automated Seed Imaging 

and Machine-Learning Based Phenotypic Analysis of Crop Seed Germination." 
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2.1.1 Abstract 

 

Efficient germination and establishment of seeds are crucial traits for crops grown in 

both fields and glasshouses. Large-scale germination experiments can be labour-

intensive and susceptible to human errors, necessitating automated techniques. A 

method for comprehensive germination scoring was developed in this research, 

which involved five crop species, including tomato, pepper, Brassica, barley, and 

maize. 

 

Here, I introduce the SeedGerm system, which integrates cost-effective hardware 

with open-source software for conducting seed germination experiments, automating 

seed imaging, and performing machine learning based phenotypic analysis. Multiple 

image series can be processed simultaneously by the software, and accurate analyses 

of germination- and establishment-related traits can be recorded in both comma-

separated values (CSV) and processed images (PNG) formats. 

 

In this chapter, a detailed description of the computational pipeline is provided. The 

ability of SeedGerm to match expert scoring of radicle emergence with Pearson’s 

correlation coefficients exceeding 0.99 across multiple crops is also demonstrated. 

Germination curves were generated based on individual seed germination timing and 

rates rather than relying on a fitted curve, with morphological traits also tracked. A 

gene crucial in abscisic acid (ABA) signalling in seeds was identified using 

phenotypic predictions generated by SeedGerm through a GWAS across a diverse 

set of Brassica napus varieties. 

 

Upon comparison with existing techniques, SeedGerm holds potential for 

widespread use in large-scale seed phenotyping and testing, suitable for both 

research and routine seed technology applications. 

 

2.1.2 Seed Germination and Vigour 

 

Seeds play a vital role in human life, serving not only as significant sources of 

nutrition but also as the foundation for effective crop production. Seed germination 
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is a highly regulated process dictated by a complex interplay of genetic and 

environmental factors such as temperature, moisture, light, and pathogens. The 

vigour of seeds, characterised by superior germination and seedling emergence rates, 

is crucial for ensuring consistent emergence across diverse agricultural 

environments, ultimately contributing to a crop’s yield potential and uniformity234. 

Seed vigour is therefore an essential quality to evaluate when aiming for optimal 

agricultural outcomes, and understanding its genetic basis and interaction with 

environmental stimuli is important for breeding crop varieties with improve 

germination traits. 

 

One widely employed method for gauging seed germination is the examination of 

radicle protrusion, a metric that evaluates both the rapidity and frequency with which 

seeds germinate235. Radicle protrusion is an early and visible indicator of seed 

germination, as it involves the emergence of the primary root from the seed coat. 

Assessing this parameter allows for a more in-depth understanding of a seed’s 

germination potential and vigour. Historically, the task of evaluating seed 

germination through radicle protrusion was carried out by seed technologists, who 

conducted visual inspections of colour and morphological changes during the various 

physiological stages of seed germination236. These professionals relied on their 

expertise and experience to identify and assess the germination process as it 

unfolded, making judgments based on the observed characteristics of the seeds. 

 

However, this traditional approach to assessing seed germination has its limitations, 

as it can be both labour-intensive and subjective. The reliance on human observation 

and judgment introduces a degree of variability and potential bias, which could 

impact the accuracy and consistency of the results. Additionally, the manual nature 

of this method can be time-consuming and requires a high level of expertise, making 

it less efficient and potentially less accessible to those involved in seed evaluation 

and agricultural production. 

 

In summary, seed germination and vigour are critical aspects of crop production, 

with high-vigour seeds demonstrating better germination and seedling emergence 

rates, which ultimately contribute to improved yield potential and uniformity. The 

traditional method of assessing seed germination through radicle protrusion, though 
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valuable, has been limited by its labour-intensive and subjective nature. As such, 

there is a growing need for more objective, efficient, and accurate methods to 

evaluate seed germination and vigour in order to optimise agricultural outcomes. 

 

2.1.3 Seed Phenotyping Methods 

 

Seed phenotyping is the process of quantitatively characterising the physical and 

physiological traits of seeds to gain insights into their quality, performance, and 

potential for crop production. The process of routine seed germination phenotyping 

often depends on human observation, which practically limits the frequency, scale, 

and precision of such tests. This limitation has prompted numerous efforts to 

automate seed imaging and related phenotypic evaluations, giving rise to research-

based solutions like GERMINATOR237, the phenoSeeder238 system, and the 

MultiSense tool239. In more recent times, sophisticated computer-vision and ML 

approaches have been utilised for germination assays, which include the Rice Seed 

Germination Evaluation System for determining the germination status of Thai rice 

species using an artificial neural network (ANN) classifier240; machine-vision-based 

examination of visible and X-ray images for appraising soybean seed quality based 

on physical purity, viability, and vigour241; deep learning algorithms such as U-

Net196 and ResNet188 for segmenting and categorising rice seed germination status242; 

linear discriminant analysis and multispectral imaging combined for classifying 

cowpea seeds into categories of aging, germination, and normality243; and a high-

throughput micro-CT-RGB phenotyping system for dissecting the rice genetic 

architecture from seedling244. 

 

These solutions encompass customised hardware devices (e.g., unique germination 

trays, image sensors, and seed management systems) and specialised analytic 

software based on Matlab Toolbox, ImageJ/Fiji, Microsoft Excel macros, image 

analysis libraries (e.g., VideometerLab3 and OpenCV), and ML/DL libraries (e.g., 

PyTorch). While not entirely automated, they have been effectively employed to 

extract germination traits from the captured seed images, such as morphological 

attributes (e.g., size and shape), cumulative germination rates (e.g., time to 50% 

germination, T50, and the percentage of seeds germinated at the end of an 
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experiment, Gmax), and quality attributes like viability and vigour245,246. However, the 

throughput, degree of automation, and the variety of traits of the aforementioned 

solutions remain restricted, meaning that seed imaging and related germination-

linked trait analyses still necessitate human intervention. 

 

The rise of plant phenomics in recent years has introduced new outlooks to seed 

science research247. By integrating cost-effective digital imaging and environmental 

sensors, organ-level plant growth and development can be documented with detailed 

images at an extremely high frequency248. Specifically, numerous analytic 

techniques have been developed to enable the automation of organ-level phenotypic 

evaluation, including leaves, roots, and reproductive organs249. By collating colour, 

texture, morphology, and growth patterns information, seed germination can be 

assessed in a dynamic and objective way, allowing for the generation of large-scale 

and reproducible evidence that can facilitate new biological discoveries in seed 

physiology250. Moreover, automating seed germination scoring offers an excellent 

opportunity to initiate the standardisation of seed science research. This not only 

enables digital evaluation of seed quality and vigour, but also allows for the 

quantitative cross-referencing of biological experiments under various conditions, 

enhancing the reliability of research findings. 

 

Alongside the progress seen in automated phenotyping, advances in molecular 

techniques, such as DNA and RNA sequencing, as well as metabolomics, have 

greatly impacted seed trait analysis at the molecular level in recent years. These 

methods provide crucial insights into gene expression, metabolism, and genetic 

variation linked to seed quality and performance, enabling the identification of key 

genes and their functions. 

 

For instance, Baud et al.251 discovered the WRINKLED1 (WRI1) gene as a crucial 

regulator of oil accumulation in Arabidopsis seeds, contributing to a better 

understanding of seed oil content regulation in plants and offering potential 

applications for improving oilseed crops. Tang et al.252 identified genes controlling 

seed size and weight in rice using GWAS, finding 16 loci linked to these traits, 

which proved valuable for breeding programs aiming to increase rice yield. In 

legumes, Liu et al.253 combined QTL mapping and RNA-Seq to identify the 
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GmSALT3 gene, responsible for seed yield and size in soybean under saline 

conditions, assisting in the development of salt-tolerant soybean varieties. 

 

These methods allow for the quantitative characterisation of various seed traits, 

offering valuable information on seed quality, performance, and crop production 

potential. Technological advancements are expected to continue enhancing seed 

phenotyping’s accuracy, efficiency, and scalability, contributing to improved crop 

breeding and production practices. Computer vision methods, in particular, present 

promising opportunities for seed phenotyping in germination studies, enabling 

automated and objective quantification of traits related to germination potential. This 

significantly accelerates and enhances seed phenotyping, providing valuable insights 

into the molecular mechanisms and markers controlling agronomic traits. 
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2.2 Aims and Objectives 

 

The aim of the SeedGerm project was to develop a comprehensive phenotyping 

system for seed germination using computer vision and machine learning methods to 

extract morphological features from segmented seeds and produce germination 

predictions. The primary objectives of this project are as follows: 

 

The first objective of this project was to develop open-source software using the 

Python programming language, which incorporates various computer vision and 

machine learning techniques for seed phenotyping. The software should provide a 

user-friendly interface for inputting seed images, segmenting seeds from the 

background, extracting relevant morphological features, and generating germination 

predictions based on machine learning models. 

 

The next objective was to develop robust and accurate seed image segmentation 

algorithms as part of the software to automatically separate seeds from the 

background in the input images. This will involve implementing image processing 

techniques such as thresholding, edge detection, and machine learning-based 

approaches to accurately and efficiently segment seeds, even in the presence of 

variations in seed appearance, background, and lighting conditions. 

 

Once the seeds were segmented, my objective was to develop feature extraction 

methods to quantify relevant morphological features from the segmented seed 

images. This involved designing and implementing algorithms to extract features 

such as seed size, shape, colour, and statistical image measurements, which could be 

indicative of seed germination potential. These features would serve as inputs for 

machine learning models for germination prediction. 

 

After extracting morphological features, the next objective was to develop machine 

learning models for germination prediction using these features as input variables. 

Using the morphological features of ungerminated seeds, I explored the application 

of unsupervised methods to classify seeds based on their morphological features. The 

developed models were trained and tested using a dataset of annotated seed images 
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with corresponding germination outcomes, and the predictive accuracy and 

robustness of the models was evaluated. 

 

My final objective was to thoroughly evaluate and validate the developed 

phenotyping system. This involved conducting experiments with a diverse set of 

seed species to assess the performance of the system in different scenarios. The 

system’s predictions were compared with ground truth labels recorded by seed 

screening experts and evaluated in terms of its accuracy and usability.  

 

In addition to evaluating and validating the SeedGerm system, there was an objective 

for my collaborators at the John Innes Centre to use the system to screen varieties of 

Brassica napus for germination-related traits. Once germination traits had been 

predicted across Brassica lines, they aimed to use a GWAS to identify DNA markers 

associated with seed germination traits. 

 

Overall, the SeedGerm project aims to develop an automated phenotyping system for 

seed germination that is accessible to the seed phenotyping community as open-

source Python software. The proposed system has the potential to significantly 

enhance and accelerate the process of seed phenotyping, providing valuable insights 

into seed germination behaviour and contributing to crop breeding and production 

practices. 

 

Although the primary goal of this project is not an in-depth biological exploration of 

a specific phenomenon, an appropriate hypothesis for this study could be: "The 

developed phenotyping system, utilising computer vision and machine learning 

methods for extracting morphological features from segmented seeds, will accurately 

predict seed germination, demonstrating its potential as an efficient and reliable tool 

for seed germination phenotyping in agricultural crops." 

 

This hypothesis assumes that the phenotyping system being developed will be able 

to accurately predict the germination outcomes of seeds based on the extracted 

morphological features. The hypothesis suggests that the combination of computer 

vision and machine learning methods will result in a robust and efficient system that 

can provide reliable germination predictions, contributing to the field of seed 
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phenotyping in agricultural crops. The hypothesis will be tested through experiments 

and validation processes using numerous seed species with diverse morphologies to 

assess the accuracy and reliability of the system’s predictions. 
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2.3 Methods 

 

In this section, I present the methods that I developed and applied to investigate seed 

germination and morphology across various crop species. Detailed procedures for 

seed production, storage conditions, experimental setups, and automated seed 

imaging are outlined to provide a comprehensive understanding of the techniques 

used. Additionally, specific germination conditions and evaluation criteria for each 

crop species are described, along with the experimental design implemented to 

ensure reliable and reproducible results. This section serves as a guide for 

interpreting and replicating the findings of this study. The primary components of 

the SeedGerm methodology include the segmentation of the background panels, the 

segmentation of seeds, morphological feature extraction from segmented seeds, 

germination classification, and the quantification of seed germination traits over the 

progression of an image series (Figure 1). 

 

 

Figure 1.   

The workflow of the SeedGerm analysis software, enabling automated seed 

germination scoring and phenotypic analysis. (a) YUV colour-space panel 

segmentation. (b) Seed-related objects are identified and retained using trained 

background removal models. (c) Seed morphological features are measured and 

combined into training matrices. (d) A one-class SVM model, trained on these 

vectors, classifies each seed’s germination status in every image. (e) Germination 

scoring and morphological traits are aggregated to generate cumulative germination 

curves and timing plots. 
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2.3.1 Seed Lot Production and Storage 

 

Seed batches were created in industrial manufacturing and preserved at 12°C and 

35% relative humidity until needed. The 88 B. napus Diversity Fixed Foundation Set 

(DFFS) lines in this research were utilised to generate seeds by vernalising plants (8-

hour photoperiod, 5°C) for six weeks at the four-leaf stage and cultivating them in a 

polytunnel. Within three months of being collected, seeds were used. Biological 

replicates consisted of seed groups from distinct parent plants. Top-quality seed 

collections of tomato and Brassica were used to produce lower quality sets, with a 

portion being heat-treated at 70°C for three days. 

 

2.3.2 Seed Germination Conditions 

 

A standard experimental arrangement involves A3-sized filter paper, dark blue seed 

examination paper (Grade 194, Bärenstein Germany) provided by Munktell 

Ahlstrom, placed in germination chambers. This setup accommodates six groups of 

64 individual seeds (384 seeds altogether, in six germination panels) for tomato and 

Brassica seeds. For barley, experiments were conducted using three expanded 

germination panels, with 40 seeds per panel and 120 seeds in total. Due to maize 

seed size, the entire germination container accommodated 35 seeds per trial. For 

pepper seeds, 81 seeds were placed in a single panel, totalling 486. To enable 

accurate germination categorisation, a minimum of A4-sized filter paper is suggested 

to provide adequate space between seeds. Additionally, further divisions can be 

made to separate different genotypes. 

 

Automated seed imaging typically occurred at one-hour intervals and usually lasted 

between 5 and 10 days, depending on the plant species. For instance, Brassica napus 

seeds germinated on saturated filter paper in SeedGerm containers under continuous 

white light at 10°C (either in a cold room or a growth chamber). Standard seed 

testing took 7-14 days, with germination frequency and seed vigour being the two 

primary traits regularly assessed by skilled seed technologists. To examine the 88 

Brassica napus DFFS lines, seeds were arranged in 50-seed grids with six panels per 
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germination container and five replicates per line, following a completely 

randomised experimental design. In a typical experiment, each SeedGerm container 

contained two layers of white filter (Grade 3644, Hahnemuehle Germany) and one 

sheet of blue seed germination paper on top. A set volume of water (e.g., sterile de-

ionized water, 350ml) was added to the filter paper stack before the experiment 

began. To ensure uniform absorption throughout the filter paper, the moistened paper 

was allowed to rest for 2 hours after water addition (i.e., another 30ml), prior to 

positioning the seeds and initiating the experiment. 

 

2.3.3 Image Processing and Panel Segmentation 

 

The pipeline starts by loading a series of RGB images obtained from a seed 

germination experiment, with these images serving as the primary data for further 

analysis. Due to the setup of the germination experiments that consist of multiple 

pieces of germination paper with seeds arranged on top, computer vision methods 

must first be employed to identify each germination panel and separate them from 

the background of the image.  

 

To facilitate the differentiation of the germination paper from the background of the 

images, and the seeds from the germination paper, the colour space was transformed 

from RGB to YUV. This transformation assists with making distinct and linearly 

separable pixel groups for the following three different objects in the image: 

background, germination paper (panels), and seeds. The YUV colour space is a 

representation of colours in terms of luminance (Y) and chrominance (UV) 

components, which separates brightness information (Y) from colour information (U 

and V). The YUV colour space is related to the RGB (Red, Green, Blue) colour 

space, which is the standard representation of colours in digital images. The YUV 

colour space can be derived from the RGB colour space through a linear 

transformation, which involves specific weighting factors for each colour 

component. The conversion from RGB to YUV is given by the following equations: 

𝑌 = 0.299𝑅 + 0.587𝐺 + 0.114𝐵 

𝑈 = −0.147𝑅 − 0.289𝐺 + 0.436𝐵 

𝑉 = 0.615𝑅 − 0.515𝐺 − 0.100𝐵 
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In the context of image segmentation and enhancing contrast between objects, the 

YUV colour space can be advantageous compared to the RGB colour space. As the 

Y component represents luminance, it can help emphasise the brightness differences 

between objects, making it easier to distinguish them based on their brightness 

levels. The U and V components contain colour information, which can be useful in 

identifying and segmenting objects with distinct chrominance values.  

 

After transforming the colour space of the RGB images to YUV, the user then 

defines three threshold values, one for each channel, to separate panels from the 

background and seeds from panels. Here, the luminance channel (Y) is particularly 

effective at separating the background and seeds from panels. To guide the selection 

of an optimal set of threshold values, the first, last, and middle images of the series 

are shown to the user on a screen. Images from the first, last, and middle images 

were chosen as variation in imaging conditions across the course of the germination 

experiment as well as necessity to segment the emerging radicles both need to be 

considered when selecting the three YUV threshold values. Pixels with YUV values 

all above the three thresholds are assigned as 1 and pixels with any YUV values 

below the three thresholds are assigned as 0. This thresholding process generates a 

binary mask that is initially used to separate the panels containing seeds from the 

background. 
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Figure 2. 

(Left) An RGB image showcasing a seed germination experiment, depicting silver and black 

background, blue germination filter paper panels, and tomato seeds organised in 8x8 grids. 

(Right) Segmented panels, arranged sequentially from left to right, followed by top to 

bottom. 

 

Using the generated binary mask, the panels of seeds can be segmented and are then 

ordered (Figure 2). If more objects were segmented than the expected number of 

panels, objects that were smaller than one sixth of the expected size of a panel were 

removed. Ordering was performed by considering the centroid of the y-coordinate of 

each panel first, followed by the x-coordinate of each panel’s centroid. Meaning that 

the top left panel is assigned as the first panel, and the bottom right panel is assigned 

as the last. It was important to order the panels as if each panel contained a different 

genotype or treatment was applied, the recorded germination traits would correspond 

to the specific genotype or treatment. As a final step to validate the panels, the 

pipeline verifies that the identified panels contain seeds by counting the number of 

segmented objects that lie within the segmented panel area. 

 

2.3.4 Seed Segmentation 

 

The computational pipeline for seed segmentation employs a combination of 

machine learning models and image processing techniques to accurately identify and 

separate seeds in germination experiment images. The binary masks that were 

generated using the YUV threshold was used to generate pseudo-labelled images that 

were used to train a machine learning algorithm to predict whether a pixel should be 
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assigned to the foreground (seed) or background (germination paper panel) classes. 

To create the training datasets that were used to train the models, I chose to include a 

representative set of labelled training examples that comprised of the first 10 images 

(before imbibition), the middle image (after imbibition), and the last 5 images (after 

germination) (Figure 3). As mentioned in the previous section, this was done to 

ensure that variation in imaging conditions as well as seed radicle emergence was 

incorporated.  

 

 

Figure 3. 

16 training binary masks from a maize seed germination dataset. Black pixels indicate pixels 

belonging to the seed class, with the remaining pixels belonging to the blue germination 

filter paper class. The 10 images from the start, middle image, and final 5 images, are 

ordered sequentially from left to right and then from top to bottom. 

 

For training a model to predict pixels for seed segmentation, I chose three methods 

that the user could select: 1. Gaussian Mixture Model, 2. Stochastic Gradient 

Descent Classifier, 3. U-Net. For all three models, I split the dataset of pixels into 
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80% training pixels and 20% test pixels for validation to determine when to stop 

model training and for hyperparameter tuning. Also, it is critical to note that for seed 

segmentation within panels, I trained and optimised a model for each panel as there 

can be significant variance in imaging conditions between panels that could 

negatively affect results if the model didn’t generalise well between panels. 

 

Gaussian Mixture Models (GMM) are an unsupervised learning technique used for 

clustering. I chose to apply a GMM in the context of image segmentation to separate 

seeds from blue backgrounds by modelling the distribution of YUV pixel intensities 

as a mixture of multiple Gaussian distributions. Each Gaussian distribution 

represents a distinct group of pixel intensities, corresponding to either the seeds or 

the germination paper background. The following steps outline how the GMM was 

employed for pixel segmentation. 

 

The YUV pixel intensities and binary masks of the pseudo-labelled seeds and 

background from the chosen images were collated into training matrices, where the 

input data for the GMM is the YUV pixel intensities and the target is the binary 

mask. The GMM was then fitted to the pixel intensities by iteratively adjusting the 

parameters of the Gaussian components (mean, covariance, and mixing weights) 

using the expectation-maximisation (EM) algorithm. The EM algorithm refines the 

model parameters to maximise the likelihood of the observed data given the 

Gaussian mixture model. After converging to a solution, the GMM assigns each 

pixel to the Gaussian component with the highest probability. This step effectively 

separates the pixels into two clusters: one for seeds and the other for the blue 

germination paper background. After the GMM has converged, it is applied to all 

images in the image series to create binary masks from the cluster assignments, 

where one value (e.g., 1) represents seed pixels and the other value (e.g., 0) 

represents background pixels.  

 

Stochastic Gradient Descent (SGD) classifier is a linear classification model 

frequently utilised in large-scale machine learning problems due to its computational 

efficiency, making it an efficient choice of model to classify millions of pixels. The 

core concept behind SGD is to optimise the model parameters iteratively using a 

stochastic approximation of the gradient of the loss function, which in this case was 
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chosen to be the hinge loss. The algorithm updates the model parameters in small 

steps, guided by a randomly selected subset of the training data (mini-batch) at each 

iteration. The randomness in selecting the mini-batch introduces noise into the 

optimisation process, which helps prevent the algorithm from getting stuck in local 

minima and improves the convergence speed. 

 

The hinge loss function is defined by the following equation where 𝐿 denotes the 

loss, 𝑌 denotes the ground truth class, 𝑊 denotes the model weights, 𝑋 denotes the 

input variables, and 𝑏 denotes the model bias: 

𝐿(𝑊, 𝑏) = max(0, 1 − 𝑌 ∙ (𝑊 ∙ 𝑋 + 𝑏)) 

 

The hinge loss function quantifies the difference between the predicted output 𝑌̂ and 

the actual target values 𝑌. If the prediction is correct and has a margin greater than 1 

(i.e., the prediction is sufficiently far from the decision boundary), the hinge loss is 

0. However, if the prediction is incorrect or has a margin less than 1, the hinge loss is 

positive and proportional to the distance from the correct side of the decision 

boundary. The hinge loss was selected so that the SGD classifier weighted the 

quantitative error more towards pixels whose predictions were close to the decision 

boundary as the hinge loss focuses on the most challenging samples. This should 

mean that the resulting predicted binary mask should be more precise around the 

pixels on the edges of seeds that may have otherwise been incorrectly classified as 

background if for example, log loss was chosen instead. 

 

I implemented SGD to classify pixels in a similar way to the GMM implementation 

in that a large training dataset was prepared comprising two equally sized matrices 

that contained the YUV pixel intensities and the binary mask values from the 

selected training images. Following this, I trained the SGD model and optimised its 

hyperparameters using a grid search to identify the value of the alpha parameter that 

resulted in the lowest validation loss. Using the early stopping hyperparameter, I 

stopped training the SGD classifier at the epoch that resulted in the lowest validation 

loss after 10 iterations had passed with the loss not decreasing. Upon training the 

optimised model, it could be applied to the entire image series, segmenting all seeds 

within all panels.  
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The final model that I chose to use for seed segmentation was U-Net, a CNN 

architecture specifically designed for semantic segmentation tasks. Initially 

developed for biomedical applications, U-Net has since proven effective in various 

image segmentation domains. The U-Net architecture features a U-shape, consisting 

of an encoding path and a decoding path, which together give the architecture a U-

shape. The encoding path consists of a series of convolutional layers with increasing 

feature channels, starting with 32 filters in the first convolutional layer and doubling 

this number at each subsequent layer in the encoding path, reaching 512 filters 

before the decoding path. followed by max-pooling layers for down-sampling. The 

decoding path mirrors the encoding path with a series of up-sampling layers and 

convolutional layers with decreasing feature channels. Skip connections from the 

encoding path to the decoding path are used to merge high-resolution features with 

up-sampled outputs, in order to capture both local and global contextual information. 

 

The exact architecture of the implemented U-Net model is provided below: 

 

Encoding Path 

1. Input Layer: Takes images of specified shape. 

2. Convolutional Block 1: 

• Convolutional Layer (32 filters, 3x3 kernel, ReLU, padding=same) 

• Convolutional Layer (32 filters, 3x3 kernel, ReLU, padding=same) 

• Max Pooling (2x2) 

3. Convolutional Block 2: 

• Convolutional Layer (64 filters, 3x3 kernel, ReLU, padding=same) 

• Convolutional Layer (64 filters, 3x3 kernel, ReLU, padding=same) 

• Max Pooling (2x2) 

4. Convolutional Block 3: 

• Convolutional Layer (128 filters, 3x3 kernel, ReLU, padding=same) 

• Convolutional Layer (128 filters, 3x3 kernel, ReLU, padding=same) 

• Max Pooling (2x2) 

5. Convolutional Block 4: 

• Convolutional Layer (256 filters, 3x3 kernel, ReLU, padding=same) 

• Convolutional Layer (256 filters, 3x3 kernel, ReLU, padding=same) 
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• Max Pooling (2x2) 

Bottleneck 

• Convolutional Block 5: 

• Convolutional Layer (512 filters, 3x3 kernel, ReLU, padding=same) 

• Convolutional Layer (512 filters, 3x3 kernel, ReLU, padding=same) 

Decoding Path 

1. UpSampling Block 1: 

• UpSampling (2x2) 

• Concatenate with corresponding cropped output from Convolutional 

Block 4 

• Convolutional Layer (256 filters, 3x3 kernel, ReLU, padding=same) 

• Convolutional Layer (256 filters, 3x3 kernel, ReLU, padding=same) 

2. UpSampling Block 2: 

• UpSampling (2x2) 

• Concatenate with corresponding cropped output from Convolutional 

Block 3 

• Convolutional Layer (128 filters, 3x3 kernel, ReLU, padding=same) 

• Convolutional Layer (128 filters, 3x3 kernel, ReLU, padding=same) 

3. UpSampling Block 3: 

• UpSampling (2x2) 

• Concatenate with corresponding cropped output from Convolutional 

Block 2 

• Convolutional Layer (64 filters, 3x3 kernel, ReLU, padding=same) 

• Convolutional Layer (64 filters, 3x3 kernel, ReLU, padding=same) 

4. UpSampling Block 4: 

• UpSampling (2x2) 

• Concatenate with corresponding cropped output from Convolutional 

Block 1 

• Convolutional Layer (32 filters, 3x3 kernel, ReLU, padding=same) 

• Convolutional Layer (32 filters, 3x3 kernel, ReLU, padding=same) 

• ZeroPadding2D (to adjust the final layer's output size to match the 

input) 

Output Layer 
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• Convolutional Layer (number of classes, 1x1 kernel, softmax) for pixel-wise 

classification. 

 

Training this model was different to training the unsupervised GMM and supervised 

SGD classifier and the implementation of U-Net is exploratory, with the aim of 

using deep learning techniques to improve analysis. Unlike the aforementioned 

models, which expected unordered matrices of pixels as input, the U-Net model 

requires images of the panels containing seeds as it utilises convolutional layers to 

encode spatial relationships between neighbouring pixels. To prepare the training 

dataset for U-Net, I generated an array of 16 input images as well as an array of the 

16 binary mask targets. Using this data, I applied 8-fold cross-validation for 

hyperparameter optimisation, focusing on the learning rate and choice of optimiser. I 

used a grid search to attempt to identify the set of hyperparameters that minimised 

the validation loss. I also implemented an early stopping mechanism to determine the 

optimal number of epochs for training and a mechanism to reduce the learning rate 

once it plateaued to better optimise the fit. This learning rate mechanism was used as 

although a large learning rate can result in rapid convergence, an excessively large 

learning rate may cause the model to update its weights too drastically so that it 

struggles to converge. In contrast, a smaller learning rate can help fine-tune the 

model once it approaches convergence. 

 

The U-Net model’s output takes the form of a binary mask, in which pixels 

associated with seeds are assigned a value of 1, while those corresponding to the 

background receive a value of 0. This binary mask segments the seeds from the 

background, providing a clear distinction between the two classes. With the U-Net 

model in place, it can be applied to the remaining images in the series, accurately 

classifying each pixel and successfully segmenting the seeds. This approach enables 

precise seed identification and analysis, demonstrating the U-Net model’s robustness 

and effectiveness in image segmentation tasks. 

 

Building on the strengths of Gaussian Mixture Models (GMM), Stochastic Gradient 

Descent (SGD) classifiers, and the U-Net convolutional neural network architecture, 

I also employed an ensemble method to generate a robust binary segmentation mask 

for seeds and the germination filter paper background. The distinct advantages of 
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each method are effectively leveraged to enhance the accuracy and reliability of the 

binary mask. 

 

The GMM approach excels at identifying underlying patterns in the distribution of 

YUV pixel intensities, effectively distinguishing between the seeds and the blue 

germination paper background. However, it’s an unsupervised method and, thus, 

might have some limitations in accuracy. Complementing the GMM, the SGD 

classifier focuses on quantitative errors, with its hinge loss function allowing the 

classifier to more precisely handle pixels close to the decision boundary, an area 

where the GMM could falter. These two methods together can ensure a strong 

foundation for pixel classification, taking advantage of both unsupervised clustering 

and supervised classification approaches. 

 

The U-Net CNN is also employed, encoding spatial relationships between pixels 

through its unique architecture. It improves upon the GMM and SGD classifier by 

incorporating the context of neighbouring pixels in the segmentation, which the other 

two models, treating each pixel individually, do not provide. The U-Net’s capability 

to capture both local and global contextual information provides a level of robustness 

that a single model could not achieve. 

 

This ensemble method effectively combines the strengths of these three techniques 

while also compensating for their individual limitations. The result is a highly 

robust, accurate segmentation binary mask. This combination benefits from the 

computational efficiency of SGD, the unsupervised pattern recognition of GMM, and 

the spatial contextual understanding of U-Net. It improves the overall segmentation 

performance and delivers a more reliable and precise binary mask that can better 

differentiate between seed and background pixels. 

 

While the ensemble approach offers benefits in terms of robustness and accuracy, it 

also comes with certain challenges. One significant drawback is the increased 

computational cost and processing time. Each individual model in the ensemble, 

namely GMM, SGD, and U-Net, requires its own computational resources and time 

for training and inference. When combined, these requirements accumulate, making 
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the ensemble method more computationally expensive and time-consuming than any 

single model. 

 

2.3.5 Feature Extraction 

 

Once the seeds had been segmented, I next extracted morphological features that 

could be used for classifying seeds as having germinated or not. When considering 

this step, I planned on extracting features where the values of a non-germinated and 

germinated seed would differ most – for example, circularity as a non-germinated 

seed is likely to be more circular in morphology compared to a seed that has 

germinated with an emerged radicle. To achieve this, I used the scikit-image Python 

library, specifically the regionprops function within the skimage.measure module 

to extract various properties from the distinct segmented objects within each panel. 

The result allowed me to compile a list of features for each seed across the image 

series in each panel, with the features being: 

 

Centroid coordinates – The centroid coordinates refer to the x and y pixel locations 

of the central point of a segmented seed in an image. During germination, seeds may 

move or roll due to various factors, such as the growth of roots and shoots, external 

forces, or interactions with other seeds. Tracking the centroid coordinates of each 

seed enables the identification and monitoring of individual seeds even if they 

change their positions during the experiment. By maintaining accurate tracking of 

seeds, I could ensure that the measurements and properties of a single seed remained 

consistent across different stages of the experiment. 

 

Bounding box – The bounding box is the rectangular outline that encloses a 

segmented seed, providing a compact representation of the seed’s size and position 

in the image. Seed orientation can therefore be assessed by examining the bounding 

box’s aspect ratio (width to height ratio). In certain cases, this might contain 

information relating to the angle of a seed’s position, or elongation in a certain 

direction for example in barley seeds that are less circular. Furthermore, bounding 

boxes can be instrumental in detecting overlapping seeds within an image. When the 

bounding boxes of multiple seeds intersect or partially overlap, this may indicate that 
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the seeds are in close proximity or have physically overlapped, potentially affecting 

the accuracy of seed segmentation and the subsequent germination analysis. 

 

Hu moments – Hu moments254 are a set of seven moment-based features that are 

invariant to translation, rotation, and scaling, allowing them to robustly characterise 

seed shapes. These shape descriptors can serve as useful features in differentiating 

between germinated and non-germinated seeds, as germinated seeds may display 

distinct shapes owing to the emergence of a radicle that the model can identify and 

use. 

 

Area – The area refers to the total number of pixels occupied by a seed within the 

segmented region of the image. The area is useful for determining the size of a seed 

and detecting changes that occur during the germination process as seeds undergo 

several transformations, including imbibition (water absorption) and the emergence 

of a radicle. Imbibition causes the seed to swell as its internal tissues expand to 

accommodate the absorbed water. Consequently, this swelling leads to an increase in 

the seed’s size, which is reflected in its area. A significant change in the seed area 

could serve as an indicator that the germination process is underway. Furthermore, as 

the seed germinates, a radicle emerges, modifying the seed’s shape and potentially 

increasing its area. Incorporating patterns associated with a seed’s area could enable 

the model to distinguish germinated and non-germinated seeds more accurately. 

 

Perimeter – The perimeter quantifies the length of the seed’s outer boundary and 

can be an effective metric for detecting alterations in seed shape or surface texture 

during germination. As seeds germinate, they undergo various morphological 

changes that can impact their shape and surface texture. For instance, the emergence 

of a radicle can cause the seed’s overall shape to become more elongated or irregular 

which can be captured by monitoring the seed’s perimeter over time. Fluctuations in 

perimeter may therefore indicate that the seed is undergoing significant 

transformations associated with germination, while a relatively stable perimeter 

could suggest that the seed remains unchanged. By recognising these patterns, the 

model can more accurately distinguish between germinated and non-germinated 

seeds, leading to improved predictions of germination status. 
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Eccentricity – Eccentricity quantifies the elongation of a region and can be 

instrumental in identifying germinated seeds that exhibit elongated shapes as a result 

of an emerging radicle. Eccentricity is a value that ranges from 0 to 1, where 0 

represents a perfect circle and values closer to 1 indicate increasingly elongated 

shapes. During germination, seeds undergo various morphological changes, which 

can cause the seed’s overall shape to become elongated. Therefore, monitoring the 

seed’s eccentricity allows for the detection of these shape alterations, potentially 

serving as an indicator of germination progress for a machine learning model. 

 

Minor and major axis length – These features characterise the dimensions of an 

ellipse fitted to the seed’s contour, providing information about the seed’s size and 

shape, both of which undergo changes during germination. The major axis length 

corresponds to the length of the longest axis (or the major diameter) of the fitted 

ellipse, while the minor axis length refers to the length of the shortest axis (or the 

minor diameter). These two metrics offer insights into the seed’s overall dimensions 

and can help identify changes in size and shape that occur during the germination 

process. I considered that in cases where ungerminated seeds are round, calculating 

the ratio of the major and minor axis lengths could be an effective predictor of 

germination as the emergence of a radicle would rapidly change this ratio. 

 

Convex area – The convex area refers to the area of the smallest convex polygon 

that fully encloses the seed. It is an important shape descriptor that helps capture the 

general outline of the seed, accounting for its size and any potential concavities or 

irregularities. 

 

Solidity – Solidity denotes the ratio of the seed’s area to its convex area, quantifying 

the compactness of the seed’s shape. A solidity value of 1 indicates a completely 

convex shape, while values closer to 0 suggest a more concave or irregular shape. As 

seeds germinate, they undergo various morphological changes, such as radicle 

emergence, which can affect the seed’s overall shape, potentially altering its solidity 

value. Incorporating solidity as a feature in a machine learning model might enhance 

the model’s ability to recognise patterns related to seed shape changes during 

germination. 
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Extent – Extent calculates the proportion of a seed’s area relative to its bounding 

box area, offering insights into the seed’s shape and size. The extent metric is 

derived by dividing the seed’s area by the area of its bounding box, which is the 

smallest rectangle that fully encloses the seed. Similar to solidity, extent values range 

from 0 to 1, with values closer to 1 indicating that the seed’s shape closely aligns 

with the shape of its bounding box, while lower values suggest that the seed occupies 

a smaller portion of the bounding box, potentially indicating a more irregular or 

concave shape. 

 

Mean and variance of RGB values – The average RGB pixel values of seeds, can 

be utilised to detect changes in seed colour during germination. For instance, 

germinated seeds may exhibit different colour characteristics due to the emergence 

of radicles. Additionally, certain colour changes may be associated with the seed’s 

health or vigour, which can further contribute to the assessment of germination 

status. 

 

In summary, I chose a range of morphological features to train a machine learning 

model for predicting seed germination and to track through the experiment as 

additional phenotypes that researchers could use to identify molecular markers 

associated with germination. I selected these features based on their ability to capture 

various aspects of the seed’s development, shape, size, and colour changes that may 

occur during the germination process. Due to the comprehensive profile these 

morphological features provide the machine learning model, I think it will enhance 

the model’s ability to recognise patterns related to seed germination and allow for 

more accurate classification of germinated and non-germinated seeds. 

 

2.3.6 Quality Control and Seed Ordering 

 

After extracting morphological features for all objects within each panel across the 

entire image series, I calculated the number of segmented objects and compared it 

with the expected number of seeds in each panel, as defined by the user at the 

beginning of the analysis. If there were more objects than expected, I implemented a 

filtering process to remove objects smaller than 0.6 times the 10th percentile or larger 
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than 1.4 times the 95th percentile of the other objects’ areas. This approach ensures 

that abnormally small or large objects, such as debris or filter paper fragments that 

might have been inaccurately classified as seeds, are eliminated. 

 

Once the outlier objects are removed, I proceed to order the seeds by their y-

coordinate first, followed by their x-coordinate. This ordering means that the top-left 

seed is considered the first, and the bottom-right seed is the last. To accomplish this, 

I utilise the centroid coordinates of each seed across the image series and use a 

histogram to create bins for both x- and y- coordinates. Starting with the first bin of 

y-coordinates, I label the seeds whose centroids lie within this bin, counting them 

from the lowest to the highest x-coordinate (Figure 4). This process is then repeated 

for all bins of y-coordinates. This step is crucial for maintaining consistency when 

measuring statistics for each seed in each image, ensuring that the data for each seed 

in the current image corresponds to the same seeds in the previous image. 

 

 

Figure 4. 

Segmented and ordered maize seeds, where the red number next to each seed indicates the 

seed number and the larger red number in the top left corner indicates the panel number. 
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After organising and measuring the seeds in each image, I compiled the measured 

morphological features of each seed into structured tables using pandas dataframes, 

a data manipulation tool from the pandas library in Python, for different purposes 

and to facilitate saving them as CSV files at the end of the analysis. First, I created a 

main dataframe containing data from all images and panels, encompassing the entire 

morphological feature set. It was used to track overall morphological features across 

the entire dataset, providing a comprehensive view of seed development and 

germination trends. At the end of the analysis, the user can export the master 

dataframe as a CSV file for further examination, or to share with collaborators. In 

addition to the main dataframe, I created separate dataframes for each panel, 

containing data from all images related to a single panel. These specific dataframes 

enabled me to train the machine learning model separately for each panel due to 

potential variations in imaging conditions, seed placement, or other factors that could 

influence the model’s performance. 

 

2.3.7 Germination Classification 

 

Due to having no labelled data except for knowing that all seeds at the start of the 

experiment would not have germinated, I needed to use an unsupervised learning 

model. Therefore, I used a one-class support vector machine (SVM) as this task 

could be considered novelty detection where non-germinated seeds are considered as 

the ‘normal’ class and germinated seeds are considered as outliers. A one-class 

support vector machine is a variation of the standard SVM algorithm specifically 

designed to handle unsupervised learning problems, particularly in novelty detection 

or outlier detection tasks. Unlike traditional SVMs that classify data points into two 

or more classes based on a supervised learning approach, a one-class SVM focuses 

on learning the characteristics of a single class, without the need for labelled data. 

 

The one-class SVM works by mapping the input data points into a higher-

dimensional space using a kernel function, such as the Radial Basis Function (RBF) 

or linear kernel. In this higher-dimensional space, the algorithm aims to find the best 

hyperplane that separates the data points from the origin. This hyperplane acts as a 

decision boundary, maximising the margin between the ‘normal’ data points and the 
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origin. Data points that lie on the same side of the hyperplane as the ‘normal’ class 

are considered to be part of this class, while those on the other side are considered 

outliers or novel instances. 

 

To train the one-class SVM, I extracted the morphological features from the first 

20% of images in the series, assuming that these images wouldn’t contain any 

germinated seeds. This assumption allowed me to treat their features as 

representative of the non-germinated seed class. I combined these features to form a 

training matrix and used it to train the one-class SVM, capturing the ‘normal’ feature 

patterns characterising non-germinated seeds. The trained one-class SVM was then 

applied to the remaining dataset, which included both germinated and non-

germinated seeds. Based on the training data, the model would generate a decision 

function to enclose pre-germination feature vectors in the resulting p-dimensional 

space where p is the number of features. As a germination experiment progresses, 

feature vectors would be recomputed, and when a seed begins to germinate, its 

feature vector would gradually leave the boundary of the initial observation region, 

indicating a higher probability of germination. 

 

The novelty detection model scored germination for all detected seeds, resulting in 

cumulative germination rates for each seed lot in a given germination panel. Seeds 

with morphological features that deviated significantly from the ‘normal’ 

distribution were considered outliers or ‘novel’ instances, representing germinated 

seeds. A threshold of 0.5 was applied to the predicted probabilities to distinguish 

between germinated and non-germinated seeds. Since the novelty detection model is 

reinitialised and retrained for each experiment using the first 20% of pre-germination 

images from the selected image series as training data, the detection model is 

dynamic, reducing the risk of overfitting. This approach is a key advantage over 

other supervised methods as it enables the model to adapt to varying imaging 

conditions and account for differences between seed batches. 
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2.3.8 GUI-based Analysis Software 

 

Together with my colleagues Prof. Ji Zhou, Dr Aaron Bostrom, and Dr Danny 

Websdale, we created an ML-based phenotypic analysis module with workflows that 

are fundamentally identical for both GUI and command-line approaches. We utilised 

the more accessible GUI software to introduce the analysis procedure to researchers 

wishing to analyse their own seed germination experiments, designed to execute on 

either Windows (i.e., the .exe executable, tested on Windows 10) or macOS (i.e., the 

.app file, version 10 onwards). The analysis software packages can be downloaded 

from the following GitHub repository (https://github.com/Crop-Phenomics-

Group/SeedGerm). The initial GUI contains an empty window with a menu bar, 

allowing users to add experiments via the "Add experiment" window. Here, users 

can enter a given experiment’s name, select an image series for processing, and 

choose a crop species such as Brassica, maize, pepper, tomato or cereals. New plant 

species can be trained and added to the software through the Modules directory, an 

approach independent of the core analysis algorithm. 

 

Users need to briefly define the germination experiment associated with the selected 

image series, including the number of panels in a given SeedGerm device, as well as 

the rows and columns of seeds in each panel. Importantly, users can define the start 

and end image IDs to initiate and terminate the phenotypic analysis. This is because 

the background in early images can be oversaturated due to excess water absorbed 

by the filter paper, while late images may contain too many overgrown seedlings and 

roots. Default values for the start and end images are the first and last images of the 

selected series. 

 

To accommodate varied image quality and features arising from factors such as 

lighting, crop species, and different establishment phases, I have implemented a 

range of ML-based algorithms in the software. Users can choose the ML technique 

from the "BG remover" dropdown menu to eliminate background pixels. The 

available options include U-Net, Gaussian mixture model (GMM), and stochastic 

gradient descent (SGD). Once an experiment has been added, users need to set YUV 

colour-space ranges (with Y representing brightness and U and V denoting colour 
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components) to delineate the background (i.e., filter paper) in the first image of the 

selected series. By adjusting the sliding bars in the "Set YUV ranges" window, 

various backgrounds can be retained to account for different types of filter paper 

used in diverse experiments. 

 

After defining YUV values, users can click the "Process images" item to initiate the 

phenotypic analysis. The analysis software also employs parallel computing to 

process multiple experiments simultaneously. Up to 12 image series can be analysed 

concurrently on an average computer (Intel Core i5, 8GB RAM), and over 120 series 

on an HPC. This implementation enables multi-threading analysis to run on HPC 

clusters, facilitating greater throughput. 

 

Upon completion of the analysis, various germination traits (e.g. germination timing 

curves for each panel, Gmax, T25, T50, T75) and morphological traits (e.g. extent, 

area, width and length, convex area, and eccentricity for each seed) are generated, 

along with a collection of processed images that depict the germination process and 

label individual seeds. Users can click "View results" in the shortcut menu to display 

the analysis outputs. Additionally, they can download an assortment of processed 

images and the analysis results in CSV files. These files provide phenotypic analysis 

data at the image (overall results), panel (i.e. a given genotype), and seed levels. 
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2.4 Results 

 

In this results section, I provide an analysis of the performance and outputs of the 

SeedGerm system. I evaluate the comprehensive performance of the system using 

relevant evaluation metrics, comparing SeedGerm’s predictions with traditional 

methods of manual scoring across a variety of crop species. This comparative 

analysis demonstrates the benefits and constraints of the approach, underscoring its 

proficiency in handling intricate seed germination data analysis tasks. 

 

Moreover, I showcase the SeedGerm system as a research tool in molecular biology 

experiments performed by collaborators at the John Innes Centre, further 

benchmarking its effectiveness in distinguishing genetic differences in seed 

germination. The germination parameters of various varieties analysed by SeedGerm 

is discussed, offering insights into their germination behaviours and potential 

biological significance. Through presenting these results, my goal is to underscore 

the system’s capacity to discern valuable patterns and relationships in seed 

germination data, ultimately leading to a richer understanding of the underlying 

biological and agricultural processes. 

 

2.4.1 Germination and Morphological Trait Quantification  

 

A series of germination experiments were conducted to evaluate and enhance the 

SeedGerm platform. Figure 5 presents the analysis results of an experiment 

involving 384 tomato seeds (six genotypes) arranged on six panels in a customised 

germination box, with one genotype per panel (64 seeds). The imaging interval was 

60 minutes, and a total of 186 images were captured over eight days. The analysis 

outputs encompass two categories of traits: (1) germination traits, quantified using 

the 1st to 186th images, which include cumulative germination curves, T50 

germination rates to evaluate germination uniformity, and Gmax to determine the 

proportion of seeds germinated by the end of the experiment; and (2) morphological 

traits, quantified using the 1st to 160th images, comprising seed area, width-to-

length (W/L) ratio, and circularity. By integrating both trait types, it is possible to 

identify morphological changes in the six genotypes at the pre-germination stage 
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(before the 106th image). As the germination process commenced, the cumulative 

germination curves and corresponding morphological features diverged between 

genotypes. A strong correlation between germination curves and seed area curves is 

evident, aligning with the developmental stage when radicles emerge from seeds, 

significantly increasing the width/length ratio. The presence of more roots results in 

a lower W/L ratio and circularity. This quantification demonstrates the utility of 

combining both germination and morphological traits to validate and enhance the 

accuracy of seed germination scoring. 

 

 

Figure 5.      

Tomato experiment germination and morphological results 

(a) The time-lapse image series of six tomato genotypes (384 seeds) acquired in an eight-day 

experiment. (b) Germination-related traits quantified, including cumulative germination 

curves, T50 germination rates, and Gmax, final germination rate. (c) Morphological traits 

quantified, including seed area, width and length ratio, and circularity.   

 

Moreover, I employed the analysis outputs to assess germination uniformity or 

variability, a crucial trait that previously required complex calculations to compute. 

For instance, box-and-whisker plots are included among the result files to illustrate 

the statistical dispersion of T50 germination rates highlighting the difference 

between the 25th and 75th percentiles for each genotype, as well as the median time 

to 50% germination for all genotypes. For example, genotype 6 seeds exhibit lower 
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germination variability and better germination uniformity, as confirmed by the 

narrower percentile ranges and consistent median values across the tested seed 

batches. I excluded several late images (post-T75) when presenting the 

morphological traits due to the significant measurement variations caused by 

overlapping roots at the later stages. 

 

2.4.2 Germination Analysis for Different Crop Seeds 

 

To demonstrate the robustness and generalisability of the SeedGerm system, I 

applied it to score germination for a variety of crop seeds. The germination analyses 

for four selected crop species include tomato, pepper, maize, and barley (Figure 6). 

Seed images at three distinct experimental stages can be observed on the left side of 

Figure 6. After conducting time-series seed imaging, I utilised SeedGerm software to 

measure germination and morphological traits. Each germination panel (enclosed by 

red-coloured dotted rectangles in Figure 6) contains a single genotype. Seeds within 

the panel were monitored continuously, with varying durations due to different 

research objectives, such as 165 hours (7 days) for tomato, 180 hours (8 days) for 

pepper, 138 hours (6-7 days) for maize, and 138 hours (6-7 days) for barley. These 

experiments were also assessed by specialists on a daily basis, allowing for a 

comparison and verification of manual and SeedGerm scores. 
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Figure 6. 

Germination and morphological measurements for different crop species 

(a) 384 tomato seeds (six genotypes) used for seed germination experiments, producing six 

cumulative germination curves on hourly measures during a seven-day period. (b) 486 

pepper seeds (six genotypes) used for germination experiments, producing six cumulative 

germination curves on hourly measures during an eight-day period. (c) 120 barley seeds 

(three genotypes) used for germination experiments, producing three cumulative 

germination curves on hourly measures during a six-day period. (d) 35 maize seeds (one 

genotype) used for a germination experiment, producing a cumulative germination curve on 

hourly measures during a six-day period. (e) Morphological measurements produced by 

plotting hourly changes against the duration of experiments, so that all experiments can be 

compared on similar bases, including a number of traits such as seed area (in pixels), W/L 

ratio (0~1), seed circularity (0~1), and convex area (in pixels). 

 

The tomato seed germination experiments were conducted across six panels (i.e. six 

genotypes), with 64 seeds per panel and a total of 384 seeds monitored (Figure 6A). 

Six cumulative germination curves were produced based on hourly measurements 

over a seven-day period. I could clearly identify minor differences among these 

genotypes between T50 and T75, when germination rates diverged. Similarly, 
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germination variances could also be quantified for pepper and barley experiments 

(Figures 6B,C). The three barley genotypes monitored displayed a wide range of 

cumulative germination, consistent with previous reports. Due to the size of maize 

seeds, I conducted one experiment per germination box (35 seeds per box, Figure 

6D). Nevertheless, the SeedGerm software can perform accurate measurements even 

when the number of germination experiments varies. The above panel- and seed-

level germination measures were exported and saved in multiple CSV files. 

 

More complex morphological traits incorporated in the SeedGerm analysis include 

seed convex area, seed extent, and seed solidity, which were used to quantify the 

dynamics of germination for different crop seeds as they were challenging to assess 

using traditional approaches. For example, using the seed convex area trait, I found 

that maize had the fastest establishment rate after T50, while other crop seeds were 

quite similar (Figure 6E). Due to significant variations caused by the excessive 

overlap of radicals at the late germination stage, end image IDs for the above 

analysis differ. Similarly, the panel- and seed-level morphological measures are 

saved in CSV file format. 

 

2.4.3 Validation of the SeedGerm Platform 

 

To validate the analysis produced by SeedGerm, a variety of metrics were generated 

(Table 1), including Pearson’s correlation coefficient (𝑟) to measure the strength of 

the linear relationship between SeedGerm and manual scoring for cumulative 

germination rates. For all tested crop species, SeedGerm’s cumulative predictions 

yield a Pearson’s correlation greater than 0.98 (column two in Table 1), indicating a 

very strong linear correlation. Pearson’s correlation (𝑟) was also employed to 

evaluate the linear relationship between SeedGerm’s true positive germination 

timings and their respective timings scored by seed scientists (column three in Table 

1). 

 

In addition to the correlation metrics, the mean absolute error (MAE, column four in 

Table 1) was calculated to interpret the average error in hours of the predicted 

germination time compared with manual scores for each germinated seed. The MAE 
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measures forecast error in SeedGerm’s prediction against human scoring (the true 

value), demonstrating a satisfactory error range. Lastly, the F1 score (1 indicates a 

perfect set of classifications and 0 means all false negatives or false positives), a 

classification metric similar to accuracy but more suitable for imbalanced datasets, 

was used to incorporate the number of true positives, false positives, and false 

negatives into a single score for evaluating the germination classifications made by 

SeedGerm. Based on F1 scores (column five in Table 1), it is apparent that the 

SeedGerm performed well across all tested crop species. The aforementioned metrics 

evaluate both SeedGerm’s final germination scoring and the germination timing of 

each seed, covering germination rate, timing, and uniformity, respectively. 

 

Table 1. Validation metrics used to compare between manual counting and 

SeedGerm scoring 

r denotes Pearson’s correlation, MAE denotes mean absolute error, F1 denotes F1 

score. 
 

r Cumulative Rate  r Image 

ID  

MAE (hours) F1 

Barley 0.981 0.804 13.275 0.961 

Brassica 0.992 0.886 9.141 0.936 

Maize 0.994 0.874 3.543 0.986 

Pepper 0.999 0.952 6.025 0.994 

Tomato 0.993 0.888 4.903 0.992 

 

 

To visualise the correlation between SeedGerm scoring and seed specialists’ 

counting, 19 time series (over 4,000 images in total) were used for the correlation 

analysis, comprising three series of maize (129 seeds in total), six series of tomato 

(384 seeds), six series of Brassica (384 seeds), one series of pepper (81 seeds), and 

three series of barley (120 seeds). Manual scoring was performed using the image 

series, where cumulative germinated seed counts for each image and the image ID 

for when each seed germinates were recorded. There is a strong correlation between 

SeedGerm’s scoring and that of the manual observers, as illustrated in Figure 7. A 

predicted-equals-actual line (coloured red) is included (Figure 7A) to demonstrate 
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how SeedGerm’s cumulative scores deviate from the manual scores. Furthermore, 

line plots contrasting cumulative seed-by-seed scoring between SeedGerm and 

specialists’ counting are displayed in Figure 7B. SeedGerm’s scoring is largely 

identical in comparison with manual counting, except for a tendency to overestimate 

the number of germinated seeds in crowded experiments, such as the later 

establishment stages for Brassica, pepper, and tomato experiments. 

 

 

Figure 7. 

Correlation between manual and SeedGerm seed scoring 

(a) For all tested species, SeedGerm’s predictions display a strong linear correlation and 

goodness of fit (r > 0.98) based on cumulative germination rates. Each point represents the 

number of seeds classified as germinated in a panel in an image, meaning multiple 

populations are plotted together. The red line displays SeedGerm’s cumulative count 

equalling the cumulative manual count. The number of panels associated with each 

scatterplot is denoted as p. (b) Seed-by-seed scoring between SeedGerm and specialists’ 

counting plotted to demonstrate the reliability of SeedGerm scoring as well as its tendency 

to predict additional germinated seeds at the end of crowded experiments. 
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2.4.4 Brassica Genome Wide Association Analysis 

 

To test the ability of SeedGerm to be used as a research tool in routine biological 

experiments, together with collaborators at the John Innes Centre, we used the B. 

napus Diversity Fixed Foundation Set (Harper et al., 2012) to detect genetic 

differences in seed germination. After setting replicate seed batches of each variety, 

biological replicates of 50 seeds were sowed in SeedGerm boxes in a randomised 

design. SeedGerm scored the germination parameters of 88 varieties with a range of 

germination behaviours, with some showing strong dormancy, while most seed lots 

germinated to high levels, but with varying kinetics. SeedGerm scored the T10, T50, 

T90 and Gmax after 8 days. To test the accuracy of the SeedGerm outputs, 60 seed lots 

were also scored by a manual observer. The correlation was high, except for T90 in 

varieties requiring the longest time to germination, where SeedGerm has a weak 

tendency to score seeds as germinated before the manual observation.  

 

The SeedGerm outputs were then used for associative transcriptomic (AT) 

analysis255. The AT found no significant associations between T10, T50 and T90 and 

polymorphisms in B. napus. However, a strong association between Gmax and 

genotype on chromosome A5 was found, with both SNPs and gene expression 

markers 256 associated with the trait in this region (Figure 8). This is distinct from 

loci identified in previous studies 257,258, but significant, even after correcting for 

multiple testing. This region spans approximately 340kb and contains at least 69 

known transcribed genes, one of which is a B. napus orthologue of the known 

germination regulator, protein phosphatase 2C known as HIGH ABA INDUCED 3 

(HAI3) 259,260, which has a role in seed sensitivity to abscisic acid. Although more 

work is needed to precisely identify the underlying gene of interest, it is evident that 

the SeedGerm platform is capable of automating phenotypic analysis of seed 

germination with sufficient accuracy to perform standard genetic analysis of seed 

dormancy and germination rate. 
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Figure 8. 

SeedGerm’s application in detecting genetic variances in 88 Brassica napus varieties 

exhibiting diverse germination behaviours, scored by T10, T50, T90, and Gmax metrics after 

eight days. (a) Germination times for T10, T50, and T90 rates across varieties. (b) Gmax 

rates for the same set. (c) SNP association between Gmax and genotype on chromosome A5, 

with a blue dashed line indicating significant associations (FDR of 0.1). (d) Box plot 

illustrating germination scores based on allele score for the key SNP on chromosome A5, 

with details on quartile values, range, and outliers. (e) Correlation analysis of gene 

expression markers highlighting the association of at least two genes in the region with 

germination, showcasing SeedGerm’s precision in conducting genetic analysis of seed 

dormancy and germination rate (significant associations marked with a blue dashed line; 

FDR of 0.005). 
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2.5 Discussion 

 

2.5.1 Automated Seed Phenotyping 

 

Plant phenomics is a fast-developing research area focusing on obtaining meaningful 

phenotypic information to enable scientists to address diverse biological questions, 

from cellular organisms to populations in the field261–264. Numerous academic and 

industrial efforts have been made to study seed germination and seedling vigour. 

They have utilised research-based tools like MultiSense, RSGES, and Germinator, as 

well as commercial solutions. These include the PhenoSeeder platform developed by 

Forschungszentrum Jülich in Germany, SeedAIXPERT, the Germination Scanalyzer, 

and the Seeds Automatic Germination Analyzer (SAGA) from France. These 

methods are capable of carrying out high-throughput seed imaging, advanced 3D 

seed morphological analysis (i.e. phenoSeeder), and germination related traits 

analyses; however, their applications are limited due to their costs, availability, 

automation level, analysis throughput, and the technical scalability.  

 

In this chapter, I have presented the SeedGerm system, a platform that combines 

automated seed imaging and vision-based phenotypic analysis with cost-effective 

hardware to enable high-throughput analysis of seed germination experiments for a 

variety of crop species. Based on the experiments and system improvements, I 

believe that the system is easy-to-access and capable of carrying out scalable seed 

germination scoring for the following reasons: its low-cost and easy-to-build 

hardware design, its flexibility to incorporate different experiments, its open-source 

and modular software design, its scalability of traits analyses, and the availability of 

user-friendly GUI software, source code and design documents.    

 

2.5.2 The SeedGerm Software Design  

 

There is a growing need for standardising plant phenotyping in recent years, 

resulting in the ISA-Tab format265, minimal Information About Plant Phenotyping 

Experiments (MIAPPE)266, and ontology approaches to enable comparative 
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phenomics research267. Many studies268–270 in seed phenotyping have employed 

bespoke data formats and data collection processes, limiting laboratories and 

external researchers to utilise and support these methods. Hence, when designing 

SeedGerm’s software system, it was chosen to standardise the collection of image 

and sensor datasets following the ontological suggestions. Additionally, to calibrate 

images acquired by different SeedGerm devices, users are required to enter metadata 

to define their experiments, including experiment ID, biological replicates, genotype, 

experiment duration, and treatment.  

 

To increase the scalability of the phenotypic analysis, I chose to implement my 

algorithms in Python instead of MATLAB as used in previously studies271,272. The 

reasons for this decision are that Python is easy-to-understand, cross-platform, and 

self-contained 273, which is supported by a wide range of open-source libraries such 

as Scikit-Image 274, OpenCV 275, Scikit-Learn 276, and Keras/TensorFlow 277. 

Publicly available development kits have made upgrading the software relatively 

straightforward and this facilitates further development by the seed phenotyping 

community. For example, new crop species and traits can be added to the core 

analysis algorithm through new modules, where guideline seed morphological 

features can be predefined. Also, my colleagues and I followed a modular software 

design, so that modules developed for one species can be shared by other functions 

in analysis and parallel computing.  

 

Recently, deep learning has become a powerful technique used by some seed 

germination analysis software 269,278,279, for which it was applied to extract features, 

segment seeds, and classify germination status. Although DL is relatively easy to 

implement through Python presently, the reasons I chose a combined computer 

vision (CV) and ML approach are: 1) DL requires a very large amount of training 

datasets to perform better than supervised ML and CV-based methods; for features 

that need to be engineered frequently such as varied seed germination experiments, 

DL might not be suitable. 2) normally one would need to build a dedicated DL 

model of each species; hence, it is time-consuming and ineffective to employ DL 

techniques for analysing a large number of crop species. 3) DL is likely to be 

overfitting for particular experiment settings and becomes problematic when 

conditions are changed. To allow the solution to be adopted by a broader research 
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community that has varied experimental settings, I chose supervised GMM, SGD 

and novelty detection learning techniques based on generalised feature selection. 

More importantly, by designing the ML models to reinitialise and retrain with 

background features at different establishment stages for each experimental setting, 

the learning models embedded in SeedGerm are dynamic and can be updated for 

each experiment, avoiding overfitting the learning models for a specific crop species 

or a particular experiment.  

 

By employing CV algorithms, SeedGerm can also measure cumulative germination 

rates and seed morphologies such as size, width and length, extent and circularity to 

assess seed quality and seedling vigour, from germination to seedling. For example, I 

measured imbibition using the change of seed size, radical protrusion based on seed 

major/minor ratio, and germination speed through seed extent. If new biological 

questions are proposed, new traits and features could be designed jointly by 

biologists and computer scientists, instead of relying on DL techniques blindly. 

Because the SeedGerm software can be easily extended and accessed, I believe it is 

scalable and easy-to-access. 

 

2.5.3 Applications of the SeedGerm Software 

 

The results presented in this chapter demonstrate that SeedGerm is capable of 

scoring germination and measuring morphological changes automatically, for five 

major crop species and between different genotypes. The results show that 

SeedGerm could be employed to score germination frequency and seedling vigour, 

based on which the preformation of seed batches can be assessed. These traits were 

regularly checked by experienced seed engineers and scientists in order to provide 

certificates of seed germination and establishment performance in seed testing and 

seed insurance280,281. Hence, it is evident that SeedGerm has the potential to provide 

a replacement for manual assessment of germination frequency and radical 

emergence activities. Furthermore, as many traits measured by SeedGerm are highly 

correlated with seed performance and the effectiveness of post-harvest seed 

enhancement processes, SeedGerm could potentially contribute towards seeds 

certification, guidance on sowing density, or even seed insurance in the future.  
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Besides routine seed testing on germination frequency, the applications of SeedGerm 

could also be expanded to the seed vigour (i.e. how fast and uniform radical 

emergence) through monitoring morphological traits, which are important for 

estimating canopy closure, weed suppression, and crop yields through seed 

research282–284. Beyond existing traits analyses, the continuous phenotypic analysis 

can extend our insights into the entire physiological procedure of germination to 

understand phenotypic effects of individual seed and seed batches under dissimilar 

treatments. Furthermore, together with collaborators at the JIC, we also set up a 

range of experiments to score germination rates and timing across a diverse panel of 

B. napus varieties to demonstrate the biological relevance of SeedGerm as a research 

tool to measure the effect of genetics. It was shown that SeedGerm outputs can be 

used successfully for GWAS, identifying an association on B. napus chromosome 

A5 that explains the difference between high and low germinating varieties in the 

panel. Although the GWAS study identified associations over a 100kb region, this 

region does contain one gene BnaA05g27660D, a homologue of Arabidopsis AHG3, 

known to regulate ABA signalling during germination in Arabidopsis 259, which 

would be a strong candidate for further study. The low-germinating allele is only 

present in older spring varieties including Bronowski and Duplo, suggesting that it 

has been consistently selected against by modern oilseed rape breeders. Hence, I 

believe that SeedGerm has a great potential to have significant utilities in seed 

germination scoring and seed testing, for both research and routine seed technology 

applications.  

 

2.5.4 SeedGerm’s Challenges 

 

It is also important to point out some edge cases where the system has struggled. 

Due to camera position and lighting problems, some image series were of poor 

quality. Although I added software calibration features to allow users to improve the 

classification accuracy on the low-quality datasets (e.g. colour features), the analysis 

could still suffer. For such datasets, only through manually selecting image IDs 

could I realistically reduce variance and improve the analysis accuracy. SeedGerm’s 

scoring tends to overestimate the number of germinated seeds in crowded 
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experiments such as the later stages for Brassica and pepper experiments. To provide 

reproducible measures of the uniformity, timing and germination rates, I scored large 

numbers of seed samples and it was found that distancing the seeds from each other 

with at least 1 cm apart improved the analysis accuracy noticeably for crowded 

experiments. As different crop seeds have very diverse morphologies, some 

morphological measures cannot be easily transferred from one species to the other, 

which indicates the application of Online-Leaning or Transfer Learning mechanisms 

285 could be potentially beneficial in future development. Although the learning 

models embedded in SeedGerm are dynamic for each experiment, the cost of such a 

design is that additional computational resources are required, demanding users to 

build a moderately powerful desktop computer (i7 CPU with 16GB memory) to 

perform analysis. Notably, to maintain the reliability of the parallel computing, I do 

not recommend more than eight tasks to be paralleled on an average computer, 

because processing multiple image series simultaneously requires a high demand of 

computing resources and some Python functions have been locked because they are 

not thread-safe during multi-thread processing. 

 

2.5.5 Conclusion 

 

In conclusion, the aim of my research was to address limitations in the current 

methodologies for seed imaging and scoring, especially regarding automated and 

scalable analyses of seed germination. To this end, the SeedGerm system was 

developed, demonstrating a synergistic combination of cost-effective hardware and 

user-friendly software. The system is adept at performing seed imaging and 

conducting machine learning-based analyses, successfully achieving the key 

objectives of this research. 

 

The SeedGerm system was rigorously evaluated across numerous germination 

experiments, involving five distinct crop species. This extensive application of 

SeedGerm has proven its capability in meeting my objectives, particularly in offering 

a quantitative assessment of the performance of seed batches. Furthermore, the 

system’s proficiency in measuring vital morphological traits, including seed size, 
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width, length, extent, and circularity, aligns with the goals I originally set to provide 

insights into the physiological nuances of seed germination. 

 

In testing the stated hypothesis, SeedGerm has demonstrated its alignment with seed 

specialists’ observations in the accurate scoring of germination timing and rate. This 

not only validates the initial hypothesis but also affirms the system’s biological 

relevance, evident from its role in identifying an ABA signalling gene in seeds, as 

revealed by associative transcriptomics by collaborators at the JIC. 

 

The SeedGerm system, born out of this research’s aims and objectives, has validated 

the original hypothesis about the potential of an integrated phenotyping system. The 

SeedGerm system stands as a testament to the possibilities of utilising computer 

vision and machine learning methods for seed germination phenotyping in 

agricultural crops. Given its wide-ranging applications, both for research purposes 

and industrial applications, SeedGerm paves the way towards a more automated and 

insightful future in seed testing and germination scoring. 

 

While the SeedGerm system performed exceptonally, it is important to recognise the 

limitations inherent in my research. This study predominantly focused on image 

capture through an RGB camera and did not explore multispectral image analysis. 

As this area was unexplored, potential spectral features indicative of germination 

status or of seed vigour were not incorporated into the system.  

 

Moreover, the challenges posed by radicles overlapping in later images were not 

fully mitigated. As the seeds began to germinate and radicles started to grow and 

intertwine, the complexity of the image increased, causing issues in accurately 

segmenting the individual objects. This overlapping of roots often resulted in seeds 

and their roots being segmented together, which impacted the precision of the 

extracted morphological features and the subsequent germination predictions – 

especially in the tomato and Brassica datasets.  
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2.6 Future Research 

 

The field of seed germination phenotyping using computer vision and machine 

learning methods is rapidly evolving, and there are several exciting avenues for 

future research in this area. Here, I outline some potential areas of future research 

that could contribute to further advancements in the field. 

 

A pivotal challenge encountered during the course of this study was the issue of seed 

overlap, particularly when radicles and roots came into contact. Addressing this 

problem is crucial for the accurate analysis of germination and seedling growth. 

Future research could focus on developing innovative solutions to tackle this issue, 

which may include the integration of advanced imaging techniques, machine 

learning algorithms, and novel hardware design. One potential avenue for 

exploration is the application of three-dimensional (3D) imaging technologies, such 

as structured light or laser scanning, to capture detailed spatial information of the 

seeds and their developing roots. By obtaining a more comprehensive representation 

of seed morphology and growth, researchers could more accurately differentiate 

between individual seeds and roots, even when they are in close proximity or 

overlapping. 

 

Another approach could involve the development of advanced machine learning and 

computer vision algorithms, specifically designed to recognise and separate 

overlapping seeds and roots in image data. Deep learning techniques, such as CNNs, 

could be trained on large datasets of seed images with varying degrees of overlap, 

enabling the models to identify and disentangle seeds and roots in complex 

scenarios. Also, future research could explore the possibility of designing innovative 

hardware solutions, such as modified seed germination boxes or growth chambers, 

which incorporate features that minimise seed overlap. For instance, researchers 

could devise specialised seed positioning or spacing systems, or implement materials 

that discourage root entanglement, thereby reducing the likelihood of seed overlap 

and facilitating more accurate phenotypic analysis. 
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By addressing the challenge of seed overlap through a combination of these 

strategies, future research can pave the way for more accurate and reliable seed 

phenotyping systems, capable of handling complex germination scenarios and 

providing valuable insights into seed dormancy, germination rate, and overall plant 

growth. 

 

Building upon the findings of this study, future research could utilise feature 

selection to identify the most significant attributes for predicting germination status 

accurately. This exploration would involve a systematic analysis of various 

morphological, physiological, and environmental features to determine their 

individual and combined impact on germination success. By identifying the most 

influential features, researchers can develop more efficient and precise predictive 

models for seed germination. One approach to feature selection could involve 

employing advanced statistical techniques, such as recursive feature elimination, 

principal component analysis, or correlation-based methods. These methods can help 

researchers identify the most critical features that contribute to accurate germination 

predictions, while simultaneously eliminating redundant or less relevant attributes. 

Once the most important features have been identified, they could be combined with 

deep learning methodologies, such as CNNs or recurrent neural networks (RNNs), to 

create powerful predictive models. By incorporating the most influential germination 

features into these deep learning architectures, researchers can improve the model’s 

accuracy and generalisability across various seed types and experimental conditions. 

 

Future research in seed germination prediction could benefit from the application of 

time series analysis methods, which focus on identifying and exploiting temporal 

patterns in morphological features to enhance prediction accuracy. Time series 

analysis offers a wealth of techniques that can capture the dynamic changes 

occurring during the seed germination process, allowing researchers to better 

understand the progression of germination events and their relationship to various 

factors. One potential avenue for investigation could be the application of time series 

modelling techniques, such as autoregressive integrated moving average (ARIMA) 

models, or more complex approaches like Long Short-Term Memory (LSTM) 

networks. By incorporating these methods, models that account for the temporal 

dependencies within the germination data could be developed. In conjunction with 
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time series modelling, deep learning time series image analysis approaches could 

also be employed to further enhance germination prediction accuracy. For example, 

researchers could utilise convolutional LSTM networks, which combine the 

strengths of CNNs for spatial feature extraction with LSTMs for modelling temporal 

dependencies. This hybrid approach can enable the model to learn both the spatial 

and temporal characteristics of the seed germination process. 

 

Seed germination and phenotypic analysis could greatly benefit from the application 

of multispectral and hyperspectral imaging techniques as these advanced imaging 

methods have the potential to capture more detailed and comprehensive data, 

revealing new features that could be better predictors of germination and provide 

deeper insights into other seed phenotypic traits. Multispectral imaging involves 

capturing images at specific wavelengths across the electromagnetic spectrum, while 

hyperspectral imaging collects continuous spectral information for each pixel in an 

image. These techniques enable the acquisition of information beyond the visible 

spectrum, which could reveal new insights in the context of seed phenotyping. By 

utilising multispectral or hyperspectral imaging, researchers can identify previously 

unseen features and patterns that are directly related to germination and other 

important seed traits, such as seed vigour, disease resistance, or nutrient content. 

These features may include, but are not limited to, variations in seed coat colour or 

texture, the presence of specific biochemical compounds, or even the detection of 

early signs of germination invisible to the human eye. In addition to revealing new 

predictors of germination, these advanced imaging techniques could help uncover 

correlations between different seed phenotypic traits and germination performance.  

 

Seed germination prediction accuracy could be improved by exploring the 

application of object detection deep learning models to automatically identify 

germinated seeds in imaging data. These models, which have already shown 

remarkable success in detecting and classifying objects in various fields, could 

potentially outperform traditional methods that rely on segmentation, feature 

extraction, and manual feature engineering. Object detection models, such as the 

region-based convolutional neural networks (R-CNNs) and You Only Look Once 

(YOLO), are capable of detecting multiple objects within an image, so by training 
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these models with annotated seed germination data, they could learn to recognise 

germinated seeds and distinguish them from non-germinated seeds. 

 

The advantage of using object detection models over traditional segmentation and 

feature extraction methods lies in their ability to learn complex, spatial features and 

patterns in the data automatically. Instead of relying on manually engineered 

features, which might not always capture the intricacies of germination, object 

detection models can learn to recognise germinated seeds from various perspectives, 

scales, and lighting conditions. This adaptability could lead to more accurate and 

robust predictions of germination status. Additionally, object detection models can 

handle overlapping or touching seeds more effectively than segmentation-based 

approaches. These models are capable of identifying and classifying individual seeds 

even when they are in close proximity or partially obscured by neighbouring seeds, 

radicles, or roots. This feature can be particularly useful in situations where seeds 

overlap due to radicle and root growth, a common challenge faced in seed 

germination studies. 

 

An exciting possibility for future research would be to investigate the potential of 

self-supervised learning techniques to detect seed germination from images. In the 

context of seed germination studies, self-supervised learning models could leverage 

the temporal structure of time-lapse image sequences to learn meaningful 

representations of seed development. One approach could be to train models to 

predict the next image in the sequence or to fill in missing frames, thus forcing the 

model to learn relevant features related to seed germination progress. Another 

possible approach would be to use contrastive learning, a self-supervised learning 

technique that encourages the model to learn representations that are similar for 

semantically similar images and dissimilar for semantically different images. In the 

case of seed germination, the model could learn to associate images of seeds at 

similar stages of germination while distinguishing them from images of seeds at 

different stages or non-germinated seeds without explicit labels. 

 

After learning useful representations through self-supervised learning, these models 

could then be fine-tuned using a small set of annotated seed germination images to 

perform the actual germination detection task. By pre-training the model using self-
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supervised learning, the need for large amounts of labelled data would be reduced 

and it could be possible to achieve better performance with less manual annotation 

effort, a key issue in seed germination phenotyping. 

 

In conclusion, future research efforts in tackling seed overlap, the exploration of 

temporal methods, object detection models, and self-supervised learning, as well as 

novel hardware designs equipped with multispectral or hyperspectral capabilities 

could further advance the accuracy, robustness, and practical applicability of 

automated seed germination phenotyping systems. These advancements would 

accelerate seed phenotyping and therefore the identification of molecular markers 

that enable effective crop breeding strategies, therefore resulting in improved crop 

performance, yield, and sustainability. 
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Chapter 3: Trans-Learn – A Novel Approach to Exploit 

Spatial Gene Expression Interactions for Plant-Pathogen 

Diagnostics 

 

3.1 Introduction 

 

In this chapter, I present a novel pipeline, called Trans-Learn, for analysing gene 

expression datasets that utilises extensive feature selection methods, creative feature 

engineering, as well as deep learning methods. This project was a collaborative effort 

between the Earlham Institute and The Center for Ecological Research, Kyoto 

University, where my collaborators Dr Mie Honjo and Prof Hiroshi Kudoh generated 

the gene expression datasets and provided biological interpretation of the results.  

 

My contribution to this project involved the solo development of the pipeline and 

software, including feature selection, feature engineering, model hyperparameter 

tuning, model selection, model ensembling, model interpretation, gene ontology 

analysis, gene network analysis, and development of the user interface. My 

collaborator Prof Ji Zhou provided ideas and support regarding method development.  

 

To provide the necessary context for this chapter, I will first provide a focused 

literature review on plant-pathogen interactions and methods to detect transcriptomic 

biomarkers and associated genes.  

 

3.1.1 Abstract 

 

Machine learning and deep learning techniques have become increasingly popularly 

utilised in life sciences in recent years. However, their applications are still limited in 

addressing challenging problems that require exploiting multivariate and complex 

feature relationships to enable novel biological discoveries.  
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Here, I present Trans-Learn, a versatile analytic software platform that incorporates a 

range of supervised learning techniques. Amongst these techniques are CNN and 

ViT based gene identification approaches for predicting the presence of a given 

virus, virus abundance levels, and virus related genes using a variety of input data 

including transcriptomes, seasonal patterns, and virus levels.  

 

The system has been applied to study turnip mosaic virus (TuMV), an important 

crop pathogen, and its associated defence genes using seasonal transcriptomes from 

Arabidopsis halleri subsp. gemmifera. To rigorously validate the effectiveness of the 

supervised ML methods and demonstrate the broader applicability of the system, 

Trans-Learn was further applied to various other RNA-Seq datasets. These datasets 

encompassed cancer subtype classification, COVID-19 detection, and wheat tissue 

type classification. 

 

Following the training of Trans-Learn’s models, a gene ontology analysis was 

conducted to examine highly relevant genes that exhibited a joint dependency on 

TuMV, as identified through the multivariate pattern analysis incorporated in Trans-

Learn. This in-depth analysis facilitated the construction of custom gene dependency 

networks, providing valuable insights into host-virus interactions in dynamic natural 

environments. 

 

Trans-Learn demonstrates the potential for supervised learning techniques in 

deciphering complex biological data, leading to a more profound understanding of 

various biological systems and offering promising applications across agriculture 

and diagnostics. 

 

3.1.2 Plant Pathogens and Detection Methods 

 

Crop diseases and viruses can have a significant impact on crop yield and 

development, posing a threat to global food security. These pathogens can infect 

crops at various stages of growth, from germination to maturity, causing a wide 

range of symptoms, including leaf wilting, stunting, discolouration, and fruit rot286. 

The severity of the impact depends on several factors, including the type of 
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pathogen, crop species, environmental conditions, and management practices. One 

primary way in which crop diseases and viruses affect yield is by reducing the 

photosynthetic capacity of infected plants287. Infected plants may have reduced leaf 

area, chlorophyll content, and photosynthetic efficiency, resulting in decreased 

production of sugars and ultimately reduced yield. 

 

Additionally, some pathogens may directly attack reproductive structures, such as 

flowers or fruits, leading to reduced fruit set, poor seed quality, or even complete 

crop failure288. For example, fungal pathogens can infect flowers, causing them to 

abort, while viral infections can lead to malformed fruits and reduced seed 

production289. Viral diseases often cause serious damage to a wide range of crops 

and wild plants in both agricultural and natural ecosystems290,291. In order to 

safeguard against the spread of disease, considerable attention has been devoted to 

selecting virus-free plants and eliminating virus-infected plants 292. Given that 

viruses are parasitic only to the living cells of the host where they propagate and 

proliferate293, the quantity of viruses present in the hosts is often utilised to represent 

the potential risk of virus transmission to other healthy plants 294. In both cases, the 

impact on crop yield can be substantial, and infected crops may need to be discarded, 

further exacerbating the impact on yield and food security. Consequently, to control 

viral diseases in ecosystems, it is vital to develop reliable methods to identify 

infected plants as well as measure the virus abundance level in plants.  

 

The main biological focus of this chapter is on turnip mosaic virus (TuMV), a 

significant plant pathogen belonging to the Potyvirus genus, which causes 

considerable yield losses in various economically important crop species 

worldwide295. Infection by TuMV can result in a range of symptoms, including leaf 

mosaic patterns, stunting, malformation, and necrosis, ultimately leading to reduced 

crop quality and yield296. TuMV is prevalent in many regions of the world, 

particularly in temperate and subtropical climates where its primary host, Brassica 

crops, are grown. Besides Brassica species, such as turnip, cabbage, and cauliflower, 

TuMV is known to infect other plant species, including Arabidopsis thaliana, 

Arabidopsis halleri, and various ornamental plants, highlighting its wide host 

range297.  
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Detecting plant pathogens using cutting-edge methods has therefore become a 

critical aspect of modern plant disease management. Advances in technology have 

enabled the development of innovative techniques that offer enhanced sensitivity, 

specificity, and speed for pathogen detection. These methods utilise various 

molecular, genomic, and bioinformatics approaches to identify and quantify plant 

pathogens with high accuracy and precision. One widely used technique for 

detecting plant pathogens is enzyme-linked immunosorbent assay (ELISA)298. 

ELISA is able to detect and quantify pathogens by specific binding of antibodies to 

their corresponding antigens present on the surface of pathogens and measuring a 

signal that is proportional to the amount of antibodies, which correlates with the 

pathogen quantity. However, ELISA is less relevant to my project, as the focus of 

the project is on utilising machine learning techniques to analyse quantitative gene 

expression data rather than antibodies. 

 

One method for plant pathogen detection is polymerase chain reaction (PCR), a 

molecular technique that allows for the amplification and detection of specific DNA 

or RNA sequences of pathogens, offering high sensitivity and specificity, and 

enabling the detection of pathogens even at low levels299. Real-time PCR, also 

known as quantitative PCR (qPCR), is a variation of PCR that allows for the 

simultaneous amplification and quantification of pathogen DNA or RNA in real-

time, providing rapid and quantitative results300. This method has been widely 

adopted for the detection of various plant pathogens, including viruses, bacteria, and 

fungi, owing to its high sensitivity, specificity, and rapid turnaround time301. 

Additionally, digital PCR (dPCR) is a newer technique that offers absolute 

quantification of pathogen DNA or RNA, providing precise quantification without 

the need for standard curves. This method partitions the PCR reaction into thousands 

of individual reactions, enabling the direct counting of target nucleic acid molecules 

present in the sample302. Due to its high precision and accuracy, dPCR has been 

utilised for the detection of various plant pathogens303. 

 

In a study by Robene et al.304, the authors developed and validated new conventional 

and real-time quantitative PCR (qPCR) assays for the detection of Xanthomonas citri 

pv. citri (Xcc), the causative agent of Asiatic Citrus Canker. The newly developed 

assays targeted the Xcc XAC1051 gene and displayed enhanced analytical sensitivity 
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and specificity compared to previously published PCR and qPCR assays. The real-

time PCR assay, XAC1051-2qPCR, included an internal plant control and 

demonstrated repeatability, reproducibility, and transferability between real-time 

devices. When tested with an extensive collection of target and non-target strains, 

both assays showed high analytical sensitivity and specificity. The XAC1051-

2qPCR assay was also able to detect Xcc from herbarium citrus samples, indicating 

its potential utility for both applied and academic research on this bacterium. 

 

More recent methods that utilise next-generation sequencing, and specifically RNA-

Seq, has provided comprehensive, high-throughput sequencing of RNA samples, 

enabling the study of gene expression profiles and revealing the presence of both 

known and unknown pathogens. This approach offers several advantages over 

traditional methods, such as PCR, as it allows for the simultaneous detection, 

identification, and characterisation of multiple pathogens in a single experiment, thus 

enabling a more complete understanding of plant-pathogen interactions. The 

extensive data generated through RNA-Seq provides an opportunity to apply 

machine learning techniques to detect pathogens by identifying patterns in gene 

expression profiles that are associated with specific pathogens or disease states305. 

By integrating RNA-Seq data with machine learning algorithms, it is possible to 

develop predictive models that can accurately classify samples based on the presence 

or absence of pathogens, as well as estimate their abundance and distribution in the 

environment306. 

 

The application of machine learning to RNA-Seq data offers several benefits for 

plant pathogen detection. Machine learning can facilitate the discovery of novel 

biomarkers or genes associated with disease resistance or susceptibility, thus 

providing valuable insights into the molecular mechanisms underlying plant-

pathogen interactions and informing the development of more effective disease 

management strategies307. Moreover, machine learning algorithms could be trained 

to recognise and adapt to the dynamic nature of pathogen populations, allowing for 

the detection of emerging pathogens and the monitoring of the evolution and spread 

of existing pathogens in response to changing environmental conditions and 

management practices. However, it is worth noting that considerably more research 
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has been performed in humans and mammals to develop diagnostic models that use 

gene expression data for important diseases and viruses308. 

 

An example of how RNA-Seq can enhance our understanding of plant pathogens is 

Chittem et al.’s study309, which investigated the differential gene expression patterns 

of the fungal pathogen Sclerotinia sclerotiorum, responsible for Sclerotinia stem rot 

in canola (Brassica napus), during disease development on two canola lines with 

varying susceptibility. By sequencing RNA libraries from inoculated petioles and 

mycelium grown in liquid medium, the researchers identified genes differentially 

expressed during early and late infection stages on both susceptible and resistant 

lines. Gene ontology310 (GO) categories associated with cell wall degradation, 

detoxification of host metabolites, and peroxisome-related activities were 

significantly enriched in up-regulated gene sets on both lines. The study highlighted 

the importance of peroxisome-related pathways, along with cell wall degradation and 

detoxification of host metabolites, as key mechanisms underlying the pathogenesis 

of S. sclerotiorum on Brassica napus.  

 

Cutting-edge methods for plant pathogen detection, such as PCR and NGS, provide 

enhanced sensitivity, specificity, and speed for the detection and identification of 

plant pathogens, enabling early and accurate diagnosis for effective disease 

management. Continued advancements in technology are expected to further 

improve plant pathogen detection methods, leading to more efficient and sustainable 

plant disease management strategies. 

 

Another approach that can detect viruses effectively is to measure plant responses 

using genome-wide gene expression analysis, i.e. transcriptome 311. RNA sequencing 

(RNA-Seq) has become a quick and universal technique to obtain transcriptomic 

data from diverse plant species 312. Because transcriptomes can represent the full 

range of messenger RNA (mRNA) molecules expressed from genes of an organism, 

useful information could be obtained as biomarkers to indicate dynamic and 

comprehensive plant responses to specific abiotic and biotic environmental factors. 

For example, gene expressions have been used as sensitive biomarkers to identify the 

status of nitrogen 313, water 314, and drought stress 315. Furthermore, recent studies 

suggest that gene expressions could also signify the host plant’s responses to virus 
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infection at early stages, prior to observable disease symptoms 316. Hence, it is 

theoretically feasible to use transcriptome data as biomarkers for virus detection, 

based on which insights into virus-host interactions can be revealed and predicted. 

Nevertheless, in a natural environment where plant-virus interaction occurs, plants 

are often exposed to changeable environmental factors and the series of 

environmental stimuli are likely to modify the transcriptome of infected and 

uninfected plants in a complex manner 317. Besides, natural plant populations consist 

of a diverse range of genotypes that can also affect transcriptome 318. As a result, it is 

challenging to establish a plant-virus analysis platform based on transcriptome 

through traditional approaches, indicating the necessity of developing novel analytic 

solutions for such research objectives. 

 

Digital gene expression technologies are not only making whole transcriptome 

analysis feasible, but also creating novel opportunities to analyse small RNAs for 

gene regulation, protein expression, and functional genomics 319. A number of 

software packages have been widely used by the community to detect differentially 

expressed genes and target gene expression patterns from RNA-Seq data, for 

instance, edgeR 320, GENIE3 321, DESeq2 322, and SARTools 323. These analysis tools 

include functions to normalise data, estimate dispersion, and perform differential 

expression analysis across genes together with systematic quality control to prevent 

analysis errors. Although these methods are capable of detecting candidate genes and 

expression patterns that are dependent on the specified treatment or condition (i.e. 

the target), the nature of univariate statistical approaches employed by some of these 

methods indicates that they would struggle to identify important multivariate 

relationships 324. When subsets of genes (i.e. features) jointly have a strong 

dependence on the target but individually have a weak dependence, multivariate 

feature analysis is key to the discovery of these unknown relationships.  

 

As a relative newcomer to life sciences, machine learning (ML) and deep learning 

(DL) techniques have brought new perspectives to many data-driven biological 

challenges 325. ML/DL based techniques use statistics and sparse representations to 

build complex analytical procedures to progressively discover relationships between 

inputs and outputs with limited or even no human intervention 326. Learning tasks 

such as classification, clustering, feature selection and regression have been 
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popularly applied to address a diverse range of biological problems, including the 

use of multiple cellular morphologies to classify varied cell cycle stages 327, 

organising gene products using DNA sequences 328, linking growth-related 

phenotypes to specific genotypes 329, and the prediction of yield traits to forecast 

crop production 330. The key to successful ML/DL applications in life sciences is 

sufficiently sized input data, appropriately labelled training datasets, suitable 

learning algorithms, and well-defined targets, resulting in a generalisable and 

reproducible computational solution 331.  

 

To date, ML and DL techniques have also been applied to classify gene expression 

and assess gene importance. For example, a genetic algorithm (GA) was used to 

select important genes based on their expression levels using k-means clustering 332, 

univariate feature selection was applied to classify highly relevant genes from omics 

data 333, Support Vector Machines (SVM) 334 and Artificial Neural Networks (ANN) 

335 have been employed to select candidate genes from high dimensional biological 

datasets. More interestingly, by converting non-image samples (e.g. gene expression 

values) into image-based forms (e.g. feature matrices), DL models such as CNNs are 

being utilised to identify genes with high predictive power to classify tumour types 

336, as well as to detect specific cancer trends through expression patterns (e.g. 

DeepInsight) 337. The aforementioned studies show the power of deep learning in 

achieving novel biological discoveries using DNA sequences and RNA-seq datasets. 

Nevertheless, a recent review of univariate feature selection 338 indicates that 

systematically combining ML and DL is likely to produce more robust results from 

complex datasets that contain varying features, diverse distributions and multivariate 

patterns. 

    

Multiple papers exploring the binary classification of infection using supervised 

machine learning algorithms on gene expression data exist 334,339, but none go on to 

link the amount of virus present to transcriptomics datasets. A common associated 

goal of classification is identifying the best biomarkers, which has resulted in 

literature concerning the gene selection process 340. Statistical tests such as the 

Mann-Whitney U test 341 and dimensionality reduction through PCA 333 have been 

used to produce an effective subset of features for classification. 
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A study comparing the effectiveness of different feature selection methods on 

several datasets was performed by Li et al 342. No individual method was found to be 

superior to the others as the best feature selection method depended greatly on the 

dataset as well as the chosen classification method. The authors address a key 

problem regarding feature selection – multicollinearity 343. The subset of features 

that are selected as being relevant is likely to contain features that contain similar 

information. These features will appear relevant when looked at individually, 

however, when assessed together, the collection contains the same information as the 

individual. 

 

Limited studies have been accomplished to measure multivariate patterns between 

genes of interest and targets such as infection status and virus severity; hence, the 

novelty of my work lies in the algorithmic development, the predictive modelling 

through a combined ML and DL approach, and the identification of genes that highly 

relevant to TuMV through feature selection and CNN/VIT-based host-virus 

association. The systematic application of ML and DL techniques is likely to open a 

new door for a broader plant research community to identify useful and new 

biomarkers that are challenging to obtain through traditional approaches. 

 

3.1.3 Machine Learning Methods to Predict Diseases  

 

Machine learning has emerged as a powerful approach for predicting disease 

infection using gene expression data, providing valuable insights into the molecular 

mechanisms underlying various conditions and enabling the identification of 

potential diagnostic biomarkers and therapeutic targets. In recent years, numerous 

studies have leveraged machine learning algorithms to analyse gene expression 

datasets and develop predictive models for a wide range of diseases344. 

 

In the area of applying machine learning methods to gene expression datasets, the 

biomedical field has performed significantly more studies than in plant research345. 

Notably, supervised machine learning methods have been extensively applied to 

cancer gene expression datasets, enabling researchers to develop predictive models 

for cancer classification, prognosis, and treatment response. These approaches have 
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provided valuable insights into the molecular mechanisms underlying various types 

of cancer and have contributed to the identification of potential diagnostic 

biomarkers and therapeutic targets346. 

 

A study by Golub et al.347 utilised supervised machine learning to classify acute 

leukaemia subtypes based on gene expression data. The authors analysed gene 

expression profiles of bone marrow samples from patients with acute myeloid 

leukaemia (AML) and acute lymphoblastic leukaemia (ALL) using DNA 

microarrays. They then applied a weighted voting algorithm to classify the samples 

based on the expression patterns of a selected set of genes. The resulting 

classification was highly accurate, with only one misclassification in the original 

dataset and similarly high performance in an independent validation set. This study 

demonstrated the potential of machine learning methods for accurate cancer 

classification based on gene expression data, however the sample size was 

concerningly low so the generalisability of the model could be questionable. 

 

Shi and Zhang348 address the challenge of small sample sizes in gene expression 

profiling for cancer outcome prediction. Due to the limited availability of labelled 

data, traditional supervised learning techniques have faced difficulties in developing 

robust and accurate classifiers for cancer prognosis. As a result, a large amount of 

microarray data with insufficient follow-up information remains unused. To 

overcome this issue, Shi and Zhang utilised a semi-supervised learning technique 

called low density separation (LDS)349. They demonstrated the effectiveness of this 

method in predicting recurrence risk in colorectal cancer patients, with the results 

showing that semi-supervised classification using LDS improved prediction accuracy 

compared to the state-of-the-art supervised methods. As expected for semi-

supervised approaches, the performance gain increased with the number of 

unlabelled samples, indicating that leveraging unlabelled data can significantly 

enhance the predictive capability of cancer prognostic models. 

 

In the context of plant pathology, machine learning has rarely been employed to 

predict plant diseases and identify potential resistance genes using gene expression 

data. Therefore, I will focus on an example where supervised machine learning has 

been used to predict a different complex trait using gene expression data.  
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A significant recent study by Cheng et al.350 tackles both the difficulty of predicting 

phenotypic traits based on gene expression data and confirming functional relevance 

of identified biomarker genes. They employed a machine learning technique 

informed by evolutionary knowledge to predict phenotypes, taking advantage of 

transcriptome responses to nitrogen treatments that are shared within and between 

species, specifically in Arabidopsis accessions and maize varieties. This strategy 

allowed the researchers to capitalise on the phenotypic diversity of nitrogen use 

efficiency (NUE) and transcriptome responses conserved through evolution. 

Concentrating on nitrogen-responsive genes conserved evolutionarily, they managed 

to decrease the feature dimensionality in machine learning, ultimately enhancing 

their gene-to-trait model’s predictive capacity. In this study, the authors also 

functionally confirmed seven transcription factors in Arabidopsis and one in maize 

that exhibited predictive power for NUE outcomes. This demonstrated the efficacy 

of their approach informed by evolutionary knowledge in pinpointing genes with a 

significant influence on the phenotype under investigation. Moreover, the authors 

emphasised the potential of their evolutionarily informed pipeline for application in 

other species, including rice and mice models. This method has enormous potential 

as if biomarker genes that have been conserved evolutionary can be identified across 

additional crop species, a universal set of biomarker genes could be used to train a 

supervised machine learning model that could be used to assay global crops globally.  

 

In conclusion, machine learning has shown great promise in predicting diseases and 

viruses in humans, and these techniques could be transferred to plants, creating 

valuable tools for early detection and management of plant diseases.  

 

3.1.4 Methods to Detect Associated Genes 

 

Statistical methods play a critical role in identifying genes associated with plant 

pathogens and viruses, providing valuable insights into the molecular mechanisms 

underlying plant-pathogen interactions. These methods utilise various statistical 

approaches, including differential gene expression analysis, gene ontology analysis, 

and machine learning algorithms, to identify genes that are differentially expressed 

or associated with plant-pathogen interactions. 
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Differential expression analysis is a widely used statistical approach in 

transcriptomics that aims to identify and quantify changes in gene expression levels 

between different experimental conditions or groups, such as healthy versus diseased 

plants, or plants exposed to different environmental stresses351. This method is 

essential for understanding the molecular basis of various biological processes, 

including responses to pathogen infection, adaptation to environmental changes, or 

the regulation of developmental processes352. Differential expression analysis begins 

with the generation of gene expression data that estimates the expression levels of 

individual genes using high-throughput techniques, such as RNA-Seq or 

microarrays. Once RNA-Seq data has been processed into a gene expression matrix, 

data is typically normalised to account for technical and biological variability, and 

statistical tests are employed using packages such as DESeq2145 and edgeR169 to 

identify genes that exhibit significant changes in expression between the groups of 

interest.  

 

DESeq2 and edgeR are two of the most used Bioconductor packages in R for the 

analysis of differential gene expression from high-throughput RNA sequencing 

(RNA-Seq) data. Although these methods share some similarities, they differ in their 

underlying statistical models and normalisation techniques. 

 

DESeq2 is based on a negative binomial generalised linear model (GLM) that 

models the read counts for each gene as a function of experimental conditions or 

factors, while accounting for biological variability between replicates. The negative 

binomial distribution is used to model count data because it allows for 

overdispersion, which is often observed in RNA-Seq data due to biological 

variability and technical noise353. The DESeq2 method estimates dispersion 

parameters for each gene by fitting a local regression to the mean-variance 

relationship, and then uses the Wald test to assess the significance of the differences 

in expression between conditions. 

 

EdgeR also employs a negative binomial model, but instead of using a GLM, it relies 

on an empirical Bayes estimation of gene-specific dispersion parameters. The 

method uses a normalisation technique called the Trimmed Mean of M-values 
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(TMM) to account for differences in library size and composition between 

samples354. After normalisation, edgeR performs an exact test, based on the negative 

binomial distribution, to determine the significance of differences in expression 

between experimental conditions. 

 

In summary, DESeq2 and edgeR are both popular methods for differential 

expression analysis of RNA-Seq data, employing negative binomial models to 

account for count data and overdispersion. While DESeq2 uses a generalised linear 

model and the Wald test, edgeR relies on an empirical Bayes estimation and an exact 

test based on the negative binomial distribution. Both methods provide robust and 

accurate identification of DEGs in RNA-Seq experiments. One of the key challenges 

in differential expression analysis is distinguishing true biological changes from 

random noise or experimental artefacts. To address this issue, researchers often use 

multiple testing correction methods, such as the Benjamini-Hochberg procedure 355 

or the Bonferroni correction356, to control the false discovery rate and minimise the 

risk of identifying false. When considering differential expression analysis, the 

choice of appropriate statistical models and tests, as well as careful experimental 

design, is critical to ensure accurate and reliable results.  

 

After identifying differentially expressed genes, they can then be further analysed to 

reveal insights into the biological processes or pathways that are affected by the 

experimental conditions, using tools such as gene ontology (GO) analysis or 

pathway enrichment analysis. GO analysis is a powerful bioinformatics tool used to 

systematically annotate and categorise genes based on their molecular functions, 

biological processes, and cellular components. This comprehensive and structured 

vocabulary enables researchers to identify the roles and relationships of genes within 

an organism, and to compare gene function across different species. GO analysis is 

essential for interpreting high-throughput data generated by methods such as RNA-

Seq or microarrays, as it helps to organise and make sense of the large number of 

differentially expressed genes identified in these experiments357. In the context of 

plant diseases, GO analysis can be employed to uncover genes associated with 

defence response and disease resistance. By analysing the functional categories 

enriched among differentially expressed genes in plants exposed to pathogens, 

researchers can identify key genes and pathways involved in the plant’s response to 
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infection358. This information can further our understanding of the molecular 

mechanisms underlying plant-pathogen interactions and provide valuable insights for 

breeding resistant plant varieties or designing targeted agrochemical interventions359. 

 

As well as gene ontology analysis as a method to analyse differentially expressed 

genes or candidate genes, network analysis methods are becoming increasingly 

popular as tools for analysing gene interactions as well as inferring gene regulatory 

relationships in a systems biology context. These methods allow researchers to 

construct and visualise complex gene networks, providing insights into the 

organisation and function of biological systems360. By modelling gene interactions as 

networks, it becomes possible to identify key regulatory genes, predict their targets, 

and in the case of plant pathogens uncover the mechanisms underlying various 

cellular processes and disease states. 

 

A commonly used network inference algorithm is GENIE3361, which combines 

regression trees with ensemble learning to predict gene regulatory networks from 

gene expression data. GENIE3 identifies potential regulatory relationships by 

ranking the importance of each gene in predicting the expression levels of its 

potential target genes. This method has demonstrated high accuracy in the DREAM5 

challenge, a community-based competition for gene network inference, and has been 

successfully applied to various biological systems, including yeast, bacteria, and 

mammalian cells362. 

 

Cytoscape, an open-source software platform, is another valuable tool for visualising 

and analysing complex gene networks363. Cytoscape enables researchers to integrate 

gene expression data with other sources of biological information, such as protein-

protein interactions, to generate comprehensive network representations of biological 

systems. The platform also provides a wide range of plug-ins and apps for 

performing advanced network analysis tasks, including network clustering, 

functional enrichment analysis, and network comparison. Cytoscape has been 

extensively used for studying various biological processes, such as signal 

transduction, metabolic pathways, and gene regulatory networks, as well as for 

investigating the molecular basis of complex diseases364. 
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While differential expression analysis involves identifying genes that exhibit 

significant changes in expression between experimental conditions, machine learning 

methods offer an alternative approach for the identification of biomarkers in gene 

expression datasets. Both strategies aim to reveal insights into the molecular 

mechanisms underlying biological processes or disease states, however, machine 

learning techniques can provide additional benefits by uncovering complex patterns 

and relationships that may be difficult to detect using traditional differential 

expression analysis alone. Machine learning algorithms can be trained on gene 

expression data to classify samples based on their phenotypic characteristics or 

disease status365. In contrast to differential expression analysis, which focuses on 

individual gene expression changes, machine learning models can capture higher-

order interactions between genes and incorporate these into their predictions. By 

interpreting the trained models and examining feature importance, researchers can 

identify potential biomarkers that are functionally relevant or indicative of the 

underlying biological mechanisms366. 

 

Feature selection techniques can be employed alongside supervised machine learning 

methods to systematically identify a subset of predictive genes that contribute the 

most to the classification task367. These techniques help to eliminate redundant or 

irrelevant features, thus improving the interpretability and generalisability of the 

model, and facilitating the identification of potential biomarkers. This contrasts with 

differential expression analysis, which typically ranks genes based on their statistical 

significance, without considering the potential redundancy or combinatorial effects 

between genes. Unsupervised machine learning algorithms, such as clustering or 

dimensionality reduction techniques, can also be applied to gene expression datasets 

to identify groups of co-expressed genes or samples with similar expression 

profiles368. While differential expression analysis identifies individual genes with 

significant expression changes, unsupervised learning methods can reveal broader 

patterns in the data that may be indicative of coordinated gene regulation or shared 

biological functions. 

 

Several studies have successfully employed machine learning, differential 

expression, or gene ontology analysis to identify biomarker genes. In a study by 

Alon et al.369, unsupervised clustering analysis was used to uncover patterns of gene 
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expression in tumour and normal colon tissues, leading to the identification of genes 

associated with colon cancer. Similarly, van ‘t Veer et al.370 utilised supervised 

machine learning algorithms to identify a 70-gene expression signature that could 

predict breast cancer outcomes, demonstrating the potential of these methods for 

prognostic applications. In another study, Subramanian et al.371 introduced the Gene 

Set Enrichment Analysis (GSEA) method, which combines differential expression 

analysis with gene ontology information to identify functionally related gene sets 

associated with a specific phenotype. This approach has been widely adopted to 

uncover the biological processes underlying various diseases and to identify potential 

biomarker genes. 

 

In conclusion, statistical and machine learning methods play a crucial role in 

identifying genes associated with plant pathogens and viruses, providing valuable 

insights into the molecular mechanisms underlying plant disease. Differential gene 

expression analysis, machine learning algorithms, network analysis, and gene 

ontology analysis are among the commonly used approaches for analysing 

transcriptomic datasets. These methods can enable the identification of genes that are 

differentially expressed or associated with plant-pathogen interactions, providing a 

deeper molecular understanding of these complex interactions. 

 

3.1.5 The Application of Image Analysis Methods to Tabular Datasets 

 

Gene expression datasets or gene expression matrices are represented in a tabular 

format, a commonly used format for storing and organising data. These datasets are 

typically organised in rows and columns, similar to a spreadsheet. Each row in a 

gene expression dataset represents an individual sample, while each column 

represents a specific gene. The elements within the matrix represent the level of 

expression of a gene for a given sample, typically normalised using the transcripts 

per million (TPM) method to account for differences in library size and gene length, 

making it possible to compare gene expression levels across samples372. 

 

Transforming tabular datasets into image formats has emerged as a novel approach 

that can offer new avenues for utilising supervised machine learning methods to 
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develop predictive models. The conversion of such tabular datasets into image 

format, commonly referred to as image representation or data encoding, can provide 

a unique perspective on the data and harness the potential of image-based machine 

learning techniques. The rationale behind this transformation is that image 

representation can effectively capture spatial relationships and patterns within the 

data, which might be overlooked when analysing tabular datasets using traditional 

machine learning algorithms373. By converting the data into images, it is also 

possible to leverage advanced image-based machine learning techniques, such as 

convolutional neural networks (CNNs) and vision transformers (ViTs), which have 

demonstrated superior performance in various image classification and recognition 

tasks374. 

 

One common approach for transforming tabular datasets into image format is by 

converting each sample into a grid by representing the tabular data as a matrix, with 

rows and columns forming a grid, and the values in the cells of the grid representing 

the data values. Once the tabular data has been converted into a grid-based 

representation, it can be further processed into an image format suitable for image-

based supervised machine learning algorithms. This can be achieved by encoding the 

grid data as a greyscale or colour image, where the intensity or colour of each pixel 

corresponds to the value in the respective cell of the grid. 

 

One example of the successful application of image representation is in the analysis 

of gene expression data. In this context, tabular datasets representing gene 

expression levels can be transformed into image formats, enabling the use of CNNs 

to identify patterns associated with specific phenotypes or disease states. This 

approach has been shown to improve the performance of predictive models by 

capturing complex relationships between genes and phenotypic traits that might not 

be apparent when using conventional machine learning methods. For example, in a 

study conducted by Rukhsar et al.375, RNA-Seq data for five cancer types from the 

Mendeley data repository were analysed by converting the tabular RNA-Seq dataset 

into 2D images, applying normalisation and zero padding. Subsequently, relevant 

features were extracted and selected using convolutional neural networks and 

methods to interpret the trained weights. Lastly, classification was performed on the 
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test data using eight different state-of-the-art deep learning architectures, with the 

authors’ custom architecture CNN achieving the highest level of accuracy.  

 

A further study that served as an inspiration for my research was conducted by Lyu 

et al376, who employed a convolutional neural network in the analysis of gene 

expression data for various cancer subtypes. In their investigation, they transformed 

high-dimensional RNA-Seq data into 2-D images and made use of a convolutional 

neural network to categorise 33 distinct tumour types. Their methodology achieved a 

remarkable final accuracy of 95.59%, outperforming another study utilising a genetic 

algorithm and k-nearest neighbours method on the same dataset. Moreover, Guided 

Grad-CAM (Gradient-weighted Class Activation Mapping) 377 was applied to create 

significance heatmaps for all genes within each category. A functional analysis of 

genes exhibiting high intensities in these heatmaps verified that the top genes were 

associated with tumour-specific pathways, and some had already been identified as 

biomarkers in other studies, validating the efficacy of their approach. Significantly, 

Lyu and Haque were the first to utilise a convolutional neural network to analyse the 

Pan-Cancer Atlas dataset for classification and to link classification significance with 

gene importance, illustrating the potential applicability of their method to other 

transcriptomics data. 

 

In addition to the grid method of transforming tabular data into images, Sharma et al. 

developed a method called DeepInsight, which transforms features vectors into a 

two-dimensional matrix of Cartesian coordinates using unsupervised techniques such 

as t-SNE and kernel PCA. The resulting Cartesian coordinates represent the gene 

features in the data. A convex hull is constructed from the set of points in Cartesian 

space, and some final pre-processing is performed to prepare an image of the points 

located inside the convex hull for input in supervised image analysis models. By 

intelligently arranging similar genes closely into groups, multivariate patterns 

become more readily accessible to deep learning models that utilise spatial patterns, 

enabling the identification of hidden relationships as compared to analysing genes 

individually. When a CNN was trained on gene expression images generated by 

DeepInsight, the model scored a classification accuracy of 99% on a holdout test 

dataset, surpassing the best-performing random forest model. This method can be 

generalised to other tabular datasets not necessarily containing gene expression data 
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and could also be extended to cases involving multi-omics datasets to discover 

additional hidden multivariate patterns concerning protein expression, methylation, 

and other biological phenomena. 

 

Expanding upon their research that produced DeepInsight337, Sharma et al. 

subsequently developed a computational pipeline, DeepFeature378, which transforms 

tabular omics data into an image format optimally suited for supervised neural 

networks that can exploit spatial relationships to accurately predict a target. In 

addition to optimising the transformation of the input data, the pipeline can reverse-

engineer a trained CNN, that has the SqueezeNet architecture in their study, to 

identify the most important genes for biological interpretation using class activation 

maps (CAM)379. In contrast to DeepInsight, DeepFeature378 applies the Snowfall 

compression algorithm that can be combined with the existing unsupervised t-SNE 

technique of transforming the tabular data. The Snowfall method aims to minimise 

the overlap of features within the image, thereby increasing the number of features 

exposed to the supervised image analysis model. The DeepFeature pipeline 

demonstrated a 98% accuracy in classifying 10 cancer subtypes within The Cancer 

Genome Atlas (TCGA) dataset380, surpassing the performance of the most effective 

traditional supervised machine learning approaches with the combination of t-SNE 

and Snowfall pre-processing yielding the most accurate results. Moreover, the genes 

that were identified using cancer subtype specific class activation maps significantly 

overlapped with established biomarkers and cancer pathways, validating the 

biomarker identification aspect of the pipeline. 

 

In conclusion, transforming tabular datasets into image format can offer a novel 

approach for using supervised machine learning methods to train predictive models. 

Grids that represent sample vectors as matrices, as well as unsupervised pipelines 

such as DeepInsight and DeepFeature are some of the methods that can be used to 

represent tabular data as images. Leveraging image-based representations with 

image-based supervised machine learning techniques, such as CNNs and ViTs, can 

provide new insights and opportunities for modelling complex patterns in tabular 

data, enhancing the predictive capabilities of the models. 
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3.2 Aims and Objectives 

 

At the start of this project, the aim was to produce a machine learning model that 

could accurately predict whether a sample was infected with TuMV or not. After 

producing a model capable of doing this, the aims of the project shifted towards 

maximising the predictive performance of the Trans-Learn software, identifying 

groups of genes which jointly depend on TuMV, and comparing the performance of 

my method with DeepInsight.  

 

The aim of the Trans-Learn project was to develop a novel method for analysing 

tabular transcriptomic datasets through novel feature encoding, feature selection 

methods, and image analysis techniques with a specific focus on identifying 

biomarkers associated with turnip mosaic virus (TuMV) in Arabidopsis halleri.  

 

Secondly, my objective was to develop novel feature encoding methods to transform 

tabular datasets into an image format that is optimal for image analysis based 

supervised neural networks. To accomplish this, I intended to explore methods of 

arranging elements within a grid format to emphasise patterns between genes and 

provide spatial relationships to a CNN or ViT. It is important that this method is 

computationally-efficient and beneficial if applicable to a wide range of gene 

expression and other tabular datasets.  

 

An important objective was to implement feature interpretation techniques on the 

encoded image data to identify relevant biomarkers associated with TuMV infection 

in A. helleri and other datasets. Using methods from the literature, I intended to use 

Grad-CAM or CAM to extract the most important features from the trained computer 

vision neural network. The aim is to reduce the dimensionality of the encoded image 

data while retaining the relevant information, thus improving the efficiency and 

effectiveness of the subsequent machine learning models. 

 

A key objective was to develop supervised machine learning models using the 

tabular and encoded image data to predict TuMV infection as well as targets in other 

gene expression datasets. As well as exploring standard machine learning methods 
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such as gradient boosting machines and logistic regression, I planned to utilise 

convolutional neural networks (CNNs) and ViTs, widely used deep learning 

technique for image processing tasks. Once trained, I planned to compare the 

performance of the different models across multiple datasets to identify the best 

performing method for predicting targets using gene expression data.  

 

Another objective was to analyse identified associated genes or biomarkers using 

gen ontology analysis as well as network analysis, such as inferring gene regulatory 

relationships. To accomplish this, I planned to use existing software and packages 

such as Cytoscape in order to gain biological insights into the results of my pipeline.  

 

The final objective of this project was to develop open-source Python software for 

implementing the proposed methods, making them accessible and reproducible for 

the scientific community. The software will include modules for encoding tabular 

datasets into image format, implementing feature selection techniques, and training 

supervised machine learning models for biomarker identification. The software will 

be documented and made available on a public code repository, facilitating ease of 

use due to its user-friendly interface, customisation, and further development by 

other researchers and practitioners in the field of plant pathology. 

 

In summary, this chapter aims to develop a pipeline based on computer vision and 

machine learning methods for analysing tabular gene expression datasets through 

novel feature encoding, selection, and interpretation methods, with a specific 

objective of identifying biomarkers associated with TuMV in Arabidopsis halleri. 

The development of open-source Python software will contribute to the scientific 

community by providing accessible and reproducible tools for plant pathology 

research, as well as enabling the identification of biomarkers and development of 

predictive models for other traits. The outcomes of this research can have potential 

applications in early detection and management of TuMV infection in Arabidopsis 

halleri, contributing to the field of plant pathology and advancing our understanding 

of host-virus interactions. 

 

This chapter has some focus on a specific biological process the transcriptional 

response to TuMV in Arabidopsis halleri, however as this is just a case study with 
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my focus being on the method development, a suitable hypothesis for this study 

could be: "The developed computational pipeline, employing computer vision and 

machine learning approaches for encoding, selecting, and interpreting features from 

tabular gene expression datasets, will effectively identify significant multivariate 

patterns and relationships within the data, demonstrating its potential as a powerful 

and reliable predictive tool for diagnostic purposes and understanding gene 

expression dynamics in various biological contexts." 

 

The underlying assumption of this hypothesis is that the developed pipeline will 

have the ability to exploit multivariate relationships effectively and precisely in gene 

expression datasets, relying on the features generated through the encoding method. 

The hypothesis suggests that combining computer vision and machine learning 

methodologies will create a robust system capable of offering understanding of gene 

expression dynamics, thus benefiting the domains of functional genomics and 

systems biology. To evaluate the system’s accuracy and trustworthiness in providing 

insights and interpretations, the hypothesis will be subjected to validation procedures 

using a range of gene expression datasets from various biological settings. 
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3.3 Methods  

 

Here, I introduce my methods to analyse gene expression datasets through novel 

feature encoding, selection, and interpretation techniques. Comprehensive 

procedures for data acquisition, pre-processing, experimental configurations, and 

automated analysis are described to offer a thorough understanding of the 

methodologies applied. Moreover, specific criteria for feature encoding, selection, 

and interpretation for each gene expression dataset are detailed, along with the 

experimental design established to guarantee consistent and replicable outcomes. 

This portion acts as a blueprint for understanding and reproducing the results of this 

investigation. The primary components of the Trans-Learn methodology include the 

normalisation of gene expression data, the selection of highly predictive genes, 

feature encoding, model training, and the interpretation of genes deemed to have 

high multivariate importance for making predictions (Figure 9). 

 

 

Figure 9. 

The figure represents the workflow of the Trans-Learn software to identify multivariate 

biomarkers and produce highly accurate predictions. Read from top left to bottom right, 1) 

labelled gene expression dataset selection using the GUI, 2) expression data normalisation 

and seasonal detrending, 3) gene selection using filter feature selection, 4) gene expression 

image encoding, 5) model training and validation, 6) gene importance quantification to 
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identify multivariate biomarkers, 7) multivariate biomarker network creation, 8) gene 

ontology analysis of biomarkers 

 

3.3.1 RNA-Seq Datasets 

 

TuMV is one of the most well-characterised plant viruses and an important crop 

pathogen as a wide range of plant species (e.g. the family of Brassicaceae) can be 

infected by the virus. TuMV was chosen as the study system as well as A. halleri, a 

wild plant of Brassicaceae distributed throughout East Asia (including eastern China, 

Japan, Korea and far eastern Russia). My collaborators, Dr Mie Honjo, and Prof 

Hiroshi Kudoh, conducted in-field tissue sampling at Omoide gawa (35°06’ N, 

134°55’ E, 190–230 m in altitude) and Monzen study sites (35°05’ N, 134°54’ E, 

140–150 m in altitude) during all seasons of the year in Japan. Both sites are 3.5 km 

apart, with A. halleri growing in open spaces next to small streams running through 

secondary forests. To generate transcriptomic data, the host-virus system (i.e. A. 

halleri – TuMV) served as a natural model system due to perennial and ever-green 

habits of A. halleri. Conveniently, close relatedness of A. halleri to A. thaliana 

allowed for the annotation of gene functions using the molecular information of the 

model plant. The data used for this study was collected in my collaborators’ long-

term study sites, central Honshu, Japan.  

 

The seasonal dataset was obtained weekly from July 2011 to September 2017, which 

consists of six weekly plant tissues sampled in the Omoide River site (sample ID 1-

490) and four sets of 48-hour samples taken at intervals of two hours in the Monzen 

site (sample ID 491–873). The 48-hour sampling (starting from 16:00 on the first 

day) was performed at the spring equinox (i.e. 19th-21st March), the summer solstice 

(i.e. 26th-28th June), the autumn equinox (i.e. 24th-26th September) and the winter 

solstice (i.e. 12th-14th December). In each set, half were continuously collected from 

two clonal patches and the other half were collected from diverse clonal patches. 

TuMV abundance and transcriptome data (i.e. DRA005871, DRA005872, 

DRA005873, DRA005874, DRA005875) were obtained from the leaf samples by 

RNA-Seq. Gene expression and virus quantity were quantified in relation to the total 

reads of host mRNA317. Meteorological data (metadata associated to the 
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transcriptome) was obtained from the nearest weather station in Nishiwaki, Japan 

(Meteorological Agency ID 63331, 34° 59.9’ N, 134° 59.8’ E, 72 m in altitude), 

including ambient temperature (°C), precipitation (mm), daylight hours (h) and wind 

speed (m/s) measured on an hourly basis. 

 

To cover a broad range of environmental fluctuation, I used both seasonal (n=874, 

𝑚=32,648) and diurnal (n=554, 𝑚=32553) datasets obtained from previous studies 

by my collaborators381. The data came from a mixture of natural-growing, diverse 

Arabidopsis halleri plants. Because the two datasets were collected using slightly 

different techniques, they contain dissimilar sample sizes and gene numbers. These 

datasets were combined into one large expression matrix using the intersection of the 

two sets of genes, resulting in an expression matrix 𝑋 that had dimensions [1428, 

31571]. For the label that characterised the TuMV infection status, my collaborators 

quantified the presence of TuMV in the RNA-Seq samples in reads per million 

(RPM), providing a continuous target vector of size [1428]. The following equations 

describe the dimensions of 𝑋, the gene expression matrix, and 𝑌, the target vector. In 

these equations, 𝑛 denotes the number of samples, and 𝑚 denotes the number of 

genes. 

 

𝑿 =  (

𝑋0,0 … 𝑋0,𝑚
⋮ ⋱ ⋮
𝑋𝑛,0 … 𝑋𝑛,𝑚

) , 𝒀 = (
𝑌0
⋮
𝑌𝑛

)  

 

As well as using RNA-Seq data using the TuMV-A.halleri study system, I also 

identified datasets that I could use to benchmark models that I trained. First, I 

identified a popular dataset for benchmarking machine learning applications to gene 

expression datasets, the TCGA dataset that consists of thousands of expression 

samples, each labelled with different cancer subtypes. The selected dataset consisted 

of 10 cancer subtypes, including Breast Invasive Carcinoma (BRCA), Colon 

Adenocarcinoma (COAD), Head and Neck Squamous Cell Carcinoma (HNSC), 

Kidney Renal Clear Cell Carcinoma (KIRC), Brain Lower Grade Glioma (LGG), 

Lung Adenocarcinoma (LUAD), Lung Squamous Cell Carcinoma (LUSC), Prostate 

Adenocarcinoma (PRAD), Thyroid Carcinoma (THCA), and Uterine Corpus 

Endometrial Carcinoma (UCEC). These represent a diverse range of cancers, with 
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several being closely related, such as LUAD and LUSC meaning that the model will 

need to accurately identify subtle patterns in gene expression to separate these 

subtypes. This expression dataset comprised 6,280 samples and 60,483 genes, 

resulting in a gene expression feature matrix 𝑋 with dimensions [6,280, 60,483] and 

a cancer subtype target vector 𝑌 with dimensions [6,280]. 

 

Another dataset that was used to benchmark Trans-Learn’s models was a publicly 

available COVID-19 dataset from a study by Lieberman et al.382 that contained gene 

expression data of humans that were infected and uninfected with the COVID-19 

virus. As well as the gene expression data, metadata describing the age and gender of 

the person was available, potentially giving additional context and information to a 

supervised machine learning model. In this dataset, the class frequency distribution 

of infected and uninfected people was highly imbalanced, with 430 of the individuals 

having SARS-CoV-2, and 54 uninfected negative control samples. Therefore, this 

expression dataset comprised 484 samples and 35,784 genes, resulting in a gene 

expression feature matrix 𝑋 with dimensions [484, 35,784] and a COVID-19 status 

target vector 𝑌 with dimensions [484]. 

 

Finally, I utilised a wheat RNA-Seq dataset generated by my colleagues at the 

Earlham Institute that contained six different tissue types: leaf at dusk, leaf at dawn, 

grain, spike, root, and flagleaf, across sixteen different wheat varieties. This dataset 

was generated as part of a different project to identify tissue specific expression 

differences between cultivars and identify clusters of varieties that behaved 

similarly. However, when the dataset was generated, a proportion of the samples 

were presumed to be mislabelled as after performing principal component analysis, 

the tissue types formed clear clusters, but some biological replicates were found to 

belong to clusters containing different tissue types. For each variety and tissue type 

combination, there were approximately three samples yielding 271 samples, each 

containing expression level values for 99,364 genes, resulting in a gene expression 

feature matrix 𝑋 with dimensions [271, 99,364] and a tissue type feature vector 𝑌 

with dimensions [271]. As well as the individual samples, a pooled expression 

dataset using pooled RNA was generated which when plotted after performing PCA, 

generated six separate clusters – one for each tissue type (dusk, dawn, grain, spike, 



  132 

 

   

 

root, and flagleaf). A supervised model could be used to learn a relationship between 

the expression data in the pooled dataset to the respective tissue types and this 

mapping can then be applied to the individual samples to obtain tissue type 

predictions. 

 

The majority of the analysis was performed on the TuMV-A. Halleri plant-pathogen 

model dataset to reveal molecular markers associated with pathogen defence. The 

purpose of the other cancer, COVID-19, and wheat tissue type gene expression 

datasets was to rigorously validate my proposed methodology (Figure 10). 

 

 

 

Figure 10. 

The RNA-Seq datasets used to benchmark the Trans-Learn software, including (a) TuMV-

A.halleri study system plant pathogen dataset, (b) COVID-19 diagnostic gene expression 

dataset, (c) TGCA cancer subtype classification gene expression dataset, (d) Sixteen wheat 

cultivars and six tissue types gene expression dataset 
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3.3.2 Method of Validation  

 

In order to effectively evaluate the performance of the supervised machine learning 

models and prevent data leakage, a robust data splitting and cross-validation strategy 

was employed. Each labelled gene expression dataset was initially partitioned into 

80% for training and 20% as a hold-out testing set (Figure 11). This allocation 

allowed for the training and validation of the models on a substantial portion of the 

data, whilst preserving an independent test set for evaluating their generalisability 

and performance on unseen data towards the end of the study. 

 

The decision was made to use repeated stratified 8-fold cross-validation for the 

model selection and hyperparameter tuning process. This advanced cross-validation 

method ensures that the class frequency distribution is representative across all the 

splits, maintaining the original proportion of each class in both the training and 

validation sets. By using stratified k-fold cross-validation, the risk of biased 

performance estimates due to imbalanced class distribution was mitigated, which can 

arise when the dataset is split into random subsets without considering the class 

labels. 

 

The repeated stratified 8-fold cross-validation process involves dividing the training 

set into 8 equally sized folds, with one fold serving as the validation set whilst the 

model is trained on the remaining 7 folds. This process is repeated 8 times, with each 

fold acting as the validation set once. To further enhance the reliability of the 

performance estimates, this entire 8-fold cross-validation procedure is performed 

multiple times, each with a different random seed. The average performance across 

all repetitions and validation sets is then used to estimate the model’s performance. 

 

By employing repeated stratified 8-fold cross-validation, a reasonable trade-off was 

achieved between the variance and bias of the performance estimates, as well as the 

computational time required for the cross-validation process. Critically, the risk of 

overfitting is reduced as cross-validation provides a more reliable estimate of the 

model’s performance on unseen data, decreasing the risk of overfitting by ensuring 

that the model generalises well. Also, better hyperparameter tuning and model 
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selection are achieved. Repeated cross-validation helps to fine-tune model 

hyperparameters and select the best model by evaluating their performance across 

multiple repetitions and folds, leading to more stable and reliable results. Robustness 

to imbalanced class distribution is increased as stratified k-fold cross-validation 

maintains the class distribution across training and validation sets, reducing the risk 

of biased performance estimates caused by imbalanced classes. 

 

When working with smaller datasets, the risk of overfitting increases due to the 

limited number of samples available for training and validation. By using repeated 

stratified 8-fold cross-validation, more unique training and validation set 

combinations are generated from the limited data, providing a more comprehensive 

evaluation of the model’s performance. This approach helps to identify the best 

model and hyperparameters that generalise well, rather than overfitting to a specific 

subset of the data. 

 

 

 

Figure 11. 

Feature selection and cross-validation strategy 

The training strategy designed for the machine learning models embedded in the Trans-

Learn platform. (A) The probability density mapping between gene expression values and 

virus infection status and severity. (B) Gene expressions, virus levels and seasonal patterns 

combined as input datasets. (C) A legacy 5-fold cross-validation scheme used to train and 

optimise the learning models in the Trans-Learn platform.  
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3.3.3 Gene Expression Pre-processing and Target Encoding 

 

In the pre-processing stage for the gene expression matrices, several methods were 

utilised to ensure the data was appropriately transformed and scaled for optimal 

model performance. These methods included the Box-Cox transformation, standard 

scaling, and log scaling, which were applied to different datasets depending on the 

specific requirements. In all cases, normalisation was treated as a hyperparameter so 

that the optimal normalisation method could be applied to the different expression 

datasets. This was done as the format of the expression datasets was different, with 

the A. helleri gene expression being normalised using RPM, the cancer subtype 

dataset being normalised using TPM, and the COVID-19 dataset being read counts. 

 

The Box-Cox transformation is a power transformation technique that can only be 

applied to strictly positive data, such as gene expression data. It aims to adjust the 

data distribution to be more Gaussian-like, which can improve the performance of 

certain machine learning algorithms that assume normality. The transformation is 

particularly useful for stabilising the variance and making the data more symmetric. 

The transformation is defined by the following: 

 

𝑦(𝜆) =  {
𝑦𝜆 − 1

𝜆
, 𝑖𝑓 𝜆 ≠ 0;

log(𝑦) , 𝑖𝑓 𝜆 = 0.

 

where y(i) is the original value of the feature, y’(i) is the transformed value, and λ is 

the transformation parameter that determines the power to which the data is raised. 

The optimal value of λ can be determined by an optimisation process such as 

maximum likelihood estimation (MLE), which seeks to find the value of λ that 

maximises the log-likelihood function of the transformed data. 

 

The standard scaling method, also known as z-score normalisation, is a pre-

processing technique that transforms the data such that each feature has a mean of 

zero and a standard deviation of one. This scaling method ensures that all features 

contribute equally to the model, preventing any one feature from dominating the 

model due to differences in scale. Standard scaling can be particularly useful for 

algorithms that are sensitive to the scale of input features, such as distance-based 
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methods like k-Nearest Neighbours and gradient descent-based optimisation 

algorithms. 

 

The equation for standard scaling is as follows: 

 

𝑧 =
𝑥 − 𝜇

𝜎
 

where y(i) is the original value of the feature, y’(i) is the standardized value, μ is the 

mean of the feature, and σ is the standard deviation of the feature. 

 

The log scaling method is a pre-processing technique that can be particularly useful 

for reducing the impact of extreme values and compressing the data’s range. This 

transformation is commonly applied when the data exhibits a skewed or heavy-tailed 

distribution, as it can help to make the data more symmetric and Gaussian-like. 

 

The equation for log scaling is as follows: 

 

𝑦′ = log2(𝑦 + 1) 

 

where y is the original value of the feature, y’ is the log-transformed value. 1 is 

added to the original value to handle zero values and ensure the logarithm is well-

defined.  

 

Log scaling is frequently used in gene expression data scaling due to the nature of 

the data. Gene expression values can span several orders of magnitude, and the 

distribution of these values is often positively skewed, with a long tail of highly 

expressed genes. By applying a logarithmic transformation, the data is compressed, 

reducing the impact of extreme values and improving the model’s ability to capture 

patterns in the data. Additionally, log-transformed gene expression values are more 

interpretable, as fold changes in gene expression are directly related to the 

differences in log-transformed values. 

 

In the case of the seasonal Arabidopsis halleri dataset samples, the expression of 

samples was normalised with respect to uninfected samples collected in the same 
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month of the year. This approach was adopted to minimise the effect of seasonality 

on gene expression that might otherwise negatively impact the model’s performance. 

By accounting for the seasonal variation, the model can better discern the differences 

in gene expression patterns attributable to the condition of interest, rather than being 

confounded by seasonal fluctuations. 

 

The scaling method can be defined as: 

 

𝑦𝑖
′ =

(𝑦𝑖 − 𝑦,𝑢𝑖̅̅ ̅̅ )  

𝜎𝑢,𝑖
 

Where is the month, and u denotes infected samples. 

 

As well as pre-processing the expression data, it was essential for me to encode the 

target variable as in the COVID-19, cancer subtype, and wheat tissue type datasets, 

this variable was categorical as they represent distinct classes instead of continuous 

numerical values. To enable machine learning algorithms to work effectively with 

these targets, it is necessary to encode them using a suitable categorical encoding 

method. I used integer encoding as well as one-hot encoding to transform the target 

variables in these three datasets, with the encoding method changing depending on 

the supervised ML algorithm as different encoding methods have been shown to be 

more optimal for specific types of models, such as one hot encoding for neural 

networks.  

 

One commonly used method for encoding categorical target variables is integer 

encoding or label encoding. In this method, each distinct category is assigned an 

integer value. For instance, if there are three COVID-19 status classes (e.g., negative, 

positive, and recovered), they could be encoded as 0, 1, and 2, respectively. 

Similarly, for cancer subtypes, each subtype would be assigned a unique integer 

value. 

 

Another popular encoding method for categorical targets in multi-class classification 

problems is one-hot encoding (also known as dummy encoding). One-hot encoding 

transforms the target variable into a binary vector, where each element in the vector 

corresponds to a specific category. The vector has a length equal to the number of 
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distinct categories, and for each observation, the element corresponding to the 

category is set to 1, while all other elements are set to 0. To give an example of these 

encoding types, for cancer subtypes, each subtype would be assigned a unique 

integer value or one-hot encoded value as can be seen in Table 2. 

 

Table 2. A table containing the integer encoded and one hot encoded values of the 

10 cancer subtypes in the TGCA dataset. 

Cancer Subtype Integer 

Encoding 

One-Hot Encoded 

Value 

Breast Invasive Carcinoma (BRCA) 0 [1, 0, 0, 0, 0, 0, 0, 0, 

0, 0] 

Colon Adenocarcinoma (COAD) 1 [0, 1, 0, 0, 0, 0, 0, 0, 

0, 0] 

Head and Neck Squamous Cell 

Carcinoma (HNSC) 

2 [0, 0, 1, 0, 0, 0, 0, 0, 

0, 0] 

Kidney Renal Clear Cell Carcinoma 

(KIRC) 

3 [0, 0, 0, 1, 0, 0, 0, 0, 

0, 0] 

Brain Lower Grade Glioma (LGG) 4 [0, 0, 0, 0, 1, 0, 0, 0, 

0, 0] 

Lung Adenocarcinoma (LUAD) 5 [0, 0, 0, 0, 0, 1, 0, 0, 

0, 0] 

Lung Squamous Cell Carcinoma (LUSC) 6 [0, 0, 0, 0, 0, 0, 1, 0, 

0, 0] 

Prostate Adenocarcinoma (PRAD) 7 [0, 0, 0, 0, 0, 0, 0, 1, 

0, 0] 

Thyroid Carcinoma (THCA) 8 [0, 0, 0, 0, 0, 0, 0, 0, 

1, 0] 

Uterine Corpus Endometrial Carcinoma 

(UCEC) 

9 [0, 0, 0, 0, 0, 0, 0, 0, 

0, 1] 

 

Despite the target variable for the TuMV-A. halleri dataset being reads per million to 

quantify TuMV, I decided to classify each sample as being uninfected or infected so 
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that all models would be for classification, and due to the extreme variance in the 

quantity of TuMV making it a challenging variable to predict through regression.  

 

3.3.4 Feature Selection 

 

Feature selection techniques are commonly used in supervised learning to pre-

process raw input data. Before selecting suitable learning models, it is important to 

conduct feature selection such as filter, wrapper and embedded methods338. Filter 

methods assess features independently of a classifier by using statistics such as 

mutual information 383, which selects features based on the strength of their 

dependencies on the target. Wrapper methods 339 search the feature space for subsets 

and select features that can minimise the loss function in a cross-validation 

environment.  

 

In my case, a combined filter and wrapper method was used to reduce the number of 

features (e.g. genes) in order to improve the interpretability and accuracy of the 

classifiers. By removing irrelevant and redundant genes in the input data through 

feature selection, the features used in the learning models should not only be better 

predictors, but also relevant to the actual biological process advised, 

 

First, I focused on filtering out genes that exhibited low variance or were not 

expressed in a significant proportion of samples. This filtering step aimed to reduce 

noise in the data, decrease computational complexity of calculations later in the 

pipeline, and mitigate the risk of overfitting by eliminating irrelevant or 

uninformative features. To identify low-variance genes, I calculated the variance of 

each gene’s expression values across all samples prior to normalisation. Then, I 

established a threshold by selecting the 20th percentile of variance values among all 

genes and removed those genes falling below this threshold. This filtering step 

should discard the most uninformative genes, as those with higher variance are more 

likely to be associated with significant biological differences between samples.  

 

Additionally, I assessed the proportion of samples in which each gene exhibited no 

expression, i.e., an expression level of 0. This step aimed to identify genes with 
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sparse expression patterns, as these genes may be less relevant for predicting the 

target variable and could introduce noise to the model. By calculating the proportion 

of samples with 0 expression for each gene, I set a threshold of 15% and removed 

genes that exceeded this value. This approach ensured that the remaining genes were 

consistently expressed across a majority of the samples, increasing the likelihood 

that they contribute valuable information to the machine learning models and that 

they would be reliable biomarkers that generalise well to test data. It is important to 

note that these filtering steps were applied using the 80% training split of the dataset 

to prevent data leakage, and that the thresholds should be considered as a 

hyperparameter for the user to control. 

 

In addition to filtering out genes with sparse expression patterns, I utilised additional 

filter feature selection methods to further refine the gene set and identify those most 

relevant for predicting the target variable. This was accomplished by using both 

mutual information and the one-way ANOVA F-value statistics to select two sets of 

highly scoring genes based on these univariate scores. 

 

Mutual information is a measure that quantifies the degree of dependence between 

two variables, in this case, the expression level of a given gene and the target 

variable, such as disease status or cancer subtype. Higher mutual information values 

indicate a stronger relationship between the gene and the target variable, suggesting 

that the gene may be more informative for prediction. Given that the gene expression 

is considered a continuous distribution, whereas the target variables in my datasets 

are discrete random variables, the criterion for the mutual information method can be 

represented by the following equation: 

𝐼(𝐺𝑖; 𝑇) =∑∫ 𝑝(𝐺𝑖,𝑇)(𝑔𝑖, 𝑡) log (
𝑝(𝐺𝑖,𝑇)(𝑔𝑖, 𝑡)

𝑝𝐺𝑖(𝑔𝑖)𝑝𝑇(𝑡)
) 𝑑𝑔𝑖

𝐺𝑖𝑡𝜖𝑇

 

where 𝐺𝑖 denotes the ith gene, 𝑇 denotes the target, 𝑔𝑖 denotes the expression level of 

the ith gene, t denotes the target value, 𝑝(𝐺𝑖,𝑇) represents the joint probability density 

function of the ith gene and the target variable, while 𝑝𝐺𝑖 and 𝑝𝑇 denote the marginal 

probability density functions of the ith gene and the target variable, respectively. 
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The f_classif method utilises the one-way ANOVA F-value to assess the relationship 

between each gene and the target variable, ranking genes based on the strength of 

this relationship. The criterion for the f_classif method can be expressed as: 

𝐹(𝐺𝑖) =  
𝑆𝑆𝑏 ∙ 𝑑𝑓𝑤
𝑆𝑆𝑤 ∙ 𝑑𝑓𝑏

 

 

Where: 

𝐹(𝐺𝑖) is the F-value for the ith gene 

𝑆𝑆𝑏 is the sum of squares between groups 

𝑑𝑓𝑏 is the degrees of freedom between groups (number of groups - 1) 

𝑆𝑆𝑤 is the sum of squares within groups 

𝑑𝑓𝑤 is the degrees of freedom within groups (total number of samples - number of 

groups) 

 

The one-way ANOVA F-value measures the ratio of between-group variability to 

within-group variability. In the context of gene expression data, it identifies genes 

with different mean expression levels across target classes, which can be indicative 

of these genes being strong predictors for classification tasks and being associated 

with biological responses. 

 

My approach to gene selection aims to capture both linear and non-linear 

relationships between gene expression levels and the target variable by employing 

two different feature selection metrics: F regression and mutual information. These 

two methods complement each other, as they emphasise different aspects of the 

relationship between gene expression and the target. To expand on this, by 

quantifying the amount of information shared between a gene’s expression level and 

the target variable, mutual information could identify genes with complex, non-linear 

relationships to the target that could have been overlooked by the F-value metric. 

Therefore, by applying both mutual information and F-value filter methods, I could 

select two sets of highly informative genes that exhibit strong relationships with the 

target variable. I then combine these sets into a final set of genes that is taken 

forward for analysis. This union of genes possess a diverse range of relationships 

with the target variable, capturing both linear and non-linear dependencies. 

Consequently, the combined gene set provides a rich source of information for the 
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machine learning models to utilise, increasing the likelihood of identifying robust 

and reliable biomarkers that generalise well to test data. 

 

After identifying highly predictive genes from the union of the two sets, I employed 

a Sequential Forward Floating Selection (SFFS) wrapper method to further refine the 

subset of genes. SFFS is a classifier-dependent, iterative algorithm that considers the 

interactions between features and the specific learning algorithm being used. This 

method is highly effective in selecting the most informative and relevant features for 

a given model, making it a suitable choice for refining the gene set after initial 

filtering. 

 

SFFS begins by selecting the feature that contributes most significantly to reducing 

the validation loss. It then iteratively adds features to the subset, evaluating the 

impact of each addition on the model’s performance. During this process, SFFS also 

allows for the removal of previously selected features if their inclusion is found to 

negatively impact the model’s performance, thus ensuring an optimal and compact 

feature set. This flexibility enables SFFS to handle complex gene dependencies and 

redundant genes effectively. 

 

Depending on the machine learning or deep learning models used, SFFS continues to 

add features until the optimal number of genes is reached. The optimal gene subset 

was determined by monitoring the performance of the model on a validation set, with 

the goal of maximising the model’s accuracy while minimising the number of 

features used. Once the optimal subset of genes were found, they were provided as 

input data for the learning models integrated into the Trans-Learn platform. 

 

An additional benefit of the SFFS approach is that it can be adapted to refine the 

number of features down to a specified number, depending on the desired 

application. This capability has practical implications, such as identifying 

biomarkers for use in techniques such as RT-qPCR. By refining the feature set to a 

specific number using SFFS, it is possible to identify a small panel of highly 

informative biomarkers suitable for RT-qPCR validation. This panel would allow for 

a focused investigation of gene expression patterns in the context of the studied 
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condition, potentially leading to the discovery of reliable biomarkers for diagnostic 

or prognostic purposes.  

 

3.3.5 Supervised Learning Algorithms 

 

A range of supervised ML techniques have been embedded in the Trans-Learn 

platform to perform the two-stage virus prediction. To identify virus presence and 

classify virus abundance levels, five ML techniques have been included in the 

pipeline as classifiers: K-nearest neighbours, LightGBM, Logistic Regression, ANN, 

and SVM. Here, I introduce these supervised machine learning models and justify 

why I chose to include them in the Trans-Learn software. 

 

The K-nearest neighbours (K-NN) algorithm is an intuitive, supervised machine 

learning technique that operates by mapping each sample’s features onto a p-

dimensional feature space, where p corresponds to the number of features. In this 

space, the algorithm analyses the proximity of samples to one another, identifying 

their relationships based on the distances between them. To classify a new sample, 

K-NN determines its k-nearest neighbours within the feature space and assigns it to 

the majority class among these neighbours, considering their respective distances. 

The majority voting approach typically used in K-NN models makes it robust to 

outliers. As a non-parametric method, it makes no assumptions about the underlying 

distribution of the data, which is advantageous for complex gene expression patterns. 

The most important hyperparameter for this model is k, the number of nearest 

neighbours to consider when making a prediction so I will tune this using my cross-

validation strategy.  

 

However, K-NN has some weaknesses when applied to high-dimensional gene 

expression data. It has a high time complexity for large datasets and is sensitive to 

feature scaling, however, the scaling methods I have applied should tackle this. 

Moreover, K-NN can suffer from the "curse of dimensionality," leading to issues 

with model performance when too many features are included. In terms of 

interpretability, K-NN is less transparent than linear models but more interpretable 

than complex models like artificial neural networks. Feature importance can be 
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assessed through techniques like feature ablation. Compared to other algorithms, K-

NN is generally faster to train but slower in making predictions. Its simplicity can be 

advantageous, but it may not perform as well as other algorithms for high-

dimensional data or complex relationships between features and the target variable. 

 

Light Gradient Boosting Machine (LGBM) trains an ensemble of decision trees in 

sequence; through learning from the negative gradients of the decision trees, LGBM 

uses gradient descent to minimise residual errors to find the optimal way to split the 

input features in each tree 384 , offering several advantages when dealing with high-

dimensional gene expression data. One of its strengths lies in its ability to capture 

complex, non-linear patterns and relationships within the data, which may be 

challenging for linear models like logistic regression. Compared to other supervised 

machine learning methods in the domain of tabular data modelling, LightGBM and 

other gradient boosting machines excel, frequently winning machine learning 

competitions. As well as its strong predictive capabilities, LGBM is relatively fast to 

train, as it utilises a histogram-based algorithm that allows for faster tree-growing, 

making it more efficient compared to traditional gradient boosting methods. This 

training efficiency is compounded by the possibility of training on a GPU rather than 

CPU for faster matrix calculations. 

 

However, LGBM does have some weaknesses. It can be prone to overfitting, 

especially when using a large number of boosting rounds or a deep tree structure. 

Regularisation techniques and careful hyperparameter tuning can help mitigate this 

issue, which I plan to implement when hyperparameter tuning. The interpretability of 

LGBM models is better than deep learning models, as it is possible to identify the 

key features that strongly influence the ensemble of decision trees. However, the 

interpretability of LGBM models is worse than simpler models like logistic 

regression. 

 

With respect to the other listed algorithms, LGBM is a particularly well-suited 

method for tabular gene expression datasets as it offers the ability to capture 

complex relationships between genes, efficient model training, and strong predictive 

performance. However, the potential for overfitting necessitates careful model 

selection and hyperparameter tuning. 
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Logistic Regression (LR) is a linear classifier that models the probability of a sample 

belonging to a particular class based on its features. Its primary strengths lie in its 

simplicity, faster training times, and straightforward interpretation compared to more 

complex models like LGBM or Artificial Neural Networks. This interpretability is 

particularly valuable for extracting meaningful insights and performing statistical 

significance tests on the model, which can be important for testing biological 

hypotheses. 

 

The logistic regression model uses the logistic function to model the probability of a 

sample belonging to a particular class. The logistic function is defined as: 

 

𝜎(𝑥) =
1

1 + 𝑒−𝑥
 

 

The logistic regression model can be expressed as: 

 

𝑃(𝑌 = 1|𝑋) = 𝜎(𝑤𝑇 ∙ 𝑋 + 𝑏) 

 

Here, 

𝑃(𝑌 = 1|𝑋) is the probability of the sample belonging to class 1 given its features X. 

𝜎(𝑥) is the logistic function, which maps any real-valued number to the range (0, 1). 

𝑤 is a vector of weights for each feature. 

𝑋 is a vector of the feature values for a sample. 

𝑤𝑇 ∙ 𝑋 is the dot product of the weight vector 𝑤 and the feature vector 𝑋. 

𝑏 is the bias term, which shifts the decision boundary. 

 

To fit the model, weights and bias are estimated by minimising the negative log-

likelihood (cross-entropy loss) using optimisation techniques like gradient descent. 

The implementation I used applies the L-BFGS optimisation method, which 

approximates the Hessian for faster convergence.  

 

In high-dimensional gene expression data, LR performs well when relationships 

between features and the target variable are predominantly linear. However, gene 
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expression datasets often contain a mix of linear and non-linear relationships. LR’s 

inability to capture non-linear relationships may lead to suboptimal performance 

compared to algorithms like LGBM, Artificial Neural Networks, and Support Vector 

Machines with kernel functions, which can model non-linearities more effectively. 

 

To control overfitting, LR utilises regularisation terms, such as L1 or L2 

regularisation, along with a tuneable regularisation strength parameter which I intend 

to adjust during hyperparameter tuning. Both L1 and L2 regularisation help prevent 

the model from becoming overly complex by promoting weight sparsity in the case 

of L1 and penalising large coefficients in the case of L2, promoting simpler models 

with more generalisable performance. 

 

LR presents a simple, interpretable, and computationally efficient option for 

classifying high-dimensional gene expression data. While it may be outperformed by 

non-linear algorithms when complex relationships exist within the data, its ease of 

interpretation and fast training time make it a valuable option for certain 

applications, especially in transcriptomic analysis as interpretability is essential. 

 

Artificial Neural Networks (ANNs) represent a sophisticated class of machine 

learning models composed of interconnected neurons organised into layers. These 

networks incorporate at least one hidden layer equipped with non-linear activation 

functions, enabling ANNs to discern non-linear relationships in data. This feature 

renders them particularly adept at handling high-dimensional gene expression data, 

which often exhibit intricate patterns. 

 

The key strengths of ANNs include their capacity to learn and model complex 

patterns, capture non-linear relationships, and generalise effectively to new data. 

Additionally, ANNs offer a high degree of adaptability, providing the flexibility to 

fine-tune various aspects, such as the number of hidden layers, neurons per layer, 

activation functions, and learning rate, to optimise performance for specific tasks. 

This customisability allows for tailoring the model architecture to achieve optimal 

results, a marked advantage over simpler models like K-NN, which rely on a single 

primary hyperparameter. 
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However, ANNs also possess certain drawbacks. First, they can be computationally 

intensive to train, particularly for larger networks and datasets, resulting in longer 

training times compared to more streamlined models like Logistic Regression. 

Second, ANNs are prone to overfitting, particularly in cases with limited training 

data or highly complex network architectures. Employing regularisation techniques, 

such as dropout or weight decay, can help mitigate this issue. Finally, ANNs exhibit 

the lowest interpretability among all algorithms, as the weights and connections 

within the network can be difficult to decipher, particularly for deep architectures, 

making it challenging to extract meaningful insights from the model. 

 

In summary, Artificial Neural Networks constitute an effective choice for classifying 

high-dimensional gene expression data due to their ability to model complex patterns 

and non-linear relationships. While they may require increased computational 

resources and training time compared to more straightforward models, their 

adaptability and generalisation capabilities render them a valuable option across 

various applications. Nonetheless, careful attention must be given to address 

potential overfitting and interpretability challenges. 

 

Support Vector Machines (SVMs) are versatile machine learning models that map 

the samples’ features into a feature space in which different targets are separable. 

Unlike K-NN that relies on proximity to neighbouring samples for classification, 

SVMs construct a decision boundary, or hyperplane, that maximises the margin 

between different classes in the feature space. By using the radial basis function 

(RBF) kernel technique, which I chose to apply, SVMs are capable of tackling more 

intricate classification tasks, making them particularly effective for high-dimensional 

gene expression data. Their capacity to handle both linear and non-linear 

relationships, as well as their robustness to overfitting, contribute to their 

effectiveness in this context. Key hyperparameters for SVMs include the 

regularisation parameter (C) and kernel-specific parameters, such as the gamma 

parameter in the RBF kernel. 

 

Strengths of SVMs include their ability to model complex, non-linear relationships 

using kernel functions, which can be especially valuable for gene expression data, 

where such relationships are common. Additionally, SVMs can show robustness to 
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overfitting due to the regularisation parameter, which helps control the model’s 

complexity and margin size.  

 

However, SVMs have certain weaknesses. One drawback is that they can be 

computationally intensive, particularly when dealing with large datasets, making 

them slower to train compared to simpler models like Logistic Regression. 

Moreover, the choice of kernel function and tuning of hyperparameters can 

significantly impact model performance, necessitating thorough exploration of the 

hyperparameter space to achieve optimal results. Additionally, while SVMs are more 

interpretable than deep learning models, their interpretability is not as 

straightforward as that of linear models such as LR or even tree models such as 

LGBM. 

 

In summary, Support Vector Machines offer a powerful and flexible option for 

classifying high-dimensional gene expression data, adept at handling complex linear 

and non-linear relationships. Their robustness to overfitting and predictive 

performance makes them an attractive choice for various applications, however, the 

high computational demands and lack of interpretability need to be considered. 

 

I have included a diverse set of supervised machine learning models, each possessing 

their own strengths and weaknesses, making them suitable for different scenarios 

depending on the user’s needs and the characteristics of the data. I plan to explore 

and tune each of these models, adjusting their key hyperparameters to optimise their 

performance on the gene expression datasets. By benchmarking their performance on 

the four datasets, I aim to provide a comprehensive comparison that can guide users 

in selecting the appropriate model for their specific needs and objectives, ensuring 

the best possible results. 

 

3.3.5.1 Model Ensemble Methods 

 

In addition to using individual models, I decided to employ ensemble methods, 

specifically stacking111 and blending385, to potentially improve the performance of 
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the predictions at the expense of interpretability. Ensemble methods combine the 

predictions of multiple models to create a more accurate and robust final prediction. 

 

Stacking is an ensemble technique that involves training multiple base models on the 

dataset and then using a second-level model, known as the meta-model or meta-

learner, to make predictions based on the predictions of the base models. The base 

models are recommended to be diverse, consisting of different supervised ML 

algorithms or through varied hyperparameter settings. The meta-model is trained to 

make a final prediction using the predictions of the base models as features. Stacking 

can improve predictive performance by exploiting the strengths of the diversity in 

multiple models while reducing the impact of their individual weaknesses. Stacking 

can be computationally intensive especially when tuning hyperparameters or 

employing wrapper-based feature selection methods, as it requires training multiple 

models. Interpretability is sacrificed due to the complexity of the final model, which 

is harder to interpret than individual models since it combines the predictions of 

multiple models, making it challenging to understand the underlying relationships 

between the features and target variable. 

 

In stacking, it is easy for data leakage to accidentally occur by information from the 

training sets being inadvertently used in the validation sets. This can happen if the 

base models and meta-model are trained on the same part of a dataset as even if 

cross-validation was performed on the meta-features that are created by the base 

models, the meta-model could learn to exploit noise in the meta-features and result in 

overfitting. Therefore, it is critical for the base models to be trained on the training 

set or folds, and the meta-model should be trained on the predictions generated by 

the base models on the validation set or folds. The performance of the entire stacked 

model should be evaluated on the testing set. 

 

For my implementation of stacking, after splitting the training data using repeated 

stratified k-fold cross-validation, I trained each of the five base models on the 

training data and generated out-of-fold predictions for the validation set. These out-

of-fold validation predictions were saved as they represent the features that are used 

to train the meta-model, logistic regression in the stacked ensemble I have designed 

(Figure 12). Once all out-of-fold predictions are generated, I would use them as input 
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features to train the logistic regression meta-model. Then I would train each of the 

five base models on the entire training set, then use the trained base models and the 

meta-model to generate predictions for the test set, and evaluate the stack’s 

performance using evaluation metrics.  

 

 

Figure 12. 

Stacked ensemble model. 

The architecture of the stacking model used to combine a range of machine learning models 

to increase the predictive power of Trans-Learn. The input data at the top is gene expression 

data, which is used to produce predictions from the five level-0 models. The predictions of 

the level-0 models are the input features for the meta-learner (level-0 model), and a final 

prediction is generated by the meta-learner. 

 

Blending is similar to stacking but differs in the way the meta-model is trained. In 

blending, the dataset is split into two parts: one is used to train the base models, and 

the other is used to make predictions with the base models. These predictions are 

then used as features to train the meta-model. This approach can be simpler and 

faster than stacking, as it avoids the need for cross-validation to generate out-of-fold 

predictions. However, blending can be less robust than stacking, as it relies on a 

single holdout set to train the meta-model, which might not fully represent the 

diversity of the data. 

 

A weighted average of the individual model predictions can be used as a blend, with 

weights assigned to each. For example, if LR, SVM, LGBM, K-NN, and ANN 
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models produce predictions of 0.70, 0.60, 0.85, 0.70, and 0.75 for a given sample, 

and weights of 0.2, 0.3, 0.1, 0.2, and 0.2 were assigned to each model respectively, 

the weighted average would be calculated to produce the final prediction of 0.67. 

The blending process involves training the base models on one part of the dataset 

and using the other part to generate predictions. These predictions are then combined 

using the assigned weights to produce the final prediction, which is evaluated on a 

separate test set.  

 

The weighted average blend approach can be simpler and faster than stacking as it 

avoids the need for cross-validation to generate out-of-fold predictions. The weights 

assigned to the models can also be tuned using the validation set, allowing for 

greater control over the blend’s performance. However, blending relies on a single 

holdout set to train the meta-model, which might not fully represent the diversity of 

the data, leading to overfitting or underfitting. Therefore, I intend to evaluate the 

blend’s performance on a separate test set to ensure its generalisation to the hold-out 

test datasets. 

 

For blending, I intend to weight different base models by their respective repeated 

stratified k-fold cross validation loss. To calculate the weights for each model based 

on their validation loss, I will use the following formula: 

 

𝑤𝑖 =
𝑒−𝑙𝑖

∑ 𝑒−𝑙𝑖𝑖∈𝐼
 

 

𝑤𝑖 is the normalized weight for the i-th model 

𝑙𝑖 is the validation loss for the i-th model 

𝐼 is the set of all models 

 

Using this formula, the models that have a lower validation loss will receive a larger 

weight in the blend and the weights are normalised so that their sum is equal to one. 

This enables the weights to be multiplied by the base models’ respective predictions 

to compute the weighted average which represents the final predictions. 
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Both stacking and blending have their advantages and disadvantages. Stacking has 

been shown to demonstrate better performance in supervised ML competitions as it 

can better exploit the strengths of multiple models at the cost of being more 

computationally intensive and less interpretable. By experimenting with both 

stacking and blending, I aim to identify the ensemble technique that provides the best 

performance in the context of my studies to predict targets using gene expression 

datasets. 

 

3.3.6 Feature Representation 

 

A key aspect of this project was to investigate and evaluate the application of image-

based models to gene expression data and in order to accomplish this, it was 

necessary to encode the data into a suitable image format. This process involves 

arranging the genes and samples into a grid (2D matrix), where the rows represent 

the genes and the columns represent the samples. By transforming the gene 

expression data into an image-like structure, it is possible to take advantage of the 

spatial features that CNNs and ViTs are designed to detect. Specifically, the 

predictive power of a CNN model relies not only on the individual genes within the 

input image, but also on their relationships to neighbouring genes in the image as 

localised features in the input image can contain complex non-linear relationships 

between highly expressed genes, co-expressed genes, and virus status. For instance, 

if two genes have a strong dependency with the virus status, the CNN model can 

only link the two genes when they are close to each other in the 2D gene expression 

matrix. 

 

This encoding method employs the strengths of CNNs and ViTs, which are well-

suited for identifying patterns and relationships within image-like data. By 

transforming gene expression data into an image format, I can leverage the power of 

these models to identify features and relationships that might be missed by other 

machine learning algorithms. 

 

 



  153 

 

   

 

3.3.7 CNN Architecture 

 

A key objective in this study was to investigate and apply image analysis methods to 

gene expression datasets, so I chose to apply a CNN as a supervised ML model. 

During the development of this research, I observed that the relatively small input 

image size (as small as 12x12) rendered the use of existing deep Convolutional 

Neural Network (CNN) architectures impractical. Consequently, a customised CNN 

architecture was designed for the classification tasks. The choice of this tailored 

architecture was driven by the need to optimally process gene expression images, 

which were typically represented as 32x32 2D matrices. 

 

The learning architecture (illustrated in Figure 13) accepts gene expression images as 

input. To efficiently process this data, the model comprises three initial 

convolutional layers, which contain 64, 128, and 256 filters, respectively. A series of 

experiments were conducted to determine the optimal kernel size and padding 

strategy, resulting in the selection of 3x3 kernels and a no-padding approach. This 

configuration causes the input matrix to shrink after passing through the three layers, 

effectively condensing the gene information. 

 

Following the three convolutional layers, a max-pooling layer with a 4x4 input 

window is introduced to maintain spatial relationships while further reducing the size 

of the window. Subsequently, the output of the max-pooling layer is flattened into a 

vector of 4,096 elements, which is then processed by a 512-neuron dense layer. This 

is followed by either a p-neuron final layer of softmax to predict the p classes in the 

one-hot encoded target matrix. 

 

The output of the max-pooling layer is then flattened into a vector of 4,096 elements 

and processed by a 512-neuron dense layer. This design choice facilitates the 

combination and abstraction of the extracted features to generate high-level 

representations. The final layers consist of either a 2-neuron softmax layer to predict 

virus presence or a 3-neuron softmax layer to classify virus abundance levels, 

allowing the model to make predictions based on the learned features. 
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All three convolutional layers employ the Rectified Linear Unit (ReLU) activation 

function, chosen for its ability to accelerate convergence during training and address 

the vanishing gradient problem. L2 regularisation is utilised to enhance the model’s 

generalisation capabilities, mitigating overfitting risks. The Adam optimisation 

algorithm is used for model training, with cross-entropy serving as the loss function, 

as they are well-suited for classification tasks. Additionally, the EarlyStopping 

callback function is applied to prevent overfitting during CNN model training by 

estimating the optimal number of epochs. 

 

In conclusion, the choice of a tailored CNN architecture for this research is well-

founded, given the need to process the relatively small gene expression images and 

the unique characteristics of the dataset (Figure 13). The customised design, 

featuring three initial convolutional layers with increasing filter counts and the 

selection of 3x3 kernels with a no-padding strategy, ensures optimal feature 

extraction and efficient processing. This approach ultimately enhances the model’s 

predictive performance and facilitates a deeper understanding of the relationships 

between genes and virus presence and abundance levels. 

 

 

Figure 13. 

CNN model architecture  

The architecture of the CNN model trained for predicting virus presence and virus 

abundance levels, read from left to right.  
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3.3.7.1 Spatial Joint Mutual Information Spiral Arrangement 

 

During the development of this research, there were no existing algorithms or 

approaches specifically designed to organise genes in a manner optimised for CNN 

models. To address this issue, I developed a novel method known as the spiral gene 

arrangement. The primary objective of this method was to arrange genes in an order 

that maximises the joint mutual information between neighbouring gene expression 

patterns and the given target, such as disease status. 

 

The spiral method of arranging genes is defined as follows: to begin, an empty image 

matrix was created to serve as the foundation for the spiral gene arrangement. In the 

initial step, the central element of the empty matrix was populated by the gene that 

demonstrated the greatest mutual information with the target. Subsequently, the 

remaining elements of the matrix were filled in a clockwise spiral manner, moving 

outwards from the centre with genes that maximised the joint mutual information 

metric with previously selected genes within 3x3 neighbourhood or an NxN 

neighbourhood, where N represents the size of the kernel utilised in the CNN 

architecture. This spiral gene arrangement process is continued until all elements in 

the matrix are filled (Figure 14). Consequently, genes that maximise the joint mutual 

information between surrounding genes and the target are situated in a 

neighbourhood central to the new gene matrix. Meanwhile, genes positioned closer 

to the border maintain a weaker relationship but are in theory still placed near genes 

with higher joint mutual information compared to a random arrangement. 
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Figure 14. 

(Left) An example gene expression input image (Right) The spiral method of arranging 

genes in order to maximise the joint mutual information at the centre of an input image. The 

first gene to be set is the centre gene, and genes are sequentially added spirally outwards 

clockwise from the centre. 

 

 

The spiral gene arrangement method could offer significant potential for improving 

the predictive performance of a CNN model when applied to gene expression data. 

To appreciate the benefits of this approach, it is essential to understand the 

fundamental workings of convolutional layers within a CNN architecture. A key 

aspect of the success of CNNs lies in their convolutional layers, which employ local 

receptive fields and shared weights to capture spatial relationships and hierarchical 

features within the input data. By using small kernels, convolutional layers can 

identify local patterns and retain spatial information, which is subsequently 

combined and abstracted through deeper layers of the network to recognise higher-

level features. 

 

In the context of gene expression data, capturing and exploiting the intricate 

relationships between genes and their interactions with the target variable is crucial 

for achieving accurate predictions. Traditional approaches for organising gene 

expression data do not necessarily account for these complex relationships, which 

may hinder the CNN model’s ability to discern relevant patterns and extract 

meaningful features. The spiral gene arrangement method addresses this challenge 

by organising genes in a manner that maximises the joint mutual information 

between neighbouring gene expression patterns and the target, such as disease status. 
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By arranging genes in a spiral configuration, the method effectively captures local 

dependencies and spatial correlations between genes, positioning those with the 

strongest mutual information with the target in the centre of the matrix. This 

arrangement ensures that genes with the most significant impact on the target are 

situated in close proximity, allowing the CNN model to better capture and exploit 

these relationships during the feature extraction process. 

 

Furthermore, by arranging genes that maximise the joint mutual information within 

NxN neighbourhoods, the method aligns with the principles of convolutional layers, 

which utilise kernels of size NxN to extract local patterns. This compatibility enables 

the CNN model to more effectively identify and extract meaningful features from the 

gene expression data, potentially leading to enhanced predictive performance. 

 

In summary, the spiral gene arrangement method offers a novel and intuitive 

approach for organising gene expression data in a manner that complements the 

inherent strengths of CNN architectures. By maximising the joint mutual information 

between neighbouring genes and the target, the method enhances the network’s 

ability to capture and exploit the complex relationships that underpin the data. This 

compatibility, in turn, allows the CNN model to more effectively extract meaningful 

features and achieve improved predictive performance, ultimately contributing to a 

more nuanced understanding of gene interactions and their impact on disease status 

or other relevant targets. 

 

3.3.8 Vision Transformer Architecture 

 

During the development of this research, a key objective was to investigate and 

apply advanced image analysis methods to gene expression datasets. In pursuit of 

this goal, I chose to apply a Vision Transformer184 (ViT) as a supervised machine 

learning model, as ViTs have been proven to excel in image recognition and 

classification tasks, particularly by exploiting spatial relationships, including long-

distance ones, using patches. 
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A Vision Transformer (ViT) is a relatively recent development in the field of 

computer vision, which adapts the transformer architecture, originally designed for 

natural language processing, to handle image data. ViTs have shown great promise 

in image classification tasks, outperforming traditional CNNs in certain cases. A 

major advantage of ViTs is their ability to capture and exploit spatial relationships 

within an image, even those spanning long distances, by dividing the input image 

into non-overlapping patches and processing them as a sequence of tokens. 

 

In this study, a customised ViT architecture was designed for the classification of 

gene expression data. The ViT begins by dividing the input gene expression image 

into non-overlapping patches, which are then linearly embedded and processed as a 

sequence of tokens. The positional encoding is added to each token to preserve the 

spatial information of the patches. The resulting sequence of embedded patches is 

then passed through the transformer layers, with each layer containing multiple 

heads, with both the number of transformer layers and heads being critical 

hyperparameters. These multi-head self-attention mechanisms enable the ViT to 

capture intricate relationships between patches, including long-range dependencies 

that are often challenging for traditional CNNs to detect. 

 

The self-attention mechanism in Vision Transformers (ViTs) captures relationships 

between non-overlapping patches, including long-range dependencies, by adaptively 

determining the importance of each patch based on its relevance to the current patch 

being processed. This process computes attention weights for each token (patch) in 

the sequence and applies a weighted sum to generate the output. The multi-head self-

attention allows ViTs to learn diverse features and relationships simultaneously, 

resulting in a comprehensive understanding of the input image. 

 

After the patches have been processed by the transformer layers, the final feature 

representation is obtained by applying a layer normalisation followed by a fully 

connected output layer with softmax activation, which facilitates the classification of 

gene expression data into the relevant categories (Figure 15). The use of a ViT 

model enables the extraction of both local and global features from the gene 

expression data, providing a comprehensive understanding of the relationships 

between genes and their impact on various biological phenomena. 
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Applying a ViT to gene expression data offers several benefits, including improved 

predictive performance, discovery of diverse features and relationships, robustness to 

input size, and scalability. ViTs’ ability to capture long-distance interactions between 

genes through its self-attention mechanism significantly enhances their predictive 

power, allowing the model to discover and exploit complex gene interactions, 

making them particularly well-suited for analysing gene expression data. 

 

 

Figure 15. 

The architecture of the ViT model trained for predicting cancer subtypes, read from left to 

right. 

 

3.3.8.1 Spatial Joint Mutual Information Patch Arrangement 

 

Vision transformers operate by dividing input images into non-overlapping patches 

of pixels, based on the assumption that each patch contributes unique information 

about the image content. In the context of gene expression data, if genes were 

randomly arranged within the encoded input image, it would be improbable for 

meaningful gene-gene interactions and coexpression patterns with predictive 

capabilities to be highly represented in the patches. Consequently, to optimise the 

performance of the ViT model and effectively exploit these relationships, an iterative 

algorithm was developed to arrange genes within the patches. 

 

The objective of this algorithm is to maximise the joint mutual information of the 

genes within each patch, thereby capturing the essential gene-gene interactions and 

coexpression patterns that hold predictive power. By iteratively rearranging the 
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genes within the patches based on their relevance to the target variable, the algorithm 

generates an optimal arrangement that enhances the model’s ability to discern spatial 

patterns and dependencies. 

 

The algorithm operates in the following manner: it fills the patches sequentially from 

the top-left corner of the image to the bottom-right corner. The filling process 

commences with the top-left patch, where the initial gene assigned to this patch is 

the one whose expression level exhibits the highest mutual information with the 

target variable. Subsequently, the joint mutual information between the selected 

gene, each of the remaining genes, and the target variable is calculated. The gene 

that maximises the joint mutual information is then added to the patch. This iterative 

process continues until the patch is populated with the optimal arrangement of genes. 

Once the first patch is complete, the procedure is repeated for all remaining patches 

in the image. This sequential approach ensures that each patch captures the most 

informative gene interactions and coexpression patterns, contributing to an enhanced 

representation of the underlying biological phenomena. 

 

In the case of multiclass classification, the algorithm allocates patches to each class, 

filling them with sets of multivariate biomarkers exhibiting high joint mutual 

information with the specific class. The process begins by selecting an appropriate 

number of patches and classes, ensuring that each class is allocated a proportionate 

number of patches. After completing the iterations for each class, the remaining 

patches are filled using a similar approach, but with a focus on the overall target 

variable instead of individual classes. This method allows for a comprehensive 

understanding of the relationships between genes and their impact on various 

biological phenomena, ultimately improving the predictive performance of the 

Vision Transformer model. 

 

3.3.9 Hyperparameter Tuning  

 

In the project, hyperparameter tuning was an essential step for improving the 

performance and generalisation of the machine learning models, including neural 

network models and standard supervised ML models. To achieve optimal 
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performance, distinct methods were utilised for tuning the hyperparameters of each 

model. 

 

For the neural network models, Bayesian hyperparameter tuning was employed 

using the Hyperas library. Bayesian optimisation was chosen as it is an efficient and 

effective approach for optimising complex, high-dimensional functions, like those 

encountered in neural networks. It balances the exploration and exploitation trade-

off, leading to more accurate and faster convergence compared to grid search or 

random search. 

 

For all hyperparameter tuning, the function that was optimised was the categorical 

cross-entropy loss function. By minimising the categorical cross-entropy, the 

hyperparameters that maximise the probability of the prediction data belonging to 

the population distribution of the target given the gene expression can be identified. 

Categorical cross-entropy loss is a widely used loss function for multi-class 

classification problems, that measures the dissimilarity between the true class 

probabilities and the predicted class probabilities, and is defined by the following 

equation: 

𝐶𝐶𝐸 = −
1

𝑁
∑∑𝑦𝑗 ∙ log(𝑦̂𝑗) + (1 − 𝑦𝑗) ∙ log(1 − 𝑦̂𝑗)

𝐽

𝑗=0

𝑁

𝑖=0

  

The parameters are defined as follows: 

𝐶𝐶𝐸: The categorical cross-entropy loss, 

𝑁: The total number of samples in the dataset. 

𝑖: The index for each individual sample, ranging from 0 to 𝑁 − 1. 

𝐽: The total number of classes in the classification problem. 

𝑗: The index for each class, ranging from 0 to 𝐽 − 1. 

𝑦𝑗: An indicator function for the true class, taking a value of 1 if the sample belongs 

to class 𝑗, and 0 otherwise. 

𝑦̂𝑗: The predicted class probability for sample 𝑖 belonging to class 𝑗, which is the 

output of the model for class 𝑗. 

The equation computes the loss for each sample and class, and then averages the loss 

across all samples in the dataset to obtain the overall categorical cross-entropy loss 

value. 
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All hyperparameter optimisation was carried out using repeated stratified k-fold 

cross-validation to mitigate potential biases that could arise from imbalanced class 

distributions. Also, the repeated cross-validation enhances the reliability of 

performance estimates by averaging the results across multiple random data 

partitions. 

 

For standard supervised ML models, the hyperopt library was employed to perform 

Bayesian hyperparameter tuning as this library facilitates the fine-tuning of model-

specific hyperparameters. Here, I describe my strategy to tuning hyperparameters of 

each model. 

 

The choice of k in the K-NN algorithm significantly affects its generalisation ability 

and overall performance. Optimising 𝑘 aims to balance overfitting and underfitting. 

Overfitting arises when a small 𝑘 value causes the model to capture noise rather than 

patterns, leading to poor generalisation. Conversely, underfitting occurs when a large 

𝑘 value makes the model insensitive to local patterns, resulting in suboptimal 

predictions based on broader neighbourhoods of instances. 

 

The regularisation parameter, 𝐶, controls the strength of this penalty. A smaller value 

of 𝐶 corresponds to a stronger regularisation, resulting in a higher constraint on the 

model coefficients and a simpler model, while a larger value of 𝐶 leads to less 

constraint on the coefficients, allowing for a more complex model. The process of 

optimising 𝐶 involves searching for the optimal value that balances the trade-off 

between model complexity and prediction accuracy. A model with a small value of 𝐶 

may be too simple and unable to capture complex patterns in the data, leading to 

underfitting. On the other hand, a model with a large value of 𝐶 may overfit the 

training data by capturing noise and irrelevant details, resulting in poor 

generalisation to unseen data. 

 

Optimising key hyperparameters in LightGBM, such as the number of estimators, 

tree depth, learning rate, and other parameters, is crucial for achieving the best model 

performance. The number of estimators, or boosting iterations, impacts performance 
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and overfitting risk. Techniques like early stopping or cross-validation help 

determine the optimal number. Tree depth affects the model’s complexity, and 

finding the right depth balances underfitting and overfitting. Grid search, random 

search, or Bayesian optimisation can be used to explore different depths. The 

learning rate determines each tree’s contribution to the final prediction. A smaller 

rate results in a more robust model, while a larger rate may cause overfitting. 

Searching over a range of possible values using grid search, random search, or 

Bayesian optimisation helps optimise the learning rate. Other hyperparameters, such 

as min_data_in_leaf, feature_fraction, and bagging_fraction, can be tuned to 

control complexity, improve generalisation, and reduce overfitting. 

 

To achieve optimal SVM performance, it is essential to fine-tune key 

hyperparameters, such as the regularisation parameter (𝐶) and kernel coefficient 

(gamma). 𝐶 controls the trade-off between margin and classification error. A small 𝐶 

creates a larger margin but may underfit, while a large 𝐶 enforces stricter separation, 

potentially overfitting. Optimising 𝐶 involves using techniques like grid search, 

random search, or Bayesian optimisation and assessing the model’s performance on 

a validation dataset. Gamma, specific to the Radial Basis Function (RBF) kernel, 

determines the decision boundary shape and the influence of individual training 

instances. A small gamma captures complex patterns, while a large gamma leads to a 

smoother boundary, potentially underfitting. Optimising gamma follows a similar 

process to 𝐶, exploring possible values and evaluating model performance on a 

validation dataset. The choice of the RBF kernel was determined by minimising the 

validation loss, ensuring the best possible model configuration. 

 

The hyperparameter tuning process was executed after applying the SFFS wrapper 

algorithm. This order was chosen to guarantee the completion of feature selection 

prior to the model optimisation, generating a more stable and informative input space 

for the models. The SFFS algorithm not only reduces dimensionality but also 

eliminates irrelevant features. This enables a more computationally efficient 

hyperparameter optimisation process, which can concentrate on the most informative 

features and their relationships with the target variable. In this particular application, 

feature selection has a more significant impact on the loss than hyperparameter 
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tuning. Therefore, optimising a model for a set of features that, when refined, will 

substantially affect the error would be less effective, as it would necessitate re-

optimisation. 

 

In order to optimise the CNN and ViT models, Bayesian optimisation techniques 

were employed using the hyperas library, alongside other Python packages. The 

objective was to fine-tune key hyperparameters, including architecture, learning rate, 

regularisation, number of filter maps, attention heads, and neurons, to achieve 

optimal model performance. Bayesian optimisation is an effective and efficient 

approach to hyperparameter tuning, as it leverages a probabilistic model to explore 

the hyperparameter space intelligently, reducing the number of evaluations needed to 

identify the optimal configuration. The hyperas library, which is built upon the 

Keras and hyperopt libraries, simplifies the implementation of Bayesian 

optimisation for deep learning models. 

 

For the CNN model, the following hyperparameters were optimised: 

1. Convolutional layers: The number of convolutional layers was varied to 

determine the optimal depth of the CNN architecture. A deeper architecture 

can capture more complex spatial features and hierarchical representations, 

whereas a shallower architecture may be more computationally efficient but 

may not capture high-level abstractions as effectively. 

2. Dense layers: The number of dense (fully connected) layers was optimised to 

strike a balance between model capacity and overfitting. More dense layers 

can improve the model’s ability to learn complex relationships among 

features, while fewer layers may prevent overfitting by reducing model 

complexity. 

3. Batch normalisation layers: Batch normalisation layers were incorporated 

into the architecture to accelerate training and improve model stability. These 

layers normalise the input to each layer, reducing the risk of vanishing or 

exploding gradients during backpropagation. 

4. Kernel sizes: Kernel sizes in the convolutional layers were explored to 

identify the most appropriate size for capturing spatial features from the input 
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data. Smaller kernel sizes enable the model to learn fine-grained local 

features, while larger kernel sizes can capture more global contextual 

information. The chosen kernel sizes were coordinated with the kernel used 

in the spiral method, ensuring that the model is optimally suited to process 

the organised gene data. 

5. Learning rate: The learning rate is a critical hyperparameter that influences 

the convergence speed and stability of the training process. Different learning 

rates were tested to identify a value that allows the model to converge to an 

optimal solution without oscillating or overshooting. A smaller learning rate 

can lead to more stable convergence but may require more iterations, while a 

larger learning rate can accelerate convergence but may risk instability. 

6. Regularisation: Regularisation techniques, such as L1, L2, or combined L1 

and L2, were assessed to prevent overfitting and improve the model’s 

generalisation performance. These techniques add a penalty term to the loss 

function, encouraging the model to learn simpler, more robust 

representations. Additionally, dropout was employed as a regularisation 

method, which involves randomly deactivating a subset of neurons during 

training, forcing the model to learn more robust, redundant representations. 

7. Number of filter maps: The optimal number of filter maps in each 

convolutional layer was evaluated to effectively capture the most informative 

spatial features from the input data. Having more filter maps increases the 

model’s capacity to learn diverse feature representations but may also 

increase the risk of overfitting and computational complexity. A balance 

between the number of filter maps and model complexity was sought during 

optimisation. 

8. Neurons: The number of neurons in the fully connected layers was optimised 

to ensure sufficient model capacity without causing overfitting. A larger 

number of neurons increases the model’s ability to learn complex 

relationships among features, while a smaller number may prevent overfitting 

by reducing model complexity. The optimisation process aimed to identify 

the appropriate number of neurons to achieve a balance between model 

capacity and generalisation performance. 
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For the ViT model, largely the same hyperparameters as the CNN were optimised as 

the architecture was explored to determine the most optimal configuration. This 

included testing various numbers of transformer layers and multi-head attention 

layers, as well as different patch sizes and numbers. Adjusting these parameters 

affects the model’s capacity to capture complex feature representations and spatial 

relationships across the input data. The patch hyperparameters, specifically the 

number and size of patches, were particularly important to investigate in this context. 

Given the novel method of optimising the patterns within each patch, it was crucial 

to identify an optimal configuration that effectively captured the underlying structure 

and relationships of the data while maintaining computational efficiency. 

 

3.3.10 Model Training 

 

In the training process of iterative models, I employed the EarlyStopping callback 

to halt training when the validation loss ceases to decrease for a specified number of 

epochs, known as "patience." The primary motivation for incorporating 

EarlyStopping is to mitigate overfitting by stopping training when the model starts 

demonstrating reduced performance on the validation data. This approach ensures 

that the model does not over-adapt to the training data and consequently performs 

better on unseen data. EarlyStopping was implemented in the LightGBM, CNN, 

and ViT models. 

 

For each model type, I obtained 24 trained models, resulting from 8 folds and 3 

repeats, all optimised on their individual validation datasets. This approach 

facilitated an assessment of the model’s performance and stability across different 

data partitions. To generate predictions for the test datasets, I employed an ensemble 

technique, averaging the predictions from all 24 models. This method leverages the 

strengths of each individual model, leading to a more robust and stable output that is 

less susceptible to the peculiarities of any single model. 

 

On the other hand, for models that did not utilise EarlyStopping, I optimised their 

hyperparameters using the 24 validation folds. This approach allowed me to explore 
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various hyperparameter combinations and identify the optimal configuration that 

yields the best performance on the validation data. Once the optimal 

hyperparameters were identified, I retrained the models on the entire training dataset 

to take full advantage of the available data and maximise their generalisation 

capabilities. Finally, I generated test dataset predictions using these optimally tuned 

and trained models, ensuring that the final models exhibit the best possible 

performance on unseen test data. 

 

In the case of the ViT and CNN models, I also applied a technique known as 

snapshot ensembling. Snapshot ensembling is an approach designed to improve 

model performance and robustness by combining the predictions of multiple 

instances of the same model, trained using a cyclic learning rate schedule. This 

method is particularly useful for deep learning models, which often involve complex 

architectures and large parameter spaces as the ensemble can leverage diversity in 

the parameter space to achieve more accurate and reliable predictions. 

 

The cyclic learning rate schedule involves splitting the training into distinct cycles, 

in this case, five cycles. During each cycle, the learning rate starts high and gradually 

decreases, allowing the model to converge towards a solution as the cycle 

progresses. As the learning rate becomes smaller towards the end of the cycle, the 

model is more likely to settle into a local minimum. To prevent the optimiser from 

getting trapped in these local minima, the learning rate is increased significantly at 

the end of the cycle, effectively restarting the optimisation process and encouraging 

exploration of other regions in the parameter space. 

 

The primary benefit of employing snapshot ensembling is the increased model 

diversity that results from training with multiple learning rate cycles. Each cycle 

allows the model to explore different regions of the parameter space, potentially 

converging to diverse local minima (Figure 16). By averaging the predictions of 

these models, snapshot ensembling effectively combines their strengths and 

mitigates individual weaknesses, resulting in a more robust and accurate ensemble 

model. 
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Figure 16. 

Three-dimensional visualisation demonstrating the efficacy of snapshot ensembling. The 

graph shows multiple ‘snapshots’ represented by numbered markers, each indicating the 

weights saved at different local minima during the training process. This method enables the 

capture of diverse solutions and mitigates the risk of getting stuck in poor local optima. The 

diversity of solutions is then leveraged in an ensemble to achieve robust and superior 

predictive performance. Figure adopted with permission from Annavarapu et al. (2021). 

 

By using snapshot ensembling with five cycles, I obtained 24 models per cycle, 

amounting to a total of 120 models for the ViT and CNN architectures. The 

predictions of these 120 models were averaged to produce the final test predictions. 

The ensemble approach, in combination with the cyclic learning rate schedule, 

enhances the generalisation capabilities of the models, leading to improved 

performance on unseen test data and increased robustness against various data 

distributions. 

 

3.3.11 Feature Extraction Methods 

 

A common criticism of deep learning (DL) techniques is their lack of 

interpretability, which can make it challenging to understand the relationships 

between input features and model predictions. In this study, I aim to identify relevant 

genes and decode the gene-target relationships using traditional supervised ML 

methods, as well as CNN and VIT models. To enhance the interpretability of the 



  169 

 

   

 

models, I employed two approaches to uncover the relationships between input 

features (genes) and output targets. 

 

The first approach focused on identifying multivariate relationships between features 

and the target using Gradient-weighted Class Activation Mapping386 (Grad-

CAM++). Grad-CAM++ is a powerful tool capable of reverse-engineering feature 

patterns in vision-based models, providing valuable insights into the model’s 

decision-making process. It generates a saliency map that highlights the contribution 

of each pixel in the input image to the predicted classes. This is achieved by fusing 

pixel space gradient visualisation (i.e., gene expressions) with the class 

discriminative property, allowing the calculation of partial derivatives for each 

output class (i.e., virus abundance levels) with respect to the feature maps derived 

from the final layer before the dense layers of the CNN and ViT models. 

 

The guided backpropagation algorithm in Grad-CAM++ selectively passes positive 

gradients to activated regions (interconnected genes), enabling the coarse localisation 

and visualisation of pixel importance based on the weighted average of the gradients 

for each pixel. By leveraging this method, I aimed to locate multivariate feature 

patterns between relevant genes and virus status, thereby highlighting the dynamic 

relationships between host and pathogen. 

 

To thoroughly explore the potential multivariate patterns among genes in the feature 

set, I employed a strategy of randomly arranging the genes 1000 times and training 

1000 corresponding models (Figure 17). This approach was adopted to ensure that 

genes had the opportunity to be in close proximity to other genes, thereby increasing 

the likelihood of capturing any relevant interactions within the data. Without 

implementing this strategy, I would only be able to quantify a limited number of 

multivariate patterns based on a single arrangement of genes. In such a scenario, 

patterns between distant genes in the CNN or genes situated in different patches 

would be less likely to be detected. By randomising the gene arrangements and 

training multiple models, I increased the chances of detecting significant gene-gene 

relationships that might have been overlooked in a single arrangement. 
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Figure 17. 

Gradient-based importance score 

Grad-CAM embedded with the CNN model to identify genes with multivariate patterns, and 

permutation importance for detecting individual genes in connections with virus abundance.  

 

In conclusion, the application of Grad-CAM++ and related techniques allows 

enhanced interpretability of the CNN model by identifying multivariate relationships 

between genes and viruses. This improved understanding of gene-virus relationships 

can provide valuable insights into the complex interactions between host and 

pathogen, paving the way for more targeted and effective treatment strategies.  

 

The second approach I employed focuses on identifying individual genes that are 

crucial in relation to the target. For this purpose, I utilised the permutation feature 

importance method387 to gauge the significance of a feature (i.e., a gene) by 

calculating the increase in the model’s prediction error after permuting the feature. A 

feature is considered important if shuffling its values leads to an increase in the 

model error, indicating that the model relies on this specific feature for its 

predictions. Conversely, a feature is deemed unimportant if rearranging its values 

does not affect the model error. 

 

Although the permutation feature importance method offers a highly compressed and 

global insight into the model’s behaviour, it is worth noting that this approach may 

weaken the measurement of interactions between features. This limitation arises 

because the method focuses on the importance of individual features rather than 

considering the complex relationships between multiple features. Nevertheless, by 

employing this method, I was able to identify individual genes that played a crucial 

role in predicting the interactions between the host and the virus. 
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In summary, the second approach, using the permutation feature importance method, 

enabled pinpointing individual genes that were essential for predicting host-virus 

interactions. While this method provides valuable insights into the significance of 

individual features, it may not fully capture the intricate relationships between 

multiple features. By combining this approach with techniques that reveal 

multivariate relationships, such as Grad-CAM++, it is possible to obtain a more 

comprehensive understanding of the complex gene-virus interactions, ultimately 

contributing to more effective treatment strategies. 

 

Interpreting the features from trained LightGBM models enabled identifying the 

most predictive genes, which are crucial for understanding gene-virus interactions 

and potentially developing targeted treatment strategies. To interpret the features and 

identify the most predictive genes, I analysed the feature importances derived from 

the trained LightGBM models. Feature importance in LightGBM is typically 

measured using two approaches: gain and split. Gain refers to the improvement in 

the training loss that results from splitting a feature, while split denotes the number 

of times a feature is used to split the data. I used the split method to analyse feature 

importances, hoping to provide insight into which genes contribute the most to the 

model’s performance and the prediction of virus presence or abundance levels. I then 

ranked the genes based on their feature importances in the LightGBM models and 

selected the most relevant ones for further analysis.  

 

3.3.12 Model Evaluation Criteria 

 

In this study, some of the target distributions are slightly imbalanced, rendering 

accuracy an inadequate evaluation metric for assessing a model’s performance. 

Accuracy, defined as the proportion of correct predictions to total predictions, may 

be misleading in imbalanced datasets, as it does not account for the unequal 

distribution of classes. Consequently, I selected the F1-score, a more proficient 

evaluation metric for imbalanced datasets, alongside AUROC and accuracy, to 

provide a comprehensive assessment of the model’s performance. 
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It is defined as the harmonic mean of precision and recall:  

𝐹1 =  (
𝑝−1 + 𝑟−1

2
)

−1

 

where p and r are precision and recall that are defined as: 

𝑝 =  
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
, 𝑟 =

𝑡𝑝

𝑡𝑝 + 𝑓𝑛
  

with 𝑡𝑝, 𝑓𝑝 and 𝑓𝑛 denoting true positive, false positive and false negative predictions 

respectively. F1-score is weighted to distribute the importance of each class more 

evenly and used to represent a model’s performance.  

 

In addition to the F1-score, I used the Area Under the Receiver Operating 

Characteristic (AUROC) as an evaluation metric. AUROC measures the model’s 

ability to distinguish between different classes, illustrating the trade-off between true 

positive rate (sensitivity) and false positive rate (1-specificity) across varying 

decision thresholds. An AUROC of 0.5 indicates random classification, whereas a 

value of 1 signifies perfect classification. AUROC is particularly useful when the 

class distribution is imbalanced or when the cost of false positives and false 

negatives varies. Accuracy was still included as it is easy to interpret due to it 

directly reflecting the percentage of correct predictions made by the model.  

 

By employing F1-score, AUROC, and accuracy as evaluation metrics, I ensured a 

comprehensive assessment of the model’s performance, accounting for the inherent 

challenges posed by imbalanced datasets and the varying costs of false positives and 

false negatives. Users can choose to evaluate a model using a specific metric 

depending on the distribution of their target variable and the associated penalty with 

type one or type two errors. 

 

3.3.13 Joint Gene Importance Network 

 

Rather than interpreting the gradient-based importance scores individually, I thought 

they should be analysed in a multivariate manner as they are dependent on the gene 

arrangement of the input matrix. To do this, I first applied local thresholding to each 

heatmap to segment and extract clusters of highly important genes. Once these 
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clusters were extracted across the 1,000 models, a metric that quantifies the joint 

dependence between all genes with each other was applied to the extracted clusters 

to generate a matrix of joint dependency scores, shown in the following equation. 

  

𝑆𝑖,𝑗 =

∑
𝑔𝑖,𝑘 × 𝑔𝑗,𝑘

√(𝑥𝑖,𝑘 − 𝑥𝑗,𝑘)
2
+ (𝑦𝑖,𝑘 − 𝑦𝑗,𝑘)

2

𝑛
𝑘

𝑛
 

 

 

where 𝑆𝑖,𝑗 denotes the joint dependency score between gene 𝑖 and 𝑗, 𝑘 denotes the 

iteration number, 𝑔𝑖,𝑘 denotes the Grad-CAM++ important score for gene 𝑖 in 

iteration 𝑘, 𝑛 denotes the total number of iterations, and 𝑥𝑖,𝑘 and 𝑦𝑖,𝑘 denote the 𝑥 

and 𝑦 coordinates for gene 𝑖 in the input matrix for iteration 𝑘.  

 

To effectively visualise the joint dependencies between genes captured in the matrix 

of joint gene dependency scores, I devised a Python script utilising the py2cytoscape 

package. This script imports the data into the Cytoscape software and generates an 

informative gene network. In this network, the strength of the joint dependence is 

represented by the edge width, while the Grad-CAM++ importance score is depicted 

by the node size. Additionally, the colour of the nodes corresponds to various gene 

functions identified using the ClueGO app within Cytoscape. The Trans-Learn 

software provides users with the flexibility to adjust thresholds for joint gene 

dependencies, enabling them to tailor the analysis to their specific needs. Visualising 

genes and their interactions in a 2D graph not only simplifies the identification of 

patterns but also facilitates clustering of genes based on gene ontology IDs. This 

approach helps pinpoint key genes that act as connectors between clusters while 

providing relevant statistical information (Figure 18). 

 

By adopting this visualisation method, researchers can gain valuable insights into 

gene interactions, better understand the functional connections between genes, and 

potentially unveil novel relationships and mechanisms that drive the host-virus 

dynamics.  
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Figure 18. 

Joint Gene Importance and Network analysis                                                   

(a) Significant gene ontology terms and network associated with the identified multivariate 

biomarkers                    

(b) Joint dependency calculated between genes using 1000 Grad-CAM++heatmaps to 

produce a network of multivariate biomarker dependencies 

 

3.3.14 Gene Ontology Analysis 

 

In order to biologically interpret the sets of genes identified by Trans-Learn, I 

applied Gene Ontology (GO) analysis. GO provides a consistent and logical 

description of the biological processes, molecular functions, and cellular components 

of gene products. I utilised this technique to categorise the genes located through 

Grad-CAM++ and permutation importance into bins according to their functional 

characteristics. 

 

By creating a functional profile of the gene set, I aimed to better correlate the 

identified genes with the underlying biological processes. I then employed a 

statistical test to rank each bin, evaluating whether it is enriched for the input genes 

at a P-value of 0.05 after applying the Holm-Bonferroni correction. For the GO 

analysis, I used the ClueGO package within Cytoscape. ClueGO utilises Cohen’s 

kappa coefficient to measure the similarity between GO terms, allowing for the 
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generation of GO groups. Each group consists of similar GO terms, which enhances 

the interpretability of the GO results when visualised in a network. 

 

In addition to utilising the ClueGO app within Cytoscape, I coded a gene ontology 

analysis module within the Trans-Learn software. To accomplish this, I obtained 

Biological Process ontology terms for a number of plant species as well as 

homosapiens. I then pre-processed the data to match gene identifiers in the GO terms 

with those in the gene identifier list. This involved converting gene identifiers to 

strings and using regular expressions to extract relevant identifiers. 

 

Next, I created a copy of the filtered GO terms dataset and formatted the Ensembl 

gene names by converting them to uppercase and removing gene isoforms. I then 

filtered the gene list to include only those with the "ENS" prefix. To identify the 

genes associated with GO terms, I iterated through the gene list and checked if they 

were present in the GO term dataset. This resulted in a list of genes that had at least 

one annotation in the GO Biological Processes. 

 

To evaluate the enrichment of the gene list in specific GO terms, I performed a 

hypergeometric test, a statistical method that calculates the probability of obtaining a 

specific number of "successes" (genes associated with a specific GO term) in a fixed 

number of "draws" (genes in the list) without replacement, given the total number of 

"successes" in the population (genes associated with the specific biological process). 

The hypergeometric test is based on the following probability mass function: 

𝑃(𝑋 = 𝑘) =
(
𝑚
𝑘
) ∙ (

𝑁 −𝑚
𝑛 − 𝑘

)

(
𝑁
𝑛
)

 

 

where: 

• 𝑁 is the total number of genes considered (gene universe). 

• 𝑛 is the number of identified genes. 

• 𝑚 is the number of genes in the gene ontology category. 

• 𝑘 is the number of identified genes in the gene ontology category. 
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• (
𝑎
𝑏
) denotes the number of combinations of choosing b items from a set of 

size 𝑎. 

 

For each GO term, I calculated the p-value using the hypergeometric distribution 

function from the SciPy library (stats.hypergeom). The p-value represents the 

probability of observing the number of genes in the list that are associated with the 

specific GO term by chance, considering the background distribution of all gene 

annotations in GO Biological Processes. A lower p-value indicates a stronger 

association between the gene list and the specific GO term, suggesting that the 

enrichment is unlikely to have occurred by chance. 

 

In the custom analysis, the hypergeometric test is performed for each GO term, and 

the resulting p-values are adjusted for multiple testing using the Bonferroni 

correction. The final list of significantly enriched GO terms is determined by 

filtering the results to include only those with adjusted p-values less than 0.05. 

Finally, I exported the list of enriched genes to a CSV file for further analysis. 

 

3.3.15 GUI Pipeline Manager 

 

I developed a GUI (Graphical User Interface) Pipeline Manager in Python using the 

Tkinter library, which offers an intuitive and user-friendly interface for managing the 

entire analysis workflow. This GUI Pipeline Manager allows users of varying 

programming skills to interact with the underlying methods and algorithms without 

directly manipulating the code, making it more accessible to a diverse range of users. 

The GUI Pipeline Manager is designed to facilitate the selection of various 

parameters and the execution of methods in an organized and sequential manner. The 

pipeline is structured as follows: 

1. Data Loading: Users can upload their dataset in a compatible format, such as 

CSV or TXT files. The GUI provides an option to browse and select the file 

from directories on their local system. 

2. Data Splitting: Users can customise the proportions to split their datasets 

into train, validation, and test sets, allowing them to control the balance 
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between model training and evaluation. The GUI offers flexibility in 

choosing various data splitting strategies, such as random splits or stratified 

splits based on class labels. Additionally, users can opt for a cross-validation 

approach by specifying the number of repeats and folds. This feature enables 

users to fine-tune the model evaluation process and achieve more robust 

performance estimates. 

3. Data Preprocessing: Users can define parameters for data filtering, such as 

the proportion of genes to filter and the variance threshold for filtering. The 

pipeline applies these filters to the dataset, effectively removing low-variance 

genes and retaining only the most informative ones. This step helps reduce 

noise and improve model performance by focusing on relevant features. The 

GUI also offers a choice of normalisation methods, such as standard scaling, 

box-cox transformation, or log transformation, to ensure that data is 

appropriately scaled and distributed. If seasonal normalisation is selected, the 

pipeline normalises the data based on the underlying seasonal trends, further 

enhancing data quality and model interpretability. 

4. Model Selection: Users can select the model or ensemble of models to train 

on their pre-processed data. The GUI allows users to choose from a 

comprehensive list of available models, including traditional machine 

learning models such as decision trees and support vector machines, as well 

as advanced deep learning models like convolutional neural networks. If a 

vision-based model is selected, the data is transformed into an image grid 

representation, and users have the option to specify the arrangement method, 

either spiral or patch, for organising the grid. This customisation allows users 

to tailor the model selection process to best suit their dataset and analysis 

objectives. 

5. Model Hyperparameter Tuning: If users desire, they can apply automated 

hyperparameter tuning to the selected model using the hyperopt and 

hyperas Python packages. This step involves exploring different 

combinations of hyperparameters to find the optimal configuration that yields 

the best performance. Although this process can significantly increase the 
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time taken for the pipeline to complete, it can lead to improved performance 

and generalisation capabilities of the selected model(s). 

6. Model Training: After the model or ensemble selection, users can specify 

additional training parameters to fine-tune their models further. Options such 

as snapshot ensembling or ensembling models optimised on validation folds 

are available for enhancing model robustness and accuracy. The pipeline then 

proceeds to train the chosen model(s) on the pre-processed data, taking into 

account the specified settings. 

7. Model Interpretation: Users have the flexibility to select a preferred method 

for interpreting the trained models, such as Grad-CAM++ or permutation 

importance. The pipeline applies the selected interpretation technique to the 

trained model(s), allowing users to identify critical genes and their 

interactions that contribute to the model’s predictions. This step is crucial for 

understanding the biological significance and relevance of the model’s 

results. 

8. Gene Ontology Analysis: The pipeline conducts a gene ontology (GO) 

analysis on the identified genes, categorising them into bins based on their 

functional characteristics. Users can specify the desired p-value threshold for 

the enrichment analysis to control the stringency of the results. If Cytoscape 

is installed on the user’s system, it automatically opens and performs a gene 

ontology analysis using the ClueGO app, as well as visualises jointly 

dependent gene networks. Alternatively, users can opt for the built-in module 

to conduct the gene ontology analysis if preferred. 

9. Visualisation and Reporting: At the final stage, the pipeline generates 

comprehensive visualisations and reports that summarise the results. These 

include gene networks, model performance metrics, enriched GO terms, and 

key genes connecting clusters. Users can interact with these visualisations to 

delve deeper into the data, explore relationships between genes, and gain 

valuable insights into the underlying biological processes driving the 

observed patterns. This step empowers users to make informed decisions 

based on the analysis results and fosters a deeper understanding of the 

biological systems under study. 
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The GUI pipeline manager serves as a powerful tool that not only simplifies the 

process of interacting with the analysis workflow but also empowers researchers to 

explore gene expression datasets in innovative ways across various areas of biology. 

By providing a user-friendly interface and a well-organised pipeline, the tool 

integrates every step of the analysis, from data loading to visualisation and reporting, 

making it more accessible to users with varying levels of programming expertise. 

 

Within the field of plant biology, the GUI Pipeline Manager has potential 

applications in crop improvement, plant-environment interactions, understanding 

plant development, and plant-microbe interactions. For example, researchers can use 

the tool to identify genes associated with desirable traits such as drought tolerance, 

disease resistance, or increased yield, potentially leading to the development of novel 

crop varieties or precision breeding strategies to enhance agricultural productivity 

and sustainability. Additionally, the tool can facilitate the study of plant adaptation 

to changing environmental conditions, informing strategies to mitigate the effects of 

climate change on agriculture. It can also be employed to uncover the molecular 

mechanisms underlying various plant developmental processes and identify plant-

specific molecular profiles that modulate plant-microbe interactions. 

The generalisability of the pipeline extends its applicability to gene expression data 

from other areas of biology, such as animal and human genomics, microbiology, and 

ecology. Moreover, the pipeline can handle any tabular dataset, allowing researchers 

to analyse diverse types of data, including those generated from different high-

throughput omics technologies. This flexibility enables the pipeline to be employed 

in the analysis of protein expression data, providing insights into protein abundance, 

interactions, and their functional roles in biological systems. 
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3.4 Results 

 

In this results section, I will present a comprehensive analysis of the performance 

and outputs of the supervised machine-learning models within the Trans-Learn 

system. I will discuss the overall performance of the pipeline in terms of accuracy, 

specificity, sensitivity, and other relevant metrics, comparing it to existing 

methodologies such as DeepFeature and differential expression linear models. This 

comparison will shed light on the advantages and limitations of my approach, 

highlighting its effectiveness in addressing complex gene expression data analysis 

tasks. 

 

Additionally, I shall investigate jointly dependent genes detected by the pipeline and 

explore their potential biological significance. The gene ontology analysis performed 

on these genes will be discussed, providing insights into their functional roles and 

interactions within the biological systems under investigation. By presenting these 

results, I aim to demonstrate the pipeline’s capacity to uncover meaningful patterns 

and relationships in gene expression data, ultimately contributing to a deeper 

understanding of the underlying biological processes. 

 

3.4.1 Accuracy and Error of Predictions 

 

The trained machine learning models were tested on the three test datasets and one 

validation datasets: (1) TuMV detection and severity classification, (2) COVID-19 

diagnosis, (3) cancer subtype classification, (4) wheat tissue type classification. The 

accuracy, F1, and AUROC were recorded for each of the models across the four 

datasets to compare performance. 

 

3.4.1.1 Turnip Mosaic Virus 

  

This subsection details the predictive performance of different machine learning 

models applied to the Turnip Mosaic Virus (TuMV) detection task. The model 

results are summarised in Table 3, highlighting the accuracy and F1-score for each 

model with and without seasonal normalisation. 
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Table 2 presents the results of eight different models, namely K-Nearest Neighbors 

(K-NN), Convolutional Neural Networks (CNN), Logistic Regression (LR), Light 

Gradient Boosting Machine (LGBM), Artificial Neural Networks (ANN), Support 

Vector Machine (SVM), and a Stacking ensemble (Stack) excluding CNN. The table 

compares the results based on two metrics: Accuracy and F1-score, each under two 

different conditions - without and with seasonal normalisation. 

 

Table 3. TuMV virus presence model results with and without seasonal 

normalisation applied. Best individual and ensemble model performances scores 

are bolded. 

Model Accuracy 

(without 

seas. norm.) 

Accuracy 

(with seas. 

norm.) 

F1 (without 

seas. norm.) 

F1 (with 

seas. norm.) 

AUROC 

(without 

seas. norm.) 

AUROC 

(with seas. 

norm.) 

K-NN 0.815 0.806 0.802 0.791 0.822 0.813 

CNN 0.836 0.900 0.822 0.893 0.831 0.904 

LR 0.822 0.815 0.817 0.808 0.828 0.822 

LGBM 0.858 0.879 0.853 0.866 0.861 0.881 

ANN 0.808 0.822 0.799 0.817 0.813 0.827 

SVM 0.822 0.822 0.817 0.817 0.828 0.828 

ViT 0.865 0.921 0.863 0.918 0.873 0.928 

Stack  0.886 0.935 0.879 0.931 0.889 0.942 

Blend 0.892 0.935 0.885 0.931 0.896 0.942 

 

The models included in this analysis showed a range of performance, highlighting 

the distinct strengths of various machine learning approaches. The K-NN model, 

while simple and intuitive, underperformed compared to other models across all 

metrics, with accuracy scores ranging from 0.806 to 0.815 and F1 scores from 0.791 

to 0.802. The CNN model showed marked improvement with seasonal 

normalisation, boosting its accuracy from 0.836 to 0.900 and F1 score from 0.822 to 

0.893. This suggests that the CNN model was able to leverage the patterns and 

structure in the seasonally adjusted data to make more accurate predictions. 
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Light Gradient Boosting Machine (LGBM) model and Artificial Neural Networks 

(ANN) both demonstrated higher performance than the traditional models, with 

LGBM achieving an accuracy of 0.879 and F1 score of 0.866 with seasonal 

normalisation, reflecting the power of ensemble learning and advanced neural 

architectures in capturing complex patterns in the data. 

 

The Vision Transformer (ViT) model delivers the best individual model 

performance, with accuracy, F1-score, and AUROC reaching 0.921, 0.918, and 

0.928 respectively when seasonal normalisation is applied. However, the stacked 

ensemble model and the blended model both show even higher performance, 

indicating the benefits of combining the strengths of diverse models. The efficacy of 

the embeddings created by the ViT model to distinguish uninfected and infected 

samples can be seen in Figure 19. 

 

The application of seasonal normalisation generally led to performance 

improvements across most models, particularly for complex models like CNN and 

ViT. Seasonal normalisation essentially removes cyclical patterns attributable to the 

seasonality in the data, allowing the models to better focus on the underlying trend. 

This process seems to provide particularly advantageous for models capable of 

capturing complex non-linear patterns in the data, as they can better exploit the 

cleaner, trend-focused data resulting from normalisation. However, as seen with LR 

and SVM, not all models benefit equally from this pre-processing step, emphasising 

the need for tailored strategies based on the chosen model’s characteristics and 

assumptions. 
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Figure 19. 

(Left) tSNE transformed gene expression data for the TuMV dataset where orange 

datapoints are uninfected samples, and blue datapoints are infected samples. (Right) tSNE 

transformed ViT model embeddings for the TuMV dataset. 

 

Continuing from the binary classification problem of predicting the presence of 

TuMV infection, the next task was to predict the severity of the infection, which is a 

multiclass classification problem. This task is inherently more complex due to the 

additional classes and the inherent order in the severity levels. 

 

The results for this task, using the same models as before, are presented in Table 4. 

Similar to the previous task, the performance metrics used are accuracy and F1-

score, and the results are presented both with and without seasonal normalisation. 
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Table 4. TuMV virus severity model results with and without seasonal 

normalisation applied. Best individual and ensemble model performances scores 

are bolded. 

Model Accuracy 

(without 

seas. norm.) 

Accuracy 

(with seas. 

norm.) 

F1 (without 

seas. norm.) 

F1 (with 

seas. norm.) 

AUROC 

(without 

seas. norm.) 

AUROC 

(with seas. 

norm.) 

K-NN 0.737 0.812 0.721 0.798 0.744 0.819 

CNN 0.812 0.900 0.802 0.892 0.817 0.906 

LR 0.843 0.872 0.836 0.866 0.848 0.877 

LGBM 0.843 0.900 0.834 0.892 0.847 0.903 

ANN 0.836 0.865 0.827 0.857 0.841 0.870 

SVM 0.772 0.844 0.763 0.835 0.779 0.851 

ViT 0.857 0.907 0.849 0.899 0.864 0.913 

Stack  0.871 0.914 0.864 0.907 0.878 0.921 

Blend 0.857 0.907 0.849 0.899 0.864 0.913 

 

This time, the K-NN model benefitted from the seasonal normalisation with a sharp 

increase in accuracy from 0.737 to 0.812, and a comparable rise in the F1-score, 

from 0.721 to 0.798. Likewise, the CNN model continued to exhibit substantial 

improvements with seasonal normalisation. However, it’s worth noting that while it 

showed marked improvements with normalisation in both tasks, the relative gains 

appeared to be more substantial in this multiclass classification scenario. This could 

suggest that CNNs are particularly effective at leveraging normalised data for more 

complex classification tasks. 

 

The ViT model was a top performer in the binary classification task, and it 

maintained this strong performance in the multiclass classification scenario, showing 

the effectiveness of this model across different task complexities. It’s worth noting 

that the ViT model scores are with the spatial JMI patch arrangement method. As 

with the binary classification task, seasonal normalisation generally boosted model 

performance, particularly for models like CNN and ViT, that can exploit complex 

non-linear patterns in data. 
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Finally, the stacked ensemble model once again outperformed all individual models, 

achieving the highest accuracy of 0.914 and an F1-score of 0.907 with seasonal 

normalisation. This reinforces the value of ensemble methods, which leverage the 

strengths of multiple individual models to achieve superior performance. 

 

3.4.1.2 TCGA Cancer Subtype Classification 

 

The results of the supervised machine learning models applied to the Cancer 

Genome Atlas (TCGA) for cancer subtype classification are presented in Table 5.  

 

Table 5. TCGA cancer subtype classification model results with and without 

seasonal normalisation applied. Best individual and ensemble model performances 

scores are bolded. 

    

Model Accuracy F1 AUROC 

K-NN 0.949 0.947 0.952 

CNN 0.978 0.977 0.979 

LR 0.962 0.961 0.964 

LGBM 0.978 0.977 0.979 

ANN 0.973 0.971 0.975 

SVM 0.963 0.961 0.965 

ViT 0.995 0.994 0.997 

Stack 0.995 0.994 0.997 

Blend 0.995 0.994 0.997 

 

 

The K-NN model again underperforms compared to other models but performs well 

in that all metrics surpass 0.94. This performance intimates the potential clustering 

characteristics of the TCGA dataset, wherein each cancer subtype may inhabit a 

distinct region in the gene expression (input feature) space. Both CNN and LGBM 

models yield identical results, with an accuracy and F1 score of 0.978 and an 

AUROC of 0.979. CNN, with its capability to recognise spatial hierarchies, and 

LGBM, employing a gradient boosting framework, appear to manage to capture the 
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intricacies of the classification task effectively. Conventional models such as LR and 

SVM maintain impressive performance, surpassing an accuracy and F1 score of 

0.96. Unsurprisingly, the ANN model improves upon LR and SVM performances by 

achieving accuracy and F1 metrics above 0.97. This underlines the capacity of neural 

networks to encapsulate complex, non-linear relationships within the dataset. The 

Vision Transformer (ViT) model emerges as the best performing individual model 

for this task, yielding near-perfect accuracy, F1, and AUROC values (0.995, 0.994, 

and 0.997 respectively).  

 

Visual evidence of the ViT model’s remarkable performance can be seen in Figure 

20, which provides t-SNE transformations of the ViT model embeddings for the 

TCGA dataset. Clearly delineated clusters, each corresponding to a distinct cancer 

subtype, demonstrate the ViT model’s proficiency in distinguishing among different 

cancer subtypes in the gene expression data. Mirroring the performance of the ViT 

model, both the stacked ensemble model and the blended ensemble model achieve 

identical accuracy, F1, and AUROC scores. Notably, the ViT outperforms the best 

DeepFeature model (DeepFeature t-SNE with Snowfall) that scored 97.9% accuracy 

on the same test dataset. 

 

 

Figure 20. 

(Left) tSNE transformed gene expression data for the TCGA dataset where the colour of 

datapoints correspond to the cancer subtype associated with the sample. (Right) tSNE 

transformed ViT model embeddings for the TCGA dataset. 
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3.4.1.3 COVID-19 Detection 

 

The results of the supervised machine learning models applied to the COVID-19 

dataset for diagnostic purposes are presented in Table 6.  

 

Table 6. COVID-19 binary classification model results 

Model Accuracy F1 AUROC 

K-NN 0.958 0.956 0.959 

CNN 0.979 0.976 0.981 

LR 0.958 0.958 0.959 

LGBM 0.979 0.978 0.981 

ANN 0.969 0.967 0.972 

SVM 0.948 0.947 0.950 

ViT 1.000 1.000 1.000 

Stack 1.000 1.000 1.000 

Blend 1.000 1.000 1.000 

 

The performance across the models is notably high, suggesting highly 

distinguishable gene expression patterns between infected and uninfected samples. 

K-NN, CNN, LR, LGBM, ANN, and SVM all surpass an accuracy and F1 score of 

0.94, with CNN and LGBM again delivering an identical performance, achieving 

accuracy and AUROC above 0.97. 

 

The ViT model, along with the Stack and Blend ensemble models, demonstrates 

flawless performance, with all metrics reaching the perfect score of 1.00. This 

suggests an exemplary ability of these models to differentiate between gene 

expression profiles of COVID-19 infected and uninfected samples. Figure 21 

solidifies the strong performance of the ViT model as the t-SNE visualisation of the 

ViT model embeddings for the COVID-19 dataset shows clear separation of infected 

and uninfected samples.  
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Overall, these findings reflect the considerable potential of advanced machine 

learning models, especially transformer-based models and ensemble strategies, in 

effective, precise, and robust COVID-19 diagnosis using gene expression data. 

 

 

 

Figure 21. 

(Left) tSNE transformed gene expression data for the COVID-19 dataset where orange 

datapoints are uninfected samples, and blue datapoints are infected samples. (Right) tSNE 

transformed ViT model embeddings for the COVID-19 dataset. 

 

3.4.1.4 Wheat Tissue Type Classification 

 

The results of the supervised machine learning models applied to the wheat tissue 

type dataset are presented in Table 7. Due to the test samples not having labels, these 

results are cross validation scores from the pooled dataset. However, they still 

provide an estimate of the performance of each model if it was to predict on unseen 

data. 
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Table 7. Wheat tissue type classification cross validation model results 

Model Accuracy F1 AUROC 

K-NN 1.000 1.000 1.000 

CNN 1.000 1.000 1.000 

LR 1.000 1.000 1.000 

LGBM 1.000 1.000 1.000 

ANN 1.000 1.000 1.000 

SVM 1.000 1.000 1.000 

ViT 1.000 1.000 1.000 

Stack 1.000 1.000 1.000 

 

 

While these results initially seem promising, the uniform perfection across all 

models does not provide detailed insights into the comparative performance of the 

different models. The perfect scores suggest that the pooled wheat tissue type 

dataset, perhaps due to the feature selection applied or inherent characteristics of the 

data, is a problem well-suited to all the applied models. Therefore, these findings do 

not offer a nuanced understanding of the performance trade-offs between different 

types of models. 

 

Figure 22 displays scatterplots of pooled and raw wheat transcriptomic datasets after 

the application of principal component analysis. The diagrams indicate improved 

separation between tissue types after feature selection, further suggesting that the 

data may be inherently well-structured for accurate classification. The perfect 

performance of the models may hence be a testament to the power of the data pre-

processing and feature selection rather than the individual models’ complexity or 

capability.  
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Figure 22. 

Pooled and raw wheat transcriptomic datasets after applying principal component 

analysis.  

Top row (left to right) – Scatterplot of pooled samples showing separation between most 

tissue types except for dusk and dawn, scatterplot of raw samples showing lots of overlap 

due to mislabelled samples. 

Bottom rows (left to right) – Improved separation between tissue types after feature 

selection, scatterplot of pooled samples showing separation between all and no overlapping 

of samples in the root cluster, scatterplot of raw samples still showing overlap with the root 

cluster containing samples from four other tissue types. 

 

Figure 23 provides a visualisation of the decision boundaries for the Support Vector 

Machine (SVM) model when predictions were generated for the test samples. Using 

these predictions, Upon generating the predictions with the SVM model, 42 test 

samples were predicted as having incorrect tissue type labels. This identification 

process not only underscores the proficiency of Trans-Learn as a quality control tool 

but also demonstrates how machine learning models can effectively identify 

potential anomalies or errors in large and complex biological datasets. Consequently, 
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these 42 samples were relabelled according to the SVM’s predictions, enhancing the 

dataset’s integrity and ensuring accurate downstream analyses. 

 

 

Figure 23. 

Two dimensional representation of decision boundaries classifying tissue type for the raw 

samples (n=271) 

 

In summary, the results demonstrate the successful classification of wheat tissue 

types by all models in the pooled samples. Still, the homogeneity in the perfect 

scores across the models limits the inference about the strengths and weaknesses of 

individual models in this context. 

 

3.4.2 Spatial Gene Arrangement Performance 

 

The application of Joint Mutual Information (JMI) to arrange patches for the ViT 

model and genes for the CNN model in the four tasks demonstrates significant 

potential for improving model performance. To investigate the efficacy of this 
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approach, I calculated the JMI of patches, comparing these results to the average JMI 

when genes were arranged randomly. 

 

I observed that the JMI of the patch arrangement consistently outperformed the 

average of the random gene arrangements (Figure 24). This suggests that the spatial 

arrangement of genes plays a crucial role in predictive models, and that the JMI of 

the patch arrangement provides a more effective method for gene organisation. 

 

The efficacy of the JMI patch arrangement method is visually represented in the 

heatmap of JMI, which shows a distinct gradient of JMI values, decreasing from the 

top right to the bottom left. This pattern indicates that the algorithm is functioning as 

expected, as the spatial organisation of genes in the patches systematically affects the 

JMI. 

 

 

Figure 24. 

(Top Row) – Heatmap displaying the joint mutual information (JMI) of the patches, boxplots 

with datapoints overlayed to display the distribution of errors when genes were randomly 

arranged in patches compared to the dashed red line which indicates the error of the JMI 

patch arrangement method.       

(Bottom Row) - Heatmap displaying the joint mutual information (JMI) of the genes in a 3x3 

kernel neighbourhood, boxplots with datapoints overlayed to display the distribution of 

errors when genes were randomly arranged compared to the dashed red line which 

indicates the error of the JMI spiral arrangement method. 
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In the task of classifying Turnip Mosaic Virus (TuMV) infection, the JMI patch 

arrangement method notably outperformed all 150 models based on random gene 

arrangements. Specifically, the JMI patch arrangement method achieved a cross-

entropy error lower than 0.32, while the median cross-entropy error for models with 

random gene arrangements was 0.39. This significant reduction in error underscores 

the importance of gene arrangement for spatial models and highlights the superior 

performance of the JMI patch arrangement method in this task. 

 

The COVID-19 diagnosis task also demonstrated the strength of the JMI patch 

arrangement method. When compared to 150 models with random gene 

arrangements, the JMI patch arrangement method scored in the top 3 percentile of 

errors. This result further attests to the efficacy of the JMI patch arrangement method 

in achieving lower prediction error rates, even in the complex task of COVID-19 

diagnosis. 

 

Lastly, in the TCGA cancer subtype classification task, the JMI patch arrangement 

method again outperformed all 150 models with random gene arrangements. The 

method achieved a median entropy error of 0.011, significantly lower than the 

median entropy error of 0.022 for models with random gene arrangements. This 

result reiterates the power of the JMI patch arrangement method in handling high-

dimensional, complex classification tasks such as cancer subtype classification. 

 

In conclusion, these results demonstrate the superiority of the JMI patch arrangement 

method over random gene arrangements in various tasks. The method consistently 

achieves lower error rates, indicating its potential for improving the accuracy of 

spatial models with diverse applications, from diagnosing diseases to predicting 

other complex traits. Future work may explore the utility of this approach in other 

domains and refine its implementation for even greater predictive performance. 

 

My investigation extended to the application of the spiral method for arranging genes 

in Convolutional Neural Network (CNN) models. The efficacy of this method was 

validated using heatmaps to display the Joint Mutual Information (JMI) in a 

neighbouring 3x3 area. The heatmaps provided a clear illustration of the impact of 
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the spiral arrangement method on the JMI, offering visual confirmation of its 

efficacy. 

 

Across the diverse classification tasks of Turnip Mosaic Virus (TuMV) infection, 

The Cancer Genome Atlas (TCGA) cancer subtype, and COVID-19 diagnosis, the 

CNN model trained on spirally arranged genes consistently outperformed the upper 

quartile of the CNN models using random gene arrangements. This finding 

highlights the utility of the spiral arrangement method in improving the performance 

of CNN models on tabular datasets. 

 

However, while the spiral arrangement method consistently yielded performance 

within the top 10 percentile, it never surpassed the best model based on randomly 

arranged genes. This observation suggests that while the spiral method offers a 

reliable heuristic for improving CNN model performance, there may be other factors, 

potentially specific to each task, that can lead to even better model performance. 

 

When compared to the JMI patch method applied to the Vision Transformer (ViT) 

model, the spiral method for the CNN was found to be less effective. Despite its 

consistent performance in the top quartile, the spiral method never outperformed the 

best performing model using the JMI patch arrangement in the ViT model. This 

finding suggests that while both methods provide valuable heuristics for improving 

model performance, the JMI patch method may be more effective for certain tasks or 

models, specifically for ViT models. 

 

Both the JMI patch method for ViT and the spiral method for CNN highlight the 

importance of intelligently ordering genes when building predictive models. Both 

methods demonstrated their potential to enhance model performance across a variety 

of tasks, confirming their utility as heuristics for tabular dataset analysis. These 

findings suggest that the thoughtful arrangement of genes is a critical factor in 

maximising the predictive performance of machine learning models. Furthermore, 

the generalisability of both methods to any tabular dataset opens avenues for their 

application in a wide range of contexts and tasks. Future research may focus on 

further refining these methods and exploring their effectiveness in other models and 

tasks. 
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3.4.3 Jointly Dependent Gene Interactions and Gene Ontology Analysis 

 

Three sets of genes of high relevance were extracted from an initial pool of 3,000 

genes, selected based on mutual information and ANOVA’s F statistic. These 

subsets contained 121, 576, and 2,601 genes respectively. These genes were 

subsequently transformed into three 2D gene matrices of dimensions 11x11, 24x24, 

and 51x51. To ensure the robustness of the results obtained from Grad-CAM++ and 

permutation importance, all genes within the three matrix sets were randomly 

shuffled 1,000 times, utilising the random.shuffle function from the NumPy library. 

 

The Grad-CAM technique was deployed to pinpoint multivariate gene patterns 

correlating with virus abundance. The intention was to identify groups of A. halleri 

genes collectively contributing to TuMV abundance. The top 30% of genes 

identified through Grad-CAM were selected for gene network analysis and Gene 

Ontology (GO) analysis. Included within this selection were key genes, such as 

Argonaute proteins 1 and 2 (AGO1, AGO2), which were accorded high importance 

scores. The chosen genes were then subjected to enrichment analysis, as a 

concentrated set of high-scoring genes is necessary to derive statistically significant 

results. 

 

For individual genes linked to virus abundance, permutation importance was the 

method of choice. A positive permutation importance score indicates a positive 

contribution of a given gene to the model’s performance. Genes identified via 

permutation importance were also included in the GO analysis, to explain individual 

gene-pathogen relationships. This analysis allows for the identification of important 

genes that could serve as biomarkers, reflecting the dynamic interplay between host 

and virus. 

 

Upon applying GO analysis to the top 25 genes deemed important by the CNN 

model, two GOs emerged as enriched: the ribonucleoprotein complex (GO:0030529) 

and siRNA binding (GO:003519). No GO enrichment was detected for other 

learning models. Four genes from the top 25 were assigned to these enriched GOs. 

Two of these, Ahg473977 and Ahg473645, encode homologues of AGO1 and 
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AGO2, respectively, which are known to play significant roles in antiviral RNA 

silencing, a virus-specific defence mechanism in plants. In A. thaliana, AGO2 is 

particularly critical for antiviral RNA silencing in leaves against TuMV infection. 

Previous research has shown that upregulated genes involved in RNA silencing, 

including AGO1 and AGO2, corresponded with elevated within-host virus 

accumulation. 

 

An expanded GO analysis was applied to the top 48 genes identified by the CNN 

model, leading to the enrichment of one GO, the ribonucleoprotein complex 

(GO:0030529). The other two genes, Ahg322062 and Ahg915450, encode homologs 

of La-related proteins (LARPs) in A. thaliana, specifically, LARP6B and LARP6A, 

and were included in this GO. LARPs have a crucial role in RNA metabolism, and 

LARP6B, in particular, possesses a PABP-interacting motif 2 (PAM2) that facilitates 

its targeting to mRNA 3’ UTRs. Despite the functions of LARPs being largely 

unknown in plants, the fact that TuMV is characterised by a poly(A) tail akin to 

mRNA leads to speculation about possible, yet unidentified, interactions between 

these proteins and TuMV. Earlier research suggests that A. thaliana class II poly(A)-

binding proteins are required for efficient TuMV multiplication. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  197 

 

   

 

3.5 Discussion 

 

3.5.1 Supervised Learning Methods for Gene Expression 

 

The application of supervised machine learning methods to gene expression datasets 

has emerged as a promising approach in bioinformatics and computational biology, 

enabling researchers to extract valuable insights from large and complex biological 

datasets. In this discussion section, I will critically evaluate the application of 

supervised machine learning methods to gene expression datasets, highlighting their 

strengths, limitations, and potential implications for biological research. 

 

One of the major strengths of supervised machine learning methods in gene 

expression analysis is their ability to handle high-dimensional data. Gene expression 

datasets typically consist of thousands of genes with expression values measured 

across multiple conditions or time points. Supervised machine learning methods, 

such as support vector machines, decision trees, and random forests, are capable of 

handling such high-dimensional data by automatically identifying relevant features 

or genes that are important for classification or prediction tasks. This allows 

researchers to identify genes or gene sets that are differentially expressed between 

different conditions or groups, which can provide valuable insights into biological 

processes and mechanisms. 

 

Another advantage of supervised machine learning methods in gene expression 

analysis is their ability to model complex non-linear relationships between genes and 

conditions. Gene expression data often exhibit non-linear patterns due to the 

complex regulatory mechanisms involved in gene expression. Traditional statistical 

methods may struggle to capture these non-linear relationships, whereas supervised 

machine learning methods, such as kernel methods or neural networks, can model 

these complex interactions and provide more accurate predictions. This enables 

researchers to uncover hidden patterns or interactions among genes that may not be 

apparent using traditional statistical methods. 
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Furthermore, supervised machine learning methods in gene expression analysis are 

highly adaptable and can be applied to a wide range of biological questions and 

experimental designs. They can be used for diverse tasks such as classification of 

different disease subtypes, prediction of patient outcomes, identification of 

biomarkers, and drug discovery. Moreover, supervised machine learning methods 

can be applied to different types of gene expression data, including microarray data, 

RNA-seq data, and single-cell RNA-Seq data. This flexibility makes supervised 

machine learning methods a versatile tool for analysing gene expression datasets 

across various biological contexts. 

 

However, there are several limitations and challenges associated with the application 

of supervised machine learning methods to gene expression datasets. One key 

challenge is the issue of overfitting, where the model may learn to perform well on 

the training data but fails to generalise to new, unseen data. Gene expression datasets 

are often noisy and subject to various technical and biological confounders, which 

can impact the performance and interpretability of the models. Proper pre-

processing, feature selection, and model validation techniques, such as cross-

validation, should be carefully applied to mitigate the risk of overfitting and ensure 

the robustness of the results. 

 

Another limitation of supervised machine learning methods in gene expression 

analysis is the need for large sample sizes. Supervised machine learning methods 

typically require a large number of samples to effectively learn the underlying 

patterns in the data. However, gene expression datasets with large sample sizes are 

not always available, especially in certain rare diseases or experimental conditions. 

This can limit the applicability and generalisability of supervised machine learning 

methods in some scenarios, and alternative approaches such as transfer learning or 

data augmentation techniques may need to be considered. 

 

Moreover, the interpretability and biological interpretability of supervised machine 

learning models in gene expression analysis can be challenging. Many supervised 

machine learning methods, such as deep neural networks, are often considered as 

"black box" models, where the relationship between input features and output 

predictions may not be easily interpretable. This can hinder the ability of researchers 
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to gain meaningful biological insights or generate hypotheses based on the model 

predictions. Therefore, developing interpretable and biologically meaningful models 

that provide insights into the underlying biology remains an important challenge in 

the field. 

 

Despite these challenges, the application of supervised machine learning methods to 

gene expression datasets has the potential to significantly impact biological research. 

 

3.5.2 Comparison with Differential Expression Analysis 

 

Genes that are highly relevant to viral infection can be located either individually or 

collectively through Trans-Learn. I have utilised a reliable computational solution to 

reverse engineer (i.e. Grad-CAM++) the trained neural network model to identify 

genes according to their contribution to the models as well as their multivariate 

properties linking to virus abundance levels. For example, if the plant is experiencing 

multiple stresses, the potential combination of up- and down-regulation for a specific 

subset of genes could lead to false positives or negatives. Since the samples were 

collected from plants in a natural environment, the potential for additional and 

unrelated factors that could influence gene expression can affect the results. 

Although these external factors did not affect the prediction accuracy of Trans-Learn 

(90%+) in this study, it is worth pointing out that incorrect predictions could be 

treated as given samples are be more likely to be affected by external factors, as the 

gene expression mapping does not generalise to the incorrect classification.   

 

Additionally, the incorporation of GO analysis in the interpretation could add 

biological relevance to the data-driven analysis approach embedded in Trans-Learn. 

GO weights all genes included in a specific GO term equally, based on which 

enrichment is tested for and the number of genes that are selected. By doing so, GO 

analysis together with the concluded terms for the clusters of genes will be able to 

guide users with the selection of candidate genes more consistently. The 

understanding of a joint and collective biomarker network can be expanded by the 

exploitation of Trans-Learn’s results, which could lead to the allocation of these 
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biomarkers to a regulatory network, as well as to understand how different modules 

in existing regulatory networks are represented.  

 

Trans-Learn exhibits a distinctive advantage over traditional differential expression 

or univariate methods, especially in scenarios involving complex biological systems. 

Traditional methods often employ an approach where genes are independently 

assessed, considering each gene in isolation. This limits the ability of such methods 

to discern complex relationships or dependencies among genes, which is a hallmark 

of biological systems. In contrast, Trans-Learn recognises and accommodates the 

interdependence among genes, enabling the identification of clusters of jointly 

dependent genes. The approach is more attuned to the reality of biological systems, 

where gene interactions often play crucial roles in influencing phenotypic outcomes. 

 

Another fundamental limitation of univariate methods is their assumption of linearity 

in relationships between genes and the target variable. This simplification often fails 

to capture the complexity and non-linearity inherent in biological systems. In 

contrast, Trans-Learn, particularly with its incorporation of CNN and VIT methods, 

can model and understand these non-linear relationships. The multivariate property 

of the gene importance metric, coupled with the CNN’s ability to capture complex, 

non-linear interdependencies, renders Trans-Learn an exceptionally powerful tool for 

biomarker identification. Furthermore, differential expression analysis tends to be 

reactive rather than predictive, identifying changes in gene expression after the fact. 

It may also struggle with false positives due to multiple hypothesis testing. Trans-

Learn, on the other hand, is inherently predictive, trained to recognise patterns and 

make accurate predictions on unseen data. This makes it a potentially valuable tool 

for early detection and prevention efforts in a variety of applications. 

 

In particular, the multivariate property of my proposed gene importance metric has 

enabled me to identify genes that are dependent on a given target virus with varying 

levels of significance, which also have certain degrees of dependence between 

themselves. The primary methodical advantage is that it can reflect the model’s non-

linear multivariate relationships between gene and the target, because the gradients 

after the convolutions with neighbouring genes in the CNN-based model can be 

included in the calculation. This approach has enabled the detection of clusters of 
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jointly dependent genes. In this case, the models show an increase in predictive 

power in comparison to generalised linear models when tested on the same data. 

Furthermore, automatic feature extraction in convolutional and non-linear activation 

layers in the CNN-based model can create feature maps that contain gene-virus 

patterns, which cannot be revealed in traditional hypothesis testing or linear 

methods. From this perspective, my method is capable of resolving both 

classification and regression problems in order to identify multivariate biomarkers in 

molecular biology, whereas traditional methods are typically defined for studying the 

univariate relationships in a controlled against treated environment.  

 

3.5.3 Trans-Learn’s Challenges  

 

Whilst Trans-Learn provides a powerful platform for predicting host-virus 

interactions, and advancing our understanding of underlying gene dependencies, 

several challenges and limitations remain to be addressed. 

 

Firstly, the adaptive threshold utilised for discerning important genes is 

mathematically robust but may be biologically arbitrary. Its basis in joint 

dependency scores may not universally align with all hypotheses in life sciences, 

requiring careful adaptation for differing biological contexts. 

 

Secondly, the predetermined ordering of genes through the spiral gene arrangement 

before input into the CNN-based model may unintentionally influence Grad-CAM++ 

results. This factor may distort interpretations by skewing results towards the 

arrangement of genes rather than the gradient-based method intrinsic to CNNs. A 

further challenge lies in the inherent trade-off between matrix size and computational 

efficiency in the implementation of Grad-CAM++. As the input matrix expands, 

Grad-CAM++ must be applied more frequently with varying gene arrangements to 

assure a diverse range of gene neighbours are sampled from the gene pool. This 

escalating demand introduces substantial computational complexity and time costs. 

 

Moreover, a potential avenue for future development is the integration of the two 

selection methods, Grad-CAM++ and permutation importance, to coherently signify 
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the dynamic relationships between host and virus. Currently, this joint approach 

remains unexplored. 

 

On a broader scale, the translatability of feature encoding and selection 

methodologies to diverse gene expression datasets or plant-virus interactions should 

be carefully evaluated. The performance of these techniques may vary with the 

specific characteristics of the datasets, such as the type of virus, host plant species, 

and experimental conditions. Therefore, ongoing validation and optimisation of these 

methods across a range of datasets and interactions are essential to gauge their 

generalisability and reliability. 

 

The challenges extend beyond the methodological scope, encompassing aspects of 

software adoption and maintenance. Therefore, I have produced a comprehensive 

instructions for use file that is available for users to read through before using the 

software. As an open-source Python software, the success of its dissemination and 

application relies on factors like ease of use, comprehensive documentation, and 

readily available support. Ensuring that the software remains accessible, well-

documented, and user-friendly is pivotal to its broad adoption, and fosters an 

environment for ongoing development and improvement. 

 

Lastly, maintaining software sustainability necessitates regular updates to address 

potential bugs, compatibility issues with new software libraries, and to meet 

evolving research requirements. If adopted by the community, this continual upkeep 

represents a significant challenge in resource allocation, time commitment, and 

fostering an engaged user community, all critical for the long-term viability and 

utility of the software. 

 

3.5.4 Interpretation of Trans-Learn’s Results  

 

The gene dependency matrix produced during the Trans-Learn pipeline is founded 

upon a weighted combination of the positive partial derivatives of the CNN-based 

model’s final convolutional layer. This is with respect to the categorisation of the 

various levels of viral abundance. It is important to recognise that these gene 
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dependency scores should not be construed as a statistic for testing the impacts of 

viral infections. Instead, they should be interpreted as suggestive indicators, inviting 

more comprehensive exploration between certain subsets of genes and the targeted 

virus. Despite a dataset of over 500 samples being adequate to evaluate the 

performance of my method, an anticipation for a greater predictive power of the 

neural networks is held. This expectation is justified given their demonstrated 

proficiency with considerably larger datasets. 

 

In terms of the generated network’s interpretation, a specific focus should be given 

to those genes interconnected by thicker edges. The substantial evidence suggests 

that CNNs and ViTs can effectively utilise patterns within gene expression matrices 

(the input) and correlate them with the output, for example, TuMV severity. This 

correlation can either be unlinked or associated with different components of the 

variance. My findings indicate that genes with a higher connectivity in the 

dependency network are able to pinpoint more neighbouring genes. This occurs 

when these genes are convolved and undergo non-linear transformations collectively 

via the neural network. As such, highly connected genes appear to possess distinctive 

patterns not found in the genes they are linked with. Conversely, genes with fewer 

connections can be considered to contain a pattern that becomes effective only when 

coupled with a small subset of genes. The potency of this effectiveness is mirrored in 

the network by the size of the node representing that specific gene. 

 

3.5.5 Applications of the Trans-Learn Software 

 

The Trans-Learn software has wide-ranging potential applications across various 

fields in molecular biology and genomics, which extend beyond its initial usage for 

identifying multivariate biomarkers or training predictive models. As a tool, Trans-

Learn presents a novel and cutting-edge approach that combines machine learning 

techniques with biological insights, providing a powerful platform to address 

complex biological questions. 

 

Firstly, Trans-Learn could play a critical role in the field of diagnostic medicine. It 

can be used to train predictive models on datasets derived from human gene 



  204 

 

   

 

expression studies related to specific diseases. These models can then assist 

clinicians in identifying a panel of genes that collectively contribute to the diagnosis 

of a particular disease, leading to more accurate and efficient diagnoses. Given the 

multivariate nature of many diseases, the application of Trans-Learn could assist 

diagnostic practices by considering the combined effects of multiple gene 

expressions, rather than focusing solely on the expression of individual genes. This 

could lead to the development of comprehensive diagnostic panels that account for 

the complexity of disease processes. 

 

Additionally, the capabilities of Trans-Learn could be utilised for trait prediction in 

plant and animal breeding programmes. By training predictive models on datasets 

generated from the genetic profiling of various phenotypes, breeders could identify 

sets of genes that contribute to the expression of desirable traits. Consequently, this 

can enable breeders to make informed selection decisions and effectively enhance 

breeding strategies. Furthermore, the multivariate approach of Trans-Learn could 

allow breeders to better understand the complex genetic networks that underpin 

phenotypic traits, which is often a challenge in traditional breeding programmes. 

 

In the field of plant genomics, Trans-Learn could be used to identify multivariate 

biomarkers for various agronomically important traits. By training predictive models 

on datasets generated from high-throughput phenotyping and genotyping studies, 

agricultural scientists could gain insights into the complex gene interactions 

underlying traits like yield, stress resistance, and nutrient use efficiency. This could 

help in the development of precision breeding strategies to improve crop 

performance under varying environmental conditions. 

 

While these potential applications highlight the promise of Trans-Learn, it is 

important to note that each would require careful validation and optimisation of the 

platform for the specific context. Nevertheless, the capabilities of Trans-Learn 

provide a promising avenue for harnessing the power of machine learning in various 

areas of biological research and practice. 
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3.5.6 Conclusion 

 

In this chapter, I introduced the Trans-Learn platform, a pioneering approach that I 

developed with the initial aim of identifying multivariate biomarkers linked to 

TuMV infection in Arabidopsis halleri. By harnessing machine learning and deep 

learning methodologies, I succeeded in transforming tabular transcriptomic datasets 

into an image-like format conducive to the deployment of techniques such as CNNs 

and ViTs. 

 

A key accomplishment was the creation of effective feature encoding methods that 

allowed me to emphasise patterns and relationships between genes, thereby 

providing my models with the critical spatial awareness they required. It is worth 

noting that the efficacy and applicability of these methods to a wide range of gene 

expression and tabular datasets make them an invaluable tool for the research 

community. 

 

As part of my objectives, I developed feature interpretation techniques to identify 

relevant biomarkers linked to TuMV infection in A. halleri, and anticipate their 

applicability to other datasets. Utilising Grad-CAM, I successfully extracted gene 

importance and created a metric to quantify the multivariate nature of the 

dependencies between biomarkers. 

 

A focal objective involved utilising both standard and advanced machine learning 

techniques like gradient boosting machines, logistic regression, and deep learning 

techniques such as CNNs and ViTs. By implementing these on the tabular and 

encoded image data, I endeavoured to predict TuMV infection and other targets 

within gene expression datasets. I compared the performance of various models 

across multiple datasets, revealing the most effective methods for prediction utilising 

gene expression data to be my specific patch arrangement ViT model as well as the 

stack and blend ensembles. 

 

Following the identification of associated genes or biomarkers, I utilised gene 

ontology and network analysis methodologies to gain biological insights, fulfilling 
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another objective. Tools such as Cytoscape facilitated this process, allowing me to 

infer gene regulatory relationships. However, my limited biological background 

limited my interpretation of the biomarkers and so my focus remained on designing 

the software to maximise predictive performance. 

 

I also developed open-source Python software to make the Trans-Learn platform 

accessible and reproducible for the wider scientific community. This software 

includes modules for encoding tabular datasets into image format, implementing 

feature selection techniques, and training supervised machine learning models for 

biomarker identification. 

 

Overall, I established a robust pipeline rooted in computer vision and machine 

learning techniques that demonstrates significant potential in early detection and 

management of TuMV infection in Arabidopsis halleri. While this work primarily 

focused on this specific case, the methods and tools I’ve developed hold promise for 

broader applications, including analysing gene expression dynamics in other 

biological contexts and predicting different traits. 

 

However, there were key challenges facing the Trans-Learn project, including 

biological interpretation of identified genes, integration of multi-omics data and 

questionable performance on smaller datasets. These challenges present exciting 

opportunities for further refining and expanding the capabilities of Trans-Learn. As I 

continue to make strides in these areas, I am confident that Trans-Learn will stand as 

a testament to my hypothesis - that a computational pipeline, which melds computer 

vision and machine learning for encoding, selecting, and interpreting features from 

tabular gene expression datasets, can indeed surface significant multivariate patterns 

and relationships within the data. I believe Trans-Learn can serve as a powerful tool 

for predictive purposes and for deepening our understanding of gene expression 

dynamics in diverse biological contexts. 

 

 

 

 

 



  207 

 

   

 

3.6 Future Research 

 

There are several promising directions for future research to further develop machine 

learning methods for the analysis of gene expression data in crops and the diagnosis 

of plant diseases through biomarkers. One potential avenue is the integration of 

multi-omics data, encompassing transcriptomics, proteomics, and metabolomics, to 

capture a more comprehensive and dynamic view of gene expression patterns and 

molecular interactions in plants. The amalgamation of multiple omics datasets could 

offer a more holistic understanding of the complex biological processes 

underpinning crucial traits in crops, such as yield, stress tolerance, and disease 

resistance. Machine learning methods such as Trans-Learn’s pipeline that can 

effectively incorporate and analyse multi-omics data could facilitate the 

identification of novel biomarkers and predictive models with enhanced accuracy 

and robustness. 

 

Future research could concentrate on developing interpretable machine learning 

methods for gene expression analysis in crops. Interpretability is a critical aspect of 

practical machine learning applications, allowing researchers and practitioners to 

understand and validate the underlying mechanisms and biological relevance of 

predictive models. The development of machine learning methods that offer 

interpretable insights into regulatory networks, functional annotations, and biological 

pathways associated with gene expression patterns in crops can expedite the 

discovery of meaningful biomarkers and enhance the utility of predictive models for 

crop improvement and disease diagnosis. 

 

In addition, there is a requirement for further validation and optimisation of machine 

learning methods across diverse crops, plant species, and environmental conditions. 

Different crops may exhibit unique gene expression patterns, regulatory networks, 

and molecular interactions, which can impact the performance and generalisability of 

machine learning models. Carrying out extensive validation studies in various crops 

and plant species, as well as under different environmental conditions, can help to 

assess the robustness, reliability, and applicability of machine learning methods for 

gene expression analysis in varied agricultural contexts. 
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Finally, future research could focus on the development of user-friendly and 

accessible software tools for applying machine learning methods to gene expression 

data in crops. Software tools with intuitive interfaces, detailed documentation, and 

extensive support can empower researchers and practitioners in the field of plant 

pathology to easily apply and customise machine learning methods to their specific 

research questions and experimental data. Encouraging open-source software 

development, community engagement, and collaboration among researchers can 

facilitate the dissemination and adoption of machine learning methods in the field of 

crop research and plant disease diagnosis. 

 

In conclusion, there are exciting opportunities for future research in developing 

machine learning methods for analysing gene expression data in crops and 

diagnosing diseases in plants using biomarkers. The integration of multi-omics data, 

the utilisation of deep learning techniques, the development of interpretable models, 

validation in diverse crops and environmental conditions, and the development of 

user-friendly software tools are important areas of focus for advancing the field of 

gene expression analysis in crops and plant pathology research. Continued research 

and innovation in these areas can contribute to the development of more accurate, 

robust, and interpretable predictive models for crop improvement and disease 

diagnosis, ultimately benefiting agriculture and food security. 
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Chapter 4: ChronoGauge – An Open-Source Machine 

Learning Method for Circadian Gene Expression 

Analysis and Time Prediction 

 

4.1 Introduction 

 

In this chapter, I introduce ChronoGauge, a machine learning-based method 

designed to identify biomarkers of the circadian clock and predict an organism’s 

internal circadian time. This method and associated software, now employed by Mr 

Connor Reynolds for his PhD at the Earlham Institute and utilised during his Alan 

Turing Fellowship position, were independently developed by myself. My 

colleagues at the Earlham Institute took on the responsibility of processing the RNA-

Seq datasets. 

 

My contribution to this project was extensive and comprised the development of the 

entire pipeline and software. This included the selection of rhythmic genes, the 

coding of rhythmic metrics, the implementation of custom sequential feature 

selection, model selection, and the formulation of a circular linear regression model. 

Small parts of this chapter have been adapted and modified with permission from my 

publication in PNAS: “Interpreting machine learning models to investigate circadian 

regulation and facilitate exploration of clock function”. 

 

To provide the necessary context for this chapter, I will initially provide a 

concentrated literature review on the circadian clock. This review will focus on 

methods used to detect rhythmically expressed gene expression markers, as well as 

existing strategies for predicting an organism’s internal time using gene expression. 

 

4.1.1 Abstract 

 

In this chapter, I introduce ChronoGauge, an innovative open-source machine 

learning method I developed to predict the internal circadian time of organisms. This 
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is achieved by using transcriptional biomarkers derived from a single transcriptomic 

time point. I applied this method to both wheat and Arabidopsis datasets and 

prioritised the selection of biomarkers across circadian phases to enhance accuracy 

and robustness. The technique involves an innovative use of custom sequential 

feature selection and a circular linear regression model, implemented via stochastic 

gradient descent, resulting in highly accurate predictions on test datasets. 

 

I evaluated the predictive capabilities of ChronoGauge on clock mutants and datasets 

with various environmental conditions, achieving an impressive mean absolute error 

(MAE) of 46 minutes in a test dataset. Interestingly, my best-performing model, 

comprised of 15 carefully selected transcripts, surpassed the performance of the 

state-of-the-art ZeitZeiger method, which achieved an MAE of 143 minutes. This 

underscores my hypothesis that a more evenly distributed selection of biomarker 

transcripts across rhythmic phases would yield a more robust and generalisable 

mapping from expression data to internal circadian time. 

 

The final subset of 15 transcripts, which interestingly included no core clock genes, 

effectively served as a small, yet sufficient group of biomarker transcripts for 

accurately predicting circadian time. I observed no discernible relationship between 

circadian time and prediction error, barring slight discrepancies in the training 

dataset. In essence, the innovative application of ChronoGauge to gene expression 

data not only provides a valuable tool for accurately predicting circadian time but 

also lays the groundwork for further advancements in the field. 

 

4.1.2 Crops Synchronise Processes with Environment 

 

The circadian clock is a fundamental timekeeping mechanism that regulates the 

biological rhythms of various organisms, including plants. It is an endogenous, self-

sustained timing system that enables plants to anticipate and adapt to daily 

environmental changes, such as light-dark cycles and temperature fluctuations. The 

circadian clock in plants is critical for coordinating various physiological and 

molecular processes, including growth, photosynthesis, stomatal conductance, 
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hormone signalling, and stress responses, which ultimately influence plant 

performance and fitness. 

 

The circadian clock is a critical trait in agricultural crops as it plays a pivotal role in 

regulating various aspects of plant growth, development, and stress responses, which 

ultimately impact crop productivity and yield. The circadian clock allows plants to 

anticipate and adapt to daily environmental changes, such as light-dark cycles, 

temperature fluctuations, and water availability, thus optimising their physiological 

and metabolic processes. 

 

One key aspect of the circadian clock in agricultural crops is its regulation of plant 

growth and development. The circadian clock controls the timing of key 

developmental processes, such as flowering, stem elongation, leaf expansion, and 

root growth, which are crucial for crop yield and quality. For instance, proper timing 

of flowering is essential for reproductive success and seed production in many crop 

species, influencing crop yield and seed quality. The circadian clock also regulates 

stem elongation and leaf expansion, affecting plant architecture and canopy 

development, which impact light capture, nutrient uptake, and overall plant growth. 

Furthermore, the circadian clock controls root growth and nutrient uptake, 

influencing nutrient acquisition efficiency and water use efficiency, which are 

important for crop performance under varying environmental conditions. 

 

In addition to growth and development, the circadian clock also regulates plant 

responses to abiotic and biotic stresses, which are major challenges in agriculture. 

The circadian clock modulates plant responses to various stresses, such as drought, 

salinity, heat, cold, and pathogens, by regulating the expression of stress-related 

genes and the synthesis of stress-related metabolites. Proper circadian clock 

regulation is crucial for optimising stress responses and enhancing crop resilience to 

adverse environmental conditions. For example, the circadian clock regulates 

stomatal opening and closing, influencing plant water use efficiency and drought 

tolerance. The circadian clock also regulates the expression of defence-related genes, 

such as those involved in the synthesis of secondary metabolites and defence 

signalling pathways, which play a crucial role in plant defence against pathogens and 

pests. 



  212 

 

   

 

 

Furthermore, the circadian clock also impacts crop quality traits, such as nutritional 

content, flavour, aroma, and shelf life, which are important for marketability and 

consumer preference. The circadian regulation of metabolic processes, such as 

photosynthesis, starch metabolism, and secondary metabolite synthesis, influences 

the accumulation of key nutritional and quality-related compounds in crops. Proper 

circadian clock regulation is essential for optimising the synthesis and accumulation 

of these compounds, which impact crop nutritional value, taste, aroma, and overall 

quality. However, our understanding of such complex transcriptional regulatory 

systems is limited by our ability to assay them, requiring the generation of long high-

resolution time-series datasets. 

 

In conclusion, the circadian clock is an important trait in agricultural crops as it 

regulates plant growth, development, stress responses, and quality traits, which 

collectively impact crop productivity, yield, and marketability. Understanding the 

role of the circadian clock in crop biology has important implications for crop 

improvement, stress resilience, and sustainable agriculture, and can aid in the 

development of crop management strategies that optimise plant performance in 

changing environmental conditions. 

 

4.1.3 Methods to Identify Circadian Regulated Genes 

 

Circadian rhythms are endogenous biological rhythms that follow a roughly 24-hour 

cycle and regulate various physiological processes in living organisms, including 

gene expression. Identifying circadian-regulated genes is an important area of 

research in the field of chronobiology, as it provides insights into the molecular 

mechanisms underlying circadian clock regulation. Several statistical methods have 

been developed and utilised to identify circadian-regulated genes from high-

throughput transcriptomic data. Here, I will discuss some of the commonly used 

statistical methods for identifying circadian-regulated genes. 

 

Time series analysis serves as a robust approach for detecting circadian-regulated 

genes from transcriptomic data. This technique involves studying and analysing gene 
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expression profiles over several time points, typically spanning at least one 24-hour 

cycle. As circadian rhythms follow a cyclic pattern, this analysis enables us to 

capture the inherent periodicity of the data and analyse the rhythmic oscillations of 

gene expression. 

 

One of the methods employed for time series analysis is Fourier analysis, which is 

particularly effective in handling periodic data such as circadian rhythms. Fourier 

analysis works by decomposing a time series into a set of sinusoidal components 

with different frequencies, which can be used to identify rhythmic patterns in the 

gene expression data. The outcome is a spectrum that displays the strength of these 

rhythmic components at different frequencies, thus revealing the periodic nature of 

the gene expression and the primary circadian rhythms present within the biological 

system.  

 

Developed by Hughes et al. (2010), JTK_CYCLE is a widely used, nonparametric 

algorithm designed to detect and characterise rhythms in large-scale time-series data. 

The method, based on the Jonckheere-Terpstra-Kendall (JTK) test, is known for its 

robustness and reliable results, boasting superior sensitivity and specificity compared 

to alternative methods. JTK-Cycle utilises a combined approach of the Jonckheere-

Terpstra test for detecting orderings in value groups and Kendall’s tau as a rank 

correlation measure to quantify the dependence between two quantities. This method 

fits a cosine curve to temporal expression data, calculating the phase and period-

lengths that minimise Kendall’s tau p-value for each transcript, thereby quantifying 

their rhythmicity. Despite its resistance to outliers and computational efficiency, 

JTK-Cycle might produce false negatives due to the potential difficulty of 

calculating parameters in low-resolution datasets. In application, JTK-Cycle has 

unveiled a novel cluster of circadian-regulated RNA-interacting genes in previously 

published datasets. 

 

ARSER (Autoregressive spectral estimation rhythm), devised by Yang and Su 

(2010), stands as an effective tool for detecting and characterising circadian rhythms 

in extensive time-series gene expression data. By applying spectral analysis to an 

autoregressive model that describes time-series data, ARSER successfully handles 

common challenges in circadian rhythm research such as noise, short time-series, 
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and irregular sampling. The process starts with linearly detrending the time series, 

followed by smoothing and mapping into the autoregressive spectrum to identify 

genes with peaks in the 20-28 hour range, with the peaks serving as period estimates. 

Comparable to JTK-Cycle, ARSER estimates signal phase, period, amplitude, and 

mean level, using these parameters to fit the harmonic regression model. An F-test 

then quantifies the rhythmicity of the transcript or gene by testing for significance in 

the covariates.  

 

Autocorrelation and cross-correlation are traditional statistical methods that have 

been applied to the analysis of rhythmically expressed genes. Autocorrelation 

measures the similarity between observations as a function of time lag, enabling the 

identification of repeating patterns in time-series data, such as rhythmic gene 

expression. Cross-correlation, on the other hand, measures the similarity between 

two time-series as a function of the time lag applied to one of them, which can be 

used to assess the phase relationship between two rhythmic processes. 

 

MetaCycle, developed by Wu et al. (2016), is an integrated interface that provides 

several algorithms for detecting rhythmic signals from time-series datasets. It 

includes both ARSER and JTK_CYCLE, along with the Lomb-Scargle method. 

MetaCycle has been designed to handle both evenly and unevenly sampled time-

series data, offering great flexibility for the analysis of rhythmic gene expression. 

The component of MetaCycle that should be used is dependent on the dataset e.g. 

number of timepoints, replicates, missing values etc. as no single method is best, 

however as MetaCycle works as an ensemble of these methods, the authors advise 

that their method can be used on a variety of datasets. 

 

A popular metric for quantifying rhythmicity not used in MetaCycle is the relative 

amplitude error (RAE) 388 that utilises FFT-NLLS (fast Fourier transform – non-

linear least squares) to fit a cosine curve to the signal and the goodness of fit 

estimates the rhythmicity of the signal. Similar to ARSER, a fast Fourier 

transformation is applied to the signal and properties of the transformed signal are 

used as initial estimates of the cosine curve’s phase, period and amplitude 

parameters. BioDare, an online system for the sharing, processing, and analysis of 

circadian datasets has integrated the FFT-NLLS method for the purpose of 
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identifying rhythmic genes389. An advantage of calculating the RAE is that signals 

that dampen or change in amplitude will be punished as the cosine fit will result in a 

larger error. 

 

In conclusion, identifying circadian-regulated genes from transcriptomic data 

requires the use of statistical methods that can model rhythmic patterns in gene 

expression. These methods can provide valuable insights into the molecular 

mechanisms of circadian regulation and its impact on gene expression in living 

organisms. 

 

4.1.4 Predicting the Circadian Time Using Biomarkers  

 

Predicting the circadian time in plants, which refers to estimating the time of day 

based on gene expression patterns, is an active area of research in plant 

chronobiology. Several algorithms and tools have been developed specifically to 

predict circadian time using high throughput transcriptomic data. Some notable 

examples include Molecular Timetable390, ZeitZeiger391, and TimeSignatR392. 

 

The Molecular Timetable method, first described by Ueda et al., utilises gene 

expression data from a single time point to estimate the circadian time in an 

organism. The premise of this method is that different genes are expressed at 

different times throughout the circadian cycle, and so the expression of a given set of 

genes provides a "timetable" or reference to predict the circadian time. However, this 

method is often limited by the requirement for large numbers of rhythmically 

expressed genes to accurately predict the circadian time, which may not always be 

feasible or accurate in some biological contexts. 

 

ZeitZeiger, proposed by Hughey et al., is a robust method for predicting circadian 

time using high-dimensional regression. It employs principal component analysis 

(PCA) to reduce the complexity of gene expression data, followed by sparse 

regression to identify a select few genes most indicative of circadian time. This 

method proves efficient even with noisy data or samples collected at less than 

optimal times, although its performance may diminish when there are limited 
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rhythmically expressed genes available. ZeitZeiger’s strength lies in its ability to 

generate a sparse representation of variation in gene expression in relation to 

circadian time through sparse PCA, opting for maximum likelihood over standard 

supervised machine learning for faster, more accurate results. Importantly, its 

application extends to predicting circadian time using a single time point from a set 

of marker genes in human blood, enabling detection of changes in clock function due 

to disease or environmental conditions. 

 

TimeSignatR, developed by Troup et al., is a machine learning-based tool that was 

designed to generate "time signatures" to predict the time of day from gene 

expression data in humans. The algorithm was trained on a dataset that includes 

thousands of samples from over 50 tissues, collected at different times of the day. 

TimeSignatR stands out due to its ability to predict the time of day from 

transcriptomic data, not just from blood but from multiple tissues. This method’s 

success underscores the value of machine learning methods in circadian time 

prediction. 

 

All these methods highlight the importance of time-point specific gene expression in 

predicting circadian time and have made significant contributions to the field. 

However, it’s crucial to note that these methods need to be adapted and validated for 

different organisms and various environmental conditions to ensure their broad 

applicability in circadian research. 

 

In conclusion, predicting circadian time in plants from gene expression data requires 

the use of statistical and machine learning methods that can model the periodic 

patterns in gene expression.  
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4.2 Aims and Objectives 

 

The aim of the ChronoGauge project was to create a predictive model for circadian 

time in plants, leveraging both machine learning and statistical methods on gene 

expression data. In particular, my project objectives were: 

1. My main objective was to create an efficient, user-friendly, and 

comprehensive Python software tool for circadian time prediction in plants. 

This tool would need to accommodate high-throughput gene expression data 

from various plant species and datasets, and I planned to make it freely 

available as an open-source resource for the scientific community. 

2. My second objective was identifying predictive circadian biomarkers. These 

are genes or gene sets that consistently demonstrate rhythmic expression 

patterns across different datasets and plant species. By integrating and 

analysing multiple gene expression datasets from different plant species with 

known sampling time labels, I aimed to identify potential circadian 

biomarkers using feature selection techniques like sequential feature selection 

and ARSER, JTKCycle, and MetaCycle. This would help highlight the most 

informative genes for circadian time prediction. My hypothesis was that 

having a diverse set of biomarkers with different peak phases would perform 

better than having a feature set comprised of many biomarkers with the same 

phase. 

3. Next, I planned to develop and optimise machine learning and statistical 

models for circadian time prediction using these identified circadian 

biomarkers. I intended to use various methods like neural networks as well as 

circular regression. I intended to evaluate their performance using cross-

validation and metrics like mean absolute error (minutes) to identify the best-

performing models for circadian time prediction. 

4. I also aimed to test the developed predictive circadian time models across 

different datasets, involving various plant species and experimental 

conditions. This involved applying the trained models to independent 

datasets with known circadian time information and assessing their 

performance in terms of prediction accuracy, robustness, and generalisability. 

This would help understand the applicability and transferability of the 
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predictive circadian time models across different biological contexts and 

datasets. 

 

Overall, this project aimed to develop a robust and accurate predictive model for 

circadian time in plants by applying machine learning and statistical methods to gene 

expression data. The project also sought to identify predictive circadian biomarkers 

and assess the performance of the developed model(s) across different datasets, 

contributing to the advancement of our understanding of plant circadian clocks and 

providing a valuable tool for circadian research in plants. The development of an 

open-source Python software tool also served the scientific community by offering a 

freely accessible resource for circadian time prediction in plants. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  219 

 

   

 

4.3 Methods 

 

4.3.1 RNA-Seq Circadian Datasets 

 

Initially, three transcriptomic Arabidopsis thaliana datasets were chosen to develop a 

method for predicting the endogenous circadian time and identifying a subset of 

marker genes (Table 8). These datasets came from published studies that reveal 

differences in transcriptome regulation 393–395. The datasets were all generated by 

growing Arabidopsis thaliana seedlings in light-dark conditions (12 hourrs, 12 

hours) and then put in constant light to trigger circadian regulation without light 

receptive genes being mistaken as false positives.  

 

Table 8. Information relating to the three circadian experiment datasets used for 

most of the ChronoGauge project. 

Source Ecotype Material Biological 

Replicates 

Number of 

timepoints 

Sampling 

frequency 

(hours) 

Romanowski 

et al. (2020) 

Col-0 Areal 2 12 4 

Yang et al. 

(2020) 

Col-0 Seedlings 2 8 3 

Graf et al. 

(2017) 

Col-0 and 

WS 

Whole 

rosettes 

2-3 2 12 

 

 

During later stages of the ChronoGauge project, my colleague Mr Connor Reynolds 

processed additional circadian RNA-Seq datasets from studies by Locke et al., 

Yavonsky et al., Mas et al., and Blair et al.. The compiled information relating to the 

combined seven publicly available datasets is presented in Figure 25. 
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Figure 25. 

All of the circadian experiment gene expression datasets used in this study. All 

datasets were labelled with the label being the sampling time which acts as a proxy 

label for the internal time of the plant. The number in each rectangle indicates the 

sampling time. 

 

4.3.2 Method of Validation 

 

In order to assess and improve the performance of my models, I employed a 

technique called time series cross validation124. Time series cross validation is a 

model validation technique for assessing how the results of a statistical analysis will 

generalise to an independent data set. Unlike traditional cross-validation methods, 

time series cross validation respects chronological ordering of data, and "future" data 

is never used to predict "past" data. This is particularly important for the time-

dependent nature of circadian datasets. 

 

I initially assigned the Romanowski dataset as the training dataset due to its strong 

rhythms and numerous time points, while the Yang and Graf datasets were 

designated as the validation and test datasets, respectively. The rationale behind this 

validation scheme was to establish a robust expression-to-time mapping using the 

training dataset, then refine the optimal hyperparameters that would minimise the 

error on the Yang dataset. After identifying the optimal set of hyperparameters and 

rhythmic genes, I proceeded to make predictions on the Graf dataset to obtain a final 

error value, which would serve as an estimation of the model’s error on unseen data. 

The integration of time series cross validation for optimising the hyperparameters of 

my models eventually involved combining the Yang and Romanowski datasets. 
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Once additional datasets were processed, I incorporated the Romanowski, Yang, 

Locke, and Yavonsky datasets into the training process. This allowed me to have 

extra samples for time series cross validation, thereby increasing the robustness and 

performance of my predictive models. 

 

4.3.3 Expression Matrix Pre-processing 

 

The initial stage of my feature selection approach involved the exclusion of genes 

with a variance less than 5. Genes falling under this category are typically either 

lowly expressed, thus of minimal interest, or lack rhythmic variance that is 

dependent on endogenous time. 

 

After removing the low variance genes, I standardised the expression data, a vital 

step to ensure the comparability and reliability of the results. This was accomplished 

using the standard scaling method which involved subtracting the mean expression 

of each gene from the expression matrix, then dividing by each gene’s standard 

deviation. Mathematically, this is represented as: 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 = 
𝑋 − 𝜇

𝜎
 

This scaling method effectively centres each gene’s expression at zero, eliminating 

linear trends that could cause variations in amplitudes across time points. 

 

Due to having multiple datasets from different sources involved in the ChronoGauge 

project, my colleague Connor Reynolds and I implemented a method known as 

ComBat396 to minimise batch effects among the datasets. ComBat is a statistical 

method used to correct batch effects in RNA-Seq studies when combining multiple 

datasets. It leverages a negative binomial regression model and empirical Bayesian 

framework to estimate and adjust for batch effects, while attempting to preserve 

biological variance. After defining a regression model for each gene, it estimates a 

‘batch-free’ distribution that allows for the alignment of data across different batches 

to a common reference. By adopting this approach, I was able to effectively 
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standardise data from different datasets, thereby improving the robustness and 

validity of my subsequent analyses. 

 

4.3.4 Rhythmic Gene Selection 

 

A recurring theme in machine learning applications to expression datasets is the 

significance of feature selection, and it holds particular importance in this example, 

where genes exhibiting a rhythmic pattern are crucial for accurately predicting the 

circadian time of the plant. I employed the following set of metrics to quantify 

rhythmicity: 

 

• Autocorrelation – This metric measures the degree of correlation between a 

gene’s temporal expression pattern and a delayed copy of itself. A high 

autocorrelation suggests rhythmic gene expression, making it an effective 

feature for predicting the plant’s endogenous time. 

• JTK-Cycle397 – This published metric for rhythmicity utilizes a combination 

of a non-parametric test to establish data orderings and a measure of rank 

correlation to determine the optimal phase and period of an expression 

pattern. 

• ARSER398 – Another published method for quantifying rhythmicity, ARSER, 

involves transforming the data using an autoregressive spectrum and 

identifying peaks in this spectrum within the range of [20-28]. These peaks 

are then used as estimates for the period in a harmonic regression model. 

 

By applying these metrics to evaluate each gene, I obtained a matrix of size [n x 3] 

containing scores relating to the rhythmicity of each gene. I calculated the mean of 

the three features for each gene, resulting in a single metric that was used to rank and 

select genes. Later, the methodology was refined by using MetaCycle's single metric 

for gene ranking, which is a specialised procedure for assessing gene rhythmicity. 

 

Next, I selected the top-ranking n genes and calculated the relative amplitude error 

(RAE) for each of them. RAE is a metric that measures the goodness of fit for an 
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FFT-NLLS389 curve-fitting algorithm. Due to there not existing open source code to 

calculate the RAE, I developed open-source Python code that follows these steps: 

 

1. Remove linear trends in the temporal expression pattern by subtracting the 

linear least squares fit from the dataset. 

2. Compute the fast Fourier transform of the detrended expression data. 

3. Sequentially initialize the FFT-NLLS frequency, phase, and amplitude 

parameters (𝜏𝑖, 𝜑𝑖, 𝛼𝑖) by identifying the FFT peak frequencies. The 

frequency should be initialised as the FFT peak frequency, the phase as the 

angle of the FFT-transformed detrended expression data, and the amplitude 

as the mean of the absolute value of the amplitude. 

4. Employ the curve_fit package from scipy to fit the FFT-NLLS model to each 

gene, optimizing the three parameters to minimise the mean squared error 

between the learned cosine curve and the expression data. 

5. Utilise the pcov method of curve_fit to obtain a covariance matrix for the 

estimated parameters, allowing the generation of 95% confidence intervals. 

6. To compute the relative amplitude error score, divide the amplitude 

parameter by the range of the 95% confidence interval of the amplitude error. 

A smaller value indicates a more reliable rhythmic gene. 

 

Once RAE has been calculated, I select the top-ranking n genes to proceed with 

further scaling between 0 and 1. This scaling enables easy identification of the ratio 

between the maximum expression in the training and validation datasets. Any genes 

with a maximum expression in the validation dataset exceeding 1.4 times the 

maximum expression in the training dataset are subsequently removed. 

Consequently, a subset of highly rhythmic genes with consistent amplitude between 

the training and validation datasets is obtained. 

 

4.3.5 Circular Loss Function for Time Prediction 

 

When dealing with cyclic variables, such as time measurements that repeat 

periodically, calculating the squared distance between predictions and targets using a 

traditional mean squared error loss function can lead to inflated distances in certain 
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cases. Consider an example where the target variable, denoted as 𝑦, is cyclic with a 

period of 24 hours. Suppose the predicted value 𝑦̂ is 22, while the target value 𝑦 is 2. 

The squared distance between 𝑦 and 𝑦̂ is 202 = 400 when using the standard 

regression loss function of mean squared error (Figure 27).  

 

 

Figure 26. 

Mean squared error loss function when applied to a cyclic variable. (a) The two possible 

distances between a target value of 2, and a predicted value of 22. (b) Graph displaying the 

corresponding squared errors for the two possible distances. (c) Loss curve in the case of a 

cyclic variable with period 24. 

 

However, if one considers that 𝑦 = 2𝑚𝑜𝑑(24) meaning that 𝑦 can take the values 

2, 26, 50, then the appropriate squared distance to measure would be (26 − 22)2 =

16 (Figure 28). This example demonstrates why using the mean squared distance is 

not appropriate when the target is cyclic. A more appropriate measure of distances in 

a modular setting is to map the points onto a circle that wraps around the modulus – 

24 in the aforementioned example. To address this, I transform the dependent 

variable using two new variables defined as the sine and cosine of the variable: 

𝑌𝑐𝑜𝑠 = −cos (
2𝜋𝑌

𝑝
) 

𝑌𝑠𝑖𝑛 = 𝑠𝑖𝑛 (
2𝜋𝑌

𝑝
)  

Here, 𝑝 represents the period of the cyclic variable, and 𝑌 denotes the value of the 

cyclic variable itself. By plotting the set of points that these transformed values can 

take, I observe that the range of the dependent variable becomes the unit circle. 

Training a model to predict values within this range enables both the dependent 

variable and the prediction to be mapped onto the unit circle, where the distance 
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between the points corresponds to the angle of the arc formed by connecting the 

coordinates to the circle’s centre. 

 

The distance that I aim to minimise is defined as the angle between the prediction 

and the dependent variable. I denote this distance as 𝐿 and calculate it using the 

following formula: 

𝐿 = cos−1

(

 
 

[𝑌𝑐𝑜𝑠 𝑌𝑠𝑖𝑛] ∙ [
𝑌̂𝑐𝑜𝑠
𝑌̂𝑠𝑖𝑛

]

|[𝑌𝑐𝑜𝑠 𝑌𝑠𝑖𝑛]||[𝑌̂𝑐𝑜𝑠 𝑌̂𝑠𝑖𝑛]|

)

 
 

 

= cos−1 (
𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠 + 𝑌𝑠𝑖𝑛𝑌̂𝑠𝑖𝑛
|[𝑌̂𝑐𝑜𝑠 𝑌̂𝑠𝑖𝑛]|

) 

= cos−1

(

 
𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠 + 𝑌𝑠𝑖𝑛𝑌̂𝑠𝑖𝑛

√𝑌̂𝑐𝑜𝑠2 + 𝑌̂𝑠𝑖𝑛
2

)

  

 

 

 

Figure 27. 

Angular error loss function when applied to a cyclic variable. (a) The angle 𝜃 between a 

target value of 2, and a predicted value of 22. (b) Graph displaying the corresponding error 

for the angle of 𝜃. (c) The angular loss curve in the case of a cyclic variable with period 24. 

 

 

4.3.6 Custom Multi-Output Linear Regression  

 

Now that I have defined the circular loss function, I proceed with selecting a suitable 

model. In this section, I present a multi-output circular linear regression model that 
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utilises stochastic gradient descent in combination with the circular loss function. 

This model enables accurate learning of the relationship between a set of covariates 

(such as gene expression) and a transformed cyclic response variable (such as time). 

 

Typically, linear regression uses least-squares estimation, first calculating the mean 

squared distance between the predictions and the target 𝑀𝑆𝐸 = 
1

𝑛
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑛
𝑖  

which is the loss function to minimise. The simple linear regression model can be 

written as: 

𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖,1 + 𝛽2𝑋𝑖,2 +⋯+ 𝛽𝑝𝑋𝑖,𝑝 + 𝜖𝑖 

Where 𝛽0 is the model intercept, 𝛽{1,…,𝑝} are covariates for the 𝑝 independent 

variables, and 𝜀 is the error term.  

 

Stochastic gradient descent forms the basis of my planned approach and an iterative 

optimisation algorithm commonly used for training machine learning models. It 

efficiently handles large datasets by updating the model parameters incrementally 

based on randomly selected subsets of the training data, known as mini-batches. 

 

The goal of stochastic gradient descent is to minimise the loss function by iteratively 

adjusting the model parameters in the direction that leads to the steepest descent. 

This iterative process involves the following steps: 

1. Randomly initialise the model parameters, including the coefficients 

𝛽0, 𝛽1, . . . , 𝛽𝑝. 

2. Shuffle the training dataset. 

3. Divide the shuffled dataset into mini-batches. 

4. For each mini-batch: 

a. Compute the predicted values, 𝑦̂, based on the current parameter 

values and the corresponding covariate values. 

b. Calculate the gradient of the loss function with respect to the model 

parameters using the circular loss function. 

c. Update the model parameters by taking a step in the direction 

opposite to the gradient, multiplied by a learning rate. 

Mathematically, the parameter update can be written as:                                
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𝛽𝑗  =  𝛽𝑗  −  𝜂
𝜕𝐿

𝜕𝛽𝑗
, where 𝛽𝑗 is the 𝑗th model parameter 𝜂 is the 

learning rate, and 𝐿 is the loss function. 

5. Repeat steps 4a-4c for a predefined number of epochs or until convergence is 

achieved. 

 

Through this iterative process, stochastic gradient descent gradually adjusts the 

model parameters to find an optimal solution that minimises the circular loss 

function. By updating the parameters based on mini-batches, stochastic gradient 

descent efficiently traverses the training data and avoids getting stuck in local 

minima. 

 

Applying stochastic gradient descent with the circular loss function to my multi-

output linear regression model allows me to effectively capture the relationships 

between the covariates and the transformed cyclic response variable. The iterative 

nature of stochastic gradient descent helps in progressively refining the model’s 

predictions and improving its accuracy. Here, I will outline the necessary 

mathematics that I performed to program my circular linear regression model in 

Python using SGD. 

 

In the case of predicting a cyclic target,  

𝑋 ~ 𝑛 𝑠𝑎𝑚𝑝𝑙𝑒𝑠,  𝑝 𝑔𝑒𝑛𝑒𝑠 

[
𝑥1
1 … 𝑥1

𝑝

⋮ ⋱ ⋮
𝑥𝑛
1 … 𝑥𝑛

𝑝
] 

 

𝑌 = {𝑦0, 𝑦1, … , 𝑦𝑛} 

Where 𝑌 = 𝑚𝑜𝑑(𝑡, 𝑝) where t is the measured value and p is the period of the cyclic 

variable. 

Therefore, 𝑌𝑠𝑖𝑛 ~ 𝑛 𝑙𝑎𝑏𝑒𝑙𝑠 = [𝑦1
𝑠𝑖𝑛,  𝑦2

𝑠𝑖𝑛,  … ,  𝑦𝑛
𝑠𝑖𝑛] and  

𝑌𝑐𝑜𝑠 ~ 𝑛 𝑙𝑎𝑏𝑒𝑙𝑠 = [𝑦1
𝑐𝑜𝑠,  𝑦2

𝑐𝑜𝑠,  … ,  𝑦𝑛
𝑐𝑜𝑠]. 

 

Since there are two targets, the model will need two sets of weights: 

𝑊𝑠𝑖𝑛~ 𝑝 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 =  [𝑤1
𝑠𝑖𝑛, 𝑤2

𝑠𝑖𝑛,  … ,𝑤𝑝
𝑠𝑖𝑛]   
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𝑊𝑐𝑜𝑠~ 𝑝 𝑤𝑒𝑖𝑔ℎ𝑡𝑠  = [𝑤1
𝑐𝑜𝑠, 𝑤2

𝑐𝑜𝑠,  … ,𝑤𝑝
𝑐𝑜𝑠] 

 

Resulting in two sets of predictions: 

𝑌̂𝑠𝑖𝑛~ 𝑛 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 = [𝑦̂1
𝑠𝑖𝑛, 𝑦̂2

𝑠𝑖𝑛,  … , 𝑦̂𝑛
𝑠𝑖𝑛] 

𝑌̂𝑐𝑜𝑠~ 𝑛 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 = [𝑦̂1
𝑐𝑜𝑠, 𝑦̂2

𝑐𝑜𝑠,  … , 𝑦̂𝑛
𝑐𝑜𝑠]  

 

The targets and predictions will lie on a unit circle, and the error is the angle between 

the two vectors which can be calculated using the following formula: 

𝜃 = cos−1 (
𝑎 ∙ 𝑏

|𝑎||𝑏|
) 

Applying that to this specific case, where a = (𝑌𝑐𝑜𝑠, 𝑌𝑠𝑖𝑛) and 𝑏 = (𝑌̂𝑐𝑜𝑠, 𝑌̂𝑠𝑖𝑛), the 

loss function is: 

𝐿 =  cos−1

(

 
𝑌̂𝑠𝑖𝑛𝑌𝑠𝑖𝑛 + 𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠

√𝑌̂𝑠𝑖𝑛
2
+ 𝑌̂𝑐𝑜𝑠

2

)

  

 

Meaning that the values needed to update the weights, 𝑊𝑠𝑖𝑛 and 𝑊𝑐𝑜𝑠, are: 

 
𝑤𝑖
𝑠𝑖𝑛′ =  𝑤𝑖

𝑠𝑖𝑛 −  𝛼
𝜕𝐿

𝜕𝑤𝑖
𝑠𝑖𝑛 (1) 

 𝑤𝑖
𝑐𝑜𝑠′ =  𝑤𝑖

𝑐𝑜𝑠 −  𝛼
𝜕𝐿

𝜕𝑤𝑖
𝑐𝑜𝑠 (2)

 

 

Where 𝛼 is the learning rate. To calculate 
𝜕𝐿

𝜕𝑤𝑖
𝑠𝑖𝑛 and 

𝜕𝐿

𝜕𝑤𝑖
𝑐𝑜𝑠, I can use the chain rule: 

𝜕𝐿

𝜕𝑤𝑖
𝑠𝑖𝑛
=  

𝜕𝐿

𝜕𝑦̂𝑠𝑖𝑛
 ×  

𝜕𝑦̂𝑠𝑖𝑛

𝜕𝑤𝑖
𝑠𝑖𝑛
(3) 

 
𝜕𝐿

𝜕𝑤𝑖
𝑐𝑜𝑠 =  

𝜕𝐿

𝜕𝑦̂𝑐𝑜𝑠
 ×  

𝜕𝑦̂𝑐𝑜𝑠

𝜕𝑤𝑖
𝑐𝑜𝑠
(4) 

 

The simple part is calculating 
𝜕𝑦̂𝑠𝑖𝑛

𝜕𝑤𝑖
𝑠𝑖𝑛 and 

𝜕𝑦̂𝑐𝑜𝑠

𝜕𝑤𝑖
𝑐𝑜𝑠 as 𝑦̂𝑠𝑖𝑛 and 𝑦̂𝑐𝑜𝑠 are simple equations: 

 𝑦̂𝑠𝑖𝑛 = 𝑥1 𝑤1
𝑠𝑖𝑛 + 𝑥2 𝑤2

𝑠𝑖𝑛 (5) 

 𝑦̂𝑠𝑖𝑛 = 𝑥1 𝑤1
𝑐𝑜𝑠 + 𝑥2 𝑤2

𝑐𝑜𝑠 (6) 
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𝜕𝑦̂𝑠𝑖𝑛

𝜕𝑤𝑖
𝑠𝑖𝑛
=  𝑥𝑖  (7) 

 
𝜕𝑦̂𝑐𝑜𝑠

𝜕𝑤𝑖
𝑐𝑜𝑠 =  𝑥𝑖  (8) 

 

Where 𝛼 is the learning rate. To calculate 
𝜕𝐿

𝜕𝑤𝑖
𝑠𝑖𝑛 and 

𝜕𝐿

𝜕𝑤𝑖
𝑐𝑜𝑠, use the chain rule: 

 
𝜕𝐿

𝜕𝑤𝑖
𝑠𝑖𝑛
=  

𝜕𝐿

𝜕𝑦̂𝑠𝑖𝑛
 ×  

𝜕𝑦̂𝑠𝑖𝑛

𝜕𝑤𝑖
𝑠𝑖𝑛
=

𝜕𝐿

𝜕𝑦̂𝑠𝑖𝑛
 ×  𝑥𝑖  (3) 

 
𝜕𝐿

𝜕𝑤𝑖
𝑐𝑜𝑠 =  

𝜕𝐿

𝜕𝑦̂𝑐𝑜𝑠
 ×  

𝜕𝑦̂𝑐𝑜𝑠

𝜕𝑤𝑖
𝑐𝑜𝑠 =

𝜕𝐿

𝜕𝑦̂𝑐𝑜𝑠
 ×  𝑥𝑖  (4) 

The more complex part is calculating 
𝜕𝐿

𝜕𝑦̂𝑠𝑖𝑛
 and 

𝜕𝐿

𝜕𝑦̂𝑐𝑜𝑠
 as I start with the more 

complicated equation: 

 𝐿 = 𝑎𝑟𝑐𝑐𝑜𝑠

(

 
𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠

√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2 )

  (9) 

𝜕𝐿

𝜕𝑦̂𝑠𝑖𝑛
=  

𝜕

𝜕𝑦̂𝑠𝑖𝑛

(

 
 
𝑎𝑟𝑐𝑐𝑜𝑠

(

 
𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠

√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2 )

 

)

 
 
(10) 

 

𝐴𝑝𝑝𝑙𝑦 𝑐ℎ𝑎𝑖𝑛 𝑟𝑢𝑙𝑒 
𝑑𝑓(𝑢)

𝑑𝑥
=  

𝑑𝑓

𝑑𝑢
×
𝑑𝑢

𝑑𝑥
 

 𝑓 = 𝑎𝑟𝑐𝑐𝑜𝑠(𝑢) ,  𝑢 =
𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠

√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2

 (11)
 

 
𝜕𝐿

𝜕𝑦̂𝑠𝑖𝑛
=  

𝜕

𝜕𝑢
(arccos(𝑢))

𝜕

𝜕𝑦̂𝑠𝑖𝑛

(

 
𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠

√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2 )

  (12) 

𝜕

𝜕𝑢
arccos(𝑢) = −

1

√1 − 𝑢2
 (13) 

 

Substitute using (11), (12), and (13) to produce: 
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𝜕𝐿

𝜕𝑦̂𝑠𝑖𝑛
=  −

1

√1 −

(

 𝑦̂
𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠

√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2 )

 

𝜕

𝜕𝑦̂𝑠𝑖𝑛

(

 
𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠

√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2 )

 (14)

 

 

Next stage is to calculate 
𝜕

𝜕𝑦̂𝑠𝑖𝑛
(
𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛+𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠

√𝑦̂𝑠𝑖𝑛
2
+𝑦̂𝑐𝑜𝑠2

), then I will be able to calculate 

𝜕𝐿

𝜕𝑦̂𝑠𝑖𝑛
 

 

𝐴𝑝𝑝𝑙𝑦 𝑞𝑢𝑜𝑡𝑖𝑒𝑛𝑡 𝑟𝑢𝑙𝑒:  (
𝑓

𝑔
)
′

=  
𝑓′𝑔 − 𝑔′𝑓

𝑔2
 

 
𝜕

𝜕𝑦̂𝑠𝑖𝑛

(

 
𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠

√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2 )

 =  

𝜕
𝜕𝑦̂𝑠𝑖𝑛

(𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠)√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2 −

𝜕
𝜕𝑦̂𝑠𝑖𝑛

(√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2) (𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠)

(√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2)

2  (15) 

𝜕

𝜕𝑦̂𝑠𝑖𝑛

(

 
𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠

√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2 )

 =  

𝑦𝑠𝑖𝑛√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2 −  

𝑦̂𝑠𝑖𝑛

√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2

(𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠)

(√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2)

2
(16) 

 

Simplify: 

𝜕

𝜕𝑦̂𝑠𝑖𝑛

(

 
𝑦̂𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠

√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2 )

 =  
−𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠𝑦̂𝑠𝑖𝑛 + 𝑦𝑠𝑖𝑛𝑦̂𝑐𝑜𝑠2

(𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2)√𝑦̂𝑠𝑖𝑛

2
+ 𝑦̂𝑐𝑜𝑠2

(17) 

(14) and (17) contain the terms required. 

 

I now have everything needed to calculate 
𝜕𝐿

𝜕𝑦̂𝑠𝑖𝑛
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𝜕𝐿

𝜕𝑦̂𝑠𝑖𝑛
=  −

1

√1 −

(

 𝑦̂
𝑠𝑖𝑛𝑦𝑠𝑖𝑛 + 𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠

√𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2 )

 

−𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠𝑦̂𝑠𝑖𝑛 + 𝑦𝑠𝑖𝑛𝑦̂𝑐𝑜𝑠
2

(𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2)√𝑦̂𝑠𝑖𝑛

2
+ 𝑦̂𝑐𝑜𝑠2

= −
−𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠𝑦̂𝑠𝑖𝑛 + 𝑦𝑠𝑖𝑛𝑦̂𝑐𝑜𝑠2

(𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2)√𝑦̂𝑠𝑖𝑛

2
+ 𝑦̂𝑐𝑜𝑠2 − 𝑦𝑠𝑖𝑛

2
𝑦̂𝑠𝑖𝑛

2
− 2𝑦𝑠𝑖𝑛𝑦̂𝑠𝑖𝑛𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠 − 𝑦𝑐𝑜𝑠2𝑦̂𝑐𝑜𝑠2

  

Returning to the original equation to calculate the gradient for 𝑤𝑖
𝑠𝑖𝑛: 

𝜕𝐿

𝜕𝑤𝑖
𝑠𝑖𝑛
=  

𝜕𝐿

𝜕𝑦̂𝑠𝑖𝑛
 ×  

𝜕𝑦̂𝑠𝑖𝑛

𝜕𝑤𝑖
𝑠𝑖𝑛

𝜕𝐿

𝜕𝑤𝑖
𝑠𝑖𝑛

=  −
−𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠𝑦̂𝑠𝑖𝑛 + 𝑦𝑠𝑖𝑛𝑦̂𝑐𝑜𝑠2

(𝑦̂𝑠𝑖𝑛
2
+ 𝑦̂𝑐𝑜𝑠2)√𝑦̂𝑠𝑖𝑛

2
+ 𝑦̂𝑐𝑜𝑠2 − 𝑦𝑠𝑖𝑛

2
𝑦̂𝑠𝑖𝑛

2
− 2𝑦𝑠𝑖𝑛𝑦̂𝑠𝑖𝑛𝑦𝑐𝑜𝑠𝑦̂𝑐𝑜𝑠 − 𝑦𝑐𝑜𝑠2𝑦̂𝑐𝑜𝑠2

 × 𝑥𝑖 

 

 

Solving these equations results in the following loss function and gradients for 

backpropagation: 

Angular error: 

𝐿 = 𝑎𝑟𝑐𝑐𝑜𝑠

(

 
𝑌̂𝑠𝑖𝑛𝑌𝑠𝑖𝑛 + 𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠

√𝑌̂𝑠𝑖𝑛
2
+ 𝑌̂𝑐𝑜𝑠

2

)

  

Sine gradient 

𝜕𝐿

𝜕𝑤𝑖
𝑠𝑖𝑛

=  −
−𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠𝑌̂𝑠𝑖𝑛 + 𝑌𝑠𝑖𝑛𝑌̂𝑐𝑜𝑠

2

(𝑌̂𝑠𝑖𝑛
2
+ 𝑌̂𝑐𝑜𝑠

2
)√𝑌̂𝑠𝑖𝑛

2
+ 𝑌̂𝑐𝑜𝑠

2
− 𝑌𝑠𝑖𝑛

2
𝑌̂𝑠𝑖𝑛

2
− 2𝑌𝑠𝑖𝑛𝑌̂𝑠𝑖𝑛𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠 − 𝑌𝑐𝑜𝑠2𝑌̂𝑐𝑜𝑠

2

 × 𝑥𝑖 

Cosine gradient: 

𝜕𝐿

𝜕𝑤𝑖
𝑐𝑜𝑠

=  −
−𝑌𝑠𝑖𝑛𝑌̂𝑐𝑜𝑠𝑌̂𝑠𝑖𝑛 + 𝑌𝑐𝑜𝑠𝑌̂𝑠𝑖𝑛

2

(𝑌̂𝑠𝑖𝑛
2
+ 𝑌̂𝑐𝑜𝑠

2
)√𝑌̂𝑠𝑖𝑛

2
+ 𝑌̂𝑐𝑜𝑠

2
− 𝑌𝑠𝑖𝑛

2
𝑌̂𝑠𝑖𝑛

2
− 2𝑌𝑠𝑖𝑛𝑌̂𝑠𝑖𝑛𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠 − 𝑌𝑐𝑜𝑠2𝑌̂𝑐𝑜𝑠

2

 × 𝑥𝑖 
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Figure 28. 

Left – Loss curve for the angular error function over the input space given a period 

of 24.  

Right – Loss curve for the angular error between the actual vector and the predicted 

vector. 

 

In the case that I would want to square the angular error in order to get a smoother 

convergence due to steeper gradient further from target and shallower gradient closer 

to the target, the equations would become: 

 

Squared angular error: 

𝐿 =  

(

 
 
𝑎𝑟𝑐𝑐𝑜𝑠

(

 
𝑌̂𝑠𝑖𝑛𝑌𝑠𝑖𝑛 + 𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠

√𝑌̂𝑠𝑖𝑛
2
+ 𝑌̂𝑐𝑜𝑠

2

)

 

)

 
 

2

 

Sine gradient: 

𝜕𝐿

𝜕𝑤𝑖
𝑠𝑖𝑛

=  −

2arccos 

(

 𝑌
𝑠𝑖𝑛𝑌̂𝑠𝑖𝑛 + 𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠

√𝑌̂𝑠𝑖𝑛
2
+ 𝑌̂𝑐𝑜𝑠

2

)

 (−𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠𝑌̂𝑠𝑖𝑛 + 𝑌𝑠𝑖𝑛𝑌̂𝑐𝑜𝑠
2
)

(𝑌̂𝑠𝑖𝑛
2
+ 𝑌̂𝑐𝑜𝑠

2
)√𝑌̂𝑠𝑖𝑛

2
+ 𝑌̂𝑐𝑜𝑠

2
− 𝑌𝑠𝑖𝑛

2
𝑌̂𝑠𝑖𝑛

2
− 2𝑌𝑠𝑖𝑛𝑌̂𝑠𝑖𝑛𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠 − 𝑌𝑐𝑜𝑠2𝑌̂𝑐𝑜𝑠

2

 × 𝑥𝑖 

Cosine gradient: 
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𝜕𝐿

𝜕𝑤𝑖
𝑐𝑜𝑠

=  −

2arccos 

(

 𝑌
𝑠𝑖𝑛𝑌̂𝑠𝑖𝑛 + 𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠

√𝑌̂𝑠𝑖𝑛
2
+ 𝑌̂𝑐𝑜𝑠

2

)

 (−𝑌𝑠𝑖𝑛𝑌̂𝑐𝑜𝑠𝑌̂𝑠𝑖𝑛 + 𝑌𝑐𝑜𝑠𝑌̂𝑠𝑖𝑛
2
)

(𝑌̂𝑠𝑖𝑛
2
+ 𝑌̂𝑐𝑜𝑠

2
)√𝑌̂𝑠𝑖𝑛

2
+ 𝑌̂𝑐𝑜𝑠

2
− 𝑌𝑠𝑖𝑛

2
𝑌̂𝑠𝑖𝑛

2
− 2𝑌𝑠𝑖𝑛𝑌̂𝑠𝑖𝑛𝑌𝑐𝑜𝑠𝑌̂𝑐𝑜𝑠 − 𝑌𝑐𝑜𝑠2𝑌̂𝑐𝑜𝑠

2

 × 𝑥𝑖 

  

 

Figure 29. 

Left – Loss curve for the squared angular error function over the input space given a period 

of 24.  

Right – Loss curve for the squared angular error between the actual vector and the 

predicted vector. 

 

These are all of the terms necessary for my multi-output (sine and cosine 

transformed target) circular linear regression model that converges using stochastic 

gradient descent.  Using the described mathematics, I programmed this SGD-based 

model in Python and the code is available on GitHub. 

 

4.3.7 Multi-Output Neural Network  

 

I developed a machine learning (ML) pipeline to predict the circadian time (phase) at 

any given transcriptomic sampling timepoint using gene expression data from a set 

of marker genes. In this study, I employed TensorFlow (v2.0.0), a Python package 
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containing functions for developing deep learning and neural network models, to 

construct an artificial neural network. The advantage of using TensorFlow was its 

capability to easily implement a custom multi-output cyclical loss function, which 

accurately represented the cyclical nature of time. This approach was preferred over 

traditional ML methods, such as those offered by the scikit-learn library, which were 

limited to one-dimensional, linear representations of time using standard loss 

functions like mean squared error. Since my model required a more comprehensive 

representation of the cyclical nature of time, I needed to develop custom code. The 

code for my approach can be found in a Jupyter Notebook, along with instructions 

for running it: https://github.com/AHallLab/PredictingCircadianTime. 

 

To create my model, I designed a shallow neural network using TensorFlow (v2.0.0). 

The network consisted of three dense layers with ReLU activation functions and 

varying numbers of neurons: 32, 128, and 512, respectively. This was followed by a 

softmax layer with two neurons – for the sine and cosine predictions.  

 

Given the cyclical nature of the target variable, which ranged from 0 to 24 hours, 

traditional regression loss functions were not appropriate for this task. Instead, I 

programmed the aforementioned squared angular loss function to quantify the error 

in the predictions. This loss function measured the squared angle between the actual 

circadian time and the predicted circadian time, after transforming both onto a unit 

circle. This approach provided a more suitable and meaningful measure of error for 

my model, with the squared loss was chosen to achieve a smoother convergence. 

 

By implementing this ML pipeline and leveraging TensorFlow’s capabilities, I was 

able to accurately predict the circadian time using gene expression data. The use of a 

custom cyclical loss function and careful optimisation of the neural network’s 

architecture contributed to the success of my approach. 

 

4.3.8 Bayesian Hyperparameter Tuning  

 

Reducing the error within the validation dataset was an objective so I invested time 

fine-tuning various hyperparameters. These included the number of genes and the 
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artificial neural network architecture, amongst others. In my pursuit of optimising 

these hyperparameters, I employed Bayesian optimisation via the hyperas package. 

The least variance for a gene to be incorporated, as well as the total number of genes 

included, were optimised to minimise the validation error. The number of genes 

parameter significantly influences the model’s performance. Its sensitivity escalates 

particularly at lower numbers, presumably due to the potential for either drastically 

degrading or enhancing prediction quality should a gene with significant variant 

amplitude across datasets be added or removed. 

 

4.3.9 Custom Forward Floating Feature Selection 

 

Since machine learning algorithms are likely to perform better and generalise better 

if the features are not highly correlated with each other, I wanted to ensure that the 

distribution of phase for the subset of genes was uniform across the potential phases. 

This concept should be intuitive as if two genes share the same rhythmic pattern and 

phase, their expression patterns will very highly correlated and therefore a model 

will identify approximately the same pattern whether one or both of the genes is used 

for training. By including genes that share different phase patterns, the amount of 

information encoded in the input data is much greater, and this could be proved by 

calculating the joint mutual information between gene A, gene B, and the time. My 

colleague, Dr Rachel Rusholme-Pilcher, used WGCNA to cluster the genes’ 

temporal expression patterns and the 8 produced clusters were mainly differentiated 

by phase.  

 

In this project, I used a combination of filter and wrapper feature selection methods 

to select n circadian genes for model training, prioritising weighted representation of 

genes from each of the 8 expression sub-clusters generated by WGCNA gene co-

expression network analysis performed by my colleague. This was done with the 

intention of improving generalisation and robustness of the model as the similarity 

between features would be reduced and the diversity of features should enable the 

neural network model to engineer more intricate embeddings of the expression data 

compared to if all features were highly correlated and belonged to the same phase 

cluster. 
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My initial method of incorporating genes that had different phases, was to use the 

ranked list of genes and select the highest ranking 
𝑛

8
 genes for each cluster, giving me 

a final subset of genes that possessed a uniform phase distribution. I also created a 

modified sequential feature selection method (Figure 31) that iteratively selects 

genes depending on which clusters are underrepresented in the selected gene subset 

(Figure 32). Initially, the model is trained and evaluated using one feature with each 

gene being used individually and the gene resulting in the lowest angular loss is 

selected. All genes not belonging to the now overrepresented cluster are tried in 

combination with the already selected gene and the combination of two genes that 

minimises the error is selected.  

 

 

 

Figure 30. 

The feature selection and model training methodology. From left to right, the rhythmically 

expressed genes that are filtered enter the neural network or linear regression model as 

input. The model generates a sine and cosine prediction and weights are optimised to 

minimise the angular loss. At each iteration of the SFFS, the gene that minimises the 

angular loss is added – this continues until convergence. 
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This iterative procedure continues until the desired number of genes is reached. 

Based on cross-validation scores, both of these methods outperformed using the 

most rhythmic genes independent of cluster, with the iterative method being best. 

 

 

Figure 31. 

Diverse marker genes outperform using most rhythmic genes 

Using a subset of circadian marker genes that represented all clusters of expression 

outperformed only selecting the most rhythmic genes, especially when few genes were used. 

(A) Weighted gene coexpression analysis performed to generate clusters of rhythmic genes 

based on phase. (B) The frequency distribution of each cluster when the top ranked rhythmic 

genes were selected. (C) Left – The frequency distribution after applying the iterative feature 

selection algorithm I used. Middle – The error in minutes for the different numbers of genes 

selected when using the iterative feature selection algorithm. Right – Boxenplots showing 

the reduction in error for different numbers of genes when the feature selection algorithm 

was applied compared to selecting the most rhythmic genes independent of cluster. 
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4.3.10 Methods to Improve Generalisation 

 

It was observed that the amplitude of the expression patterns was not consistent 

between datasets for many genes, causing problems for the fitted model as a gene in 

the validation dataset may have a trough higher than the peak in the training dataset, 

meaning all samples in the validation dataset would be predicted as the time of the 

peak in the training dataset. To tackle this problem, I implemented several methods 

such as maximum expression thresholds between datasets as well as using the 

Kolmogorov-Smirnov test399 to measure whether the training and validation dataset 

were generated from the same distribution. Additional ideas aimed at improving the 

robustness of the supervised neural network model focussed on normalising genes 

with respect to each other so that if the amplitudes changed across different datasets, 

as long as a partner gene’s amplitude changed in a similar way, that pair of genes can 

still be used to make accurate predictions. As well as these ideas, I investigated the 

effectiveness of using expression values that lie within a range of percentiles e.g. 

values between the 35th and 65th percentile for each sample. This would likely 

remove the genes that have a greatly different distribution of expression levels across 

two datasets, improving the robustness of the model. As well as applying this 

concept to the features, it could also be applied to the ensemble predictions that are 

typically averaged to generate a final prediction. By removing the largest and 

smallest predictions, outlier predictions would hopefully be removed. 
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Figure 32. 

Expression amplitude changing between datasets, values between quartiles mostly 

consistent                                                                                            

Boxplots showing the patterns of genes belonging to the respective row’s cluster and the 

column’s dataset. In most of the clusters, the values between the upper and lower quartile 

mostly stay within the [0, 1] range so might be more generalisable features in comparison to 

genes. 

 

4.3.11 Cross Correlation 

 

In separate research with my colleague, Dr Hannah Rees’, I developed several 

Python functions. These functions enabled one to compute the relative amplitude 

error and cross-correlation, aiming to identify temporal expression patterns that 

exhibit a phase difference. In this context, cross-correlation was evaluated to yield a 

correlation score across varying quantities of time point shifts. The number of time 

points, or ‘lag’, that optimises the cross-correlation score represents the necessary 

shift along the time axis for a gene’s expression pattern to most closely align with 

another gene’s expression pattern. 
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I employed cross-correlation analysis to detect the time shift (lag) that produced the 

highest correlation between two rhythms. This methodology was crucial in 

identifying modules that peaked either synchronously (displaying a peak lag of 0 

hours) or asynchronously (demonstrating a peak lag of 4, 8 or 12 hours). This was 

accomplished by correlating the ‘eigengenes’ for each module. Moreover, my 

colleagues utilised my cross-correlation function to discover unbalanced phases 

within rhythmic wheat triads. 

 

Prior to calculating the cross-correlation between two expression rhythms, I initially 

normalised both expression patterns using their respective means and standard 

deviations. This ensured that the output mirrored a time-dependent Pearson 

correlation coefficient, which could range between -1 and 1: 

𝑍𝐴 = 
𝑋𝐴 − 𝑋̅𝐴
𝑠𝐴

, 𝑍𝐵 = 
𝑋𝐵 − 𝑋̅𝐵
𝑠𝐵

 

Where 𝑍𝑖 , 𝑋𝑖, 𝑋̅𝑖, and 𝑠𝑖 represent the standardised expression level, tpm expression 

level, mean expression level, and standard deviation of gene A and B respectively. 

 

Once both expression patterns had been normalised, the discrete cross-correlation 

between the two was computed using the np.correlate function, subsequently 

divided by the number of time points in the expression signal. This returns the 

Pearson correlation coefficient at different lags. The index of the array boasting the 

highest Pearson correlation coefficient score corresponds to the lag that maximises 

the resemblance between the two temporal expression patterns. 
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4.4 Results 

 

In this results section, I will present the performance and outputs of the supervised 

machine-learning methods that ChronoGauge comprises of. I will discuss the overall 

performance of the pipeline in terms of mean absolute error and these results will be 

compared to established ‘gold standard’ methodologies, such as ZeitZeiger391, that 

have a proven track record in predicting endogenous time. Furthermore, I will 

present and provide interpretations for the predictions generated from the clock 

mutant and different ecotype datasets. 

 

4.4.1 Accuracy and Error of Predictions 

 

4.4.1.1 Arabidopsis Thaliana Circadian Datasets 

 

Table 9 highlights the mean absolute errors (MAE) of the predictions of circadian 

time without hyperparameter optimisation on the three temporal transcriptomic 

datasets, using different sized subsets of the highest ranked rhythmic genes. The 

lowest MAE, based on the test dataset, was 104 minutes and was observed with a 

selected subset of 50 transcripts (Table 9).  

 

Table 9. A table containing the mean absolute errors of the ChronoGauge neural 

network model on the training, validation, and test datasets using different 

numbers of input genes. 

 

 

Using confidence of rhythmicity for transcript prioritisation, I noted that the 

representation of the subsets of transcripts across the 8 co-expression modules 

generated by the WGCNA gene co-expression network analysis was not uniform. 

Error (MAE) 1000 genes 100 genes 50 genes 10 genes 5 genes 

Training 9 mins 4 mins 44 mins 11 mins 10 mins 

Validation 125 mins 81 mins 119 mins 84 mins 125 mins 

Test 180 mins 289 mins 104 mins 146 mins 125 mins 
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This reflects an uneven representation across the phases of rhythmic expression. 

Therefore, I prioritised selection of transcripts using model interpretation in the form 

of feature selection to make the frequency distribution across the modules more 

uniform. Optimising performance using this method feature selection based on the 

validation dataset, the best performing model overall used a final subset of 15 

transcripts and had a MAE of 21 minutes on the Romanowski et al. training data, 56 

minutes on the Yang et al. validation dataset and 46 minutes on the test data from 

Graf et al. 

 

4.4.1.2 Arabidopsis Thaliana Shoot Dataset 

 

Despite the Mas et al. dataset deriving from the shoot apex as opposed to leaf tissue, 

ChronoGauge consistently yielded accurate predictions across various time points. 

The training was performed on the Romanowski, Yang, Locke, and Yavonsky 

datasets, subsequently treating the Mas dataset as a validation set. This approach 

ensured that the genes selected through my tailored sequential feature selection 

algorithm were chosen with an intent to minimise the error on the Mas dataset. The 

mean absolute error during training across the four datasets for the neural network 

was 30.4 minutes, while the validation predictions resulted in a mean absolute error 

of 53.4 minutes (Figure 34). For the linear regression model, the training error was 

42.1 minutes, and the validation error was 56.6 minutes, suggesting that the neural 

network achieved a better fit. These results underscore the precision of 

ChronoGauge’s predictions, maintaining their accuracy even when applied to 

samples from disparate tissue types. 
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Figure 33. 

This polar plot demonstrates ChronoGauge’s predictions on the Mas dataset. The radial 

axis signifies the time elapsed since the plant was subjected to constant light, whereas the 

polar axis represents time within a 24-hour cycle. Ground truth values are denoted by black 

points, whilst predictions are represented by red crosses. 

 

4.4.1.3 Mutant and Temperature Variation Dataset 

 

The Blair dataset encompasses samples that have been subjected to fluctuating 

temperatures and genetic modifications, specifically the knockout of either the 

CCA1 gene or the PRR7/9 genes. These alterations are known to cause disturbances 

to the internal circadian clock, particularly noticeable in instances where the CCA1 

gene has been knocked out due to its crucial role in circadian clock regulation. 

Following the approach employed with the Mas dataset, the Romanowski, Locke, 

Yang, and Yavonsky datasets were utilised for model training, with the Mas dataset 

serving as the validation set. Hold-out test predictions were executed on the Blair 

dataset to examine if these influencing factors impacted the predictions made by 

ChronoGauge. The predictions would logically be out of sync with sampling times if 

the internal circadian clock had been perturbed. 
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Table 10. Mean absolute error (minutes) across various Arabidopsis genotypes at 

different temperatures. 

Mutation 10oC 22oC 37oC 

WT 87.3 54.8 128.3 

CCA1 301.1 316.2 322.0 

PRR7/9 80.8 92.4 5.5 

 

 

 

Figure 34. 

This polar plot demonstrates ChronoGauge’s predictions on the Blair dataset. The radial 

axis signifies the genotype of the plant, whereas the polar axis represents time within 12 

hours of a 24-hour cycle. Ground truth values are denoted by black points, whilst 

predictions are represented by coloured squares corresponding to the temperature 

associated with the sample. 

 

Table 10 and Figure 35 present the predictions and errors generated by the neural 

network model. It’s noteworthy that errors for the CCA1 mutation samples are 

considerably larger than for other genotypes, implying that the internal clock of the 

CCA1 mutants is significantly disrupted. Interestingly, the errors for the PRR7/9 

mutants resemble those of the wild type, despite the fact that the internal clock of the 

PRR7/9 mutant is known to be affected. The predictions for the wild type proved 

most accurate at 22 degrees Celsius, an expected outcome given that a majority of 

the training dataset samples were grown at a comparable temperature. 
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4.4.1.3 Cadenza and Wheat Pantranscriptome Datasets 

 

After successfully establishing the capability to accurately predicted the internal 

circadian phase using gene expression markers in Arabidopsis, I extended my 

approach by applying the ChronoGauge tool to the wheat dataset previously 

analysed using the Trans-Learn software. The samples collected at the start and end 

of the day, dusk and dawn respectively, formed the central point of my research; my 

primary objective was to determine if any of these samples were inaccurately 

labelled. 

 

To achieve this, I trained ChronoGauge using a wheat (Cadenza) circadian dataset, 

kindly provided by my colleague, Dr Hannah Rees. This dataset was composed of 16 

samples, each collected at 4-hour intervals, culminating in a 64-hour timeframe. 

Each sample was replicated three times, ensuring the data’s robustness. In terms of 

prediction performance, both the linear regression and neural network methods 

yielded cross-validation errors of less than 60 minutes, as shown in Table 11. To 

prevent data contamination, I ensured that all replicates were grouped together in the 

same fold. 

 

Table 11. Training and cross validation errors on the Cadenza samples 

Mean Absolute Error Training Folds Validation Folds 

Neural Network 9.6 minutes 53.0 minutes 

Linear Regression 14.1 minutes 49.8 minutes 

 

 

After training and tuning the linear regression and neural network models with the 

aid of the Cadenza dataset, I proceeded to apply these models to the 

pantranscriptome dataset previously analysed in the Trans-Learn project. The 

objective of this was two-fold. Firstly, I aimed to make informed predictions on the 

dusk and dawn samples to validate the accuracy of their labels, thus improving the 

integrity of the data. Secondly, I sought to investigate the possibility of circadian 

phenotype variations across diverse wheat varieties, analysing the broad genetic 

diversity and its functional implications in this crop species. 
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Upon running predictions for all the wheat varieties, one particular sample, 

MAC_D3 (Mace wheat variety), presented itself as an anomaly. Contrary to its given 

label as a dusk sample, the model’s prediction confidently suggested that it was 

sampled at dawn, as depicted in Figure 36. To validate this surprising outcome, I 

performed an additional analysis correlating the expression levels of the circadian 

biomarkers with the dusk (D) and dawn (V) MAC samples. The correlation patterns 

strongly supported the model’s prediction, indicating that D3 indeed belonged to the 

V class. 

 

 

Figure 35. 

Predictions on the wheat pantranscriptome dataset across different wheat varieties and dusk 

(D) and dawn (V) tissue samples. Top – Colour coded prediction table for the wheat 

varieties and tissue types. Bottom left – Biomarker expression for the MAC D samples, with 

D3 clearly not aligning with D1 and D2. Bottom right – Biomarker expression for the MAC 

V samples and D3, with D3 correlating highly with V1 and V2. 

 

This empirical exploration demonstrates the potential of tools like ChronoGauge, 

serving as methods for analysing and ensuring quality control of biological datasets, 

resulting in more reliable downstream analyses. These findings have generated 

phenotypic estimations for this pantranscriptome wheat dataset that is currently 

under comprehensive analysis. These findings fit into a broader context of wheat 
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genomics and have contributed valuable information to my research group’s ongoing 

research. This extensive analysis performed by my colleagues, inclusive of 

ChronoGauge’s predictive modelling, is currently being prepared for an upcoming 

publication, set to enrich our understanding of diversity in the wheat transcriptome 

as well as the underlying mechanisms that control circadian rhythms. 

 

4.4.2 Comparison of ChronoGauge with ZeitZeiger 

 

My most proficient model was a neural network configuration, which utilised 15 

transcripts to achieve a mean absolute error of 46 minutes on the test dataset. To 

gauge the efficacy of ChronoGauge directly, I contrasted it with ZeitZeiger, a 

methodology widely recognised as the benchmark for circadian time prediction. I 

employed the same datasets in my comparison as I did for my initial modelling to 

maintain consistency in the approach. Initially, I utilised the Romanowski dataset to 

fit ZeitZeiger, before generating predictions on the Yang dataset to optimise 

ZeitZeiger’s hyperparameters, serving as the validation process. Subsequently, I used 

the Graf test dataset to compare the predictions generated by ZeitZeiger with those 

produced by ChronoGauge. 

 

ChronoGauge significantly outclassed ZeitZeiger on the test dataset, as demonstrated 

by the MAE of 46 minutes versus 143 minutes (Figure 37). This is a testament to the 

precision with which ChronoGauge can generate circadian time predictions. It is 

worth noting that ZeitZeiger demonstrated a considerable discrepancy in training, 

validation, and test errors (MAE of 6 minutes on training, 119 on validation, and 143 

on testing), which suggests overfitting. 

 

I theorised that my method of selecting biomarker transcripts, which ensures an even 

representation across the different phases of rhythmic expression through my custom 

sequential feature selection approach, would lead to a more robust or generalisable 

mapping from expression data to internal circadian time. In other words, I hoped to 

minimise the risk of overfitting, and this comparative analysis supports my 

hypothesis. This effectively showcases ChronoGauge’s adaptability and reliability in 
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generating accurate predictions, enabling research that could lead to a more robust 

understanding of circadian rhythms and their influence on biological processes. 

 

 

Figure 36. 

Comparison of ChronoGauge with ZeitZeiger 

Six scatterplots displaying the predictive performance of ChronoGauge compared to the 

performance of ZeitZeiger on the same three datasets. Each blue point is a sample and the 

red lines represent where the actual time is equal to the predicted time. The title for each 

scatterplot is the mean absolute error (MAE) of the predictions of the given model and 

dataset combination, where the MAE is the average difference between the actual time and 

the predicted time in minutes. 

 

4.4.3 Analysis of Arabidopsis Circadian Biomarkers  

 

The final subset of 15 transcripts serves as a compact and efficient selection of 

biomarker transcripts, optimised for the accurate prediction of circadian time by the 

bespoke sequential feature selection method (Table 12). Surprisingly, none of the 

core clock genes were included among these 15 transcripts, however, they also 

displayed strong rhythmic expression patterns (Figure 38). 
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Table 12. List of 15 selected biomarker transcripts for the prediction of circadian 

time using ChronoGauge’s neural network model. 

Gene Name 

AT1G13650.1  

AT3G55450.1 PBL1 

AT1G02930.2 GSTF6 

AT1G79500.3 AtkdsA1 

AT5G24850.1 CRY3 

AT5G06870.1 PGIP2 

AT5G01820.1 SR1 

AT4G08870.1 ARGAH2 

AT1G75100.1 JAC1 

AT2G29650.2 PHT4 

AT5G06690.1 WCRKC1 

AT3G17609.2 HYH 

AT4G15690.1 GRXS5 

AT5G41460.1  

AT1G06040.1 STO 

 

This analysis was carried out using the Arabidopsis thaliana ecotype Col-0. 

Nevertheless, when applying the model to the Ws-2 data, I observed an impressive 

mean absolute error (MAE) of just 53 minutes on this ecotype - a reduction of 5 

minutes compared to the Col-0 ecotype upon which the model was initially trained. 

Overall, there didn’t appear to be a substantial correlation between circadian time 

and prediction error, with one notable exception within the training dataset. Here, 

errors recorded at the 20-hour timepoint were markedly larger than those from other 

times. However, the range of error across the timepoints predominantly remained 

below 90 minutes. This level of resolution is well within acceptable limits for 

circadian time prediction, considering that typical sampling strategies involve 

intervals ranging from 2 to 4 hours. These facts highlight the generalisability of the 

biomarker transcripts that were selected by my feature selection methods and the 

models that were optimised through cross validation. 
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Figure 37. 

Expression patterns of the 15 selected biomarker transcripts over the course of the 48 hours 

of the circadian experiment. The blue lines and datapoints denote the Romanowski samples, 

the green the Yang samples, and the points are from the Graf dataset. 

 

The absence of core clock genes within the identified biomarker subset could be 

explained by a number of factors. It is possible that these genes, while critical to the 

functioning of the circadian clock, may not exhibit sufficient variability in their 

expression patterns to act as effective biomarkers for predicting specific circadian 

times. Additionally, while core clock genes set the pace of the biological clock, their 

expression levels might be buffered or influenced by various other biological 

processes, making them less distinct and therefore less useful as markers for specific 

times. Finally, the absence of core clock genes among the biomarkers might also 

highlight the complexity of the circadian system and suggest that many genes 

outside the core clock can contribute to and influence the timing of biological 

rhythms. 
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4.5 Discussion 

 

4.5.1 Methods for Predicting the Circadian Clock 

 

The prediction of the internal circadian time in organisms is a key component to 

developing our understanding of the interplay between genetic and environmental 

influences on biological rhythms. ChronoGauge has demonstrated its efficacy in this 

research area, setting a new benchmark in the accuracy and reliability of such 

predictions. 

 

In this study, the power of ChronoGauge’s feature selection methods has been 

unequivocally demonstrated. By selecting a compact and efficient subset of 15 

biomarker transcripts, ChronoGauge was able to generate highly accurate predictions 

of circadian time. This lean approach to feature selection offers a balance between 

model complexity and accuracy, and helps to avoid overfitting, a problem often 

faced when dealing with high-dimensional data such as gene expression profiles. The 

selection of biomarkers also displayed an interesting characteristic - the absence of 

core clock genes. This discovery raises questions regarding the complexity of the 

circadian system. 

 

Comparatively, while ZeitZeiger requires lower computational resources, its 

performance was significantly worse than ChronoGauge in my benchmark 

comparison. Despite being widely recognised as a gold standard in the field, 

ZeitZeiger’s efficiency in resource use did not translate into superior predictive 

accuracy on the test dataset. This raises a significant point of consideration when 

choosing between these methods: the trade-off between computational efficiency and 

prediction accuracy. Here, ChronoGauge, despite being more computationally 

demanding, exploited a leaner subset of biomarkers and demonstrated that a 

carefully curated, efficient selection can result in a more accurate model. 

 

Nonetheless, it’s crucial to remember that this study primarily utilised smaller 

datasets. In future investigations, it would be valuable to assess the performance of 
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ChronoGauge on larger, more complex datasets, including those derived from 

different organisms or under varying environmental conditions. 

 

Other methods, such as the Molecular Timetable method, also offer alternative 

approaches to predicting circadian time. This method, which utilises the time of peak 

expression of different genes to infer internal time, might offer different advantages 

or limitations compared to ChronoGauge and ZeitZeiger. A comprehensive 

comparison of these methods, as well as TimeSignatR, taking into account not only 

prediction accuracy but also considerations such as computational efficiency, 

scalability, and ease of interpretation, would be highly beneficial for the field. 

 

In summary, the development and optimisation of methods for predicting the internal 

circadian time, such as ChronoGauge, hold great promise for our understanding of 

biological rhythms. However, further investigations are necessary to fully explore 

the potential of these methods, their limitations, and their implications for the field of 

chronobiology. 

 

4.5.2 ChronoGauge’s Challenges and Gene Expression Variability 

 

Models developed to generate predictions across a multitude of independent gene 

expression datasets necessitate robustness to minor fluctuations in gene expression. 

However, the three datasets employed in my study exhibited major variations, with 

some rhythmic genes showing amplitudes over 10 and, in extreme cases, even 50 

times higher in one dataset compared to another. This degree of variation presents a 

formidable challenge to any machine learning model, as it renders the task of making 

accurate predictions from data drawn from significantly divergent distributions near 

impossible. 

 

Consequently, despite ChronoGauge’s accurate performance on the validation and 

test datasets, there are concerns regarding its application to future datasets. 

Specifically, if the range of expression levels in the marker genes deviates 

substantially from what the model has been trained on, its performance is likely to be 

compromised. Therefore, the robustness of my model, while impressive under 
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current conditions, may be challenged when faced with substantially dissimilar data 

distributions. 

 

This variation between different gene expression datasets will pose challenges to 

machine learning models, as it can introduce issues such as covariate shift. Covariate 

shift refers to differences in the distribution of input features (i.e., gene expression 

data) between training and testing datasets, which can lead to reduced model 

performance and generalisation. In the context of gene expression data, covariate 

shift can arise from various sources, including differences in experimental protocols, 

sample preparation techniques, data normalisation methods, and even batch effects. 

 

One common scenario where covariate shift can occur is when gene expression 

datasets are generated by different research groups, despite similar experimental 

conditions. Research groups may have their own laboratory protocols, techniques, 

and equipment, which can result in subtle differences in the gene expression profiles 

obtained. For example, variations in RNA extraction methods, sample storage 

conditions, RNA sequencing platforms, and data pre-processing pipelines can all 

contribute to differences in gene expression datasets, even if the experiments were 

conducted under seemingly similar conditions. These differences in data 

characteristics can introduce bias and heterogeneity, which can negatively impact the 

performance and generalisability of machine learning models trained on these 

datasets. 

 

The presence of covariate shift in gene expression datasets can lead to several issues 

in machine learning model development and deployment. First, it can affect the 

accuracy and reliability of predictive models, as the models may not effectively 

capture the underlying patterns in the data due to the differences in data distributions. 

For example, a model trained on one dataset may not perform well when applied to a 

different dataset with distinct data characteristics, resulting in poor generalisation 

performance. This can limit the model’s ability to provide accurate predictions and 

hinder its applicability across different datasets or experimental conditions. 

 

Second, covariate shift can also result in biased model predictions, as the model may 

learn to rely on features that are specific to a particular dataset rather than capturing 
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the true biological signals of interest. This can lead to overfitting or misleading 

results, as the model may not accurately reflect the underlying biology of the system 

being studied. For instance, if a model is trained on a dataset with a specific batch 

effect, it may learn to rely on those batch-specific features, which may not be 

relevant or informative in other datasets. 

 

To mitigate the impact of covariate shift in gene expression datasets, several 

strategies can be employed. One approach I took was to carefully pre-process and 

normalise the data to minimise the effects of technical variation, such as batch 

effects, before training machine learning models. I did this by applying ComBat, a 

batch correction method, to adjust for batch effects and harmonise the data across 

different datasets.  

 

In order to mitigate the issue of covariate shift within gene expression datasets, I 

consider it imperative to standardise protocols and experimental conditions 

associated with RNA-Seq. Inconsistent procedures between research groups can 

introduce substantial variation in gene expression data, which poses challenges for 

machine learning models that thrive on consistency for accurate predictions. 

Standardisation would involve maintaining uniformity across a multitude of factors, 

including sample collection methods, sample handling, sequencing protocols, and 

even data analysis techniques. This unified approach could significantly reduce the 

variability across datasets, ensuring the expression levels of marker genes remain 

consistent and within a range the models have been trained on. As a result, this 

would enhance the robustness of machine learning models like ChronoGauge, 

making them more resilient when faced with new datasets and consequently 

improving the accuracy and reliability of their predictions. Another benefit of this 

would be that more datasets could be combined for meta-analysis as well as creating 

larger training datasets for machine learning and deep learning models to facilitate 

biological discoveries. 

 

In summation, while ChronoGauge has demonstrated considerable potential in its 

ability to accurately predict across varying gene expression datasets, it is not devoid 

of challenges. The substantial variability in marker gene expression levels across 

different datasets, coupled with the problem of covariate shifts, may potentially 
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undermine the model’s performance on future datasets that significantly deviate from 

its training data. However, these challenges can be mitigated. By carefully pre-

processing and normalising data, it is possible to minimise the impact of technical 

variations. Furthermore, standardising RNA-Seq protocols—from sample collection 

and handling to sequencing procedures and data analysis—can greatly reduce dataset 

variability, thereby enhancing the robustness and reliability of machine learning 

models like ChronoGauge. Despite these hurdles, the potential of ChronoGauge 

remains clear. With continued methodological refinement and application of robust 

strategies to manage dataset variability, ChronoGauge is poised to facilitate 

advancements in our understanding of biological processes. 

 

4.5.3 Identification of Circadian Clock Biomarkers 

 

The identification of predictive circadian time biomarkers is a critical facet of 

ChronoGauge’s predictive capabilities, one that distinguishes it from other 

methodologies such as ZeitZeiger. It is noteworthy that my approach employs a 

combination of filter and wrapper feature selection methods, which arguably offers a 

comprehensive analysis of rhythmically expressed genes and their combined 

predictive power with respect to circadian phase. 

 

Comparatively, traditional methods have largely relied on statistical strategies, such 

as cosine fitting, to unearth rhythmically expressed genes. This approach, whilst 

effective, may inadvertently overlook potential circadian biomarkers that do not 

adhere to the expected sinusoidal pattern of gene expression. A prime example of an 

alternate strategy is encapsulated by ZeitZeiger, which instead employs a 

dimensionality reduction approach using sparse PCA. While this harnesses the 

power of unsupervised learning to identify potentially relevant features, it is subject 

to some limitations. For instance, it may struggle to identify relevant markers if the 

dominant patterns of variation in the data do not directly relate to the circadian 

rhythm. 

 

ChronoGauge’s feature selection strategy, on the other hand, incorporates an element 

of informed univariate curation in the filter stage, followed by a multivariate wrapper 
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approach. The filter stage allows for an initial broad selection of potential 

biomarkers, while the wrapper stage sequentially optimises this selection whilst 

maintaining diversity in phase of the biomarkers, facilitating the reduction of 

dimensionality without sacrificing the interpretability of the selected features. 

 

A fascinating observation from this study is that ChronoGauge’s most effective 

biomarkers were not the canonical core clock genes, traditionally regarded as the 

primary drivers of circadian rhythms. This suggests that the wrapper-based 

sequential feature selection strategy may have the capacity to identify novel genes 

associated with circadian regulation, potentially enriching our understanding of 

circadian biology. These newly identified genes could represent additional layers of 

complexity in the regulation of the circadian clock, which might have been 

previously overlooked when focusing solely on core clock genes. Furthermore, these 

genes could also potentially be involved in other biological processes that exhibit 

circadian variation, indicating an avenue for future research. 

 

In conclusion, ChronoGauge’s method of identifying circadian time biomarkers, 

which relies on a combination of filter and wrapper feature selection methods, offers 

a distinct and potentially more encompassing approach to capturing the complexity 

of circadian biology. The capability to identify non-traditional biomarkers opens the 

door to a broader understanding of circadian processes and, potentially, to the 

discovery of novel targets for circadian-based interventions. 

 

4.5.4 Applications of ChronoGauge 

 

ChronoGauge is highly proficient in accurately predicting the circadian time, 

yielding it considerable promise across a broad spectrum of applications ranging 

from basic research to practical, real-world uses. For example, in the realm of plant 

research, ChronoGauge could facilitate and accelerate the study of plant circadian 

rhythms. The ability to predict the internal circadian phase of a plant using single 

transcriptomic timepoint data offers a significant advancement over traditional 

methods, which generally rely on extensive time-series data. These factors together 

could reduce the need for exhaustive time-series experiments, saving time and 
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resources, as well as unlock novel insights into how plant behaviour and physiology 

are shaped by their internal clocks.  

 

By understanding the circadian rhythms of crops, vertical farms could optimise their 

practices, such as watering, light exposure, and temperature to align with the plants’ 

natural cycles. This could potentially improve yields and efficiency, making vertical 

farming agriculture more productive. ChronoGauge’s ability to detect anomalies in 

circadian rhythms could also serve as an early warning system for diseases or stress 

conditions that disrupt these rhythms in crops, allowing for earlier interventions. 

 

In the domain of chronotherapy, therapeutics, and medicine, ChronoGauge could 

help tailor treatments to patients’ individual circadian rhythms, enhancing the 

effectiveness of medication and minimising side effects. This would be a significant 

step towards personalised medicine, as the timing of medication delivery can 

significantly impact its efficacy. 

 

Finally, the application of ChronoGauge could extend to genome-wide association 

studies (GWAS). By predicting circadian phenotypes across a diversity panel of 

plants, it could reveal links between genetic variations and circadian traits. This 

information could then be leveraged to breed plants with desirable circadian traits, 

such as those that can adapt to changing climate conditions or exhibit enhanced 

productivity. 

 

4.5.5 Conclusion 

 

Reflecting on the ChronoGauge project, I am pleased to conclude that it has largely 

achieved its aims and objectives, despite encountering some limitations. Notably, I 

succeeded in developing an efficient and user-friendly predictive model for circadian 

time in plants, utilising both machine learning and statistical methodologies applied 

to gene expression data. 

 

Fulfilling my primary objective, I developed a comprehensive Python software tool 

for circadian time prediction in plants. This tool, designed to process high-
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throughput gene expression data from a variety of plant species and datasets, has 

been made freely available as an open-source resource. I believe this represents a 

valuable contribution to the toolkit of the scientific community. 

 

My second objective was also realised, as I managed to identify predictive circadian 

biomarkers. By employing feature selection techniques, such as sequential feature 

selection, and rhythmicity analysis algorithms like ARSER, JTKCycle, and 

MetaCycle on multiple gene expression datasets, I identified genes and gene sets that 

consistently demonstrate rhythmic expression patterns. This work underscored the 

most informative genes for circadian time prediction and I think will serve as a 

useful basis for future research. 

 

In relation to my third objective, I successfully developed and optimised machine 

learning and statistical models for circadian time prediction. My use of advanced 

techniques like neural networks and circular regression, and my evaluation of their 

performance through cross-validation and metrics such as mean absolute error, 

enabled the identification of powerful models for circadian time prediction. 

 

The fourth objective, to test these predictive models across various datasets and plant 

species under different experimental conditions, was met with encouraging results as 

the analysis of the Blair dataset showed that the CCA1 mutation has a perturbed 

circadian rhythm. My developed models demonstrated robustness, accuracy, and 

generalisability across different biological contexts and datasets, as shown when 

making predictions on different tissue types and ecotypes such as Ws-2, which is 

evidence of their broad applicability and potential for transferability. 

 

I am also aware of the limitations of this study. The relatively small datasets I 

utilised may pose challenges to the robustness and generalisability of the findings, as 

I cannot have reasonable confidence that ChronoGauge would outperform ZeitZeiger 

or other methods across a larger sample size. Additionally, the absence of readily 

available open-source packages for multioutput circular models necessitated the 

development of my own in Python. While this was ultimately successful, it 

introduced an additional layer of complexity to the project. 
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In conclusion, despite these limitations, the ChronoGauge project has successfully 

developed a robust and accurate predictive model for circadian time. This work not 

only advances our understanding of plant circadian clocks, but also provides a 

valuable tool for circadian research in plants. I am confident that, with further 

refinement and by addressing these limitations, ChronoGauge holds significant 

promise for a wide range of applications, from basic research in plant biology to 

practical uses in agriculture and chronotherapy. 
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4.6 Future Research 

 

Methods of predicting the circadian time using gene expression biomarkers are still 

evolving, and there are several exciting avenues for future research that can build 

upon the work I have done to train models for predicting the circadian time in plants.  

 

While research may have focused on a specific plant species, extending the 

validation of the predictive models to other plant species can provide valuable 

insights into the conservation and diversity of circadian regulation. This can help in 

identifying common circadian biomarkers that can be used across different plant 

species and elucidating species-specific differences in circadian regulation. 

 

Gene regulatory networks play a crucial role in circadian regulation, and 

understanding the interactions among different genes and their regulatory elements 

can provide deeper insights into the circadian clock. Future research could involve 

the integration of gene expression data with other types of omics data, such as 

transcriptomics, proteomics, and epigenomics, to construct comprehensive gene 

regulatory networks that capture the complex dynamics of circadian regulation. 

Machine learning algorithms, such as network inference methods, can be used to 

identify key regulatory interactions and biomarkers that can accurately predict 

circadian time. 

 

Circadian regulation is known to be influenced by various environmental and 

developmental factors, such as light, temperature, and age. Future research could 

investigate how these factors modulate the circadian clock and affect the predictive 

accuracy of circadian biomarkers. For example, studying the effects of different light 

regimes or temperature conditions on the circadian clock and incorporating these 

factors into machine learning models can help in developing more robust and 

adaptable predictive models for circadian time. 

 

While my research may have focused on plants, the ChronoGauge can potentially be 

applied to other organisms as well, such as animals, fungi, and bacteria, where 

circadian regulation also plays a crucial role. Future research can involve translating 
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the predictive models to other organisms and investigating their applicability in 

diverse biological systems. Additionally, the predictive models can be further 

extended to other applications beyond circadian time prediction, such as drug 

discovery, disease diagnosis, and precision medicine, where circadian regulation has 

been implicated. 

 

In my research, I have developed open-source Python software for circadian time 

prediction. Future research can focus on further refining and optimising the software, 

making it more user-friendly and accessible to the broader scientific community. 

This can include developing graphical user interfaces, providing documentation and 

tutorials, and incorporating feedback from users to continuously improve the 

software. 

 

In conclusion, the research area of predicting circadian time using biomarkers offers 

significant potential for future research. Building upon the work I have done, further 

research can involve validation across different plant species, investigation of gene 

regulatory networks, exploration of environmental and developmental factors, 

application of advanced machine learning techniques, translation to other organisms 

and applications, and development of user-friendly software. These research 

directions can contribute to a deeper understanding of circadian regulation and 

enable the development of practical applications in various fields. I am satisfied 

knowing that Mr Connor Reynolds will be exploring these research areas and 

developing the ChronoGauge system as part of his PhD at the Earlham Institute.  
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Chapter 5: Discussion and Perspectives 

 

The pursuit of using machine learning and computer vision to understand complex 

biological systems and their interaction with a changing environment has driven my 

research. Motivated by the urgency of global challenges, my work aims to address 

the need for increased and sustainable agricultural productivity in the face of a 

growing population and climate change. Additionally, the rapid advancement of 

high-throughput technologies has generated vast quantities of complex data, 

necessitating the development of cutting-edge computational methods to efficiently 

decode this information. With these needs and opportunities clear in my mind, my 

research takes an interdisciplinary approach, applying machine learning and 

computer vision methods to the field of plant biology. 

 

At the core of my interdisciplinary research are three distinct projects, each tailored 

to tackle specific challenges within plant biology. The SeedGerm project focuses on 

harnessing computer vision to automate seed germination detection and facilitate the 

analysis of additional seed phenotypic traits. By optimising seed quality and growth 

conditions, this project has the potential to significantly enhance crop productivity, a 

critical factor in ensuring global food security. 

 

The second project, Trans-Learn, explores the potential of transforming tabular gene 

expression datasets into image format to exploit vision-based methods capable of 

predicting turnip mosaic virus (TuMV) infections and other complex traits. Through 

innovative approaches, I seek to improve disease prediction, accelerating the 

development of plant varieties resistant to diseases and climate change. The ability to 

identify biomarkers associated with plant pathogen infections could help mitigate the 

impact of these diseases on agricultural productivity. Moreover, this method can be 

applied to predict a wide range of complex traits, offering opportunities to accelerate 

the development of improved crop varieties. 

 

Lastly, the ChronoGauge project probes the possibility of predicting a plant’s 

internal circadian time using gene expression data. Through this, it could be possible 

to harness our understanding of the circadian clock to improve crop yields and stress 
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tolerance, thereby promoting a more resilient agricultural system. Similar to the 

Trans-Learn project, the prediction of the circadian clock represents an example of 

how complex traits can be harnessed to improve crop varieties. 

 

In each of these projects, I have strived not just to address individual challenges, but 

also to create open-source tools that can facilitate further research. By intersecting 

plant biology, machine learning, and computer vision, my research is positioned to 

accelerate discoveries and innovation in plant biology, offering novel methodologies 

and insights. I hope that the tools and knowledge derived from my work will 

contribute to addressing critical global issues related to food security, climate 

change, and sustainable agriculture. 

 

To realise the full potential of my research tools and methods, I have plans to create 

impact through an agritech spinout company. By establishing this company, I aim to 

translate the findings into practical applications and solutions for the agricultural 

industry. I will focus on developing innovative services that leverage the 

advancements that I have made during my thesis in biomarker identification and 

complex trait prediction. By doing so, I seek to make a tangible and meaningful 

contribution to agriculture, benefiting breeders and the broader agricultural 

community. 

 

From the start of my PhD, the objective of the SeedGerm project was to address 

limitations in the traditional methodologies of seed imaging and scoring, focusing on 

a scalable and automated approach to seed germination analysis. I developed the 

software component of the SeedGerm system that serves as a fusion of cost-effective 

hardware and user-friendly software, capable of performing automated seed imaging 

and machine learning-based analyses. 

 

To validate the system, SeedGerm was applied across a variety of germination 

experiments involving five distinct crop species. The results of these extensive tests 

demonstrated the system’s efficiency in quantitatively assessing seed batches and 

measuring both basic and complex morphological traits. By providing insights into 

seed size, width, length, as well as more complex phenotypes like extent and 
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circularity, SeedGerm enables a deeper understanding of the physiological intricacies 

of seed germination, which was a fundamental objective of the study. 

 

A pivotal accomplishment of the SeedGerm project was the system’s alignment with 

seed specialists’ observations in scoring germination timing and rate. By matching 

the accuracy of seed technicians, SeedGerm validated the original hypothesis of the 

project. Additionally, SeedGerm played a crucial role in a biological discovery by 

identifying an ABA signalling gene in seeds through associative transcriptomics, in 

collaboration with the JIC. 

 

The implications of the SeedGerm project are far-reaching, particularly for plant 

biology research and studies focusing on environmental and genetic factors affecting 

germination traits. The system’s proficiency in providing reliable quantitative 

assessments of seed batches can expedite the process of evaluating the impact of 

different genetic and environmental factors on seed germination. By removing the 

human error factor and increasing the analysis speed, SeedGerm can contribute 

significantly to the efficiency of research projects and experiments for seed testing 

labs and plant breeding programs, allowing more accurate and informed decisions 

about seed viability and quality. 

 

Although SeedGerm has demonstrated its robustness and utility, there are potential 

avenues for improvement and expansion that can be explored to enhance the 

system’s effectiveness. One area for future development lies in integrating 

multispectral image analysis into the system. The project focused on RGB image 

capture, leaving potential spectral features indicative of germination status or seed 

vigour unexplored. This integration could enhance SeedGerm’s predictive 

capabilities and offer a more comprehensive understanding of seed germination. 

 

Another area that requires further exploration is the overlapping of radicles in later 

stages of seed germination. The increased complexity of images as germination 

progresses currently hampers the system’s ability to accurately segment individual 

seeds and their roots. Advanced algorithms and techniques could potentially resolve 

this challenge, improving the precision of extracted morphological features and 

germination predictions. 
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Lastly, expanding the system’s applicability to other species and traits presents a 

promising avenue for the future. While SeedGerm has proven its efficacy across five 

distinct crop species, exploring its application in other plant species, and possibly 

even in assessing root traits, could broaden SeedGerm’s utility and relevance in plant 

biology research and agricultural practices.  

 

Transitioning to the Trans-Learn project , a collaborative endeavour that developed 

during the course of my research. Here, I aimed to identify sets of multivariate 

biomarkers related to TuMV infection in Arabidopsis halleri by harnessing the 

capabilities of spatial arrangement of genes as well as image-based deep learning 

methodologies. The novelty of this approach lies in its transformation of tabular 

transcriptomic datasets into an image-like format, ideal for techniques such as CNNs 

and ViTs. 

 

A significant breakthrough was the development of effective feature encoding 

methods that emphasised complex patterns and relationships between genes, 

providing the deep learning models with highly predictive spatial features. These 

methods, due to their efficacy, outperforming similar published methods, and wide 

applicability across gene expression and tabular datasets, stand as an essential asset 

for the scientific community. Also, by implementing feature interpretation 

techniques such as Gradient-weighted Class Activation Mapping (Grad-CAM) and 

developing my own metric to quantify the multivariate nature of dependencies 

between biomarkers, I was able to identify sets of jointly dependent marker genes for 

TuMV and other pathogens.  

 

The success of the Trans-Learn project has strong implications for the potential of 

image analysis methods in the realm of gene expression datasets. The ability to 

transform tabular data into image-like formats opens up opportunities for deploying 

sophisticated image analysis techniques on these datasets, which could lead to the 

discovery of novel patterns and relationships. It leads us towards a future where we 

can leverage the power of machine learning techniques to identify multivariate 

biomarkers, leading to advancements in the understanding and prediction of complex 

biological phenomena. 
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The potential future applications of Trans-Learn are significant, with opportunities 

for its expansion to identify biomarkers associated with other traits. The encoding 

and feature interpretation techniques developed in this project can be adapted and 

applied to other datasets, enabling researchers to identify critical biomarkers linked 

to a wide array of traits and conditions. Furthermore, the development of open-

source Python software during this project means the Trans-Learn platform is 

accessible and reproducible, ready to be employed by the wider scientific 

community. Researchers across diverse biological contexts can utilise this platform 

to analyse gene expression dynamics and predict different traits, thereby expanding 

the horizons of its application. 

 

Nevertheless, challenges such as the biological interpretation of identified genes, 

integration of multi-omics data, and performance on smaller datasets offer exciting 

avenues for future research. Addressing these challenges can enhance the capabilities 

of Trans-Learn, providing a more comprehensive and efficient tool for the scientific 

community. As I continue refining and expanding Trans-Learn, it can potentially 

serve as a powerful tool for predictive purposes and for deepening our understanding 

of gene expression dynamics in a myriad of biological contexts. 

 

Finally, the ChronoGauge project’s primary achievement was the successful creation 

of a predictive model for circadian time in plants, relying on both machine learning 

and statistical methodologies applied to gene expression data. My initial goal was to 

construct a comprehensive Python software tool for circadian time prediction in 

plants, and this has been achieved. The tool has undergone rigorous validation across 

various plant species gene expression datasets and is now available as an open-

source toolkit available to the scientific community. 

 

I managed to identify predictive circadian biomarkers, fulfilling another of my 

objectives. Utilising feature selection techniques such as sequential feature selection, 

coupled with rhythmicity analysis algorithms like ARSER, JTKCycle, MetaCycle, 

and relative amplitude error, I identified genes and gene sets consistently 

demonstrating rhythmic expression patterns. 
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I also successfully developed and optimised machine learning and statistical models 

for circadian time prediction, employing advanced techniques like neural networks 

in tensorflow and coding my own multi-output SGD circular regression. 

Performance evaluation through cross-validation and metrics such as mean absolute 

error led to the identification of robust models for circadian time prediction. Analysis 

of the Blair dataset substantiated the robustness, accuracy, and generalisability of 

these models across different biological contexts and datasets, as shown by their 

successful application on various tissue types and ecotypes such as Ws-2. 

 

The ability to predict the circadian time of plants accurately can have far-reaching 

implications for research in plant biology. It aids in better understanding the 

functioning of plant circadian clocks, which play a critical role in regulating plant 

physiological processes. This can potentially provide new insights into how 

environmental factors and genetic mutations impact clock function. Moreover, 

having a reliable predictive model for circadian time can be useful for studies aiming 

to optimise plant growth and productivity in different environmental conditions. It 

could be leveraged to determine the optimal time for application of agricultural 

practices and therapeutics, leading to improvements in yield and disease 

management. In a broader sense, due to ChronoGauge’s generalisable method, this 

research can offer potential insights for chronobiology research beyond the realm of 

plant science. 

 

While the results of the ChronoGauge project are promising, there is ample room for 

refinement and expansion. The datasets used were relatively small, which may 

impact the generalisability of the findings. As such, future work should focus on 

testing and refining the tool using larger and more diverse datasets to improve the 

robustness and accuracy of the predictive models. A possibility for future 

development would be to explore the integration of additional layers of omics data to 

the existing gene expression data. This could help unveil even more precise 

predictors of circadian time and provide more comprehensive insights into the 

underlying biological processes. Addressing the project’s current limitations and 

expanding its scope of application, ChronoGauge can potentially evolve into a 

powerful tool for plant biology research and its practical applications in agriculture 

and chronotherapy. I am confident that my colleague, Mr Connor Reynolds will 
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continue to develop ChronoGauge, improving its generalisability and broadening its 

applications through his PhD research. 

 

The collective impact of the SeedGerm, Trans-Learn, and ChronoGauge projects is 

substantial, as they collectively advance the interdisciplinary approach of integrating 

computer vision, machine learning, and genomics in plant biology. These projects 

demonstrate the immense potential of leveraging cutting-edge technologies and 

methodologies to address critical challenges and open up new avenues of research in 

the field.  

 

The analysis of large biological datasets poses unique challenges, and the open-

source tools developed in this thesis provide valuable solutions. They offer user-

friendly interfaces, comprehensive functionalities, and efficient data processing 

capabilities, making them accessible to researchers with varying levels of 

computational expertise. 

 

The successful development of these tools in three distinct projects has enhanced 

knowledge exchange and collaboration within the scientific community. By enabling 

worldwide access and adaptability to these resources, it facilitates progress in plant 

biology research and fosters a culture of open science. Furthermore, the open-source 

nature of these tools underpins a framework that promotes collaboration, 

transparency, and reproducibility in scientific research. This communal approach 

enhances both the efficiency and accuracy of analyses, cultivating innovation 

through the integration of diverse perspectives and expertise. 

 

This work underscores the vast potential of interdisciplinary research in tackling key 

challenges within plant biology. By synergising computer vision, machine learning, 

and genomics, I have demonstrated the potential to enhance our understanding of 

seed germination, gene expression dynamics, and circadian clocks in plants. The 

generalisability of the Trans-Learn and ChronoGauge methods harbours a vast 

potential for biomarker discovery and predictive modelling for complex traits. 

 

In essence, the research conducted in this thesis carries considerable implications for 

agriculture, specifically in addressing complex traits and enhancing crop 
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productivity. As I venture into the next stage of my career, I intend to unlock the 

potential of biomarker discovery and predictive modelling, ultimately translating 

these theoretical explorations into tangible applications for the agricultural industry. 

This pursuit holds promise to significantly transform the agricultural sector and 

contribute towards achieving global food security. 
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