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We report direct observations of surface waves from a stereo camera system along with concurrent 
measurements of wind speed during an expedition across the Southern Ocean in the austral winter aboard 
the South African icebreaker S.A. Agulhas II. Records include water surface elevation across a range of 
wave conditions spanning from early stages of wave growth to full development. We give experimental 
evidence of rogue seas, i.e., sea states characterized by heavy tails of the probability density function well 
beyond the expectation based on bound mode theory. These conditions emerge during wave growth, where 
strong wind forcing and high nonlinearity drive wave dynamics. Quasiresonance wave-wave interactions, 
which are known to sustain the generation of large amplitude rogue waves, capture this behavior. Wave 
statistics return to normality as the wind forcing ceases and waves switch to a full developed condition.

Ocean surface waves result from momentum transfer
and energy exchange driven by wind-induced surface
pressure [1]. Under the direct action of atmospheric
forcing, waves are generated and grow in height as a
function of fetch, i.e., the distance over which wind blows
unobstructed. Because of the nonlinearity of the free
surface, the energy and wave action are then redistributed
among the Fourier modes [2]. The peak of the wave
spectrum downshifts, so that the dominant waves become
longer and faster. Additionally, there is transfer of energy
across directions, imparting a distinctive two-dimensional
(directional) nature to the wave spectrum [1,3]. Wave
growth ceases when waves become faster than the wind,
a condition which normally occurs when the wave age, i.e.,
the ratio of wave phase velocity (CP) to wind speed (U),
exceeds 1.25 [1].
If the wave steepness—a parameter proportional to the

ratio of wave height towavelength—is sufficiently small, the
resulting ocean surface can be considered a superposition of
many wave components, and its statistical features can be
approximated by a Gaussian distribution [1,3,4]. In nature,
however, waves are steep, and the small amplitude
assumption does not always hold. Consequently, nonlinear
wave-wave interactions can develop, enhancing the like-
lihood of large amplitudewaves and causing deviations from

Gaussian statistics [4–7]. A proxy for these is the kurtosis of
the surface elevation [4,7,8], which is the fourth-order
moment of its probability density function.
There are two types of nonlinear interactions contribut-

ing to non-Gaussian behaviors. The first, attributed to
bound modes, introduces waveform asymmetry, and skews
the distribution of surface elevation [9–12]. This results in a
discernible, albeit weak, increase in kurtosis relative to a
Gaussian random process [9]. A second, and more intense,
type arises from quasiresonant interactions between free
modes, which can be considered a generalization of the
modulational (or Benjamin-Feir) instability for a random
wave field [13,14]. This has the potential to cause the
emergence of heavy tailed statistics [4–6,8,15,16] through
the sudden appearance of rogue waves, which are notably
large events amidst smaller waves. Quasiresonant inter-
actions are effective when waves are steep, the wave
spectrum is sufficiently narrow banded, and wave propa-
gation is predominantly unidirectional [4]. However, the
typical spectrum of ocean wind waves is broad banded in
frequencies and spread over multiple directions [17,18].
Therefore, the capacity to develop modulational instability
seems to be impaired in natural conditions [7,19]. Under
these circumstances, theory, experiments, and numerical
simulations showed that wave statistics exhibit weakly
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non-Gaussian properties, deriving primarily from bound
modes [4,6,20]. This is further supported by field obser-
vations [10,11], even though rogue waves are present in the
records [19,21–25].
Nevertheless, the degree to which wind forcing impacts

wave statistics has received limited attention. Yet, there is
numerical and experimental evidence that wind can drive
the growth and sustain the lifetime of large amplitude
waves through higher wind-induced pressure drag [26,27],
enhance the modulational instability [28,29], and increase
deviations from Gaussian statistics [3,27]. Therefore, it
remains unclear whether strong non-Gaussian behaviors,
well beyond those associated with bound modes, can occur
in the ocean [19], where the atmospheric forcing is an
inherent factor. Consequently, the statistical properties of
ocean waves in general, and the occurrence of extreme
waves in particular, remain the subject of controversy,
making inclusion of extreme and rogue waves in design
considerations a challenging endeavor [30,31].
In this Letter, we present field (in situ) observations of

concurrent ocean surface and lower atmosphere properties,
encompassing diverse sea states and wave growth phases,
to reveal the extent of which the wind forcing, coupled with
nonlinear interactions, contributes to the emergence of
heavy-tailed statistics. Measurements of the ocean surface
were acquired underway by a stereo camera system
aboard the South African icebreaker S. A. Agulhas II
during a crossing of the Southern Ocean in the austral
winter [June 28–July 13, 2017; Fig. 1(a)] [32,33]. This
remote region comprises an uninterrupted band of water
around Antarctica [34]. It is dominated by strong westerly
winds, the notorious Roaring Forties, Furious Fifties, and
Screaming Sixties, which give rise to some of the fiercest
waves on the planet over almost infinite fetches all year
round [18,34–36]. As a reference, the significant wave
height—an average measure of the highest third of waves in
a given sea state and a proxy for wave height statistics in the
ocean—has a 50th percentile of ≈5 m and a 90th percentile
of ≈7 m in the austral winter [34].
The acquisition system consisted of two synchronized

GigE monochrome industrial CMOS cameras with a
2=3 inch sensor placed side by side at a distance of
4 m. The stereo rig was installed on the monkey bridge
of the icebreaker approximately 25 m from the waterline
and tilted 20° below the horizon. The cameras were
equipped with 5 mm lenses to provide a field of view of
the ocean surface ≈90° around the port side of the ship.
Additionally, an inertial measurement unit was mounted
close to the two cameras to capture their movement with
respect to the sea surface. Images were recorded at a
sampling rate of 2 Hz with a resolution of 2448 ×
2048 pixels during daylight, and were partitioned in
sequences of 30 minutes. Complementing atmospheric
data from the ship’s meteorological station as well as
navigation records from the ship’s voyage data recorder

were acquired throughout the journey. Two wave buoys
were also deployed during the expeditions to provide
supplementary records of the surface elevation [33,35].
Pairs of synchronized images were processed to recon-

struct the three-dimensional ocean surface displacement.
Accuracy relies on a sensor’s capacity in capturing,
processing, and displaying image-forming signals. In the
open ocean, this is influenced by environmental conditions
that alter light exposure and shadowing effects in the lee of
large waves that conceal parts of the ocean surface.
Hereafter, we discuss a selection of sequences recorded
in the open ocean with optimal light conditions and low
uncertainties (see details on method and accuracy of the
measurements in Appendix A).
An example of the stereo pair and reconstructed surface

is shown in Figs. 1(b) and 1(c). From each sequence, the
directional wave spectrum was derived (see details in [35]),
and spectral parameters were computed. These are reported
in Fig. 2 as a function of the wave age relative to the
spectral peak. The parameters include the steepness, which
is expressed as ε ¼ kPHs=2, where kP is the wave number
at the spectral peak, and Hs is the significant wave height
computed as 4

ffiffiffiffiffiffi
m0

p
, with m0 being the zeroth-order

moment of the wave spectrum; the frequency bandwidth
σf, which refers to the half width at half maximum of the
dominant spectral peak relative to its peak frequency,
noting that the restriction to the most energetic peak avoids
ambiguities arising from the coexistence of multiple wave
systems; the directional spreading σϑ, which is the circular
standard deviation of the directional spectrum, and the two-
dimensional Benjamin-Feir Index ðBFIÞ2D [7], which is
calculated as

FIG. 1. Ship track [yellow lines; (a)] and sample images (b),(c):
example of overlapping stereo images (b) and reconstructed
three-dimensional surface (c).
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with R ¼ 0.5ðσϑ=σfÞ2. Among these parameters, the steep-
ness is a general indicator for wave nonlinearity. Its effect
on the kurtosis can be expressed as [15]

ðκÞbound ¼ 3þ 24k2Pm0; ð2Þ

and it represents the contribution of bound waves [9]. The
ðBFIÞ2D is a proxy for quasiresonant interactions between
free modes [7,13]. Their effect on the kurtosis can be
calculated as [7]

ðκÞfree ¼ 3þ πffiffiffi
3

p ðBFIÞ22D; ð3Þ

and significant contributions can be expected when
ðBFIÞ2D⪆1. The overall kurtosis (κT) is the sum of the
bound and free wave contributions.
For young sea states (CP=U < 1), the significant wave

height varied within 3.5–4.5 m, and the wave period ranged
from 9 to 10 s, noting that uncertainties related to the stereo
image processing can induce errors of ≈5% for the former
and ≈2.5% for the latter [35,37] relative to collocated buoy

measurements. The waves were steep, with ε > 0.08
[Fig. 2(a)], which is typical during intense storms [38]
and reported during observations of extreme waves in
the laboratory and in the field [3,4,23,24]. However, the
spectral shape was relatively broad banded, both in the
frequency and directional domains [Figs. 2(a) and 2(b)]. As
the latter dominated the former [i.e., σϑ=σf > 1; Fig. 2(b)],
it follows from Eq. (1) that ðBFIÞ2D ≈ 0.4 [Fig. 2(c)].
Nevertheless, despite weak quasiresonant interactions, the
sea state retained an active nonlinearity. Consistently with
laboratory experiments and numerical simulations [39,40],
this was demonstrated by the occurrence of whitecaps
[formation of frothy, aerated crests indicating occurrence of
wave breaking dissipation; Fig. 2(d)] or, in some instances,
multiple whitecaps recurring from the same wave train (see
video in Supplemental Material [41]). As the sea state
evolved into more mature conditions (CP=U≈1) and even-
tually reached a fully developed stage (CP=U > 1.25), the
wave steepness gradually reduced (significant wave height
ranged 2–3 m and wave period ranged 10–14 s). It should
be noted that two cases of broad spectra are reported in
Fig. 2(a) for CP=U > 1. These sea conditions are attributed
to the coexistence of multiple wave systems of similar
peak frequency arising from rapidly veering wind. These
peaks merge into a single broader spectral peak, and thus
go undetected by an automated analysis. Similar to the
spectral bandwidth, also the directional spreading con-
tracted to a smaller range, in agreement with laboratory
experiments [3] [Figs. 2(a) and 2(b)]. The ðBFIÞ2D showed
a distinctive decrease from ≈0.4 to ≈0.1 [Fig. 2(c)] due to
the drop in steepness and concurrent increase of σϑ=σf.

FIG. 2. Evolution of spectral characteristics across different
stages of wave growth as measured by the wave age: (a) wave
steepness (symbols) and frequency bandwidth (color map),
(b) directional spreading (symbols) and directional spreading
relative frequency bandwidth (color map), and (c) two-dimen-
sional Benjamin-Feir Index. Examples of sea state images at
different wave age are reported: (d) growing (young) sea state
(CP=U ≈ 0.5), (e) near fully developed sea state (CP=U ≈ 1), and
(f) a fully developed sea state (CP=U ≈ 2).

FIG. 3. Field observations of the kurtosis of the surface
elevation as a function of the wave age. Estimates of the
maximum wave crest based on a fitted three-parameter Weibull
distribution are reported as a color map. The (light blue) shaded
area is shown to identify values of kurtosis normally expected for
Gaussian and weakly non-Gaussian sea states. A comparison
against theoretical predictions based on bound and free wave
contributions is shown in the inset. The error bars represent the
95% confidence interval.



Therefore, as wind forcing ceased, the nonlinear nature
of the sea state faded. This was further substantiated
by limited, if any, occurrence of whitecaps [Figs. 2(e)
and 2(f)].
Wave statistics is discussed in the form of the kurtosis of

the surface elevation, and it is presented in Fig. 3 as a
function of the wave age. Note that the kurtosis computed
from observations includes both bound and free-wave
contributions. For completeness, the maximum wave crest
relative to significant wave height is also reported. In
contrast to a direct estimation of the maximum crest height
in a sequence (i.e., maximum wave elevation), we extrapo-
lated it from a Weibull distribution fitted to the exper-
imental data (see Appendix B) to allow further comparison
with theoretical counterparts.
The kurtosis for a Gaussian or weakly non-Gaussian sea

state is normally expected within 2.9–3.1 (e.g., [4]). For
young sea states (CP=U ≈ 0.5), the kurtosis departed
from this benchmark and reached values as high as 3.4.
Small errors in wave height due to factors affecting
image acquisition and processing have minimal impact.
Accounting for these errors in Eqs. (2) and (3) or in
surrogate time series results in variations within 1%–2% in
kurtosis. The latter is also susceptible to instability due to
sample size [42]. The error bars in Fig. 3 quantify this
uncertainty, representing twice the standard deviation of
kurtosis from 1000 random sample surrogates. This attrib-
utes a 95% confidence interval width of 10−2. In the context
of water waves, the most extreme events are normally
restrained by breaking [see Fig. 2(d)], which prevents
excessive increase in kurtosis. In this regard, similar
magnitudes of kurtosis were reported in laboratory obser-
vations of highly nonlinear mechanically and wind-
generated water waves [3,4,6]. Comparison with theoretical
estimates from Eqs. (2) and (3) indicates that bound wave
nonlinearity cannot capture strongly non-Gaussian statis-
tics, while quasiresonance interactions can detect them to a
certain extent (see inset in Fig. 3). As the sea state

developed into more mature conditions, the kurtosis
decreased exponentially, approaching Gaussian statistics
already for CP=U ≈ 1. Theoretical estimates (2) and (3) are
consistent with observations under these circumstances,
substantiating the weak nonlinear properties of well-
developed sea states.
Consistent with the high value of the kurtosis in young

seas, the estimated maximum crest height, relative to the
significant wave height, was large and in excess of 1.2,
which is the threshold identifying rogue waves [43].
Concurrently, the recovery of Gaussian statistics for mature
sea states coincided with a reduction of maximum crests,
which did not exceed the rogue wave limit.
Bound waves are expected to contribute to the wave crest

statistics [4]. A more detailed comparison against bound
wave driven statistics, which, we recall, are the benchmark
statistical properties for oceanic sea states, is reported in
Fig. 4. The Tayfun distribution for wave crests [9] is
assumed as a reference for bound wave statistics, and it is
applied to extrapolate the theoretical prediction of maxi-
mum crest heights through Eqs. (B1) and (B2) in
Appendix B [44]. For intense wind forcing (CP=U < 1),
the in situ wave crest distribution shows a moderate, yet
statistically significant (i.e., in excess of the 95% con-
fidence intervals) deviation from the theoretical counterpart
[Fig. 4(a)]. This differs from currently available field
observations, which report good agreement with bound
wave statistics [10,11,23]. It follows that bound waves tend
to underestimate the amplitude of the most extreme crests
during the growing phase of wind-generated fields [see data
point referring to relative crest height in the field greater
than 1.2 in Fig. 4(c)]. As the sea state evolves into a fully
developed form, the wave crest statistics match the Tayfun
distribution [Fig. 4(b)], and extreme crest amplitudes
reported in the field become consistent with theoretical
predictions [see data point for relative wave crest height in
the field lower than 1.2 in Fig. 4(c)].

FIG. 4. Wave crest distribution in young [CP=U ≈ 0.5; (a)] and fully developed [CP=U ≈ 2; (b)] sea states from in situ data and
theory [9]. Comparison of maximum wave crest amplitudes extrapolated from in situ data and theoretical [9] distributions (c).



For completeness, Fig. 5 shows the probability density
functions of the normalized wave intensity PN, which is the
square modulus of the wave envelope normalized by its
average. This is preferred to the wave displacements
(surface elevation), as it better represents the upper tail
of the distribution [45]. Furthermore, the wave envelope
encompasses the whole reconstructed ocean surface, unlike
the point approach used for bound wave statistics. For
young seas [Fig. 5(a)], a significant departure from the
distribution of PN expected for Gaussian statistics, i.e.,
expð−PNÞ [3], is evident, confirming the robustness of the
heavy tail. For mature sea conditions [Fig. 5(b)], the
distribution aligns with expð−PNÞ more closely, substan-
tiating the Gaussian nature of fully developed wave fields.
Nevertheless, it is worth mentioning that expð−PNÞ tends
to slightly overestimate the distribution of in situ data, a
feature which is attributed to the broad-banded nature of the
wave fields [21].
In summary, we presented a set of in situ observations of

ocean surface displacements derived from stereo imaging
and complemented by concurrent data of atmospheric
forcing. Records encompass a wide range of sea states
from the Southern Ocean, spanning from the early stages of
wave development (young seas), where wave dynamics are
driven by wind forcing, to fully developed stages (mature
seas), where wave dynamics are no longer under the direct
effect of wind. As oceanic waves are steep, their statistical
features are driven by bound waves and the interaction of
free waves [8,12]. The former are generally more persistent
than the latter, resulting in weakly non-Gaussian behaviors.
However, the action of strong winds during the early stages
of wave growth generates peaked spectra and revives the
interaction of free waves, prompting heavy-tailed statistics
with strongly non-Gaussian nature through a more frequent
occurrence of rogue waves, which has only been previously

observed in controlled laboratory experiments where waves
were mechanically generated. We note that the accuracy of
our observations is contingent on image acquisition and
processing, which may vary considerably across sequences.
When compared to conventional instruments like wave
buoys, discrepancies in estimating significant wave height
were ≈5%. While this discrepancy is noteworthy, its impact
on the extent of non-Gaussian properties remains minimal.
Effects related to the sample size are also minor. The
observations presented herein are robust evidence that
ocean waves can develop into a strongly non-Gaussian
process, as theory would predict, when actively forced by
wind. Our results challenge existing perspectives on rogue
wave statistics and underscore the need for a more thorough
consideration of wind forcing—an inherent feature in
natural conditions—when predicting rogue seas.
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Appendix A: Image processing.—The open source
Wave Acquisition Stereo System (WASS [46]) was used to
analyze simultaneous pairs of images to find
photometrically distinctive corresponding points that can
be triangulated to recover their original three-dimensional
position in space [47], i.e., the actual surface elevation.
For each sequence of images, WASS automatically
estimates the geometrical configuration of the two cameras
(extrinsic parameters), enabling it to detect and
compensate for errors resulting from the reciprocal
orientation between sensors caused by ship vibrations. The
motion of the vessel under the effect of waves is more
significant than the latter. Hence, three-dimensional point
clouds from different pairs of images lie in different
reference frames after stereo reconstruction. Measurements
of ship motion from the inertial measurement unit (IMU)
are therefore used to align and geolocalize data points to a
common horizontal plane representing the mean sea level.
The operation resolved an area of approximately 200 ×

FIG. 5. Probability density function of the normalised wave
intensity (PN) for a young (a) and mature (b) seas; the 99%
confidence interval is indicated as shaded (light blue) area. The
young sea represents data from a sequence of images acquired for
wave age CP=U ≈ 0.5; the mature sea represents data from a
sequence of images acquired for wave age CP=U > 1. The
expð−PNÞ, which represents a Gaussian process, is reported
for a benchmark.



200 m2 for each stereo image, producing more than 2 ×
106 data points for a sequence.
The accuracy of the reconstructed surface elevation

depends on various factors, including image resolution,
settings of the stereo rig, light conditions, photographic
grain effects, environmental conditions (such as air tur-
bulence or water droplets), and lack of visibility in the
lee of large waves (shadowing effect) [37,48]. A direct
comparison of wave spectra from the reconstructed
surface elevation against collocated data from wave buoys
(see details in [35]) shows good agreement for modes
around the spectral peak. Discrepancies arise in the lower
(f < 0.05 Hz) and upper (f > 0.10 Hz) tails, where
overestimation and underestimation of energy relative to
the buoys are reported, respectively. As the spectral
tails carry a small amount of energy, the contributions
to the uncertainties of wave properties are minor. Overall,
the significant wave height from stereo images under-
estimates buoy data by ≈5% (cf. also [37]); the mean
period is less prone to uncertainties and it differs from
buoys by ≈2.5%.

Appendix B: Maximum crest height.—The maximum
crests height relative to the significant wave height was
extrapolated from a surrogate statistical framework (see,
e.g., [44]). This was achieved by first extracting
individual wave crests from time series of the surface
elevation at a central location in the reconstructed image
domain. A three-parameter Weibull function was then
fitted to the population of observed wave crests and
applied to derive a distribution of extremes as

FEðHcrÞ ¼
�
1 − exp

�
−
Hcr − γw

αw

�
βw
�
n
; ðB1Þ

where the term within the square brackets is the three-
parameter Weibull distribution, Hcr is a generic wave
crest, and n ¼ 200 denotes the number of wave crests
that were, on average, included in a 30 minute sequence.
The terms αw, βw, and γw are the scale, slope, and
location parameters of the Weibull distribution, respec-
tively, and were estimated through a least-squares
method. The probability of occurrence for the charac-
teristic largest event is

FEðHcr;maxÞ ¼ 1 −
1

n
: ðB2Þ

Therefore, by incorporating Eq. (B1) into (B2), the
maximum crest can be expressed as

Hcr;max ¼ γw þ αw½lnðnÞ�1=βw : ðB3Þ
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