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Abstract 37 

 38 

Recent conceptualisations of bilingualism are moving away from strict categorisations, 39 

towards continuous approaches. This study supports this trend by combining empirical 40 

psycholinguistics data with machine learning classification modelling. We trained support 41 

vector classifiers on two datasets of linguistic productions coded for type of production of 42 

Italian speakers to predict their class (i.e., “monolingual”, “attriters”, and “heritage”). All 43 

classes were predicted above chance (> 33%), even if the classifier’s performance substantially 44 

varies, with monolinguals identified better (f-score > 70%) and attriters being the most 45 

confusable (f-score < 50%). The confusion matrices qualify that attriters are identified as 46 

heritage speakers nearly as often as they could be correctly classified, suggesting this class to 47 

sit in the middle. Clitic clusters were found to be the most identifying features for 48 

discrimination. Overall, this study supports a conceptualisation of bilingualism as a continuum 49 

of linguistic behaviours rather than sets of a-priori established classes. 50 

Keywords: bilingualism, heritage speakers, attrition, support vector machine, classification 51 
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1. Introduction 53 

 54 

In a globalized and highly integrated world, the boundaries of languages have become fluid 55 

and seemingly continuous. Speakers are more likely to move across countries, transfer their 56 

homeland language to their offspring and acquire other languages, with bilingual proficiency 57 

reaching native-like language abilities well after childhood (Steinhauer, 2014; Roncaglia-58 

Denissen & Kotz, 2016; Hartshorne, Tenenbaum, & Pinker, 2018; Köpke, 2021; Gallo et al. 59 

2021). However, bilingualism is known to substantially vary among individuals, as it is 60 

shaped by intra and extralinguistic factors such as amount of exposure, social status, and 61 

education (Gullifer et al. 2018; Haranto & Yang, 2016; Rodina et al. 2020; Bialystok, 2016; 62 

Gullifer & Titone, 2020). Consequently, research in bilingualism has progressively 63 

abandoned strict categorical approaches in favour of more nuanced ones. The increased 64 

complexity of a “winner-take-all” definition of bilingualism has created a plethora of labels 65 

to classify speakers (see Surrain & Luk, 2017 for a systematic review), sometimes leading to 66 

the same speakers being labelled differently according to whether the classification is based 67 

on language dominance, learning history, age, etc., which renders it impractical to perform 68 

consistent comparisons across different studies. Moreover, strict classifications disregard that 69 

individuals can also change their “label” during their lifetime. The most notable examples are 70 

expatriates to foreign countries who exhibit quick changes in their native language after 71 

immersion in the dominant language of the host country (so-called attriters, with attrition 72 

phenomena starting just a few years of immersion, Eckle & Hall, 2013), or early bilinguals 73 

who experience expatriation to the family homeland (so-called returnees, Flores et al. 2022). 74 

All the above taken, the cogent question explored in the present study is how separate these 75 

categories truly are, especially given that they could overlap. The effects of cross-linguistic 76 

influence associated with the attrition on the L1 by the L2, for example, are hard to 77 
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disentangle, with long-lasting effects attested bidirectionally, which implies that every 78 

bilingual may also be an attriter (Schmid & Köpke 2017a,b). Even the category of 79 

monolinguals, which may represent a gold standard, is now considered the exception rather 80 

than the norm, given the growing number of people immersed in multilingual and 81 

multidialectal societies (Davies, 2013; Rothman et al. 2022).  82 

Critically, this debate about terminology and categorical labels in bilingualism has 83 

key implications for research practices. Most of the research on bilingualism has adopted a 84 

grouping model whereby individuals are assigned to a priori selected language groups with 85 

arbitrary cut-offs (Wagner et al., 2022). These categories have typically been used to compare 86 

bilinguals, also articulated in different categorical subtypes, to a control group of 87 

monolinguals. However, even more nuanced categorical distinctions pose several challenges. 88 

First, any a priori classification is based on some enumerable inclusion criteria (e.g., age of 89 

acquisition) but may exclude others (e.g., quantity of exposure; Marian & Hayakawa, 2020; 90 

Kremin & Byers-Heinlein, 2021; Wagner, Bialystok & Grundy, 2022). Second, empirical 91 

evidence deriving from possible class comparisons, which feed hypothetical models aiming 92 

to explain them, circularly depend on the criteria adopted to define the groups at the outset. 93 

While this issue is inherent to most research comparing groups, it bears important 94 

consequences when such groups are highly variable at their core. This is the case, for 95 

example, in comparative research about Autism Spectrum Disorder (ASD) which often 96 

employs selection criteria at the outset that are based on measures such as verbal and non-97 

verbal intelligence. This is problematic because individuals with ASD widely vary on these 98 

and other cognitive abilities, so even if matched on standardised common measures, they may 99 

still be very different in their individual profiles (see Jarrold and Brock 2004, and references 100 

therein). As already hinted, this issue is of paramount importance for research into 101 
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bilingualism too, as the variability in the criteria used to define bilingual classes could 102 

inevitably lead to results that are difficult to replicate. 103 

Along with other researchers, therefore, we suggest that a more fruitful 104 

conceptualisation of bilingualism would be to place each individual on one point of a 105 

continuum according to certain linguistic characteristics (Baum & Titone, 2014; de Bruin, 106 

2019; Marian & Hayakawa, 2020; Rothman et al. 2023). A recent proposal in this direction 107 

comes from Kremin and Byers-Heinlein (2021), who suggest factor-mixture and grade-of-108 

membership models, which evaluate individuals’ bilingualism according to their intrinsic 109 

variability in language experience along a continuum of fuzzy classes. Conceptually, these 110 

models assign to each individual a composite continuous score, based on specific measures 111 

(e.g., a bilingual questionnaire), which reflects how much they belong to a monolingual or 112 

bilingual (also of multiple types) class, therefore accounting for within-group heterogeneity. 113 

In essence, this approach proposes bilingual classes, but their boundaries are fuzzy so that 114 

individuals deviating from the strict inclusion criteria could also be accommodated. The main 115 

advantage of this approach is to still investigate a diversity of factors contributing to the 116 

bilingual experience but without introducing biases that may arise when evaluations are 117 

strictly based on predetermined categories (DeLuca et al. 2019, 2020; Kałamała et al. 2022; 118 

Li & Xu, 2022). Another useful, more continuous, approach to examining bilingualism is 119 

through machine learning which has already shown promising results such as differentiating 120 

the degree of second language proficiency (Yang, Ty & Lim, 2016), qualifying its 121 

relationship to executive control (Gullifer & Titone, 2021) or uncovering its longitudinal 122 

lifelong impact (Jones, Davies-Thompson, & Tree 2021).  123 

 Yet, the concept of bilingual continuum still struggles to take off, despite its 124 

theoretical and methodological benefits, and it is still countered by attempts to establish better 125 
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boundaries of bilingual categories through richer assessments or questionnaires (see Kašćelan 126 

et al. 2022 for a review). The core objective of this study is to precisely provide empirical and 127 

computational proofs that the adoption of a categorical approach can be fallacious in 128 

bilingual research; and that instead continuous approaches better describe the true nature of 129 

bilingualism and must be adopted whenever possible.  130 

 131 

2. Current study 132 

 133 

The key proposition of the current study is that bilingualism distributes along a continuum, 134 

which is difficult to frame within strictly defined classes. We provide empirical proof to this 135 

proposition with machine learning classifiers trained on psycholinguistics language 136 

production data from individuals that vary in their degree of bilingualism but are 137 

conventionally identified as belonging to three specific classes (i.e., monolinguals, attriters, 138 

heritage). We demonstrate that even if we can successfully identify the class an individual 139 

was a-priori assigned to, the classification performance widely varies as susceptible to 140 

inevitable overlaps in the language production profiles of the speakers. So, individuals 141 

belonging to a class situated in the middle of two possible extremes (i.e., attriters) are 142 

identified much less accurately as their language profile is shared by other classes. We 143 

precisely take the uncertainty in the classification of bilingualism as the proof of concept 144 

about its continuous nature. If individuals of all classes were equally identifiable, then the 145 

existence of such classes would have been correctly assumed, but this is not what we find. 146 

Instead, the variability found in the language production profiles of these individuals, and 147 

consequently the inability to fully discriminate among them, is coherent with a continuous 148 

rather than categorical definition of their bilingual nature. 149 
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 150 

3. Methods 151 
 152 

We train support vector machines (SVM), which are suited to classification problems and 153 

often used in the cognitive sciences (see Cervantes et al., 2020 for a review) on the syntactic 154 

typology of utterances produced in a question-directed image description task to predict three 155 

classes of speakers on the monolingual-bilingual spectrum (i.e., homeland monolingual 156 

residents, long-term residents or attriters, and heritage speakers). Two different datasets, both 157 

including these three different classes of speakers, are used to train and test the SVMs. The 158 

first dataset, which we will refer to as “the original dataset”, has been recently published by 159 

Smith et al. (2023) and a second dataset, which we will refer to as “the novel dataset”, 160 

purposely collected for the current study to ensure that our results are reliable and robust: if 161 

the SVM trained on the original dataset can predict well above chance the classes of speakers 162 

on a novel dataset, collected using the same stimuli, procedure and task, then results are 163 

highly replicable. 164 

 165 

3.1 The datasets: Participants 166 

The original dataset comprises productions from a total of 86 adult speakers of Italian (26 167 

homeland monolingual speakers, 30 attriters, and 30 heritage speakers), while the novel 168 

dataset comprises a total of 15 adult speakers of Italian, 5 participants for each of the same 3 169 

classes of speakers considered in our study (see Table 1 for a description of the two datasets). 170 

At the time of testing, homeland speakers were living in Italy, attriters were living in 171 

Scotland, where they had been living for a minimum of 5 years, and heritage speakers were 172 
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living in Scotland, where they had lived all or most of their lives but were highly proficient in 173 

Italian1. 174 

 175 

<Insert table 1 about here> 176 

 177 

3.2 The datasets: Productions 178 

All participants took part in a series of elicitation tasks, which are fully described in Smith et 179 

al. (2023). In the tasks, participants are prompted to answer a question about an image 180 

depicting two characters interacting with each other, and an object. The question is related to 181 

either one of the arguments (direct or indirect object, example in 1) or both (example in 2) 182 

and is designed to elicit an affirmative one-verb sentence with a bi- or tri-argumental verb.  183 

 184 

(1) Preamble: In questa scena, ci sono una signora, un commesso, e un maglione. 

  In this scene, there is a lady, a clerk, and a pullover. 

 Question: Cosa fa il commesso al maglione/alla signora? 

  What is the clerk doing with the pullover/to the lady? 

(2) Preamble: In questa scena, Marco vuole prendere oppure ridare il pupazzo a 

Sara. 

  In this scene, Marco wants to take or give back the teddy bear to 

Sara. 

 
1  Proficiency was tested through a standardised test of Italian proficiency for adults, Comprendo (Cecchetto 

et al. 2012), on which both bilingual populations were at ceiling. 
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 Question: Qui Marco prende il pupazzo a Sara. Qui cosa fa? 

  Here Marco takes the teddy bear from Sara. What is he doing here? 

   

 185 

Although several answers are possible, the prompt question is designed to maximise the 186 

accessibility of the target object(s), consequently creating the pragmatic environment for the 187 

use of a weak form, which in Italian is realised through the clitic pronoun (gli in example 3). 188 

This design is widely used and is very effective in healthy native speakers of Italian in 189 

eliciting clitic pronouns (Tedeschi, 2008; Arosio et al. 2014; Guasti et al. 2016; Vender et al. 190 

2016, and more). 191 

 192 

(3) (Cosa fa la bambina al bambino?) 

Gli ruba la merenda 

 (What is the girl doing to the boy?) 

She is stealing the snack from him 

 193 

The production rates of this structure show significant differences between monolinguals and 194 

bilinguals as well as among bilinguals, particularly when the two languages spoken are a 195 

clitic and a non-clitic language (Belletti et al., 2007; Smith et al. 2022; Romano 2021, 2022). 196 

Smith et al. (2023), which provides the original dataset used also in the current study, found a 197 

differential pattern of clitic production across three groups (monolinguals, attriters, heritage 198 
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speakers) where all types of clitics (one argument, as in 3 above, or clitic clusters) were 199 

significantly fewer in attriters compared to monolinguals, and in the heritage speakers 200 

compared to attriters. This phenomenon was interpreted as a by-product of “inter-201 

generational attrition”, where only monolinguals retain a strong preference for clitics over 202 

any other structure, attriters make use of single clitics but not of clusters, and heritage 203 

speakers, whose input is provided by attriters, mostly prefer the use of lexical expressions2. 204 

Building upon these insights, in the current study, we identified and coded for five types of 205 

answers according to how object(s) of the main verb was realised: “single clitic”, “lexical 206 

element”, “cluster 1st/2nd”, “cluster 3rd”, “other”. “Other” comprises all types of answers 207 

that did not fall under any of the remaining categories (e.g., irrelevant answers or answers 208 

containing either an omission or a strong pronoun). Examples of the coding are provided in 209 

Table 2. 210 

In the original dataset (i.e., from Smith, et al., 2023) we had a total of 2,688 sentences, which 211 

are divided into 760 (single clitic), 757 (lexical element), 619 (cluster 1st/2nd), 444 (cluster 212 

3rd) and 108 (other). In the novel dataset (i.e., collected specifically for the current study) we 213 

have a total of 480 sentences, divided into 126 (single clitic), 106 (lexical element), 128 214 

(cluster 1st/2nd), 115 (cluster 3rd) and 5 (other).    215 

 216 

<insert table 2 about here> 217 

 218 

 219 

 220 

 
2 Lexical expressions, such as the boy (‘il bambino’), in ‘la bambina calcia il bambino’, the girl is kicking the 

boy, are preferred over any form of pronoun, including strong pronouns (e.g., ‘lui’, him), which would be 
direct translations of the English (but refer to Smith et al. 2023 for a discussion). 
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3.3 Analyses 221 
 222 
We perform three types of analyses all based on support vector machines classifiers3 (SVM) 223 

trained to predict the class of the speaker, i.e., a three-level categorical vector of class labels 224 

(monolingual, attriter, heritage) based on the type of answer produced (a categorical vector of 225 

5 levels indicating the typology of the utterance).  All data processing and analyses are 226 

conducted on the R Statistical Software (v. 4.3.2, R Core Team, 2023) through the RStudio 227 

environment (v. 2023.09, RStudio Team, 2023) and using the package e1071(v. 1.7-14, 228 

Chan & Lin, 2011) to run the SVMs.  229 

The first analysis only uses the original dataset, and we train the SVM classifier on a 230 

randomly selected 90% of such data and then test it on the remaining, unseen, 10%. This 231 

process is repeated 1,000 times to make sure that the classifier does not overfit the data while 232 

making full use of a relatively small data set4. To measure the prediction performance of the 233 

algorithm, we compute the F-score, which is the geometric mean of precision and recall 234 

defined as F = 2 * (P * R)/(P + R). Precision (P) is the number of correctly classified 235 

instances over the total number of instances labelled as belonging to the class, defined as 236 

tp/(tp + fp). Here, tp is the number of true positives (i.e., instances of the class correctly 237 

predicted), and fp is the number of false positives (i.e., instances wrongly labelled as 238 

members of the class). Recall (R) is the number of correctly classified instances over the total 239 

number of instances in that class, defined as tp/(tp + fn), where fn is the number of false 240 

 
3 We tried also different classifiers, such as linear discriminant analysis, or multinomial log-linear neural 

network models, but were only able to classify two out of three classes (i.e., monolingual and heritage) 
because attriters are a particularly confusable class as our error analysis shows.   

4 We also followed a canonical cross-fold validation procedure whereby we partitioned the entire original 
dataset into 10 randomly generated folds, each containing 90% of the data for training and 10% for testing. 
This makes sure that the algorithm is equally trained and tested on each data point. We repeat this process 
100 times to guarantee that the data is well-mixed across the folds. We obtained identical classification 
results (F-scores; monolingual = 0.72; heritage = 0.58; attriters = 0.42)   
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negatives, i.e., the instances labelled as non-members of the class even though they were. As 241 

precision, recall and F-score are relative to the class being predicted, we report separate 242 

values for each of them. To explicitly quantify the differences in classification performance 243 

for the three different classes, we run a simple linear regression predicting F-scores as a 244 

function of the to-be-predicted class (monolingual, attriter, heritage, with heritage as the 245 

reference level). The purpose of this first analysis is to demonstrate that we can successfully 246 

classify the class an individual belongs to, based on a published dataset of which we already 247 

know the characteristics (i.e., the original dataset by Smith, et al., 2023), but not with the 248 

same accuracy, indicating a continuum of linguistic behaviours across classes.  249 

In the second analysis, we train the SVM on the original dataset but test it only on the second 250 

novel and unseen dataset, which is collected at a different time (after the original dataset) on 251 

a different set of speakers but using the same task, and report the same measures of F-score, 252 

Precision and Recall. As already said, the purpose of this analysis is to conceive a blind test 253 

that makes sure our classification results are fully replicable also on unseen data (i.e., a novel 254 

dataset). If we repeat the elicited production task with the same classes of speakers, and we 255 

observe the same level of categorization accuracy in our predictions, it means that our 256 

empirical results are highly replicable and consequently our theoretical claims are very solid 257 

(i.e., we can repeat the experiment and run the models on yet another unseen sample of the 258 

same populations and observe the same pattern).  259 

The third analysis instead examines the impact of each type of production on the 260 

classification performance to provide a rough idea about the importance of each elicited 261 

structure in distinguishing the class each speaker may belong to. First, we aggregate both the 262 

original and the novel datasets and recode all different productions into binary vectors (0,1), 263 

indicating whether a certain structure (e.g., cluster 1st/2nd) was used in that particular 264 
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sentence. This re-coding generates 5 different binary feature vectors, one for each production 265 

observed (refer to Method for a description of the coding).  Then, we use a stepwise forward 266 

model-building procedure, where at each step we evaluate whether the model with the added 267 

feature is significantly better, i.e., it has a higher F-score, than the one without it. If there is 268 

no significant improvement in the F-score, we retain the model without that feature. We 269 

repeat this procedure over 1,000 iterations (randomly sampling 90% of the data for training 270 

and the remaining 10% for testing) and calculate the frequency of observing a certain feature 271 

in the final feature set according to the position it is selected to. For example, if the first 272 

feature selected, because it produced a higher F-score compared to the rest, is cluster 3rd, then 273 

it ranks first. Then, if the F-score of this model significantly improved by adding cluster 274 

1st/2nd, this feature will be kept in the model and ranked as second (refer to Coco & Keller, 275 

2014 for a similar approach but based on eye-movement features). 276 

All these analyses are run on an SVM whose parameters are tuned to achieve optimal 277 

performance. There are two parameters in SVM models: Gamma, which shapes the decision 278 

boundaries by assembling similar data points into the same cluster, and Cost, which attributes 279 

a penalty to misclassification. These parameters are used to adapt the prediction plane to 280 

potentially non-linear data patterns. We extract optimal values for the gamma and cost 281 

parameters across the original dataset using the tune.svm() function also available in the 282 

e1071 package. We examine a range of gamma values going from .005 to .1 in steps of 283 

0.005. The optimal parameters obtained to model our dataset are 0.01 for gamma and 0.5 for 284 

the cost.  285 

 Finally, we visually inspect and evaluate more in-depth the performance of the SVM 286 

classifiers through confusion matrices, which tell how much the model may erroneously 287 

predict one class for another. A confusion matrix is, in fact, a contingency table, where 288 



 

14 

expected and predicted values are cross-tabulated, i.e., the number of correct and incorrect 289 

predictions is counted for each of the expected classes. In practice, confusion matrices 290 

provide insights about the type of errors that are made, e.g., whether a monolingual is more 291 

often confused with an attriter or with a heritage. In the context of our study, it is interesting 292 

to examine whether classes are univocally represented, and in case of errors, what are the 293 

most prominent switches. So, if for example, monolinguals are more confused with attriters, 294 

we can infer that these two classes share a closer production strategy than say between 295 

monolinguals and heritage. 296 

 The data and R script to illustrate the analysis supporting the findings of this study 297 

can be found in the Open Science Framework 298 

(https://osf.io/w24p3/?view_only=48f70ddee34e44a1b4ba2dd766ff9a34). 299 

 300 
4. Results 301 
 302 

In Table 3, we report the descriptives for F-score, Precision and Recall, regarding the 303 

classification performance of the SVM models trained and tested only on the original dataset 304 

(first analysis); and trained on the original dataset but tested on the novel dataset (second 305 

analysis, refer to section Analyses for details about their purposes). Across the board, we can 306 

predict the class of the speaker based on their typology of linguistics production with an 307 

accuracy above chance, which is 33% in our data (i.e., the SVM is trying to predict one class 308 

out of three possible classes). In particular, when training and testing were conducted using 309 

the OD, we find that the Monolingual class is most accurately classified (~72%) followed by 310 

Heritage (~58%) and finally Attriters (~42%). These results are fully confirmed, if not 311 

improved when training is done on the original dataset but testing is performed on the novel 312 

dataset (Monolingual = 79%; Heritage = 64% and Attriters =  47%).  313 
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 314 

<Insert table 3 about here> 315 

 316 

This finding is corroborated by the linear regression on the original dataset, which confirms 317 

that Heritage and especially Attriters are predicted with a significantly smaller accuracy than 318 

Monolinguals (refer to Table 4 for the model coefficients5). 319 

 320 

<Insert table 4 about here> 321 

 322 

Our examination of the confusion matrix (third analysis) confirms that the class predicted 323 

most accurately often is Monolinguals, followed by Heritage and Attriters. The same result 324 

holds when using only the original dataset (Figure 1a), and when instead testing is performed 325 

on the novel dataset (Figure 1b). In these figures, the diagonals of the confusion matrices 326 

display all percentages of expected cases (Target, organised as columns) that were correctly 327 

predicted (Prediction, organised as a row) by the classifier. Most interesting perhaps are the 328 

misclassification errors, namely the percentages of mismatches between targets and 329 

predictions which can be read in the off-diagonal cells of the matrix. Here, we find that 330 

Attriters are misclassified as Monolinguals more often than as Heritage, whereas Heritages 331 

are misclassified as Attriters more often than as Monolinguals. This is again true for both 332 

analyses. 333 

Finally, the feature selection analysis showed that the best classifiers needed an average of 334 

1.88 (±0.31) types of productions to achieve the maximum F-score. Moreover, if we inspect 335 

 
5  Note, we could not repeat the linear regression for the second analysis as we are not iterating, i.e., a one-

shot training-testing.  
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the relative importance of each feature for the classification, we find that cluster 3rd was the 336 

feature most frequently selected as first, followed by cluster 1st/2nd. The lexical element is 337 

instead the third most selected feature, and when it happened, it was usually the only one 338 

selected, i.e., adding any other would not significantly improve the F-Score (refer to Figure 339 

1C for a visualisation).   340 

 341 

<Insert figure 1 about here> 342 

 343 

5. Discussion 344 
 345 

In the present study, we tested the hypothesis that linguistic performance can be used as a 346 

proxy for bilingual categories and that their boundaries are fuzzy. By applying machine 347 

learning to a dataset of utterances, speakers were assigned to their class, out of three possible 348 

(monolingual, heritage, and attriter), with an accuracy well above chance (47-79%, where 349 

chance is 33%). This shows that specific linguistic patterns are to some extent coherent with 350 

bilingual classes created a priori, also lending empirical support to our modelling approach. 351 

However, the classification accuracy varied greatly between classes, showing that the 352 

boundaries of these classes have a degree of fuzziness, with some linguistic profiles 353 

characterising one class more strongly compared to the others. These results confirm that 354 

even if speakers can be identified to some extent as belonging to a possible category in the 355 

monolingual-bilingual spectrum based on their language production profiles, the classes 356 

consistently overlap. Critically, this is especially the case for those Italian speakers (i.e., the 357 

attriters) in the middle between a linguistic environment which was fully Italian-dominant 358 

(i.e., where they grew up) and the other which is fully English-dominant (i.e., where they 359 

now live).  360 
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Specifically, the confusion matrix and associated analysis of errors shows that the 361 

Monolinguals are closer to Attriters, which are in turn closer to Heritage. We take this 362 

uncertainty in the classification of bilingualism as a proof of concept about its continuous 363 

nature. Classification accuracy was higher for monolinguals and heritage, while lower for 364 

attriters. This is in line with predictions made by a continuous approach to bilingualism, 365 

where, considering different definitions of classes in the spectrum, we have monolinguals and 366 

heritage speakers at opposite ends (e.g., monolinguals are at the “least bilingual” end). Since 367 

the language investigated is Italian, it is theoretically expected that monolinguals will be very 368 

productive of a specific syntactic element (i.e., the clitic pronoun) that is frequently adopted 369 

in the homeland. At the other end of the spectrum are heritage speakers, who are the most 370 

dominant speakers of the second language, in this case, English and, while highly proficient, 371 

the least exposed to Italian. It seems to be the case that their language, sometimes referred to 372 

as the heritage language, is quite identifiable. This is consistent with accounts of heritage 373 

languages as being stand-alone varieties of the homeland language (Nagy,  2016; Kupish & 374 

Polinsky, 2022). 375 

The attriter class, which displays the lowest classification accuracy, is particularly relevant 376 

for the debate of a bilingual continuum. These speakers are confused as heritage almost as 377 

frequently as they are correctly categorised, confirming there is an important degree of 378 

overlap between classes that manifests in speakers’ use of language.  The linguistic 379 

production of attriters is closer to heritage who were born outside of the homeland and have 380 

lower exposure to Italian than monolinguals, who like them were born in Italy.  381 

As was stated in the methods section, the way the dataset was coded (i.e., the chosen answer 382 

strategy for the production of the direct and/or indirect object) would maximise the 383 

emergence of potential differences given that the task was designed to promote the use of a 384 
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pronominal element, which is a known area of differences between monolinguals, bilinguals, 385 

and different classes of bilinguals. Despite this, overlap between classes is still present, as is 386 

demonstrated by the high confusability rates.  387 

Results from the present study are consistent with accounts of bilingualism as a continuous 388 

rather than categorical variable (Luk & Bialystok, 2013; Bonfieni, 2018), as the individual 389 

profiles of speakers are not univocally describable through strict boundaries, but rather 390 

behave as a continuum of discrete linguistic behaviours. The continuity of bilingual profiles 391 

also fits in well with the fact that some differences between speakers may always remain the 392 

same (e.g., whether they received, or not, inputs in a specific language as children), while 393 

others may change over time influenced by speakers’ linguistic experience. Changes in 394 

linguistic boundaries across generations of speakers are to be expected and predictable 395 

because the language spoken by a speaker is constantly influenced by concurrent factors such 396 

as exposure, language dominance, environment during acquisition, and so on (Luk & 397 

Bialystok 2013; Anderson et al., 2020). 398 

Classes in bilingual research are often determined based on a close set of apriori-defined 399 

linguistic and extralinguistic factors such as the age of first exposure, country of residence, 400 

etc., or based on self-assessment questionnaires. The latter are often reported to be subjected 401 

to enhancement bias, particularly in the case of heritage speakers (MacIntyre et al., 1997; 402 

Gollan et al., 2012; Marchman et al. 2017; Macbeth et al. 2022); the former do not fully 403 

mirror linguistic performance (de Bruin, 2021). Our study precisely confirms that there is a 404 

degree of overlap between the patterns of linguistic productions of speakers that would be 405 

assigned instead to different classes in the monolingual-bilingual spectrum. The major 406 

theoretical contribution of our novel findings is therefore the confirmation of a need to shift, 407 

whenever possible, from a priori grouping towards methodologies that either eliminate 408 
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discrete groups or can exploit explicitly such intergroup variability to better model language 409 

experience (Kremin and Byers-Heinlein, 2021) in bilingual research. 410 

 411 

6. Conclusions 412 
 413 

In this study, a machine learning model (SVM) trained on the typology of linguistic 414 

productions was used to predict the bilingual class a speaker may have belonged to. We did 415 

this aiming to demonstrate that class boundaries are not as clear cut and overlaps exist. 416 

Results show that classes are predicted above chance, but with a varying degree of accuracy, 417 

which depends on the apriori bilingual class a speaker was assigned to. The typology of 418 

utterances speakers produced makes it clear that (mono- and) bilingualism does not have 419 

sharp categorical boundaries, but rather it distributes on a continuum of linguistic behaviours 420 

that are shared by different classes of speakers. Heritage speakers and monolinguals seem to 421 

speak rather different varieties of Italian, while attriters seem to sit somewhere in the middle. 422 

Future research may explore how the classification behaves with larger chunks of production, 423 

for example examining the outcomes of narrative tasks. Further studies that examine the 424 

reliability of classification are also needed in other areas of linguistic research, for example in 425 

the classification of linguistic competence in neurodevelopmental disorders. 426 

In sum, our findings strongly suggest fostering more innovative research that exploits the true 427 

linguistic environment each speaker carries to derive a continuum rather than a class-based 428 

approach to bilingual research.  429 

 430 

Ethics: The authors assert that all procedures contributing to this work comply with the ethical 431 
standards of the relevant national and institutional committees on human experimentation and 432 
with the Helsinki Declaration of 1975, as revised in 2008. 433 
 434 



 

20 

Data availability: The data and script to illustrate the analysis supporting the findings of this 435 
study are available in Open Science Framework at 436 
https://osf.io/w24p3/?view_only=48f70ddee34e44a1b4ba2dd766ff9a34  437 
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Tables and figures 613 

Table 1. Characteristics of study participants. for the Original Dataset (OD) and the test dataset (TD) 614 

OD Monolinguals Attriters Heritage Speakers 

Number 26 (female: 19) 29 (female: 18) 30 (female: 19) 

Age M = 35.57  

SD =8.16 

M = 39.31 

SD = 11.76 

M = 35.7 

SD = 12.29 

Years in the UK 0 M = 15.25 

SD = 8.9 

M = 35.4 

SD = 11.98 

Level of Education Secondary: 7, 
University: 19 

University: 29 Secondary: 10,  

University: 20 

Schooling in Italian 
(years) 

26 29 0 

Schooling in English 
(years) 

0 6 (HE) 30 

Geographic areas of 
Italy 

North: 10 

Centre: 11 

South + islands: 5 

North: 8 

Centre: 12 

South + islands: 9 

North: 7 

Centre: 14 

South + islands: 9 

TD Monolinguals Attriters Heritage Speakers 

Number 5 (female: 3 ) 5 (female: 4) 5 (female: 3) 

Age M = 34.8 

SD = 4.32 

M = 38.2 

 SD = 9.52 

M = 33.8 

SD =  6.46  

Length of residence in 
the UK 

0 M = 8.4 

SD = 2.7 

M = 33.1 

SD = 6.2 



 

30 

Level of Education University: 5 University: 5 University: 5 

Schooling in Italian 
(years) 

5 5 0 

Schooling in English 
(years) 

0 0 5 

Geographic areas of 
Italy 

North: 1 

Centre: 4 

South + islands: 0 

North: 2 

Centre: 1 

South + islands: 2 

North: 2 

Centre: 0 

South + islands: 3 

 615 

  616 
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Table 2. The coding strategy, with examples from the data. 617 

Coding Answer type Example 

1 single clitic Gli legge il libro 

To-him  reads the book 

‘s/he’s reading him the book’ 

2 lexical element Legge il libro   al bambino 

reads   the book to-the child 

‘s/he’s reading the child the book’ 

3 cluster 1st/2nd Te  lo leggo 

To-you it read 

‘I’m reading it to you’ 

4 cluster 3rd Glielo  legge 

To-him/her-it reads 

‘s/he’s reading it to him/her’ 

5 other  

 618 

  619 
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Table 3. Descriptive statistics of the SVM classification performances. We report the mean of F-score, 620 

Precision and Recall on 1,000 iterations of training SVMs on 90% of the data, and testing on the 621 

remaining unseen 10%. The hyphen separates the first classifier (trained and tested on the original 622 

dataset) from the second classifier (trained on the original dataset but tested on the novel dataset).  623 

Group F-
score Precision Recall 

Monolingual 0.72-
0.79 0.66-0.66 0.80-1 

Attriters 0.42-
0.47 0.46-0.53 0.38-0.42 

Heritage 0.58-
0.64 0.60-78 0.57-0.54 

 624 

  625 
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Table 4. Output of a linear model predicting F-score as a function of the three classes of speakers in 626 
our study (Attriters, Heritage and Monolinguals, as the reference level). 627 

 Estima
te 

Standard 
Error z value Pr(>|z|) 

(Intercept) 0.673 0.002 369.207 < .001 

Attriters -0.181 0.003 -70.427 < .001 

Heritage -0.113 0.003 -44.056 < .001 

 628 

  629 
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Figure 1. (A-B) Visualization of the confusion matrices about the classification performance of our 630 
models (A: trained and tested using the OD; B: trained on THE ORIGINAL DATASET tested on 631 
TD). Predictions of the model are organised over the rows while the target, i.e., expected outcome, is 632 
organised over the columns. The percentages indicate how many cases, per class, matched or not, 633 
between predictions and targets. The colours of the tiles go from white (few cases) to orange (most 634 
cases). C: Percentages of times a certain type of production was selected as a key feature, i.e., it 635 
significantly improved performance, by the classifier. The type of productions is depicted as colours 636 
and organized as stacked bars. Cluster glie-lo in the image refers to cluster 3rd, and cluster me-lo to 637 
cluster 1st/2nd. The x-axis indicates instead whether the feature was selected as the first or second 638 
feature. Note, all models contained a maximum of two types of production, hence, there are no further 639 
ranks.  640 
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