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Abstract: There is no consensus among assessment researchers about many of the central problems of response process data, including what is it and what is it comprised of. The Standards for Educational and Psychological Testing (American Educational Research Association et al., 2014) locate process data within their five sources of validity evidence. However, we rarely see a conceptualization of response processes; rather, the focus is on the techniques and methods of assembling response process indices or statistical models. The method often overrides clear definitions, and, as a field, we may therefore conflate method and methodology—much like we have conflated validity and validation (Zumbo, 2007). In this paper, we aim to clear the conceptual ground to explore the scope of a holistic framework for the validation of process and product. We review prominent conceptualizations of response processes and their sources and explore some fundamental questions: Should we make a theoretical and practical distinction between response processes and response data? To what extent do the uses of process data reflect the principles of deliberate, educational, and psychological measurement? To answer these questions, we consider the case of item response times and the potential for variation associated with disability and neurodiversity.

Keywords: process data, educational assessment, validity, digital assessment

There is much anticipation of the many advantages of computer-based assessments. However, chief among these advantages is the potential of recording and using process data to “open the black box,” as the editors of this special issue stated in the call for papers (Lindner & Greiff, 2021), suggesting that one is peering into the brains, thoughts, and minds of test takers as they take a computer-based assessment with the aim to increase the quality of psychological and educational assessment. As one can imagine, this promised journey into the domain of the neuro and cognitive has drawn the attention of many travelers to response processes.

The idea of peering into the black box is closely tied to the earliest descriptions of response processes as validity evidence in the transition from the behaviorist to information processing and early traditions of cognitive psychology seen in the work of Roger Lenon in the mid-1950s, Susan Embretson (Whitely) in the mid-1970s to the present, and Samuel Messick’s theoretical developments in the 1980s and 1990s (Hubley & Zumbo, 2017; Messick, 1989, 1995). The term “black box” was meant to describe the opaque mechanics or stages of mental operations that somehow transform inputs into outputs, that is, what goes on between the presentation of the stimulus (the test item or task) as inputs and the test taker’s responses as outputs.

Early signs of what has come to be called response processes research included studies by experimental psychologists such as Saul Sternberg (1969), who followed up on a line of research dating back at least 100 years earlier. These experiments focused on elucidating various information processing theories, such as decomposing reaction time distributions for mental tasks such as encoding numerals and their translation into spoken digits that were not unlike those in early intelligence tests or other tests of mental abilities. The aim was to decompose the reaction time into a sequential process between when the item was presented to the respondent (i.e., the stimulus) and their response. Saul Sternberg’s (1969, p. 276) report began with a clear statement of the fundamental assumption of information processes approach to response processes dating back at least a hundred years earlier: “[t]he work of Donders (1869) that we have been commemorating was based on the idea that by a train of successive processes, or stages: each component process begins only when the preceding one has ended.”
These early signs of information processing research led to a nascent kind of cognitive-psychometric modeling of response processes initiated in the mid-1970s by Susan Embretson (Whitely) (e.g., Embretson, 1983, 1984, 1993; Embretson et al., 1986; Whitely, 1977), James Pellegrino (e.g., Pellegrino et al., 1999, 2016; Pellegrino & Glaser, 1979), Robert Sternberg (1977, 1980), and others who aimed to develop and test formal cognitive-psychometric models of item and test responding in support of test design and validation.

In contrast to the earliest information-processing and cognitive theory building, a current research tradition focuses on process data – with a data-first orientation. In this case, the “response processes” refer to log files, including keystroke data, clickstream data, navigation behaviors, eye-tracking, video stream, and the associated time stamps, performed by a test-taker to complete a task generated by human-computer interactive items, to name a few (Oranje et al., 2017). When it is attended to, theorizing is an emergent statistical construction that takes second place to the data such as log files. The focus on data and how it is collected can also be seen in the tradition of process research that focuses on interviews and think-aloud methods, which we discuss in more detail later in this paper.

Our concern, however, is that the phrase “response process” has become overused, and it is hard to say exactly when the term broke loose from its information processing moorings or what the reasons were for its subsequent proliferation. Although these reasons are undoubtedly complex and could be the subject of a separate historical study, our concern is prospective, not retrospective – explaining what we mean by response processes.

Response processes are often listed as sources of information to enhance assessment design or validity evidence. However, we rarely see a conceptualization of response processes; rather, the focus is on the techniques and methods of assembling response process indices or statistical models. As such, the method often overrides clear definitions, and, as a field, we may therefore conflate method and methodology – much like we have conflated validity and validation (Zumbo, 2007).

This is not to say that conceptualizations have not been offered in the field. Quite to the contrary, our first aim is to review prominent conceptualizations of response processes to clear the conceptual ground to make it possible for extensive and richer use of response process data to increase test validity. In doing so, we locate process data within the five sources of validity evidence as described in The Standards for Educational and Psychological Testing (American Educational Research Association et al., 2014) and within established theories and practices of validation and consider the validity of its use as evidence of test taker performance. What emerges from these discussions and the use of process data in assessment suggests a set of compelling theoretical and methodological questions about the theoretical and practical distinction between response processes and response data and their implications. Likewise, we address whether there can or should be a dichotomy between process data and product (score) data in terms of how we approach validity.

In the paper, we aim to set out the scope for a holistic framework that can be used as a reference point for analyzing any source of process data. That one recognizes and anticipates multiple sources of process data from a wide array of sensors and measures – some of which may be repeated and automatic, and others (such as cognitive interviews and ethnography) that may be idiosyncratic. In doing so, we aim to provide a more robust theoretical basis for using process data in computer-based assessments.

Our understanding of process data in this paper comes from a hybrid of pragmatism and conceptual analysis that recognizes its multiple sources and evolving uses across the assessment cycle. It also recognizes the transition that is taking place in test design that moves from the treatment of process data as a by-product of computer-based testing to that of process data by design. Maddox (2023) argues that the current uses of process data include: the design and field testing of test items to quality assurance, enhancing the ways that we understand test engagement and performance, and how we validate the interpretation and use of assessment results (Maddox, 2023).

Process and Product

The distinction between process and product in educational and psychological assessment has, until the digital transition, been reasonably stable – product referred to the given answer or solution to an assessment task or item, and a process referred to the way respondents arrived at their answers. When Messick (1995) referred to the use of “direct probes” to investigate response processes, he was talking about how we might gain some insight into the “underlying test responses” that explain how test takers arrive at their answers.

“At the simplest level, this might involve querying respondents about their solution processes or asking them to think aloud while responding to exercises during field trials” (Messick, 1995, p. 743).

The status and purpose of such probes, models, and evidence of performance were to investigate and support construct validity and the inferences we make from scores derived from test products. It was not a question of viewing data on response processes as a source of test scores.
However, with the digital transition, test designers are increasingly treating data on response processes as a source of information about respondent ability and engagement. That is, to consider data on response processes as sources of evidence to inform or modify test scores. That involves shifting from viewing the product as the primary source of information to inform the test score to the idea that there can be multiple assessment points (i.e., data points) within process-oriented test items. As a result, there is a requirement to consider data on response processes as a source of validity evidence and validate its use as a source of constructing relevant information on aspects of respondent performance (Goldhammer et al., 2021).

There is no widely accepted definition of response processes. Researchers’ positionality and methodological preoccupations have largely informed their thinking. Researchers who are invested in collecting and using log data tend to conceptualize response processes in terms of keystrokes and item response times. The qualitative traditions associated with cognitive laboratories have a different tradition of making use of think-aloud protocols and eye-tracking. At the same time, researchers in psychology tend to be more oriented toward the collection and use of physiological data.

That is not to say that researchers have not attempted to define response processes. In their edited volume on the uses of response process data in educational assessment, Ercikan and Pellegrino (2017) suggest the following:

“Response processes refer to the thought processes, strategies, approaches, and behaviors of examinees when they read, interpret and formulate solutions to assessment tasks.” (Ercikan & Pellegrino, 2017, p. 2).

Their concise definition is to be one step removed from process data, and the holistic and pragmatic terms of their definition suggest an apparent conceptual simplicity. However, its different areas of foci concern different phenomena – some of which may be inferred (e.g., thought processes) and others that can more readily be observed and captured (e.g., behaviors). Similarly, they include second-order explanations’ strategies, approaches which might be inferred from a theory of test-taker behavior – what Goldhammer and colleagues (2021) describe as high-level interpretations.

In their edited volume on Understanding and investigating response processes in validation research, Zumbo and Hubley (2017) propose a similar definition to that of Ercikan and Pellegrino:

“... one may think broadly of response processes as the mechanisms that underlie what people do, think or feel when interacting with, and responding to, the item or task and are responsible for generating observed test score variation.” (Hubley & Zumbo, 2017, p. 2).

As they note, their definition

“... expands response process beyond the cognitive realm to include emotions, motivations, and behaviors. Inclusion of affect and motives allows us to take into account how these may impact the different respondents’ interactions with the item(s), test, and testing situation. Our definition also requires one to go beyond the surface content of the actions, thoughts, or emotions expressed by, or observed in, respondents to identify the mechanisms that underlie this content. Finally, we encourage researchers and theorists to develop contextualized and dynamic frameworks that take into account the situational, cultural, or ecological aspects of testing when exploring evidence based on response processes.” (Hubley & Zumbo, 2017, pp. 2-3).

The Hubley and Zumbo definition locates response processes as underlying mechanisms that are somehow revealed by observable data on how people interact with and respond to test items or tasks. Their discussion gives conceptual primacy to clarifying the meaning of response processes rather than process data. Their treatment of response processes seems to position observed responses to surface-level features, or what Goldhammer and colleagues (2021) call “low-level features.” The distinction between hidden (response processes) and revealed (process data) is also promoted by Ercikan and colleagues (2020) when they argue that:

“...cognitive responses themselves are not observable. What is captured in the think aloud protocols as well as in log files need to be considered as ‘traces of processes’ rather than processes themselves.” (Ercikan et al., 2020, p. 3).

Therefore, the conceptual distinction between response processes and process data reflects similar thinking in validity theory concerning the difference between observed attributes and underlying traits (Kane, 2009; Kane & Mislevy, 2017). This suggests that process and product could readily be integrated into a holistic validation framework. Indeed, this is what Goldhammer and colleagues (2021) propose as they describe a procedure to validate the interpretation and use of process data, supported by appropriate theory, argument, and evidence:

“These concepts of validity and validation apply to any indicator-based inferences, regardless of whether product/correctness or process indicators are used. Thus, inferring latent (e.g., cognitive) attributes of the work process from indicators needs to be justifiable.” (Goldhammer et al., 2021, p. 13)
Their argument suggests a requirement to validate the process and product data in the same way under a holistic validity framework that includes a plurality of constructs. So far, so good. However, before integrating process and product, we need to clear the ground by considering questions relating to their different ontological status and characteristics.

Measurement Opportunities

Test item scores based on conventional products reflect the intentionality of design that is informed by principles, theory, evidence, and an established architecture of procedures in psychological and educational measurement. In contrast, the use of process data as a “by-product” of computer-based testing is necessarily opportunistic, viewing technological interfaces and sensors as convenient measurement opportunities. In contrast, we may consider the use of process data “by design” as closer to the deliberate rationales of products. As we argue, response processes involve not only the cognitive strategies and approaches of test takers but also emotion, affect, interaction, physiology, and embodied behavior in the test ecology.

As a result, there is no reason why the diverse sources of process data—from physiological responses to patterns of gaze and keystrokes should necessarily provide valid evidence of variation in the test construct. Before we adopt a holistic validity framework that incorporates product and process in assessment, we must therefore recognize that those sources of data are not equivalent. That is, sources of process data should not be considered as a de-facto source of construct relevant evidence, in the way that Embretson (2016) suggests in her discussion of “nomothetic span” or the wider sources of validation evidence as argued by Cronbach and Meehl’s (1955) in their discussion of a “nomological net.”

The status of process data as one of the five “sources” of validity evidence in the Standards for Educational and Psychological Testing (American Educational Research Association et al., 2014) may have neglected the requirement to validate the uses of process data. The oft-assumed truthfulness and precision of probes and measures associated with digitization have added to that sense of apparent objectivity in using process data to investigate validity (see Aryadoust et al., 2022; Oranje et al. 2017; Yaneva et al., 2021).

As the uses of process data expand across the assessment cycle, including high-stakes inferences about test taker engagement and performance, quality assurance and interpretations of video data for remote proctoring, there is a need to explicitly and systematically establish the validity of its use and its reliability and fairness for use across diverse contexts and populations. Nevertheless, most of the discussions of process data are currently framed in terms of exploratory methodological studies. This lack of appropriate validation is evident even in some of the most established techniques as think-aloud protocols, whose use goes back to the 1950s (Leighton et al., 2017; Padilla & Leighton, 2017).

That is not to say that sources of process data should not be used for assessment purposes. On the contrary, their potential to inform and improve digital assessments is clear (Goldhammer et al., 2020; Jiao et al., 2021). However, in the absence of systematic and routinized validation, there is a requirement for more explicit arguments and evidence than we might consider necessary for product-based scores (Goldhammer et al., 2021).

The Plurality of Constructs and Validation Methods

As Shear and Zumbo (2014) show, over the last nearly 60 years, the concepts and theories of test validity have grown increasingly expansive, and the methods for test validation have become increasingly complex and multi-faceted. Validity theorists have highlighted the important distinction between validity and validation (Zumbo, 2007). Validity is the property or relationship we are trying to judge; validation is an activity geared toward understanding and making that judgment. Zumbo (2009) reminds us of the importance that a guiding rationale (i.e., validity theory) must play in selecting and applying appropriate validation research methods (i.e., validation) and points up the importance of having a clear concept of validity.

Following the positionality of “construct theory” embraced by Goldhammer and colleagues (2021), this need for clarity of the concept of validity is paramount within a holistic framework where one can conceive of the test-oriented construct(s) and process-oriented constructs. It should be noted that many authors refer to construct validity as the most important characteristic of a test, but it is seldom defined. A clear statement of what a construct is and the logic of construct validation was presented by Cronbach and Meehl (1955). These authors wrote:

“A construct is some postulated attribute of people, assumed to be reflected in test performance. In test validation the attribute about which we make statements in interpreting a test is a construct. We expect a person at any time to possess or not possess a qualitative attribute… or to possess some degree of a quantitative attribute… Persons who possess this attribute will, in situation X, act in manner Y (with a stated probability). The logic of construct validation is invoked whether the construct is highly systematized
or loose, used in ramified theory or in a few simple propositions, used in absolute propositions or probability statements. We seek to specify how one is to defend a proposed interpretation of a test…” (p. 247)

Informed by Cronbach and Meehl’s (1955) description, we consider that the attribute(s) of the test taker about which we make claims in interpreting a test include:

- “Test-construct(s),” reflected in the product-oriented test-taker response data to the items or tasks in the test (i.e., their deliberate and conscious responses), and;
- “Process-construct(s),” reflected in the process data recorded by the various sensors and stored in the log files, including keystroke data, eye-tracking, and the associated time stamps, performed by a test-taker as they complete a task.

In the encounter between the test taker and the test, we may make inferences about the test construct via formal responses to an item (or task), as well as process-oriented data that are intended to be used to replace or supplement the conventional product. That approach is evident, for example, in process-oriented assessments of problem-solving and assessments of clinical decision-making. The item responses are then scored and validated in a way consistent with the intended test construct to be measured. In contrast, process data may also be used to support important inferences about some other process-related construct, such as engagement, effort or motivation, user experience, or item accessibility.

Importantly, a holistic validity framework recognizes that digital process data, despite its apparent accuracy and interpretation, is fallible, whether used to support claims made about test constructs or process-oriented constructs (Maddox, 2017). From the perspective of a holistic validity framework, measures of process data may therefore contribute to sources of construct irrelevant variance, construct underrepresentation, or conditions that create a lack of measurement invariance that confounds the claims made about the status of the test takers regarding the construct or attribute of interest.

Validating Claims Made From Test-Constructs and Process-Constructs

There are currently few professionally established procedures and tests to validate the use of process data in assessment. When Ercikan and colleagues (2020) describe “differential response time” and “differential response processes,” they invoke established concepts and methods in the product-oriented analysis of differential item functioning (DIF):

“For identifying differential response time (DRT) for the ELL and non-ELL groups, we used an extension of Differential Item Functioning (DIF). DIF analysis is a standard fairness practice in the testing industry since the 1980s.” (2020, p. 7)

The logic of such an application of DIF analysis is clear, and this would certainly support a move toward a holistic validity framework for process and product in assessment. However, it remains unclear whether data on response times behave in ways equivalent to product-oriented scores and to what extent they might require different treatment. Indeed, in the conclusion of their paper, Ercikan and colleagues (2020) acknowledge the need for further work in this area to strengthen their inferences with a broader set of information about how respondents navigate test items. Of the potential threats to the validity of process data, the most commonly acknowledged is its partiality. As a result, most accounts of process data and its validation acknowledge the benefit of triangulation with multiple sources of process and product data (Ercikan et al., 2020; Goldhammer et al., 2021; Li et al., 2017; Maddox, 2017; Maddox & Zumbo, 2017; Maddox et al., 2019; Oranje et al., 2017). Log data, in particular, are recognized as a partial account of response processes. While computers can capture each interaction with the keyboard and mouse as “events” with accuracy to the millisecond, they are unable to account for “idle time” in the data when the respondent looks at the screen, or interacts with the test administrator, or uses a scratch pad or off-screen calculator (Salles et al., 2020).

As we have argued above, there is no particular reason why all sources of process data would necessarily exhibit construct-relevant variation. Conventional DIF analysis examines the source of construct irrelevant variation that may be associated with responses to test item content and design, personal characteristics, or some wider aspect of the testing situation or its wider ecology (Chen & Zumbo, 2017; Zumbo, 2007; Zumbo et al., 2015). It goes without saying that those sources of construct irrelevant variation may also be present in process data. However, a further challenge with process data is to investigate potential measurement bias (and potential unfairness) of the data arising from sensors. This challenge is especially pressing when the sources of process data such as keystrokes, gaze, or physiological measures (e.g., electrodermal activity, pupil diameter, facial expressions, neuroimaging, and measures of heart rate) are re-purposed for assessment purposes.
Item Response Times and Disability

The use of response time data is one of the most established applications of response process data in assessment, with a degree of formalization about its methods (Lee & Jia, 2014; Li et al., 2017; Wise, 2019) and related discussion of validation (Goldhammer et al., 2021; Li et al., 2017; Reis Costa et al., 2021; Wise, 2017, 2019). The digital transition has witnessed extensive application, such as measures to support inferences about rapid guessing behaviors and disengagement in large-scale assessments (Ercikan et al., 2020; Goldhammer et al., 2017; Kroehne et al., 2020; Lundgren & Eklöf, 2020; Soland et al., 2018; Wise, 2017, 2019, 2020a, 2020b; Wise & Gao, 2017, Wise & Kong, 2005, Wise et al., 2019), and to explore the relationship between response times, accuracy and ability (e.g., Ivanova et al, 2020; Michaelides et al., 2020; Ranger et al., 2021; Reis Costa et al., 2021).

However, despite their apparent accuracy, response times alone offer little information about the actual response processes of test-takers, in the sense of their thought processes, strategies, and behaviors (Li et al., 2017; Maddox et al., 2019). As a result, the uses of response time data often lack wider justification for its interpretive claims about test-taking behavior – such as claims about the detection of “rapid disengaged guessing.” There is little discussion, for example, of the presence of “slow” guessing or threats to measurement precision in the variation of item load times. Furthermore, the literature on the use of response time data in assessment, with its built-in assumptions of measurement precision, rarely takes time to establish invariance of the claims made from data arising from sensors.

Two points are noteworthy. First, in what is still considered by many as the seminal treatise on response time in cognitive and experimental research (Luce, 1986, pp. 173-174), the eminent mathematical psychologist Duncan Luce was not as sanguine about deriving underlying mental processes from the distribution of response time alone by mathematically or statistically modeling to decompose response time distributions that reflect different cognitive processes. In particular, he expressed concern that the relationship between mental processes and the resultant response time data distribution is not as clear or discernible as one would like to allow researchers to easily differentiate between the component response time distributions that reflect the different response processes. Second, concerns similar to those stated by Luce about the decomposition of distributions of response times alone into successive cognitive processes or stages would also apply to other sensor-based information on response processes, including the interpretation of eye movements or physiological measures of affective orientation and “somatic markers” (Damasio, 2018; Asma & Gabriel, 2019) such as variations in a heartbeat, data from electrodermal activity or pupil dilation. Technical advances, with the capture of log files (the interface with the keyboard and mouse), and other bodily sensors enable the capture of data on response processes (Aryadoust et al., 2022). However, we cannot assume that such measures, which concern embodied chemical and biological processes (e.g., the role of endorphins, adrenalin etc.) are of the same type as keystrokes, or indeed, that they are unrelated. To take “embodied” seriously means to consider their neurological and chemical basis, as well as the social and ecological significance of context and the “extended mind” (Clark, 2011), whether it involves virtual phenomena in onscreen interactions or the wider significance of the testing situation (e.g., setting, time, stakes).

To further explore these themes, we will consider the significance of disability and neurodiversity in tested populations. There is a broad diversity within human neurobiology (Pellicano & den Houting, 2022); the human brain develops and functions in countless ways, resulting in a test-taking population with diverse strategies and responses. There is a need to recognize that, rather than anomalies, test-takers with disabilities and learning differences represent a sizeable minority. Using the UK Equality Act, recent prevalence data estimates that 21% of the UK population has a disability (Kirk-Wade, 2022). Such estimates are unlikely to include many test-takers with forms of neurodiversity or learning differences that do not meet the threshold for disability. Disabilities and neurodiversity can lead to test takers responding to test items in ways that deviate from established models.

It has long been recognized that students with disabilities can be disadvantaged by poor item design or test quality that can unfairly lead to DIF (Camilli, 2013; Sireci, 2014). For example, a recent study conducting a DIF analysis on the Central Examination for Secondary Education Institutions in Turkey revealed that 5.56% of the total items created an unfair advantage for students without visual impairments compared to students with visual impairments (Șenel, 2021). Even in this product-oriented discussion, the author notes that studies investigating DIF against test-takers with disabilities often split the test-takers into “disabled” and “non-disabled” groups, without taking into account the varying nature of the disabilities or how these may affect the individual (Șenel, 2021). Thus, there is often an implicit assumption that test-takers with disabilities will behave and respond to test items in a unitary fashion.

Since the characteristics and response processes of test-takers with disabilities can be sources of DIF, it is not a considerable leap to accept that test-takers with disabilities may respond to test items in ways that differ from how the typical majority would be reflected in item response times. Furthermore, each different form of neurodiversity,
learning difficulty or disability may result in differing responses to item content. This is particularly pertinent when considering the valid interpretation of log data on response times, which often relies on unitary assumptions regarding the cognitive processes and motivation of the test taker (Goldhammer et al., 2021). Such assumptions are tested by disability literature that demonstrates a wide array of cognitive processes and attentional differences that affect approaches to educational tasks. For example, eye-tracking research has shown that individuals with dyslexia tend to have poorer comprehension than controls when reading written information and consistently demonstrate longer reading times, particularly when sentences are ambiguous (Stella & Engelhardt, 2019). It is also well established that individuals with attention deficit/(hyperactivity) disorder (ADHD) have difficulty concentrating and are frequently distracted by task-irrelevant stimuli. In contrast, the opposite pattern is seen in individuals with autism spectrum disorder (ASD), who tend to fixate on a single task (Landry, 2021). Each cognitive variation will, in turn, lead to variations in process data and log times that may, in turn, undermine standard interpretations regarding its validity.

To demonstrate this point, we can consider the response times of individuals with ADHD. In both behavioral and neurocognitive tasks, individuals with ADHD have demonstrated they are “consistently inconsistent” (Kofler et al., 2013). Intra-individual variability (IV) is considered characteristic of ADHD (Bluschke et al., 2021). That describes fluctuations in task performance and occurs independently of mastery of a given skill (Bluschke et al., 2021). These fluctuations in task performance occur over periods of seconds or milliseconds rather than hours or throughout the day (Kofler et al., 2013). Intra-individual variability can affect many test-taking activities, including handwriting (Borella et al., 2011) and sustained attention (de Zeeuw et al., 2008). When tested in laboratory settings, individuals with ADHD react too early or too late to stimuli on computerized tasks, leading to fewer correct responses (Bluschke et al., 2021). Other studies have noted the unpredictability of responses given by individuals with ADHD compared to controls (Aase & Sagvolden, 2005). As such, variance, unpredictability, and “inconsistency” are considered hallmarks of ADHD. These sources of naturally occurring variation in item responses demonstrate the need for the validation of timestamp data on response times to more thoroughly consider sources of variation in response processes beyond guessing and disengagement and to more rigorously explore the limitations of (implicit) assumptions of invariant claims from data arising from sensors. Rather than viewing such variation as a threat to process data validation, it may be viewed as an opportunity to understand further the learning strategies of a range of test takers and improve inclusive test design.

**Conclusions**

In conclusion, we aim to show the similarity and essential differences between response process theories and then turn to some closing remarks.

**Comparing and Contrasting Theories of Response Processes**

Figure 1 depicts the space between a test question or task presented to the test-taker and when they respond, highlighting response processes and process data. In behaviorist language that shaped early assessment and testing theories, this question or task is described as the “stimulus (S).” The response to the item or task is the response (R) in that stimulus-response (S-R) view of behavior. Response processes happen in the space between S and R (with task decomposition that can be envisaged and studied as a series of recurrent behaviors, steps, or stages). How we address the question (and empirical problem) of what goes on between stimulus and response is what allows us to compare and contrast various views of response processes throughout the recent history of testing and to describe our holistic framework.

Cronbach and Meehl (1955) acknowledge this S-R space by invoking earlier concepts of intervening variables and hypothetical constructs (MacCorquodale & Meehl, 1948). The later information processing and cognitive psychologist conceived this space as holding the mental processes. Messick referred to mental probes (e.g., think aloud methods) to access this space. In line with the cognitive and information processes tradition, Ercikan and Pelligrino refer to this space as containing thought processes, strategies, approaches, and behaviors of examinees when they read, interpret and formulate solutions to assessment tasks. Hubley and Zumbo take a broader view and expand response processes as mechanisms that underlie what people do, think or feel when interacting with items and responding to them. Therefore, the response processes space is extended beyond the cognitive realm to include emotions, motivations, and behaviors as the mechanisms that underlie and are responsible for generating observed item and test score variation. Zumbo and colleagues (2015) introduce an ecological model of item responding that incorporates a more expansive theory that includes contextual influences reflecting the test takers lived experience and family setting, as well as larger community (and potentially) national characteristics that may influence item responding. In a related vein, adopting some of the language and concepts of generalizability theory, Araneda and colleagues (2022, pp. 2-3) state that “[r]esponse process data can take a variety of forms, only some of which
are relevant to the constructs intended to be measured . . . there are many ways in which. These processes could be categorized . . . only some are considered to reflect the targeted construct, and typically only a subset of these are captured in scoring.” Finally, building upon developments by Maddox, as depicted in Figure 1, we characterize this space as temporal, cognitive, affective, physiological, embodied, and material features.

The essential differences between the theories and viewpoints described above reflect the breadth and scope of characterizations of response processes and the terrain of future research. Some early views conflated what response processes are with how they are attained, for example, Messorick characterizes response processes arising from mental probes. Other theories conceive of response processes as mostly cognitive and physiological, wherein the intervening variables are the unobserved mechanics of the “process” leading to the response. Our proposed holistic framework, therefore, articulates a definition and relation between test constructs and process constructs, highlighting the need to rigorously conceptualize and validate the way that response processes and “process data” are treated as measurement opportunities.

**Closing Remarks**

Newton asked if we were on the “brink of a revolution” involving the use of process data in validation research and to what extent it might become part of the routine practice of validation research (2019, p. 246). The subsequent rapid growth of literature on the uses of process data in assessment demonstrates that this indeed was the case (Goldhammer et al., 2020; Jiao et al., 2021). Clearly, data on assessment response processes from digital probes and sensors (including log files) are now central to digital assessment design, even if the field is not yet entirely sure about the kinds of measurement opportunities they involve. The many uses of process data in assessment have become routine, not only for validation purposes but also for wider applications across the assessment cycle. For example, process data such as item response time can be used as ancillary statistical information in calculating person parameter (so-called theta) values reported from an item response theory (IRT) analysis. Alternatively, one can envision an assessment where the process construct is the primary interest, for example, in tests of collaborative problem-solving or clinical decision-making.

In this paper, we attempt to move the argument from one about the use of process data for validation purposes to recognize the wider uses of process data across the assessment cycle. In that sense, we suggest that the conceptualization of process data in the *Standards for Educational and Psychological Testing* (American Educational Research Association et al., 2014) should be updated to capture the diversity of sources and uses of process data and to acknowledge the associated complexity of explanation.
Whereas the validation of conventional product data is supported by routine protocols and procedures – including public-oriented arguments (Addey et al., 2020) about its fairness and reliability, the uses of process data are yet to establish such equivalence. We, therefore, support the argument of Goldhammer and colleagues (2021) about the need to establish appropriate validity theory, evidence, and arguments about the process and product data.

In clearing the ground for a holistic validity framework, we have highlighted the need to validate the interpretation and use of process data to make inferences about test-oriented and process-oriented constructs and recognize the different ontological statuses of process and product data in assessment. As we have argued, it is misleading to interpret the characteristics of process data – such as the precision of digital measurement in log files and response times, as de-facto evidence of its validity. Indeed, just as unmeasured nuisance variables may influence product data, process data can contain the signatures of construct irrelevant variance, differential sensor functioning or construct under-representation. This is illustrated in our example of disability and neurodiversity. We have shown that the valid interpretation and use of timestamp data – for test-oriented or process-oriented constructs requires appropriate consideration of diversity in what it means to be human.
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