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Abstract

Previous researchers have mainly focused on pharmacosurveillance outcomes on type
2 diabetes mellitus (T2DM) patients and there is limited literature on studies that
the impact of T2DM on longevity compared to non-diabetics in the United Kingdom
(UK). Several of these pharmacosurveillance studies were clinical trials which with fewer
selected recruited patients. Data collected from routine electronic health records (EHR)
could provide insights in longevity in the general population as opposed to selected

people.

The primary aims of this study were to investigate how incidence of T2DM affects
longevity in the residents of the UK adjusting for several risk factors at entry into the
study. This was followed by translating the resultant model into a life expectancy model

for comparisons of survival prospect between people with and without T2DM.

Medical records from 2000 to 2016, inclusive, from general practice (GP) contribut-
ing to The Health Improvement Network (THIN) database were used to develop three
specific models: two performed to estimate the hazard of all-cause mortality associ-
ated with T2DM taking into account age at diagnosis (grouped and continuous age)
using time-to-event as time-scale and the third to calculate the life expectancy with
age as time-scale. The models were multilevel Gompertz-double-Cox with frailty regres-
sions adjusting for socio-demographics, comorbidities and lifestyle factors. Accurately
estimated life expectancies could inform future medical management by clinicians and
financial planning by individuals, actuaries, insurance stakeholders and government on

social security, such as retirement and life insurance.

The research found that the hazards associated with T2DM were reduced than findings
in previous studies. The years of life lost to a person in medium deprived area due to

T2DM after adjusted for birth cohort and age at diagnosis was between 0.1 and 6 years.
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Chapter 1

Introduction

1.1 Background

The population’s longevity prospects and associated risk have been of interest to nu-
merous businesses and individuals who have increasingly become aware of the related
exposure and the need to devise mitigation strategies (CIPR-NAIC, 2018). However,
in recent years, an increase in number of deaths caused by non-communicable diseases
has posed another challenge to viability of policy funds and state expenditure (WHO,
2017¢). According to The Centre for Insurance Policy and Research of the National As-
sociation of Insurance Commissioners (CIPR-NAIC), longevity risk is defined as the risk
that expectations or premium assumptions are exceeded by the actual survival rates and
life expectancy which will result in more retirement cash flow needs than anticipated.
Survival models can be used to estimate longevity/life expectancy taking into account

all available relevant risk factors.

Life expectancy in several countries has been on the increase until 2010. Thereafter,
there has been a deceleration in its growth rate. This may be due to the increase in the
number of deaths caused by non-communicable diseases in addition to other causes. In
total, 7 out of the ten most causes of death in 2019, were non-communicable diseases

(WHO, 2017¢). The type 2 diabetes mellitus (T2DM) was ranked 9th and 6th cause of



death in 2010 and 2015, respectively. In 2019, DM was again ranked 9th among the top

ten causes of deaths, globally. About 90% of DM patients have T2DM).

ACCORD Study Group (2008) defined T2DM as a metabolic disease that is diagnosed
on the basis of sustained hyperglycaemia. T2DM patients are at risk of several further
health problems which include cardiovascular disease (CVD), chronic kidney disease
(CKD), retinopathy and peripheral vascular disease (PVD). According to World Health
Organisation (WHO) statistics, the number of T2DM deaths has been on the increase.
It is therefore important to assess the impact of T2DM on both longevity and morbidity

risks.

The European Commission (EC), in insurance sense, defined morbidity risk as a change
of value caused by the actual disability and illness rates of the persons insured deviating
from the ones expected (EC, 2007). Disability and illness both affect the individuals,
societies and economies. For example, an individual may involuntarily lose a regular
income and, possibly, privacy. The carers also get affected as the increase in morbidity,
disability and illness of the cared for person may lead to poor work and personal life
balance of a carer. Which in turn may pose a health risk to the health to carers. In
addition, increases in tax revenues may be imposed as a reform to cater for social

protection expenses.

In order to assess the impact of chronic diseases on longevity and morbidity risk,
this research studied T2DM patients in the United Kingdom (UK)’s The Health
Improvement Network (THIN) primary care database who got diagnosed with T2DM

from 1984 to 2016, and met entry qualifications specified in Section 5.2.



1.2 Aims and Objectives

1.2.1 Aims

1. To analyse the impact of T2DM on longevity risk using recent robust survival

modelling techniques and devise an actuarial application of the model.
2. To analyse the impact of T2DM on selected morbidity risks.

3. To develop a robust, reliable and relevant R-package that implements the resultant

actuarial model.

1.2.2 Objectives

1. To carry out a literature review on the T2DM, its causes, diagnosis, treatment,

management, complications, statistics and survival.

2. To perform a survival analysis on the impact of T2DM using THIN database and

extended Cox model adjusting for all available relevant covariates.

3. To perform unadjusted HRs of selected morbidity risks and produce Kaplan-Meier
(KM) plots associated with T2DM.

4. To determine the covariates associated with mortality and morbidity among

T2DM patients through backward elimination.

5. To impute missing values using multiple imputation technique and further

analysing the impact of T2DM on longevity and morbidity.
6. To translate the statistical models into actuarial models and applications.
7. To develop an R-package for actuarial and statistical use.

8. To test and debug the R-package for better functionality and to document the

package



9. To estimate the impact of T2DM on the incidence of selected co-morbidities.

1.2.3 Rationale

Life expectancy has been on the increase until 2010. Thereafter, it has been near con-
stant, especially for the elderly according to WHO. In the same period, the number
of non-communicable disease deaths in both developed and developing countries has
been increasing. Of particular interest is Diabetes mellitus DM which became one of
the top ten causes-of-death in the world. Understanding the change in life expectancy or
longevity risk and morbidity risk as a result of T2DM through robust survival techniques
and models which take into account all available risk factors, will help not just insur-
ance companies in pricing their products and better hedging against the risks but as a

driving tool in improving socio-economic policies by governments and all stakeholders.

In addition, there has been limited literature on survival prospects of T2DM pa-
tients compared to non-diabetics. Most existing literature were pharmacosurveillance
studies and the relevant few comparable studies only adjusted for a limited number of
confounding variables. Developing a web-based R-package would help all stakeholders
including non computer programmers. Actuaries and other related professions would
use the package to better understand and improve their products’ pricing, reserves
projections, statutory and technical profits among other related insurance business cal-

culations. Individuals may also use the application for personal financial planning.

1.3 Conclusion

The study estimates the longevity prospects of T2DM patients compared to non-
diabetics. It improves and adds on to the limited available literature, by performing
a matched retrospective observational study and adjusting for numerous relevant risk

factors as most existing literature is pharmacosurveillance based. This thesis includes



has 9 chapters with Chapters 2-3 discussing the literature review on longevity and
T2DM, Chapter 4 discusses the statistical methods applied and Chapter 5 presents the
study methodology. Exploratory analysis and results from the survival models and dis-
cussed in Chapter 6 and 7. Life expectancies derived from the translated models and
the developed package are discussed in Chapter 8. Finally, Chapter 9 discuses the main

findings, strengths, limitations and implications of the study.



Chapter 2

Overview of Diabetes Mellitus and

Life Expectancy

2.1 Life Expectancy Historical Experience

In the past decades, life expectancy has been on the increase in both developed and
developing countries. Actuaries, statisticians, insurers and governments have been drawn
to the challenges it has imposed. This led to various studies on longevity risk, especially
in the actuarial and insurance business, Barrieu et al. (2012). However, since 2010,
a significant decline in the growth of life expectancy has been experienced in several
countries, including the United Kingdom (UK) (IFoA, 2011, 2017). Health challenges
that include antibiotic resistance and possibly austerity measures have been the major

causes (IFoA, 2016, 2017).

Recent levelling-off of death rates in older ages implied that important decisions have
to be made in longevity forecasts used in pension funds and annuities. This slow-down or
levelling off in the reduction of mortality rates, particularly for the old age population,
has been reported for life expectancy at age 65 in the UK, United States (US) and
Canada since 2011. The UK’s average annual rise in life expectancy at age 65 was 2.1

months over 2000 - 2011, falling to 0.4 months after 2011, (Lu, 2017).



According to the Office of National Statistics (ONS) produced National Life Tables
(UK:2013-2015 and UK:2016-2018), life expectancy at birth declined from 2013-2015
to 2016-2018 by 3.6 and 2.4 months for males and females, respectively, whereas life
expectancy at 65 years (€g5) improved by 1.2 months for both males and females (ONS,
2016, 2020). The most common age at death in the UK in 2018-2020 was 86.7 years and

89.3 years for males and females, respectively (ONS, 2020).

In 2016, ONS reported an increase in the number of deaths in 2015 in the UK which
slowed down the increase in life expectancy at birth (ég). In the period 2013-2015, the
highest number of deaths was recorded in the 80 and above age group, constituting
57.4% and 68.8% of all deaths in males and females, respectively. It is clear from the
ONS report that despite the improvements in life expectancy over the last 33 years
(between 1980-1982 and 2013-2015), there was a dip between 2012-2014 and 2013-2015
for older ages as depicted in Figures C.1 to C.2 (ONS, 2016).

The total mortality rates increased by 4.2% between 2014 and 2015 (by 5% for fe-
males and 3.1% for males). However, the age-standardised mortality rate (ASMR) !
was significantly higher in males than females (1 156 and 863 per 100 000 population,
respectively). Two-thirds of deaths occurred in the 75+ years age group, (ONS, 2016).
Hiam et al. (2017) suggested four possible causes of significant spikes in population mor-
tality: 1. data artefact; 2. environmental shock; 3. major epidemic and; 4. widespread
failure of health and social care. However, they considered that (1) and (2) were unlikely

causes of this reported increase in the UK deaths in January 2015.

Infectious diseases may have been the causative factor with reported higher than
expected deaths, mainly among the elderly in the past winter seasons. However, seasonal
flu was refuted as a significant contributing factor in the UK because the higher numbers
of deaths reported in 2014/2015 winter occurred when mean monthly temperatures were
above average (Falkous, 2017). Falkous (2017) asked,“What could be causing this, and

also causing broadly similar slowdown in life expectancy trends over the same time

1 ASMR is the weighted average of age - specific mortality rates per 100 000 people



period in some other European countries?”, a question which this study aims to address.

A similar decline in éy? was noted among European Union (EU) - 28 (EU-28) countries
in 2015 (Eurostat, 2017), with a total of 5.2 million deaths, the highest number observed
over the past five decades reported. This translated to a crude death rate of 10.2 per
1000 and the decline in €y in 2015 was 0.3 years compared to 2014. Eurostat (2017)
added that, it was impossible to conclude whether the decline in é, was temporary or
will continue. A further significant drop both in é; and ég5 in 2020 in EU Member

States, ranging up to -1.6 years (Eurostat, 2021) remains a cause for concern.

2.2 Overview of Major Causes of Death

According to the World Health Organisation (WHO), above 54% of the worldwide
deaths between 2016 and 2019 were due to the top ten causes of death which included
T2DM, ischaemic heart disease (IHD) and stroke. The latter two causes of deaths are
possible T2DM complications (WHO, 2017a,c). A significant increase in the number
of those who died due to diabetes mellitus (DM) in 2019 compared to 2000 has been
reported particularly for lower-middle-income to high-income countries. Figures C.3
to C.6 show a comparative change in the top ten causes of death between 2000 and
2019. However, it is important to note that diabetes mellitus (DM) has constantly been
among the top ten causes of death since 2010. DM was reported to be the sixth and
the ninth cause of death worldwide in 2015 and 2019, respectively. The number of non-
communicable diseases among the top ten causes of death increased from 4 in 2000 to

7 in 2015 and 2019.

According to Eurostat (2017), diseases of the circulatory system, including those re-
lated to hypertension, cholesterol, DM and smoking, IHD and cerebrovascular disease
(CeVD) were the most common causes of death. In addition, two of UK’s constituencies,

England and Wales, showed an exponential increase in the total number of deaths caused

2 Life expectancy at birth



by DM between 2012 and 2014, Figure 2.1 (ONS, 2017). This exponential growth in DM

mortality rates needs to be inferentially studied and mitigation solutions recommended.
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Figure 2.1: Number of deaths in England and Wales: All Cause and DM, 2006-2016.
Source: ONS (2017)

2.3 Diabetes Mellitus

DM is a chronic disease that arises when either the pancreas does not produce insulin
or the body fails to effectively make use of the insulin it produces (WHO, 2017b).
Uncontrolled DM causes hyperglycaemia which can lead to serious damage to the body
systems, especially the nerves and blood vessels. WHO estimated 8.5% of people aged
18 years and above have DM. In 2015 alone, DM directly caused 1.6 million deaths
worldwide (WHO, 2017a).

Types of Diabetes Mellitus

The five main types of DM are type 1 diabetes mellitus (T1DM)?3, type 2 diabetes mel-

litus (T2DM), gestational diabetes mellitus (GDM), impaired glucose tolerance (IGT)

3T1DM can simply be defined as a serious medical condition where your blood glucose level is too
high because of the body’s failure to produce insulin.
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and impaired fasting glycaemia (IFG). GDM is hyperglycaemia with blood sugar level
higher than normal but below diagnostic level, occurring during pregnancy. Women with
GDM are at higher risk of having pregnancy complications and/or developing T2DM.

IFG and IGT, are intermediate conditions usually preceding T2DM.

Pre-diabetes can be broadly used as a generic term that includes IFG, IGT and gly-
cated haemoglobin (HbA;.) in the ‘at risk’ range (6.0 < HbA;. < 6.4). An individual
can develop any or all of the pre-diabetic conditions (Roberts et al., 2017; NICE, 2012b).
IGT individuals have 60% risk of developing DM and 50% risk of having coronary heart
disease (CHD) within 10 years (Yudkin and Montori, 2014; WHO, 2011).

Of much interest is T2DM, a medical condition in which the body fails to fully utilize
its insulin. Individuals with pre-diabetes have annual T2DM incidence rates ranging
from 3.6% to 7% depending on the pre-diabetes condition (Roberts et al., 2017). A
comparison between T1DM and T2DM is provided in Table D.1. T2DM has been re-
ported to be strongly genetic and related to life-style factors. Its insidious nature can
cause vulnerable body organs such as eyes, heart, kidney and feet to be damaged be-
fore it is diagnosed (Matthews et al., 2008; Fox and Kilvert, 2007). While incidence
rates of TIDM are increasing in many countries, T2DM incidence rates are currently
near-epidemic and until recently, it was a disease of the adults, but is now occurring in-
creasingly frequently in children, especially in some ethnic groups (Scobie and Katherine,
2014). T2DM has constituted between 70% and 90+% of diabetic patients worldwide
(Barnett, 2006; Roberts et al., 2017). In the UK about 3.8 million people were reported
to be diabetic, constituting 8.6% of the population, in 2015 in England with T2DM
constituting 91.1% of diabetics (PHE, 2016¢; Currie et al., 2010a). Due to the high

prevalence of T2DM, this study focused on T2DM patients.

Poor diet, insulin production or utilisation and being inactive have been known to
increase blood sugar levels. Furthermore, any form of stress, such as a flu, can increase

blood sugar levels in diabetic patients (Scobie and Katherine, 2014).
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2.3.1 The Aetiology of T2DM

The aetiology of T2DM has been known to be complex and is associated with modifiable
and non-modifiable risk factors. These have been documented by Fox and Kilvert (2007)

and Barnett (2006) among others.

Non-modifiable risk factors

These include age, genetics and ethnicity. The risk of T2DM increases with age and is
dependent on ethnicity. Some ethnic groups are at a higher risk of T2DM than others,
though the reason is still unknown. For example, BAME are at a higher risk of T2DM
than white people. Furthermore, individuals with diabetic parents or siblings also have
an increased risk. About 40% of people with one T2DM parent develop T2DM and 70%

when both parents are affected (Ali, 2013).

Modifiable risk factors

Sedimentary lifestyles coupled with poor diet (such as excessive carbohydrates, fats and
sugars intake) may increase insulin resistance (IR), a precursor to T2DM. Hyperinsuli-
naemia may develop as a result of IR and can continue for years until islet S-cells can
no longer cope with the increased demand. As a result, they diminish, causing hyper-
glycaemia and other symptoms leading to possible complications. Smoking, apart from
being known to cause cancer, heart and lung disease, increases the risk of T2DM by
30 to 40% compared to non-smokers according to U.S. Food and Drug Administra-
tion (FDA) and can cause challenges in the management of T2DM because increase of

nicotine levels lessens the effectiveness of insulin.

Poorly managed body weight and obesity can exacerbate the risk. An unmanaged
weight gain of about 13.5 kgs increases the risk of T2DM by 4-5 times compared to

managed weight. However, though the incidence of T2DM increases with body mass
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index (BMI), BMI does not reliably predict the risk of T2DM. Only 50% of patients
with BMI> 40 kg/m? develop T2DM (Bilous and Donnely, 2010). T2DM has also been
known to develop in lean individuals (Bilous and Donnely, 2010). Unforeseen life shock-
ing events such as injuries from traffic accidents may increase T2DM risk because the
hormones produced in response to stress tend to oppose insulin’s effect which increases
the blood glucose levels. In addition, some medications, contraception drugs, abnormal
hormones, other diseases and medical procedures may worsen the risk of T2DM and its

management.

2.3.2 Diagnosis and Treatment of T2DM

Diagnosis

The diagnosis of T2DM requires the identification of a glycaemic cut-off that discrim-
inates normal from diabetic individuals. The current cut-offs are based on the blood
glucose level above which microvascular complications have been shown to increase.
According to NICE, T2DM should be suspected if a patient has persistent hypergly-
caemia accompanied with polydipsia, polyuria, blurred vision, unexplained weight loss,
recurrent infections, tiredness, acanthosis nigricans and presence of risk factors such as
family history, obesity, sedentary lifestyle, poor diet, history of gestational diabetes mel-
litus (GDM) and use of statins, corticosteroids, and combined treatment with a thiazide

diuretic plus a beta-blocker (NICE, 2021).

Furthermore, NICE recommended a single abnormal HbA;. or plasma glucose result
can be used though a repeat is advised to confirm the diagnosis. However, several test
are recommended in asymptomatic patients. National Institute for Health and Care
Excellence (NICE) also advice HbA;. results not to be used on some patients such as
pregnant women (or women who are 2 months postpartum) and those living with HIV.
Table 2.1 shows different diagnostic cut-off points recommended by the American Dia-

betes Association (ADA), International Expert Committee (IEC), WHO and National
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Institute for Health and Care Excellence (NICE) (Barnett, 2006; NICE, 2017¢; IEC,
2009; WHO, 2006; Roberts et al., 2017).

It is highly recommended for all asymptomatic adults aged 40-74 years in England
to participate in diseases screening by the National Health Service (NHS) through the
National Health Check program. Patients receive invitations from their GP every 5
years for screening of several selected diseases (NHS, 2019b). However, the screening of
T2DM is not currently done nationwide as it is not publicly funded and currently not
recommended by the National Screening Committee (NSC) citing no available evidence
to supports the program Government (2022); NHC (2022). Some pharmacies provide

T2DM screening for a premium.

Table 2.1: Diabetes Diagnosis Cut-Off Markers

DM T Test Criteria for Diagnosis T2DM
YP€ Used WHO  ADA  IEC NICE  Incidence
FPG <7 NR <7
IGT 2HrPG 7.8-11.1 7.8-11.1 7.8-11.1 0.045
OGT 7-11.1 7-11.1 7-11.1
WHO: 0.047
IFG FPG 6.1-6.9 5.6-6.9 5.6-6.9  6.1-6.9 ADA: 0.036

HbA;. ‘at HbA;. (%) 6.0-6.4 5.7-6.4 6.0-6.4 6.0-6.4  WHO: 0.036

risk” range

FPG > 7 > 7 > 7
DM-II °HrPG*  >11.1 >111 >111 >85 NA
HbA,, (%) >65 >65 >65  >6.5

NR: Not Required; FPG: Fasting Plasma Glucose Test; OGT: Oral Glucose Tolerance Test;
2HrPG: 2Hr Plasma Glucose Test. Diagnosis units are in mmol/L. Incidence rates are per
person-year. * NICE recommends testing after 90 minutes instead of 2 hours

Treatment

Treatment of T2DM includes insulin or non-insulin medical interventions. Initially they
comprise change of life-style, which includes diet and exercise, followed by non-insulin
medication when change of life style alone fails to control the blood glucose levels.

There are 7 main types of T2DM oral drugs, see Table D.2. Apart from these, there
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are injectable incretin mimetics which mimic the action of glucose-like-peptide 1 (GLP-
1) hormone and have been used since 2005. Dipetidyl peptidease - 4 DPP-4 inhibitors
is another group of oral medication that work in the same way as incretin mimetics.
These work by inhibiting the action of dipetidyl peptidease - 4 (DPP-4), an enzyme
which destroys the hormone incretin. Incretins help in the production of more insulin
only when it is needed and at the same time reduce the amount of glucose produced by
the liver when it is not needed. In the event that non-insulin therapy fails, insulin with
or without non-insulin therapy is used. About a quarter of DM patients receive insulin
medication and almost every child diagnosed with DM is treated using insulin (Fox and
Kilvert, 2007). Table D.3 briefly describes different types of insulin drugs (Diabetes UK,

2017).

2.4 Management of T2DM

The management of T2DM includes all facets of life of a diabetic individual: social,
mental, spiritual and physical. Patients also need to be well informed about T2DM, its
self management and possible complications and their causes (NICE Guideline NG28)
(Fox and Kilvert, 2007). Patients are advised to keep a healthy life-style which includes
a healthy diet, regular exercise, stopping smoking, reducing or stopping alcohol intake,
weight management, adherence to medication and regular medical reviews. In medical
reviews, T2DM markers which include blood pressure (BP), total, non-high and high
density lipoprotein (HDL) and HbA;. are monitored and screened for complications
such as cardiovascular disease (CVD) (Fox and Kilvert, 2007; Matthews et al., 2008)
and (NICE Guideline NG28).

Metformin is currently the first line drug therapy. At first, its dosage is increased
over several weeks to minimise the risk of gastrointestinal side effects. Patients are
prescribed a modified-release metformin if they experience gastrointestinal side effects.

If their estimated glomerular filtration rate (eGFR) is less than 45ml/minute/1.73m?,
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metformin dose is reviewed. If eGFR is less than 30ml/minute/1.73m?, metformin is
either stopped or prescribed with caution of a risk of a sudden deterioration in kidney

function.

Figure 2.2 shows a typical management of T2DM. After diagnosis and life style
changes have failed to control the blood glucose level, usually metformin is given as
the first line drug. In the case of it being intolerant, DPP-4, pioglitazone, sulfonylurea
can be used as monotherapy. Caution is exercised as pioglitazone is associated with
risk of heart attack, bladder cancer and bone fracture especially for the aged. It should
not be offered to T2DM patients who have a heart failure or history of heart failure,
hepatic impairment, diabetic ketoacidosis, current or history of bladder cancer and
uninvestigated macroscopic haematuria. Sodium-glucose contransporter 2 SGLT-2 can
also be used only if DPP-4 can be prescribed when sulfonylurea or pioglitazone can not
be prescribed. If monotherapy fails, a dual therapy is prescribed using the monotherapy
drug and one of the others. In the case of metformin being the monotherapy drug,
empagliflozin, canagliflozine, dapagliflozine and alogliptin can be used in dual therapy
when sulfonylurea is contraindicated or the person is at a significant risk of hypogly-
caemia or its consequences. Triple therapy is then administered when the dual therapy
fails by adding another drug, in the case of metformin being tolerant. If the triple
therapy fails, insulin therapy with or without non-insulin drugs is then prescribed.
In case of metformin being intolerant, insulin therapy is administered after the dual

therapy fails.

GLP-1 mimetic can be used along metformin and sulfonylurea, in triple therapy,
in cases where the T2DM patient has : (i) BMI greater than 35 kg/m? (adjusted
according to ethnicity) or (ii) BMI less than 35 kg/m? and insulin therapy would
have significant occupational implications or weight loss would benefit after significant

obesity-related co-morbidities.
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Figure 2.2: T2DM Therapy Management.
Source: (NICE, 2017b; Fox and Kilvert, 2007; Matthews et al., 2008)

2.4.1 Complications of DM and their management

T2DM is associated with serious complications including stroke, heart disease, blindness,

kidney disease and amputations leading tc1)6disability and early death. Generally, half



of the T2DM individuals showed signs of complications when diagnosed (Diabetes UK,
2016b). Complications can develop 5 to 6 years before diagnoses and the actual onset of

T2DM can be 10 years earlier. Proper T2DM management reduces complication risks.

Eye Disease

Globally, 2.6% of blindness is attributed to DM (Bourne et al., 2013). Retinopathy
affects the blood vessels connected to the retina and accounts for about 7% of the people
registered blind in England and Wales and about 60% of T2DM individuals have some
degree of retinopathy within 20 years of diagnosis (Diabetes UK, 2016b). T2DM patients
have nearly 50% increased risk of developing glaucoma especially if they have high blood
pressure and up to 3 times increased risk of developing cataracts both of which can lead
to blindness (Diabetes UK, 2016b). Drugs that can be administered include Aflibercept
solution for injection, ranibizumab, dexamethazone intravitreal implant and fluocinolone
acetonide intravitreal implant. However NICE does not recommend the use of aflibercept

solution for injection and dexamethazone intravitreal implant.

Erectile dysfunction ED

erectile dsyfunction (ED) or impotence is one of the most common sexual problems
experienced by men. About 35 to 90% of men with DM have ED according to an
international literature review by Malavige and Levy (2009). Statistics with respect to
sexual dysfunction in women living with T2DM are not available as this area is under-

researched (Diabetes UK, 2016b).

Gastroparesis

It is a disorder that slows or stops the movement of food from the stomach to the
small intestines. It can be treated alternating the use of Erythomycin and Metoclo-

pramide or Domperidone. Metoclopramide can cause neurological effects such as short-
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term extrapyramidal disorders. Medical and Healthcare Products Regulatory Authority
(MHRA) notes that Domperidone is associated with small risk of serious cardiac side

effects.

Neuropathy

T2DM can damage the nerves that transmit impulses to and from the brain and spinal
cord, to the muscles, skin, blood vessels and other organs. Chronic painful neuropathy
is the most common and estimated to affect 26% of DM patients. Cardiovascular auto-
nomic neuropathy CAN affects the nerves that control the heart and the blood vessels
and T2DM patients who develop it have a higher mortality risk than those without (Di-
abetes UK, 2016b). Medication prescribed include amitriptyline, duloxetine, gabapentin
or pregabalin as initial treatment except in trigeminal nevralgia cases. There are also
drugs that can be offered but in a specialist settings which include, morphine, cannabis
sativa extract, lacosamide, oxacarbazine and topiramate (NICE Guideline CG173). Neu-

ropathy affects up to 50% of DM patients.

Chronic kidney disease CKD

Kidney disease accounts for 11% of deaths in T2DM individuals (Diabetes UK, 2016b).
chronic kidney disease (CKD) can be screened through testing for proteinuria, haema-
turia or renal ultrasound. Proteinuria is the presence of abnormal quantities of protein in
the urine due to glomeruli diseases and urine tract infections among others. Haematuria
is the presence of blood in the urine caused by urinary tract infection, kidney stones and
bladder cancer among others. Albumin to creatine ratio ACR or protein to creatinine
ratio (PCR)) can be used for testing for proteinuria, but albumin to creatinine ratio
(ACR) is recommended to be used, especially for DM patients. According to NICE ACR
greater than 3mg/mmol indicates the presence of CKD. ACR or PCR is calculated by
measuring the amount of albumin or protein loss in the urine of patients with a GFR of

less than 60ml/min/1.73m?. Reagent strips are mostly recommended when testing for
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haematuria. Risk is detected if the reagent strip result is 1+ or more. CKD severity is

classified into 5 categories and it can be progressive.

Diabetic Foot Problems

Diabetic patients should be advised of the importance of basic foot care and footwear for
the prevention of diabetes foot problems. Adult T2DM patients should be assessed for
the diabetes foot problems at least annually (NICE, 2016a). Table D.4 in Appendix D

gives the risk factors ascertained in assessing T2DM patients for diabetes foot problems.

DM is the most common cause of lower limb amputations. About 7,400 leg, toe or foot
amputations happen in England per year, translating to 140 amputations per week or 20
per day (PHE, 2016a). DM individuals are 30 times more likely to have an amputation

than the general population (Khanolkar et al., 2008).

Lower limb peripheral arterial disease LL PAD

lower limb peripheral arterial disease (LL PAD) is another T2DM complication. Periph-
eral artery disease PAD is tested by the examination of legs and feet for ulcerations,
femoral, popliteal and foot pulses; and measuring ankle branchial pressure index (ABI).
The latter is done manually using a Doppler probe of suitable frequency in preference to
an automated system. The index is calculated for each leg by dividing the highest ankle
blood pressure by the highest arm blood pressure (NICE, 2012a). If the index is not
within the normal range 0.9-1.4, the T2DM individual is at risk of LL. PAD (Stanford
Medicine, 2018). peripheral arterial disease (PAD) patients have an increased risk of

mortality from CVD, mainly due to the increased risk of heart attack and stroke.

Non-alcoholic fatty liver disease NAFLD

non-alcoholic fatty liver disease (NAFLD) is another possible complication of T2DM.

Alcohol history should be taken to rule out possibilities of alcohol-related liver disease.
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NICE discourages use of routine liver blood tests to rule out NAFLD. In assessing the
risk, liver ultrasound should be done to test for NAFLD in children and young people
(aged between 1 and 18) with T2DM (NICE, 2016b). Patients taking statins are adviced
by NICE to continue taking medication except when liver enzymes double within 3
months of starting statins. For assessing advanced liver fibrosis in adults, enhanced liver
fibrosis test (ELFT) is used. Adults are diagnosed to have advanced liver fibrosis if
their ELFT score is equal to or greater than 10.51 and have NAFLD. Cirrhosis should
be monitored in adults diagnosed with NAFLD and advanced liver fibrosis (NICE,
2016b). Diagnosis of cirrhosis can be established through blood tests, ultrasound scan,
computerised tomography (CT) scan or magnetic resonance imaging (MRI) scan, liver
biopsy and endoscopy (NHS, 2017). Pioglitazone or vitamin E are given to adults with
advanced liver fibrosis but only in secondary or tertiary care settings (NICE Guideline

NG49).

Cardiovascular Disease (CVD)

CVD includes heart disease, stroke, and all other diseases of the heart and circulation,
such as hardening and narrowing of the arteries supplying blood to the legs, which
is known as peripheral vascular disease (PVD). DM individuals are twice at risk of
developing CVD compared with non DM individuals (Diabetes UK, 2016b). CVD is the
major cause of death among DM individuals accounting for 52% in people with T2DM
(Diabetes UK, 2016b). T2DM patients also have higher risk of developing stroke than

the general population (Diabetes UK, 2016b).

Adults aged 85 years and above are at high risk of CVD because of age alone, especially
those who smoke or have raised BP (NICE, 2017a). One of the tools that can be used
for the assessment of a 10 year risk of CVD is the QRISK2. It is used for the primary
prevention of CVD in all people aged less than or equal to 84 years. The tool can not
be used for people with TIDM and those with eGFR less than 60/ml/min/1.73m? or

albuminuria. People above the age of 40 are encouraged to have their CVD risk reviewed
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on an ongoing basis (NICE, 2017a).

Threat to oral health is another complication as T2DM patients have an increased risk
of inflammation of the tissues surrounding the teeth (periodontitis) which is a major
cause of teeth loss and is associated with an increased risk of CVD in people with poor

blood glucose control (IDF, 2015).

2.5 Epidemiology of T2DM

WHO estimated the global prevalence of DM to have increased from 4.7% in 1980 to

8.5% in 2014. The prevalence has been rising in the low- and middle-income countries.

In 2015 alone, about 415 million people worldwide were living with DM and an esti-
mated 1.6 million deaths were attributed to DM. These numbers increased by 29% and
reduced by 6.5%,respectively, in 2020 (WHO, 2017¢; IDF, 2021). This disease is now
among the top 7 leading causes of death in the world. With the prevalence rising in low-
and middle-income countries, the majority of deaths from DM occur in these countries
due to limited access to basic technologies needed by diabetic patients in primary health
care settings. The International Diabetes Federation (IDF) in 2015 estimated 193 mil-
lion undiagnosed adults, aged 20-79 years, are living with DM. About 318 million were
estimated to have IGT. IDF (2015) also estimated a total expenditure between US$673

billion and US$1.2 trillion in health care in 2015 due to DM.

IDF projected a total of 642 million diabetic cases in 2040 if control measures are
not taken and people continue with unhealthy life styles. The substantive increase in
the prevalence is expected to be driven by the ageing population (Roberts et al., 2017).
Bagust et al. (2002) estimated not more than 3% increase in the total UK population
between 2000 and 2060 but an increase of 11% in the population aged 35 years and
above by 2030. The global prevalence of T2DM cases would increase by approximately
20% in 2036 and DM related complications would rise by 20-30% between 2035 and 2045

(Bagust et al., 2002). The cost of health care related to treatment and complications
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is estimated to increase by 12% of the global DM health expenditure. Figure 2.3 shows
an estimated increase of 55% of DM cases in 2040 worldwide. In the UK the cost of
T2DM will present a serious clinical and financial challenge in the near future (Bagust

et al., 2002). In 2015, the global prevalence of DM was 1 in 11 adults and in 2040 it is
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Figure 2.3: Number of diabetes cases by IDF Region
Source: IDF (2015)

estimated to be 1 in 10 adults. Globally, 269.7 million in the urban and 145.1 million in
the rural population had DM. The numbers are estimated to increase to 477.9 million
and 163.9 million, by 2040 respectively (IDF, 2015). It is estimated that 90% of diabetic

patients have T2DM.

Top Ten Countries with the Highest Numbers of DM Patients and Highest

Expenditure

China had the highest estimated number of diabetic patients in 2015, 109.6 million
followed by India with 69.2 million patients. Countries with the highest costs were US,
US$320 billion, followed by China, US$51 billion, as shown in Table 2.2, (IDF, 2015) .
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Table 2.2: Top ten countries with the highest numbers of T2DM patients and the highest
expenditure

Country or Territory DM prevalence x 10° Expenditure x 10°
Number Rank US$ Rank

China 109.6 1 51 2
India 69.2 2

USA 29.3 3 320 1

Brazil 14.3 4 22 )

Russian Federation 12.1 5 14 8
Mexico 11.5 6
Indonesia 10 7
Egypt 7.8 8

Japan 7.2 9 29 4
Bangladesh 7.1 10

Germany 35 3

France 19 6

Canada 17 7

UK 13 9

Ttaly 12 10

Source: IDF (2015)

2.5.1 DM Statistics in the UK

Between 2012 and 2014 the prevalence of DM in the UK has increased from 4.6% to
6.2%. The total number of DM patients increased by more than 16%, from 3 094 681 in
2012 to 3 590 501 in 2016. England has the highest number of DM cases throughout the
period but its prevalence is not far from the other three states. DM cases in England
constitute 84% of the UK cases. The DM prevalence for England and the UK at large
in 2013 and 2014 were similar, 6% and 6.2%, respectively. The prevalence of T2DM in
Wales from 2012 to 2014 was higher than that of the UK. While the prevalence of DM
increased in all the other three nations in 2014, it declined in Northern Ireland (Figure
2.4). Of the four states in the UK, Wales is highly affected and Northern Ireland had the
lowest prevalence (Diabetes UK, 2013, 2014, 2015a,b, 2016b). Overall, there has been an
increase in the number of diagnosed DM cases throughout the four states. In England

alone, about 1 in 4 undiagnosed adults is believed to be diabetic translating to 940
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000 people living with diabetes unknowingly. The prevalence is higher in males (9.6%)
than in females (7.6%) in England (PHE, 2016b). Public Health England (PHE) also
estimated higher prevalence in people of South Asian and black ethnic groups (15.2%)
compared to those from white, mixed or other ethnic groups (8.0%); and it estimated
about £10 billion medical costs per year related to diabetes of which £8.8 billion per
year was due to T2DM in England alone.
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T2DM Complications Statistics in UK

Table 2.3 shows the number of complications and prevalence for T2DM patients in
England and Wales (NHS, 2017). It demonstrates that T2DM patients are 2 to 2.5 times
more at risk of developing CVD. The complications with the highest rates were angina
and HF with 3.1% and 3.2% prevalence, respectively. According to National Health
Service (NHS) in 2017, the risk of being admitted at a hospital among T2DM patients
by age at admission was exponential from the age of 35-39. It can be seen that non-DM
patients had higher CVD admission rates than T2DM and other diabetic patients, in
the 0-54 years and 85+ years age groups and T2DM and other diabetic patients had

high CVD admission rate in the 55-84 years age group compared to non-DM patients.

24



Table 2.3: One year prevalence of CVD complications in T2DM.

Type 2 and Other*

Complication Complication Prevalence
Prevalence (%)
Angina 56,046 3.1
VD Myoca?dlal 14,762 0.8
Infarction
Heart Failure 56,817 3.2
Stroke 19,350 1.1
. ‘ . MajorAmputation 1,322 0.1
Bganﬁ’e'{f;fiﬁi‘;lﬁc Minor 2,018 0.2
p Amputation
Renal Replace- 11,006 0.6
ment  Therapy
(ESKD)

Note: * Other types of diabetes except for DM-I.
Source: NHS (2017): England and Wales

2.6 Conclusion

The incidence of DM is increasing worldwide. Less than two decades ago the total
number of deaths caused by DM was less than a million in the world. This increased
to 1.6 million in 2015. Since 2010, DM has been among the top ten causes-of-death
worldwide. The complications of T2DM include the top four causes of death, including
stroke. As T2DM constitutes 70-90% of all DM cases, it is of paramount importance
to quantify its impact on longevity (Hiam et al., 2017). T2DM is associated with poor
life style and its prevalence is on the rise. It is therefore, important to demonstrate its
impact on longevity and morbidity through survival techniques and translate the results

into statistical and actuarial use.
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Chapter 3

Review of the Life Expectancy in

T2DM Individuals

This chapter is based on existing and published T2DM literature retrieved through
searches on Google Scholar, PubMed, ScienceDirect and Scopus whose outcome was all-
cause mortality. Keywords for literature search were, “type 2 diabetes”, “diabetes mel-
litus 117, “T2DM”, “survival”, “all-cause mortality”, “mortality” and “life expectancy”.
The topics and abstracts were used to find relevant existing literature. The questions
that the literature search intended to answer are “the survival of T2DM patients after
first diagnosis” and “ the life expectancy of T2DM patients after diagnosis” compared
to people without diabetes at the time of entry into the study as to assess the impact
of T2DM on all-cause mortality. To remain abreast with recent studies, alerts on newly

published papers were created.

3.1 All-Cause Mortality and Life Expectancy in
T2DM Individuals

In as much as there have been significant medical advancements, the all-cause mor-

tality hazards associated with type 2 diabetes mellitus (T2DM) are still considerably
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higher than those of the general population (Barr et al., 2008). Though there have been
numerous papers on diabetes, research on the association of diabetes with total life ex-
pectancy and mortality still remains limited, see Table 3.1. These associations are not
easily established as different risk factors can lead to unexpected consequences in life

expectancy (Franco et al., 2007).

Franco et al. (2007) study constituting 9033 (5% T2DM) patients aged 50 years and
above, in the United States (US) found that several confounders such as total cholesterol,
presence of left ventricular hypertrophy, arthritis, ankle edema, and pulmonary disease
had no significant effect on the hazard ratios (HRs) for cardiovascular disease (CVD)
morbidity and all-cause mortality. They also estimated the total sex stratified all-cause
mortality adjusted hazard ratio (aHR) of T2DM patients to be 1.26]0.78-2.02] and
1.31[0.8-2.10] for male and female T2DM patients with no CVD, respectively. However,
apart form the small study population size, their T2DM participants were much older

than non-diabetics (mean age 68 vs 59).

The study by Wright et al. (2016) on 1 095 984 (17.2% had T2DM, diagnosed from
1998 to 2015) patients in the UK with an average age of 61 using the CPRD, formerly
General Practice Research Database (GPRD), found T2DM to be associated with a
higher all-cause mortality risk compared to non-diabetics, with a HR 2.19 [2.16-2.21],
after adjusting for age, gender, ethnicity, deprivation and calendar year. Their study also
found that T2DM patients of BAME origin had at least 26% reduced all-cause mortality
risk when compared to T2DM patients of white origin. Another study by Taylor et al.
(2013) using the GPRD constituting 87 098 (25% T2DM) participants with an average
age of 55.1 for both T2DM participants and non-diabetics and index date from 2004
to 2010, also found T2DM to be associated with more than double the risk of all-cause
mortality when compared to non-diabetics after adjusting for smoking status only, HR

2.07 [1.95-2.2).

The life expectancy of men and women aged 50 years and above with diabetes mel-

litus (DM) in the US, living in Framingham, Mass, between 1948 and 1951, was 7.5
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years (95% CI: 5.5-9.5) and 8.2 years (95% CI: 6.7-10.4) less than of their non-diabetic
counterparts (Franco et al., 2007). Franco et al. (2007) used the Poisson regression and
Gompertz distribution to calculate the HRs. They then used the HRs to calculate the
life tables stratified by sex and presence of DM that were used for the computations
of the differences in life expectancy. In a later study, the United Kingdom (UK) men
and women with T2DM, age 40 years in 1998, lost 5.4 and 6.3 years of life, respectively,
compared to non T2DM persons after adjusting for age, sex, ethnicity, deprivation and

calender year(Wright et al., 2016).
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Arora (2017) showed that life expectancy at birth is positively correlated with spend-
ing on health care per person, up to a limit, after which the benefit in life expectancy
diminishes. Thus, medical therapies have limitations once a certain level of spending
is exceeded. Extra spending on hospitals and specific surgery may not have any added
benefits for life expectancy but may provide better quality of life. Life expectancy re-
flects not just health spending but the life style, such as alcohol consumption, smoking,

education, socio-economic factors and so on.

Franco et al. (2007) reported that variables such as total cholesterol and presence of
left ventricular hypertrophy, arthritis, ankle edema, or pulmonary disease at entry were
found not to alter the HRs of mortality of T2DM patients to controls. However, Franco
et al. (2007) noted the limitations of their data, that were based on the period 1950s-
1980s. They may have underestimated the true association of DM with é5, because
the incidence of T2DM has been on the increase in recent decades. Mortality due to
ischaemic heart disease (IHD) and stroke is 2 to 4 times higher in DM than in non -

diabetic population (Bilous and Donnely, 2010).

Taylor et al. (2013), using data from the General Practice Research Database (GPRD)
(2004-2010), found that T2DM patients have a two-fold increased risk of all-cause mor-
tality (hazard ratio (HR): 2.12 95% CI: 2.0-2.25), adjusted for smoking. Women were
found to have a higher HR than men, and patients younger than 55 years of age were
reported to have a higher HR than those aged 56 years and above when compared to

those without DM.

Lind et al. (2013) studied the mortality trends of diabetic patients aged 20 years and
above in Canada and the UK using the Ontario and The Health Improvement Network
(THIN) databases, respectively. The total number of subjects under study was 8 757 772
in 1996 and increased to 12 696 305 in 2009. The study showed the same mortality trends
per 1000 person-years for both DM and non-DM patients. They reported a decline in
the mortality rates. They also reported high mortality rate ratios for the young T2DM

patients compared to the old patients for both countries.
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Mulnier et al. (2006) reported a similar mortality risk pattern among the young T2DM
patients (HR: 3.35 [95% CI: 2.86-3.93] for men aged 35-54 years and 3.07 [95%CI: 2.37-
3.97] for women of the same age) when compared to patients without T2DM as opposed
to the old patients aged 85-89 years (HR: 1.44 [1.3-1.6] for men and 1.65 [1.52-1.78] for
women). Thus the younger the age the higher is the mortality risk among T2DM patients

when compared to their non-diabetic counterparts.

Currie et al. (2010b) based on the GPRD data (1986-2008) studied the survival effect
of glycated haemoglobin (HbA;.) in T2DM patients. They found that people with lower

HbA . levels or higher HbA;. had higher risks of all-cause mortality compared to people
with HbA,. levels between 7.41%-7.48%.

According to Kontopantelis et al. (2015) in a study of 246 544 T2DM patients based
from GPRD (2006 to 2012), about 61% were taking metformin and 32% were using
sulfonylurea. The least used was acarbose (0.5%). Though their study did not show the
mortality and morbidity risks associated with the drugs, their distribution is of vital

importance when analysing clinical outcomes.

In a 20-year follow-up prospective study by Almdal et al. (2004), based on 13 105
T2DM patients from the Copenhagen City Heart Study (CCHS), from 1976 to 1997,
the relative risk (RR) of death for both men and women was 1.5 to 2 compared to
non T2DM patients. In women, the age groups that were reported to have higher RR
of 1.7 to 2.7, were the under 55s and the 55-64 year olds compared to non-diabetic
women. Men in the under 55s age group were reported to have a 2.5 times higher
total mortality rate compared to non-diabetic men. Almdal et al. (2004) reported that
smoking, hypertension, high triglyceride level, high alcohol intake and low (<20kg/m?)
and high (>30kg/m?) body mass index (BMI) independently increased the risk of death
in women while in men the above variables excluding high tryglycerides and high BMI
(>30kg/m?) had the same effect. High physical activity and high total cholesterol levels

were reported to decrease the mortality risk (Almdal et al., 2004).
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The Spanish study by Salinero-Fort et al. (2018) based on a period from 2007 to
2012 reported that male T2DM patients with a BMI less than 23kg/m? had the high-
est all-cause mortality (adjusted hazard ratio (aHR): 2.78 [95% CIL: 1.72-4.49]. The
study showed a U-shaped mortality curve among men with T2DM with respect to BMI.
Overall a BMI less than 23kg/m? was reported to have a higher significant effect on
mortality when compared to a BMI in the range 23-26.8kg/m?. They concluded that
higher BMI was not associated with a higher mortality risk among T2DM women pa-
tients. Kontopantelis et al. (2015) and Soriano et al. (2015) have similar findings. They
reported that there was less significant association between higher BMI and higher mor-
tality among female T2DM patients than in patients without T2DM. They adjusted for
age, gender, diabetes duration, CVD, complications of DM, smoking, blood pressure,
high density lipoprotein (HDL)-cholesterol, low density lipoprotein (LDL)-cholesterol,
triglycerides, HbA., albuminuria, treatment of hypertension, treatment of diabetes,

statins and antiplatelet drugs.

A similar study based on the GPRD by Mulnier et al. (2006) of T2DM patients aged
between 35 and 89 years in 1992, with a follow up period of less than 7 years, also
reported a U shaped HR plot in respect to BMI showing that decrease from the normal
BMI range was associated with an increased risk of mortality. However, they noted that
different studies in the past had conflicting conclusions on the effect of obesity or BMI

on mortality.

The prescription of medication to patients is done with the full intent of achieving an
optimal treatment outcome. Optimal treatment outcome has been defined as as an im-
provement in the underlying condition in the absence of drug-related problems,(Johnson
and Booman, 1996). Studies by Johnson and Booman (1996) and Watanabe et al. (2018)
found out that the cost of drug-related morbidity and mortality in the ambulatory set-
ting in the US was considerable. However, they acknowledged that a large proportion
of drug-related morbidity was preventable. Hence, there has been several diabetes phar-

macosurveillence studies in the UK and other countries. Currie et al. (2010b) noted that
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T2DM patients using insulin-based therapy had a higher risk of mortality compared to
those on oral combination therapy such as metformin plus sulphonylurea with an HR of
1.49 (95% CI: 1.39-1.59). Soriano et al. (2015) reported an increased risk of mortality
with an increase in the number of prescribed drugs among T2DM patients. The study
did not specify if they included study subjects using antidiabetic drugs only. We there-
fore assume that their study included other non-diabetic drugs. This can also be due to
more advanced T2DM in patients on more drugs in both studies. Toulis et al. (2017)
retrospectively studied all-cause mortality and CVD incidence outcomes in a cohort of
22 124 T2DM patients from the THIN database, January 2013 to September 2015. The
study has validated the results from an earlier study of empagliflozin clinical outcomes,
using the drug dapagliflozin. Both drugs are sodium-glucose contransporter 2 (SGLT-2)
inhibitors. They found out that patients using dapagliflozin had a lower all-cause mor-
tality risk compared to patients not using SGLT-2 inhibitors (adjusted incidence relative
ratio (alRR): 0.5[95% CI: 0.33-0.75]). The data were matched for age, sex, BMI, T2DM
duration and smoking and adjusted for age, sex, BMI, smoking, HbA ., duration of di-
abetes, systolic blood pressure (SBP), lipid-lowering medication, insulin use, estimated
glomerular filtration rate (eGFR), social deprivation index, presence of hypertension

and Charlson comorbidity index.

Zimmerman et al. (2017) studied 105 856 patients from the Cleveland Clinic in Ohio,
US, between 2005 and 2014, and found that T2DM patients with or without a history of
CVD using glucose-like-peptide 1 (GLP-1) receptor drugs, were overall at a lower risk of
mortality and CVD. They adjusted for age, gender, race, income, BMI, LDL, cholesterol,
eGFR, diabetes complications severity index (DCSI), acute myocardial infarction (AMI)
history, cerebrovascular accident (CVA) history, coronary heart disease (CHD) history,
hypertension, smoking status, use of statins and diabetic medications. Their study also
reported that newly diagnosed T2DM patients using GLP-1 had an all-cause mortality
HR of 0.80 [95% CI: 0.47-1.34]) compared to those using other drugs.

Several studies have shown that management of T2DM by intensifying treatment in-
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creases the risk of mortality among T2DM patients (ADVANCE Collaborative Group,
2008; UKPDS Group and others, 1998; ACCORD Study Group, 2008). According to
NICE (2015), intensive treatment is a treatment of a T2DM patient with more than
one drug in the case where monotherapy fails to reduce the HbA ;. level to below 6.5%.
T2DM patients under an intensive treatment have their blood glucose levels more fre-
quently monitored than those on standard treatment. The treatment dosage may also
be increased. For example, in the Action in Diabetes and Vascular Disease: Preterax and
Diamocron Modified Release Controlled Evaluation (ADVANCE) study by ADVANCE
Collaborative Group (2008), patients on intensive treatment were examined every 3

months while those on standard treatment were examined every 6 months.

A meta-analysis by Boussageon et al. (2011) included 13 studies of intensive treatment
performed between January 1950 and July 2010 constituting 34 533 T2DM patients of
whom 60% were men. Intensive treatment was found to increase the risk of mortality by
19% compared to standard treatment. In their meta-analysis, 39% of patients already

had a CVD at baseline which explained the high overall all-cause mortality risk.

Boussageon et al. (2011) reported that using intensive treatment increased the risk of
CVD related deaths among T2DM patients compared to those using standard treatment
(RR: 1.11 [95% CI: 0.86-1.43]). They reported a 43% increase in CVD-caused deaths in
intensive treatment cohort compared to the standard treatment cohort. They also re-
ported that 50% of T2DM patients with myocardial infarction (MI) die before receiving

medication.

In a study by Hayes et al. (2013) from the United Kingdom Prospective Diabetes
Study (UKPDS) Outcomes Model 2 project, based on 5 102 UKPDS patients aged
25-65 years, recruited between 1977 and 1991 and followed up for 20 years, several de-
mographic, risk and event history factors were used to develop a model that predicts the
lifetime health outcomes of T2DM patients. For all-cause mortality, they used logistic
models for patients with complication(s) and proportional hazards Gompertz survival

models in patients with no complications. Blindness and ulcers were found not to be as-
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sociated with mortality. They also reported that smoking was an independent significant
predictor of mortality but HbA . and systolic blood pressure (SBP) were not. Duration
of DM was also found to be significantly associated with mortality. They reported that

about 60% of T2DM patients would have died after 25 years.

Hayes et al. (2013) performed a sensitivity analysis of the risk factors by adding
or subtracting 1 standard deviation (SD) to their values. Increasing/decreasing by 1
standard deviation (SD) the values of risk factors had a significant effect on the life
expectancy of T2DM patients. Increasing SBP by 1 SD decreased the life expectancy
by about 0.5 years while decreasing SBP by 1 SD increased the life expectancy by about
0.4 years. LDL, HbA;., white blood cells count and heart rate were also reported to have
a similar significant effect on all-cause mortality hazard as SBP. A slight increase of the
BMI was reported to cause a serious reduction in life expectancy compared to a slight
decrease, whereas slight change in haemoglobin and atrial fibrillation (AF) were reported
not to have a significant association with life expectancy. Using the UKPDS Outcomes
Model 2 (UKPDS-OM2), they predicted life expectancies of 25.1 years, 17.7 years and
11.7 years for T2DM patients aged 50-54 years, 60-64 years and 70-74 years, respectively.
These LEs were higher than those predicted in UKPDS-OM1 by 5.1 years, 3.8 years
and 1.8 years, respectively (Hayes et al., 2013). When they compared their results with
the UKPDS Outcomes Model 1 (UKPDS-OM1), they reported that UKPDS-OM1 had
higher outcome incidences compared to Model 2 (UKPDS-OM2). They included eGFR,
micro- or - macroalbuminuria, heart rate and white blood cell counts which were not
included in UKPDS-OMI1. In addition, they included the haemoglobin in the Model
2. This was based on the results reported by Go et al. (2006) that haemoglobin is an

independent predictor of mortality in congestive heart disease (CHF) patients.

Jeong et al. (2017) suggested that depression was significantly associated with a higher
mortality risk among 1 043 089 T2DM patients aged 30 years and above from a Korean
database, with a study period between 2003 and 2013. The mortality HRs were high in

all the age groups. The risk was higher among men or young age groups (Jeong et al.,
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2017). The reported total mortality HR accounted with depression was 1.43 [95% CI:
1.41-1.46] compared with those without depression. Depressed T2DM patients, aged
between 30 and 39 years, had the highest mortality HR of 2.81 [95% CI:2.334-3.384]
compared with non depressed T2DM patients. The HR decreased with an increase in
age. The differences in the mortality of T2DM patients with and without depression are

reported to be increasing throughout the 21 years of follow-up.

3.2 Cause-Specific Mortality among T2DM Pa-

tients

3.2.1 CVD-Related Mortality among T2DM Patients

CVD accounts for about 70% of deaths among T2DM patients (Franco et al., 2007).
The excess mortality between T2DM and non-T2DM patients is largely attributed to
CVD (Leal et al., 2008). CVD increases the risk of dying among T2DM patients (HR:
2.2 [95% CI: 1.74-2.84] for women and 1.7 [95% CI: 1.38-2.07| for men) compared with
non-T2DM patients with CVD. T2DM patients aged 50 years without CVD at baseline
were reported to have lived 7.1 and 6.8 years more than T2DM patients with CVD,
in men and women, respectively (Franco et al., 2007). Taylor et al. (2013) found that
T2DM patients with CVD had a threefold increased risk of CVD mortality (HR: 3.28
95%CI: 2.91-3.70), adjusted for smoking, compared to those without T2DM.

The risk of CVD deaths increased with DM duration (Taylor et al., 2013). From a
study of Spanish subjects (2007-2012), 51.9% deaths among T2DM individuals were
attributed to CVD (Salinero-Fort et al., 2018). A GPRD based study of 246 544 T2DM
patients, from 2006 to 2012, by Kontopantelis et al. (2015) showed that those with
macrovascular complications were at a higher risk of dying from CHD (HR: 2.14 [95%
CI: 1.88-2.44]) and cerebrovascular disease (CeVD) (HR: 1.6 [1.41-1.82]). In the same

study, men were found to be at a higher risk of dying from CHD with an HR of 1.5
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[95% CI: 1.33-1.7] compared to women.

Smoking T2DM patients from the UKPDS with a SBP of 180, total/ HDL cholesterol
ranging from 4 to 8, aged 75 years and with an HbA;. ranging between 6%-10% lived
1.2 years less, on average, than non-smokers (Leal et al., 2008). From their findings,
the higher the HbA,., SBP and cholesterol (Total:HDL) ratio the lower was the life
expectancy at any age. Improving modifiable risk factors such as HbA . increases T2DM
patients’ longevity. Kontopantelis et al. (2015) also reported U shaped HRs when plotted
against HbA ., SBP, distolic blood pressure (DBP) and cholesterol. From their findings
the category levels of HbA ., total cholesterol, SBP and DBP with the lowest mortality

risks were 7.25-7.75%, 3.5-4.5mmol /L, 135-145mmHg and 82.5-87.5mmHg, respectively.

3.2.2 Kidney Disease

As discussed in section 1.4.1, chronic kidney disease (CKD) accounts for 11% of deaths
in T2DM individuals (Diabetes UK, 2016b). Wright et al. (2016) showed that renal
failure had a mortality HR of 3.33 [95% CI: 3-3.69] in T2DM patients compared to
those without T2DM. The eGFR can be used to measure the damage to the kidney and
can be used as a predictor of mortality. In a study of T2DM patients, aged 20-89 years
in 2000-2005, from the THIN database (UK), patients with an eGFR > 60mL/min had
the highest survival rates throughout the 11 years of follow up. The lower the eGFR,
the lower was the survival rate (Soriano et al., 2015). However, due to the bad recording
of ethnicity in the THIN database, the study’s eGFR calculated using the Cockecroft-
Gault formula, may have underestimated eGFR, particularly for the blacks (Soriano

et al., 2015).

3.2.3 Dementia

Dementia is a condition in which there is a decline in memory, thinking, behaviour and

ability to carry out day-to-day activities. Dementia can be classified as, Alzheimer, vas-
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cular dementia (VD), dementia with Lewy bodies (DLB), and diseases that contribute
to frontotemporal dementia (WHO, 2017). Kim et al. (2017) study of 749 161 patients
with T2DM only, 388 636 with chronic liver disease (CLD) only, 122 590 with both
T2DM and CLD and 5 080 631 controls with neither T2DM nor CLD, all aged 60
years and above at 2003 to 2005 and followed up to 2013, reported that T2DM alone
increased all-cause mortality among dementia patients (aHR: 1.46[95% CI: 1.45-1.47]).
The presence of both diseases further increased the mortality risk compared with the
control group (aHR: 1.67[95% CI: 1.65-1.69]). They used data from the National Health
Insurance Service of Korea and adjusted for age, sex, classes of national health insurance
system, place of residence, hypertension, dyslipidemia, IHD, CVD, heart failure (HF),
peripheral arterial disease (PAD), chronic obstructive pulmonary disease (COPD), CKD

and depression.

3.2.4 Effect of Lifestyle on Mortality among T2DM Patients

Leal et al. (2008) using the UKPDS Outcomes model, reported that the life expectancy
of a non-smoking T2DM male patients aged 55 years, €55, was between 3.6 and 9.4
years less than UK male general population life expectancy at 55 years, while those
who smoked lived between 5.5 and 11.5 years less. This means that with controlled
modifiable risk factors, the difference in LE was smaller. T2DM patients who smoked
and had an SBP of 120, total/ HDL cholesterol ratio ranging from 4 to 8, aged 55 years
and with HbA . ranging from 6%-10% were found to live 2 years less, on average, than

non-smoking T2DM patients (Leal et al., 2008).

3.2.5 Effect of Ethnicity on Mortality among T2DM Patients

The study by Wright et al. (2016) used abridged period life tables based on Chiang II
method to estimate the life expectancy of T2DM and non-T2DM patients. Wright et al.

(2016) found that those of Asian origin had a lower adjusted mortality due to cancer,
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aHR of 0.43[95% CI: 0.36-0.51] and respiratory disease mortality, aHR of 0.60[0.48-0.76],
compared with diabetic whites. Their study showed that white patients lost more years
of life due to T2DM than T2DM patients of Asian origin and black persons. Wright
et al. (2016) also found that T2DM patients of Asian origin in the UK had a lower
mortality HR followed by Black and then White patients. Interestingly, those of Asian
origin aged 65 years and above, with T2DM had up to 1.1 years more of life expectancy
than their counterparts without T2DM. At the age of 40, it was reported that white
men and women with T2DM loose 5 and 6 years of life expectancy compared to those
without T2DM, respectively (Wright et al., 2016). Wright et al. (2016) reported a lower
adjusted CVD mortality among T2DM patients of Asian origin (aHR 0.82[0.75-0.89])

compared with white T2DM patients.

3.2.6 Other Cause-Specific Mortality among T2DM Patients

Wright et al. (2016) reported that T2DM persons had an aHR of cancer-specific mortal-
ity of 1.63 [95% CI: 1.60-1.67], respiratory diseases (1.84 [95% CI: 1.79-1.89)]), diseases
of the nervous system (1.48 [95% CI: 1.39-1.58]) and diseases of digestive system (2.16
[95% CI: 2.06-2.27]), compared to non-T2DM patients.

3.3 Conclusion

All the existing relevant studies estimated an increased all-cause mortality risk in pa-
tients with T2DM compared to people without diabetes using observational data. All
the studies in Table 3.1 matched T2DM to people without diabetes except for Kim et al.
(2017). However, with the exception of two studies, previous studies did not include the
general practice in matching study patients. Thus, they did not account for risks shared
by patients from the same general practice. Lind et al. (2013)’s unmatched study re-
sulted in having older T2DM patients compared to non-diabetics which may have had

an effect on the increased HR. With the exception of Kim et al. (2017), all the studies
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in Table 3.1 did not adjust for comorbidities. The only adjusted for variables were age,
gender, smoking status or entry year. This can cause the overestimation of the impact
of T2DM on all-cause mortality. In addition, studies by Mulnier et al. (2006) and Taylor
et al. (2013) did not adjust for the duration of diabetes an important variable as their
selection was not at the incidence of T2DM. Severe medical conditions were included in
some studies without adjusting for them which could potentially have caused the HR
estimates to be overestimated. The differences in estimated HR across studies are as a
result of differences in the study population, study period and medical advancements,
and poor adjustment. These gaps could have produced biased estimates of the HRs. This
study will adjust for a number of socio-demographic, lifestyle and medical conditions
(excluding severe conditions) and perform time-variant survival analysis that was not
used in previous studies to estimate the impact of T2DM on all-cause mortality and life

expectancy.
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Chapter 4

Statistical Methods

4.1 Survival Analysis

Survival analysis is a statistical technique used for analysing time-to-event data on study
subjects ¢ = 1,2,3,--- ,n, who are followed up over a period from time of entry up to
Tmaz, OF Until an exit occurs at ¢;. Though the origins of survival analysis are attributed
to the early developments of life tables, it has been used mostly in engineering (Miller
et al., 1998), medical and health fields. Exits are in the form of an event of interest

occurring or censoring.

Censoring means that a subject’s survival time is not known or incomplete. Due to
censoring, classic models (such as standard ordinary linear models) are not appropriate
as they can not handle it. Subjects can be censored in three ways: left, interval and
(or) right censoring. Subsequent chapters will discuss both censored and uncensored

time-to-event data.

In survival analysis, the dependent variable consists of two elements: (1) follow-up
time, t;, and (2) exit status, (; = {0, 1}, where 0 and 1 denote censoring or an event
occurring, respectively. Subjects that outlive the maximum follow-up time become right

censored at T,q.. In survival analysis it is of interest to describe the association of
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a factor(s) of interest (e.g. diabetes) to the time to event, in the presence of several
covariates, such as age, sex and smoking. There are a number of models that can be
used to analyse the relationship of a set of covariates with the survival time. These
techniques include parametric, semi-parametric and non-parametric methods. However,
before we discuss these survival methods we shall discuss survival and hazard functions

as they are key in survival analysis for describing survival time distributions.

4.1.1 Survival Function

Survival function calculates the probability that an event of interest has not occurred
by a given time, t. Let T € [0, 00) be a continuously distributed random variable (r.v.)
that denotes the time of event of interest with cumulative distribution function (c.d.f)
Fr(t) defined as,
Fr(t)=P{T <t} = /tf(s) ds Vt>0,
0

where f(t) is the respective probability density function (p.d.f). Its survival function,
S(t) = (Sr(t), is given by

Sr(t) =1 — Fr(t) = P{T >t} = /Oo f(s)ds Vt>0.

For a positive-valued r.v. T', Fir(0) = 0 and Fr(oo) = 1, implying that S7(0) = 1 and
S7(00)=0, respectively (Bowers et al., 1997). Thus Sy(t) is a monotonous non-increasing

function.

4.1.2 Hazard Function

The hazard function or instantaneous rate of occurrence of an event estimates the po-
tential that an event under study will occur, at time ¢, given that the subject has

survived up to t. In actuarial science and demographics it is better known as the force
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of mortality. It is an alternative characterisation of the distribution of 7', defined as,

P{t<T <t+dt|T >t
A(t) = lim sT<t+otll 2 }
5t—0 ot
The numerator can be interpreted as the ratio of the probability that 7" is in the interval
[t, t+0dt] to the probability of T' > t for a small §¢. The first probability can be represented
mathematically by f(¢)ot and the second as S(t). This reduces A(t) to,
- fB)ot 1 f(@)
At) = lim —— - — = —~=. 1

(1) = Jim, S(t) ot S() ()
Since S(t) = 1 — Fr(t), it is easy to see that A(t) is the first derivative of log(1 — Fir(t)).
Thus, A(t) = —£ log(S(t)). A related quantity is the cumulative hazard function (c.h.f)

A(t). For a continuous r.v. T

Thus,
S(t) = e o MW du — =AW (2)

The hazard function, A(f) is non-negative and can be of any shape. In particular, it
can be a constant, increasing, decreasing, bathtub or bump shaped function. (Klein and
Moeschberger, 2003). If 7" is a discrete r.v. defined at ¢;, i = 1,2, 3..., then A(¢;) is given

by,
q(t;)
S(tii1)’

where q(t;) = S(t;—1) — S(t;). The value ¢(¢;) can be interpreted as the probability
of dying between time t;,_; and t; after surviving for at least ¢;_;. Hence A(¢;) can be

written as,

Sl ) (3)
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Taking note that S(¢) can be defined as a product of conditional survival probabilities,

the survival function of a discrete r.v. can be defined with respect to A(t) as follows

(Klein and Moeschberger, 2003),

4.2 Non-Parametric Models

The hazard function A\(¢) as defined in section 4.1.2, requires a p.d.f to be known. How-
ever, in empirical data analysis, the p.d.f may not be known and needs to be estimated.
Several non-parametric estimators are available among which the Kaplan-Meier estima-
tor (KME) is the most popularly used estimator. Another often used estimator is the
Nelson-Aalen estimator (NAE), that estimator can be used to estimate the cumulative
hazard function A(t). These estimators can be used to compare survival experience of
two or more groups of study subjects and to obtain univariate descriptive statistics for

survival data, including the median survival time.

Popular descriptive statistics used in survival analysis include the mean hazard rate,
X. However, X\ does not provide rates at a particular point in time of the study for the
comparison of the groups under study. The KME is a solution to the limitations of these
descriptive statistics. It estimates the survival probabilities at time point ¢ using the

product limit formula.

Let N; denote the number of subjects at risk and d;, the number of subjects experi-

encing an event at time ;. The KME is defined as

St =] (1 - %) (5)

t; <t
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In the case of uncensored data, N; = N;_; — d;_; while in the case of censored data,
N; = N;_1 —d;_1 — C;_1 where C; is the number of censored subjects at a time ¢;. The
variance of the KME may be derived from several different approaches. One often used
approach is the deltamethod. 1t uses the first-order Taylor series expansion. Hosmer
et al. (2008) clearly discussed the computation of the variance of S(t) by first log-

transforming the KME to give the variance of the log of the survival function as,

—_— A dl
var[ln (S(t))} R D — (6)
i Ni(Ni - i)
The most used and “traditional” formula derived from another application of the
delta method calculates the variance of the exponentiated variable. Given a variable

X, its mean denoted by px and variance Var(X),

Var(ex) ~ (e“X>2 - Var(X).

Re-writing S(t) as exp[In [S'(t)]] and letting pux be approximated by In [S’ (t)] and
Var(X) be given by equation (6), the familiar Greenwood’s formula (Hosmer et al., 2008;

Kleinbaum and Klein, 2012) for the pointwise variance of S(t) is obtained:

Va[$)] = (3)2- 3 —

Li<t m (7)

The KME is asymptotically normally distributed and we can therefore compute its
pointwise confidence interval (CI) using (7) and the z;_,/o critical values. However, it
is known that this approach may lead to ClIs having values outside the range [0,1].
In addition, Hosmer et al. (2008) reported that the normal approximation may not
hold for small to moderate sample sizes. Kalbfleisch and Prentice (2002) solved the

problem by suggesting that the CI should be based on taking the log of -log (S(t)). This
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transformation has a range (-oo, 00) and maps to [0,1]. Letting 2(t) = log [ —log (S’(t))},

I 1 | d;
Var ()] = [log (S'(t))} 2 tzgt I (Ni - di) - (8)

Using (equation (8)), the CI for ©(t) is given by,
D(t) £ 210 - Var(2(t)).

Denoting the lower and upper bounds of this pointwise CI by C; and C,,, the CI of S (t)

is found by the back transformation as (Hosmer et al., 2008),

(exp(— exp (C,,)) , exp (— exp (él))> 9)

In non-parametric survival analysis, one has to consider testing the differences of survival
functions across p groups. To test Hy : S; = Sy = S5 = --- = .S, against the alternative
H, : S, # S for some g # h, g,h =1,2,--- p, the log-rank statistic (LRS) is used with
one group arbitrarily chosen as the reference group. Let O, and E, be the numbers of
observed and expected events in group g, under Hy, tyw), w =1, 2, - - - |k, be the distinct
failure times and ngg.), dgw) and ey, be the risk set, number of observed failures
and expected number of failures in the gth group at the wth ordered failure time,
respectively. Assuming the same survival in p groups and denoting n,) = Zzzl Ng(w),
diw) = 25:1 dg(w) and eg(y) = (&)(dg(w) + dp(w)) (Kleinbaum and Klein, 2012).

Mg (w) TRg(w)

The difference between observed and expected numbers of failures is,

Denote also by O = (01,04, -+ ,0,) and E = (Ey, Es, - - - , E,) vectors of observed and

expected values of numbers of failures in the p groups and denote,

u=(OFE,,OF,,--- ,0E, ;)
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with (p — 1) x (p — 1) covariance matrix V constituted by the variance of OE,, v,,, and

covariances vy, = Cov(OE,, OFE},) calculated as,

k
Ng(w) (M) — Ng(w)) dg(w) (W) — d(w))
Ugg Z 2w

) (nw) — 1) ’
k
—Ng(w) Mh(w)df (M) — d(w))
p— h
Vgh ntw)(nw) — 1) 97
w=1 (

then the log-rank statistic (LRS) for p groups is defined by
LRS =u'V'u (10)

and has a X]%_l distribution under Hy. The LRS is based on assumptions similar to
the Kaplan Meier survival curves: (1) censoring is independent of prognosis, thus, the
survival patterns of the groups under study are the same, (2) the survival probabilities
are the same for subjects recruited early and late in the study, implying that the hazard
functions for the groups are proportional, and (3) the events happened at the times

specified.

Other tests used to compare survival curves include the Wilcoxon, Tarone-Ware, Peto
and Flemington-Harrington test. These are variations of the LRS derived by applying
different weights at the wth event time. The general weighted LRS test is given by
(Kalbfleisch and Prentice, 2002),

<Zﬁ:1 1t w)) (dgw) — €g<w>>>2
o’ ( v N w) ) (dg(w) — %(w))) |

LRSweighted =

For the alternative test statistics, the weights 1(t,)) are defined as
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Method N(tw))

Wilcoxon nw)
Tarone-Ware nw)
- ng+1—d,
Pet S(tw) = ’
cto ( ng + 1 )

Flemington-Harrington S(t(w) )71 —S(t(w) K

When 7(t))=1 or p = 0 and v = 0 in the case of the Flemington-Harrington (FH)
test, LRSyeighted Teduces to the LRS test. The Wilcoxon and Tarone-Ware tests puts
more weight to the earlier event times. The Peto test uses the survival estimate 5(t.))
which is calculated over all the groups under the study, while the FH test uses the KME
S (t(w)). The Peto and FH tests are more flexible than the Wilcoxon and Tarone-Ware
tests. In the case of the FH, if p = 1 and v = 0, more weight is assigned to the earlier
survival times when S (t(w)) is closer to 1. If p = 0 and v = 1, more weight is assigned

to the later survival times.

The choice of the test statistic depends on what period of study the effect of an
exposure is believed to be more pronounced or whether one believes that hazards are
non-proportional. Kalbfleisch and Prentice (2002) suggest that one should make an a

priori decision on which statistical test to use rather than fish for a desired p-value.

4.3 Semi-Parametric Models

Even though the KME estimates the survival function, it does not adjust for confounding
variables. Its limitations can be addressed by semi-parametric models. By design, semi-
parametric regression models have a fully parametric regression structure but leave the
functional dependence on time unspecified (Hosmer et al., 2008). Of interest in our

research is the Cox proportional hazards (PH) model.
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4.3.1 Cox proportional hazards (PH) model

The Cox PH model makes fewer assumptions than fully parametric models and it allows
for comparisons of survival times of two or more study subject groups while adjusting
for several covariates. In addition, unlike the parametric models, it does not make as-
sumptions about the baseline hazard function. The Cox proportional hazard (PH) model
assumes that the hazard functions are proportional over time (that is, it assumes a con-
stant relative hazard). If we let X = (X, X3, X3,---,X,) be the covariate matrix in
the Cox PH model and B = (81, 2, s, - - - , 5p) be the effects of each covariate, then the

hazard function at time ¢ is modelled as
AL X) = M(t) - X P, (11)

The baseline hazard function A\g(¢) is independent of covariates presented on the right
hand side of the equation. The advantage of the Cox PH model is that one need not
to worry about the baseline hazard Ao(¢) when comparing two or more groups as the
hazard ratio does not depend on Ay(t). Given two study groups with covariate matrices

X and X*, the hazard ratio is given by,

AR = exp li: Bi(X; — Xi)] . (12)

The general survival function for the semi-parametric model, given a vector of parame-

ters 8'=(B1, B2, - - , Bp) and matrix of covariates X, is defined by (Hosmer et al., 2008),

S(t,X, /3) — 6—T(X,B)~A0(t) — [e—AO(t)]T(Xvﬁ) _ [SO(t)}T(XUB), (13)

where (X, 3) is a regression function for covariates X and Ay(t) is the cumulative base-
line hazard function. The Cox model has the regression function r(X,3) = exp(X'S3),

so that equation (13) becomes,

st X, 8) = [so(t)] " X9, (14)
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To estimate the coefficients 3, Cox(1972) proposed the use of partial likelihood function.

This function, assuming that there are no time-tied events, is defined by

exp (X; 6) Gi

LPIB = |: / )
) it L e exp (X58)

where R(t;) is the risk set at time ¢;. The above equation can be modified to include

subjects with (; = 1 only, giving

i exp (X}3)
I —
P<’3) H ZjGR(t(i)) exXp (X;ﬁ)

with m denoting the number of failures and for ordered failure times #(1) < t(2) < t(3) <
-+ < by, with £(, being the last failure time. Differentiating [, = log(L,) with respect

to Bk, k =1,2,--- ,p yields (Hosmer et al., 2008),

9,(B)
IBr

i ZjER(t(i)) Ljk - epr; B
Tik — 15
i=1 ZJ'ER(tm) epr;- B (15)
{x(ik) - fw,-k},

where x(;) denotes the value of covariate w;, for the subject ¢ with observed ordered

U(B) =

M

=1

survival time ¢(;y and

Tk = Z 1:(B) - Tk, Where

JER(t(;))

eX;‘ ﬁ

ni;(8) = -
X
ZjER(t(Z)) e /8

Through numerical methods such as the Newton-Raphson algorithm, 8 can be obtained

through n iterations as:

A(n+1) ~ —
a

B8 = 8" 4 var(3™)u(s™).
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The iterative process starts by initialising B(O) = 0. The process is repeated until there
is stability in the partial log-likelihood; lp(ﬁ( ) =1 (5 ) .The variance of estimates
A is computed from the observed information matriz, I(3), evaluated at B. I(B)isap

X p matrix defined as,
0%1,(B)

I(/B):_ 8ﬂ2 ’

(16)

whose diagonal elements are computed from

Z Z 771; x]k_jwik)z

=1 jeR(te))

and off-diagonal entries are given by

*1,(B m
35kaﬂl Z RZ 15 (B) (@i = Tue) (0 = Tua)-

Hence the covariance matrix of the maximum partial likelihood estimator B is given by

the inverse of I(3) given in equation (16) as

To assess the significance of the model, several methods can be used which include the
Wald test, the score test and the partial log-likelihood-ratio (LR) test. In LR test, a
comparison is made of nested models, I, and l,_; to assess the significance of including

k covariates in the model, given p — k covariates. The LR statistic is calculated as

LR =2 [lp(Bp) - lp—k(:ép—k)]- (17)

The LR has a x; distribution with & degrees of freedom.
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4.3.2 Assessment of the Cox Model

In modelling the data, the main goal is to develop a model that best fits the empirical
data. Methods used to assess the adequacy of a fitted PH model are similar to those
for other regression models. These include subject-specific diagnostics evaluations on
leverage and influence on the fit of the PH model and computation of the goodness-of-fit

measures. Additionally, the PH assumption needs to be tested.

Residuals are central in assessing the adequacy of regression models. In survival anal-
ysis, the definition of a residual is different from the other regression models due to
censoring, time-to-event as the outcome variable and the use of partial likelihood. This
makes it more difficult than in other regression models. However, several residual defi-

nitions have been developed to evaluate aspects of a fitted PH model.

The Schoenfeld residuals, 7, developed by Schoenfeld in 1982, of the kth covariate

for the ith subject are derived from equation (15) again are given by

R T(ik) — Twik, Mi=1
ik = )

0, ni =0 (18)
ZjeR(t(i)) Ljk * €Xp (X; ’ 6)
ZjER(t(i)) exp (X; ' '6)

where Z,, =

The Schoenfeld residuals, 7k, are defined on the non-censored subjects just as the com-

ponents of the likelihood equations of 3. Therefore, for the residuals,

> fw=0,

since 3 is calculated by equating equation (15) to zero. Grambsch and Therneau (1994)
introduced the scaled Schoenfeld residuals calculated from scaling the Schoenfeld residu-
als by their variances. The scaled Schoenfeld residuals provide a better diagnostic power.

Let #) = (751,72, - - - ,73) be the vector of p Schoenfeld residuals defined in equation (18)
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for the ith subject. Given a p x p covariance matrix of the residuals for the ith subject,

the vector of the scaled Schoenfeld residuals is given by
71 = [Var(?,)] - 7

Grambsch and Therneau (1994) also suggested that [Var(#;)]™! can be approximated

by m - Vér(,@). With m being the number of failing subjects, they proposed to have

7 =m - Var(8) - #;. (19)
There are also other types of residuals that can be used, which include the martingale,
deviance and score residuals. For a clear understanding of these one can refer to Hosmer

et al. (2008).

Assessing the PH Assumption

The PH assumption is important in the interpretation and use of the fitted PH model.
To assess the model, Hosmer et al. (2008) recommended (1) computation of covariate-
specific tests and (2) scaled Schoenfeld residuals plots. The results of (1) and (2) should
support each other. The evaluation examines the extent to which log [A(t, X, ,6)] func-
tions of g groups are equidistant from each other over time, ¢. The proportional hazard
(PH) assumption defines the model as a function of time and states that only the baseline
hazard is important in assessing the variation over time (Hosmer et al., 2008). Gramb-
sch and Therneau (1994) proposed an alternative to the Cox model that allows for the

effect of covariates to change over time. Coefficients of the Cox model are modified by,

Bi(t) = Bj + 95(t) , (20)

where g;(t) is a specified function of time, t. Using equation (20), Grambsch and Th-

erneau (1994) showed that scaled Schoenfeld residuals in equation (19), for the jth
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covariate at time ¢, have a mean approximated by,
E[r;(8)] = ;- 9;(2).

Plotting 77(¢) over time may be used to visually assess if 7; = 0 and if not, what form
of time dependence g¢;(t) may have. Function g;(t) may be defined as t,In(t), S e (t)
or rank(t), where Sg(t) is the KME of the survival function. The PH assumption is
satisfied if residuals against g;(t) are randomly scattered around zero. When the PH

assumption has been violated, extended Cox models can be used.

Extended Cox models

Extended Cox models include the stratified models and time-variant effects models with
or without time-variant covariates. In a stratified Cox model, violating covariates are
used for stratification. In the case of more than one violating variable, these variables
can be combined into one new covariate that is then used for stratification. This will

result in g hazard functions where g is the number of levels in the stratified covariate.

Time-variant effects Cox models are based on effects that change with time. The
assumed function of time is informed by scaled Schoenfeld residuals plots. For the time-
variant covariates Cox model, each covariate is updated at selected points in time during
the follow-up period. All these and other available models that include accelerated failure
time models are discussed in detail by Hosmer et al. (2008),Klein and Moeschberger

(2003) and other survival analysis books.

4.3.3 Estimation of the Baseline Survival and Hazard Func-

tions

Most software packages provide the estimation of the baseline survival function, Sy(t).

According to Hosmer et al. (2008), the method used is to mimic the arguments that
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lead to the KME of the survival function. Thus, the quantity &; = 1 — d;/n; is the key
estimator of the conditional survival function at observed ordered times ;. Using the

fact that a; = S(¢;]t;_1) = S(t;)/S(t;i—1) and denoting ag; = So(t;)/So(ti—1) we have,

o aexp(X//B) .

e

St X.B) _ { Solta) rp(x/ﬁ :
S(ti-1), X, B) So(t-1))

Using the maximum likelihood methods conditioned on B and letting 6, = XB , the

conditional baseline survival probability is estimated by solving,

Z 01 él — Zél; (21)

len; L — Qg ier;

where D; denotes subjects at risk with survival times, equal to ¢; and R; denoting the
subjects at risk at the ordered survival time ¢; (Hosmer et al., 2008). In the case of no

tied survival times, the solution to equation (21) is given by,

~

6 1%
ZleRi 00

In the case of tied survival times, Equation (21) is solved by iterative methods. The

estimator of the baseline survival function is then given by,

Baseline hazard functions can also be estimated from the conditional survival probabil-
ities as,

~

ho(tuy) = 1 — duy,

but these individual pointwise estimators are typically very unstable. The solution to
this is the cumulative baseline hazard function because it is less noisy. It is computed

as,

A ~

Ho(t) = —In[So(t)];
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and

H6,X,8) =~ [3(4, X, 3)] = X B [So(t)].

4.4 Parametric Survival Models

These models make use of classic parametric distributions with parameters dependent
on selected covariates. Usually the shape parameter is kept constant while the scale
parameter depends on the covariates. This general approach assumes time-invariant
effects. For time-varying effects, the shape depends on covariates whose effects are time-
variant. Generally, any distribution defined for ¢ € {0, 00} can be a survival distribution.
For distributions defined on z € {—00, 00}, survival time can be defined as t = exp(z)
(Rodriguez, 2010). Table 4.1 gives the survival and hazard functions for the exponential,

Weibull, Gompertz and log-logistics distributions often used in survival applications.

Table 4.1: Survival and Hazard Functions

Distribution  S(t) A(t)
Exponential e~ !
Weibull e~ (@) atutvt
Gompertz emv(e =1 vae®

isti gl /e
LOg—LOngth [1 + (t/Oé) ] 1-— W

4.5 Survival Models with Frailty

Frailty models are extensions of PH models which incorporate unobserved random ef-
fects. These models add a multiplicative frailty random effect to the PH model. The
frailty random effect is usually drawn from power variance distribution functions. These
distributions are a subfamily of the exponential family and they have a special mean-
variance relationship. Given a r.v. Z from a power variance distribution G(z) having

parameters u = E[Z] and ¢ = o? the dispersion, its mean-variance relation is of the
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form Var(Z) = ¢u”. The parameter 7 € {—o00, 00} is the power parameter. A univariate

frailty in the Cox model setting can be introduced as,

A(t[X,8,2) = ZA(t)eXB

= ZA(X).

Then the population survival function can be calculated from the conditional expecta-

tion

S(tX) =E[S(tX,8,2)]
= E[@—ZAWX)} (23)
= Lirans(A(t]X)),
where Liyqns(A(t]X)) is the Laplace transform of Z at A(¢|X). The gamma distribution
is a popular choice for frailty distribution G(z), with shape parameter 6 and scale
parameter ¢ for identifiability, because it is convenient for computational and analytical
analysis, as it is easy to derive the survival, p.d.f and the hazard function in closed form.
Its mean E(Z) = 1 and Var(Z) = 1/6. However, it assumes late time events.
Under the frailty model, an individual is at high risk of an event if Z > 1 and lower risk
if Z < 1. In a shared frailty model, every subject ¢ in cluster j has a shared risk Z;.
When frailty latent variable Z; follows the Gamma(0,6) distribution, the conditional

survival marginal function is
. 1 _
S(t1X) = [1+ ZA(HX)] ° (24)

The estimates of 0,4, A(t|X) are then obtained using the expectation maximisation
(EM) algorithm. EM algorithm is the main method used for estimation in frailty models
under frequentist approach (Wintrebert, 2007). It also provides means of maximizing

complex likelihoods.
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4.6 Parametric Double-Cox Model with Frailty

In this model, the latent variable, Z, is assumed to be from a gamma distribution and
the hazard function, A(t), is from a Gompertz or Weibull parametric distribution. In
the study, A\(¢) was assumed to follow the Gompertz distribution, selected as the “best”

fit, with v and « as shape and scale parameters. Denoting
o = aexlﬁscale and v* = Uexlﬁshape’

the cumulative hazard A(¢|X) is

*

A(X) = S (et — 1),

U*
Thus, the model can be written as follows,
At|X, Z) = ZA(t|X) (25)
Parameters of the Cox model with frailty are estimated through the marginal likelihood

function which can be written as (Wintrebert, 2007),

Dj+26 . . . . \\1—D;
o= [T ) PO O B M XL,

j?i

for each subject ¢ in cluster j with D; = ). d;; where d;; € {0,1} is an event indicator.
This model with re-parametrised parameters given above was first introduced by Begun
et al. (2019) who then developed an R package for the model that can be accessed on
the GitHub (Begun, A. and Begun, F., 2022). By re-parametrising the scale parameter,
Begun et al. (2019) allowed for the inclusion of variables with time-varying effects in their
model. Their program uses the bootstrap method to calculate the ClIs of the estimates.

It currently models hazards with Weibull or Gompertz functions.
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4.7 Life expectancy calculation

By their design, survival models calculate survival probabilities conditioned on the indi-
vidual being alive at the time of entry. Thus, S (t,X,3) = 1 at entry. By definition, life
expectancy, €., is the expected remaining life of a person at a given age. It is the integral

of the conditional survival probabilities up to the maximum age, w. Mathematically,

) [75@t,X,3)dt

xBTS X )
The calculation of the life expectancy was implemented in the R Shiny App that I
developed which can be accessed online (Ncube, N, 2022). The application makes use
of predefined R functions such as integrate. Life expectancy and survival probabilities
ratios can then be calculated by dividing the respective values for people with T2DM

and without diabetes.

4.8 Model Assessment

The assessment of the overall performance, discrimination and external validations of the
final models was performed using Harrell’s concordance statistic, Negative likelihood,
and Akaike information criteria (AIC). In reality, goodness-of-fit statistics may be highly
sensitive to influential data points and hence it is a good practice to assess models using
more than one statistic. There are several goodness-of-fit statistics that can be used,
but the study has made use of these three because they are widely used and are the
only goodness-of-fit statistics implemented in the parametric-Double-Cox model with

frailty package by Begun, A. and Begun, F. (2022).
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4.8.1 Harrel’s concordance statistic

The Harrel’s concordance statistics, C'y, in survival Cox models was popularised by
Harrell Jr et al. (1996) and it has been reported to be the most frequently used measure
of goodness-of-fit in survival models (Therneau and Atkinson, 2020). The concordance
is defined as the fraction of concordant pairs. Thus, it is the probability that predicted
values are ordered in the same direction as the observed values for all combinations of
pairs of subjects. By interpretation, for a Cox model if the risk score X3 is lower, the
predicted survival é is longer and hence the definitions of concordant and discordant
pairs are flipped. Let C,D,T,,T, and T,, be a count of pairs that are concordant,
discordant pairs, tied pairs on the predictor values (and not on observed values), tied
pairs on observed but not predictor values and tied on both, respectively. Using Somers’

d statistics
B C—-D
 C+D+T,

the concordance is defined as (d + 2)/2 with d € {0,1}. A concordance of 1 stands
for a perfect discrimination between two randomly selected subjects (Therneau and
Atkinson, 2020). A value below 0.5, over 0.7 or over 0.8 indicates a very poor, good or
strong model, respectively. Cy is asymptotically normally distributed and its 95% CI
can be calculated as Cy & 1.96 % o /y/n where n is the sample size (Uno et al., 2011).
The Somers’ d ignores ties in observed values but gives a score of % to pairs tied with
predictor values and not tied in observed values. In survival analysis, pairs that cannot
be ranked with certainty are also ignored, for example censored people at a given time.
For stratified models, observations in different strata(s) are also ignored. One of the
advantages of this statistic is that, it is well defined not just for survival models, but

for logistic and ordinary linear regression also (Therneau and Atkinson, 2020).
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4.8.2 Negative Log-likelihood

The negative log-likelihood (neglLogLik) is a cost function that is used as a loss for
machine learning models. It can be used to assess the performance of the model. This
is calculated by multiplying the partial log-likelihood explained in Section 4.3.1 by -1.
A penalisation ¢ (a positive tuning parameter) can be added in the loss function in
minimising the negative log-likelihood to estimate effects as min(—,(3)+ %) The lower
the neglogLik, the better model performance when compared to another comparable
model. Thus, the less the number of censored subjects, the better the predictive power

of the model.

4.8.3 AIC

AIC is the other mathematical method used to evaluate how well a model fit the data.

AIC is defined as (Akaike, 1974),
AIC = 2(~1, + p),

where p, the penalisation factor, is the number of coefficients estimated. AIC becomes
non-zero as the sample size increases. The lower the AIC the better the model when

compared to another model.

4.9 Handling Missing Data

Data usually include missing values of importance to the modelling of specific risk
factors. This section discusses several methods that have been used to handle missing
data. Addressing the challenges of missing data began around 1987, although there
were influential attempts before then (Graham, 2009).The first two monographs on the
subject were written by Roderick and Rubin (1987) and Rubin (1987) (Graham, 2009).
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The underlying motive of data imputation is to improve uncertainty and reduce biases.

However, before any data imputation, it is important to understand why data is missing.

4.9.1 Missing Data Mechanisms

Knowing why data are missing helps in choosing the proper data imputation method.
Let Y be a matrix with p covariates for n subjects. Define a missing values indicator n
x p matrix, M, with entries my, € {0,1} for each k" variable, k = 1,2,3--- | p for the
i'" subject, where 0 indicates a missing value and observed and missing data by Y g,
and Y,,;ss, respectively, such that Y = Y 55 U Y,,iss. There are three main reason why

datasets may have missing values.

Missing completely at random (MCAR)

Data is said to be MCAR if and only if the probability of missing values is the same
for all cases. This implies that the causes of the missing data are unrelated to the data.
Thus,

P(M = 0|Y ops, Yimiss) = P(M = 0).

Missing at random (MAR)

Data is said to be MAR if and only if the probability of missing values depends on other

observed variables,

P(M = 0|Yobsa Ymiss) = P(M = 0|Yobs)-
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Missing not at random (MNAR)

Data is said to be MNAR if the probability of missing values depends on the behaviour

of the subjects even after other observed variables are taken into account. Thus,

P(M = 0’Y0b37 Ym'iss) = P(M = O‘Yob& Ymiss)-

4.9.2 Techniques for Handling Missing Data

Excluding Missing Data

It is the most commonly used technique. It includes complete-case analysis and available-
case analysis. In complete-case analyses, all cases with missing data are excluded. It can
be used without loosing any information if data is MCAR and missing data is less than
5% (Graham, 2009; Rubin, 1987; Roderick and Rubin, 1987). However, it may lead to
loss of power and to biases if the subjects with missing data differ systematically from
subjects with non-missing data. More cases with missing data are inevitably excluded
in models with many variables. Graham (2009) promotes the use of better methods

regardless of proportion of missing values.

In available-case analysis, different aspects of a study are analysed using different
subsets of the dataset. A drawback of this method is possible inconsistencies in the
different analyses. This method also arises when variables with missing data are excluded
from the analysis (complete-variable analysis). This may lead to omission of important

variables in the study.

Simple approaches that return all data

Rather than excluding subjects with missing data or excluding variables with missing
data, simple imputation can fill missing values. Methods include imputation using mean

or median, last-value carried forward, information from related observations or nearest-
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neighbourhood information, indicator for missing unordered categorical variable data
and imputations based on logical rules. This may result in distortion of the distribution

of imputed variables.

Random Imputation of one variable

1. Simple random imputation This method ignores useful information from other
variables in Y and imputes missing data in a variable Y,,;ss C Y using randomly

selected values from its observed set of values.

2. Deterministic imputation by regression This method regresses Y,,;ss on other
fully observed variables on Y,,. The missing data is then imputed using the

predicted values from the resulting model.

3. Random regression imputation This method builds up from the deterministic
imputation by regression approach. This method handles uncertainty by adding

the prediction error into the model.

Imputation of several missing variables

In reality, more than one variable may have missing values. Hence the values of all
variables need to be viewed as a multivariate outcome whose elements are subject to
missing data. Routine multivariate and iterative regression imputations are methods

used in this technique.

1. Routine multivariate imputation imputes missing data in several variables by
fitting a multivariate model. In practice, readily available models are used such as

multinomial distribution or ¢-distribution for continuous outcomes.

2. Tterative regression imputation builds on the univariate methods discussed in
the previous section by performing iterative regressions on the variables with miss-

ing data. The imputation is performed by first initialising the missing data in Y ;s
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and then regressing Y; by other variables in Y,,;ss and Y 5. Missing predictor val-
ues in Y,,ss are replaced with current imputed data in subsequent regressions
until approximation converges. This method allows for inclusion of interactions
and is easier to understand than most joint modelling methods. However, it re-
quires consistency of separate regressions. Its limitation is that the outcome will
not, in general, correspond to any joint probability model in the imputed vari-
ables. Simple diagnostics can be made by comparing histograms and scatter plots

of the variable’s observed and imputed data.

4.9.3 Multiple Imputation (MI)

This method is based on the Monte-Carlo (MC) method and uses observed data to
impute missing data. Rather than having one imputed dataset, multiple imputations can
be done on the missing data to reflect uncertainty of the model. Statistical analysis are
performed on each imputed dataset. The estimates are then pooled together using the
Rubin’s rules to give the final estimates and their confidence intervals. The two popularly
used methods are the joint modeling (JOMO) and fully conditional specification (FCS)

multiple imputations.

JOMO assumes that data can be described by a multivariate distribution. The most
widely used distribution is the multivariate normal distribution. Since missing data can
occur in any of Y s variables, the distribution from which imputation is to be drawn
differs from row to row. The FCS also known as chained-equations method requires an
imputation model for each incomplete variable. It then imputes each incomplete variable

iteratively. The MI process can be represented graphically as,

Using the Rubin’s method, the estimate 5 = 3 (Yobs; Ymis) is obtained from m im-

puted data analyses as the mean
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Imputation Analysis Combination
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Figure 4.1: Multiple Imputation Algorithm

The variance of fy; is calculated using estimates of the average of within-imputation

variances (V%) and the between-imputation variance (V?) given by

s 1 <. .
\Y% —E;Vl
. 1 L, _
vb:m;(ﬁi—ﬁ)z

The pooled estimated variance of [y is given by

~ 1. .« _
0'2M1 = (1 —|— —)Vb —|— Vw.
m

The distribution of B w1 is approximated by the t-distribution as follows,

(Brir — B)

o MI(BMI)

~ tv7

with the degrees of freedom v given by

~

b= (m—1)[%)r.

The total pooled variance, o:2M1 = T,, of the estimated effects on the imputed data
is dependent on the number of imputations, m , and the percentage of missing values v

when compared to the ideal total variance, T, as shown in equation (4.1) (Van Buuren,
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2018),
Tp=(1+ ) Ta. (4.1)

In each imputation, iterations are performed until it appears a convergence has been
achieved. Although no more than 5 iterations are usually necessary, additional iterations
can be performed if it appears that the average imputed values have not converged. Ac-
curacy of imputations depend on the information in the dataset. Thus a dataset of
completely independent variables with no correlation will yield inaccurate imputations.
Earlier researchers recommended 3 to 5 imputations while others suggested 5 to 10 im-
putations to be sufficient (Austin et al., 2021). However, an analyst is ideally interested
in selecting m such that the pooled estimated coefficients and standard errors would not
vary much across repeated applications of multiple imputations (Austin et al., 2021).
Several imputation packages are available in R software which include mice, jomo,

pan, amelia, mi, Himsc and missForest. In this study the jomo packed was used.

4.10 Conclusion

In this chapter, survival techniques relating to this study have been discussed together
with imputation and model assessment methods to be used. In particular, the parametric
double-Cox model with frailty was discussed and will be used in this study with A(%)
being a reparametised Gompertz hazard function with v* and o* as parameters. The

following chapter describes the research methodology.
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Chapter 5

Study Methodology

5.1 Data Source

This observational matched cohort study is based on the United Kingdom (UK) EHR
data from The Health Improvement Network (THIN) database owned by Cegedim.
The database was set up in 2002 and stores pseudonymised patient records. These
records are regularly collected from all the general practices that use the Vision clinical
system that was developed by the In Practice Systems (INPS). The collected data is
then submitted to Cegedim and access to the data is provided by Quantiles IMS. The
THIN data can be acquired in two ways. The user can either apply for a subset of the
database or full database which can be granted after approval and having paid for data.
For research users holding the full database, each research study has to be approved by
the THIN Scientific Research Council. This research project (THIN Project ID TL038)
was approved by the Scientific Research Council (Approval Number 16THIN095). The
research protocol is appended in Appendix F. In addition, the study was ATAS cleared
(ATAS certificate reference number 282753).

According to QuintilesIMS (2017) as at the end of December 2016, over 730 practices
had contributed to THIN database and 385 Vision practices were active. As of January

2017, THIN had data from over 711 practices with a total of 15.6 million patients of
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whom over 3 million were registered with active practices and could be prospectively
studied (QuintilesIMS, 2017). The remainder are said to have either left the practices
or were deceased. Most of these practices have contributed data for more than 20 years
and THIN presents a longitudinal view of the population of UK (QuintilesIMS, 2017).
Active patients in THIN represent about 6% of the total UK population. The following

sub-sections will describe the THIN database schema and discuss its relevance.

5.1.1 Data Structure

THIN is made up of seven main tables and eight look-up tables. Figure 5.1 shows the
main seven tables of the THIN database and their description. The eight look-up tables
in the THIN database are staff, postcode variable indicators (PVI), pack size, drug codes,
dosage, medical codes, anonymised comments and Additional Health Data (AHD). The

description of these look up tables is provided in Table D.6.

PRACTICE

]
I Provides nformation for each practice which include
| computer gation date, AMR dae, Vision dae, lzst collection I
| date, country code, current status and practice ID

| I Provides demographic information of each paient in
1} addition to sex age and registration date & includes patients
I Istat and end dates weght and heght nformation and
1 Lrecent smoking and alcohol status nformation

Provides information of each patient and regigtration detaiks
PATIENT which include patient 1D, sex, DOB, registration date, transfer
date, marital status death date, integrity flag and practice ID

DEMOGRAPHY

Provides medical information of each patient which includsl I Provides types of therapies given to a paiert for each
symptoms, diagnoss and interventions. Variables stored arey | medical conditions. Variables stored are practice ID, patient
event date medical code, practice id, patient id, staff id || ID, drug code, dosage code, BMNF code, staff id and location of

amang others. 1 Eons..l Eation among others.

Prowides agdmonal data  on We  yk,  prevertaive | I ''''''''''''''''''' -

ADDITIONAL healthcare, immunisations, test results and death details I I Provides a record of each practice’s consultations Variables)

L E0RE R B S Var@bles stored: practice 1D, patient ID, AHD code, medical ! Istored nclude practice |0, patient I0, consukant |0, staf 10, e lEIEIR P
(AHD) code, staf id, consuk ID evert dae and locaion Df! H duraion, event date and consukation type

ap

MEDICAL

Figure 5.1: Description of the Main Seven Tables in the THIN Database

5.1.2 Relevance of The Health Improvement Network (THIN)

The use of EHRs has been a pivotal advancement in epidemiological studies. Several

studies have reported that THIN generalises to the UK population with respect to
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demographics and crude prevalence/ rates of major events which include major medical
conditions and death (Blak et al., 2011; Lewis et al., 2007). Lewis et al. (2007) in
a validation study of THIN reported that the THIN’s data collected outside of the
General Practice Research Database (GPRD) was as valid as the GPRD data.

In a comparison study between THIN and the UK population, the difference of the
total crude prevalence of major conditions was -0.1 percentage points, Blak et al. (2011).
The crude prevalence for diabetes mellitus (DM), cancer, coronary heart disease (CHD),
chronic kidney disease (CKD), chronic obstructive pulmonary disease (COPD), demen-
tia, stroke/transient ischemic attack (TIA) and heart failure (HF) were reported to be
3.5%, 0.9%, 2.5%, 1.6%, 0.6%, 1.9% and 0.9% in the THIN database compared, to 3.7%,
0.9%, 3.7%, 2.3%, 1.5%, 0.4%, 1.7% and 0.8% in the UK population, respectively.

According to Blak et al. (2011), the percentage distribution of THIN patients with
respect to sex and age group in 2009 was similar to the UK population. For the younger
ages it was reported that the maximum difference was about 1 percentage point among
males aged 20-24 years. With respect to exit information (deaths and transfers), Hall
(2009) reported that THIN death data was reliable. Hall (2009) also pointed out that
the transfer-out dates were usually later than death dates. However, they reported that
the cause of death was not always recorded electronically. Table D.5 in the Appendix

summaries the strengths and weaknesses of using THIN data.

5.1.3 Justification of using THIN

As discussed in the previous sub-section, the THIN database is clearly suitable for
the study of longevity and morbidity risks in the presence of type 2 diabetes mellitus
(T2DM). The database represents 6% of the UK’s population, its strengths outweigh
its weaknesses and its population age range is appropriate for studies related to T2DM.
In addition, the crude prevalence of the main health conditions is similar to the UK

general population. Hence the results of the study will be relevant, reliable and can be

70



generalised to the UK population.

5.2 Selection Criteria

The subset of THIN database used for this research included records that have been
flagged by THIN as acceptable for the purposes of any research. It also includes patients
who had acceptable visiting gaps and with a medical record for at least 10 years before
their diagnosis at a practice. The dataset included T2DM patients diagnosed between 1
January 1984 and 31 December 2016. Incidence sampling was used in selecting T2DM
patients. All medical conditions in this study were identified using THIN “medcodes”
extracted from the ClinicalCodes.org website (ClinicalCodes.org, 2021) or from database
search informed by the WHO ICD-11 disease classifications (WHO, 2021). The included
medical codes for T2DM are presented in Section D.1. Subsequent sections and chapters
may use “‘entry date” to refer to either “diagnosis date” in case of T2DM or “selection

date” in case of people without diabetes.

Patients with other severe health conditions such as stroke, heart failure, myocardial
infarction, peripheral vascular disease (PVD), lower limb amputations, all forms of can-
cer, all forms of dementia, all forms of cognitive impairment and CKD stages 3 to 5
before entry date were excluded as they could modify the effects of T2DM on mortal-
ity and morbidity. Medical professionals involved in the the research were instrumental
in identifying and selecting medical codes for inclusion and exclusion. Patients whose
death date, transfer date from GP or acceptable mortality reporting (AMR)! date were
earlier than the diagnosis date of T2DM were also excluded. Only patients with at least
12 months of registration with a GP were included. T2DM patients were then matched
by age, GP and gender to at most three controls as at the date of their diagnosis who

met the inclusion and exclusion criteria. Matching was done to broadly balance the

'AMR date is a variable date in the THIN database used for the selection of cases which helps
reduce potential biases in disease occurrence and guaranteeing that no “immortal” periods are present
in the study data.
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distribution of people with T2DM to those without diabetes. All selected patients with
no matched controls were excluded. The initial total size the study population before
further exploratory analysis was 362 082 individuals as shown in Figure C.7. After fur-
ther elimination, the final total size of the study population is 221 182. The subsequent

sections and Chapter 6 explain the reasons of the reduction in the study population.

T2DM patients were matched to a maximum of three people without diabetes and
without any of the conditions in the exclusion criteria at the first date of T2DM inci-

dence.

5.2.1 Selection and Information Biases

Cases were matched to controls of the same age, sex and GP to reduce for selection or
information bias. It is possible that some data may be missing not at random (MNAR),
particularly lifestyle variables, due to patients leaving the GP or not frequently visiting
the GP which makes it a challenge to know whether the patient is healthy or receiving
treatment. It is near impossible to correct for this. Incidence-prevalence bias, a form of
selection bias, was avoided by using identical inclusion and exclusion criteria on T2DM

and people without diabetes at study entry.

Exclusion of severe medical conditions diagnosed before study entry was done to reduce
their effects on the association of T2DM and all-cause mortality. This was performed
on both T2DM and people without diabetes. Disease identification bias, a form of infor-
mation bias, was avoided by collating relevant medical codes from published previous

studies from the www.ClinicalCodes.org website.

In addition, two medical practitioners identified and validated relevant medical con-
ditions from the collated list.Another form of information bias, surveillance bias, was
avoided by making use of diagnosis codes and not drug prescription, for example, as
some antidiabetes drugs are used for other conditions. As diabetes is an insidious dis-

ease, it is possible to have undiagnosed cases who may be identified as people without
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diabetes. However, THIN still remains relevant and can be generalised to the UK as

explained in Section 5.1.2 and Section 5.1.3.
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DIABETES MELLITUS II

NON - DIABETES MELLITUS II

Selected DM-II subjects with:
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ii. Diagnosis Year >=1984

iii. Death and Transfer dates > Diagnosis date
iv. Age >=40

v. Transfer and Death Date > Diagnosis Date
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nosis
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ix. Valid gaps
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Figure 5.2: Data extraction process and final study population size




5.3 Study Variables of Interest

The variables used in the study included demographic, life style and medical/health
factors. These are shown in the Table 5.1 below.

Table 5.1: Study Variables

Group Variables

Demographic Age, year of birth, gender, ethnicity and general practice
identification

Life Style body mass index (BMI), Smoking status, alcohol con-
sumption and deprivation index

Comorbidities Amputation, cancer, cognitive impairment (including

dementia), CKD stages 3 to 5, heart failure, hyper-
tension, hypercholesterolaemia, myocardial infarction,
PVD and stroke (TIA)

Bio-markers systolic blood pressure (SBP), distolic blood pressure
(DBP), HDL, blood lipid ratio

Drugs Antidiabetic drugs, antihypertensive drugs and statins

Survival Time to event, start and stop age, and status

5.3.1 Demographic Covariates

The patients were grouped into three age bands, 40-49, 50-59 and 60+ years. Both
females and males were included in the study. The birth cohorts were classified in
three decades as 1930-1939, 1940-1949 and 1950-1960. Entry year variable was split into
3 categories, namely, 2000-2004, 2005-2009 and 2010-2016. The practice number is a
unique identifier for each general practice in the UK using the Vision software. The GP

number was included as a frailty variable.

Ethnicity is an important factor in assessing the risk of getting T2DM and the survival
of patients with T2DM. Sadly, it was poorly recorded in THIN database especially for
older patients. As a result, only 3.1% of the study subjects had their ethnicity recorded.

Hence, ethnicity was not considered in the study.
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5.3.2 Life Style Covariates

The BMI was divided into three categories, normal weight, overweight and obese. BMI
classification followed the cut-offs given in Table 5.2 (NICE, 2014). Values of BMI<13 or
BMI>100 were considered to be missing as they were not within the acceptable range,
QuintilesIMS (2017). Underweight patients were merged into the normal weight group

due to small numbers. The smoking status was categorised as never, former and smoker.

Table 5.2: BMI Classification

BMI BMI Range
Group From To
Underweight 13 < 18.5
Normal Weight 185 < 25
Overweight 25 < 30
Obese 30 <100

Previous studies have reported that, on average, health status in deprived areas is
poorer and the use of health facilities higher compared to less deprived areas (Reijneveld
et al., 2000). Hence it is important to include a socio-economic indicator in the survival
study. The THIN database has several deprivation indices for patients, characterising
the socio-economic status (SES) of their areas. These include the Townsend deprivation
index (TDI), index of multiple deprivation (IMD) and Mosaic (QuintilesIMS, 2017). The
TDI was chosen for the study, as it had considerably less missing values in the study
population compared to the IMD and is comparable across the UK. The data available
on Mosaic index had almost the same proportion of missing values in our study as the
TDI. However, TDI was chosen based on its use by the Office of National Statistics

(ONS) in their census data. TDI is described in more detail in appendix B.

5.3.3 Co-morbidities and Severity of T2DM Covariates

The diseases in Table 5.1 were recorded as at the entry date and for the study to

be generalisable to the UK population, patients with life non-limiting conditions were
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included. The T2DM drug therapy was used as a proxy to the severity of T2DM. The
higher the intensity of the drug therapy, the greater the severity was assumed. The
window period from diagnosis to the first drug initiation was set to 6 months to increase

the number of cases with a particular therapy.

5.3.4 Bio-makers

The hypertension bio-makers SBP and DBP in addition to the diagnosis code were
used to identify hypertensive patients. Patients diagnosed with hypertension and either
a DBP> 90 or SBP> 140 (NICE, 2019) were classified as hypertensive. Hypertensive
patients were further classified as living with a treated (having antihypertensive drugs)

or untreated hypertension (no antihypertensive drugs) as at or before study entry.

Patients with a hypercholesterolaemia diagnosis or with a total cholesterol (=blood
lipid ratio*HDL)> 5 (NHS, 2019a) were classified as having hypercholesterolaemia be-
fore or as at entry. As with hypertension, these patients were further classified as living
with treated or untreated hypercholesterolaemia. Though HbA;. is an important vari-

able, it was excluded due to more than 60% missing values at baseline.

5.3.5 Time to event

Two time-scales were used in the study, time to event and start and stop age within
the study. Time to event was calculated as the difference between the event date and
entry date in years. The start age is the age at study entry and the stop age is the time
the selected person exited the study based on the event status. The event status was
classified as 0 (censored) for no event and 1 (death) for occurrence of an event. Patients

who survived beyond 2016 or left the GP before 2017 were categorised as censored.
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5.3.6 Prescriptions

All antidiabetic drugs were included and categorised into No prescription within 6
months, First line, Second line, Third line, Insulin only and Insulin and other drugs.
These followed the T2DM therapy management as recommended by NICE and sum-
marised in Figure 2.2. Intensified therapies were included as the data showed that some
patients were on intensified treatment within 6 months from diagnosis. More than 64%
of T2DM patients were prescribed metformin as with or without other antidiabetes
drugs. Antihypertensive drugs and statin were used to group people with hypertension
or hypercholesterolaemia into “no diagnosis”, “with treatment” or “untreated” cate-

gories.

5.4 Data extraction and statistical analysis

The study used Stractured Query Language (SQL) in SQL Server and Visual Basic for
Applications (VBA) in MS Excel to extract and perform validation on the data before
applying exploratory and survival modelling tools in R software. First, the classic Cox
model and its extensions were applied which included time splitting. The Gompertz-
double-Cox model with frailty was finally used to estimate the all-cause mortality haz-
ards. Kaplan-Meier plots were also performed. The full-case (complete-case) analysis
was performed first to find significant covariates at 5% significance level and their inter-
actions at 1% significance level using the backward elimination method. Due to the large
sample size, significance level of 1%, was used to obtain interactions that contributed

the most to the model.

Multi-level multiple imputation was performed on missing data using the JOMO
method and the related package in R software. A parametric Cox model with frailty
for each kth imputed full dataset was performed. The Rubin’s rule was then used to

combine the estimates, and their variance and their 95% Cls were then calculated. For-
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est and survival plots for selected subpopulations were then created and analysed after
which internal and external validation was performed to check for overall performance
and discrimination and external agreement using the estimated AIC, negative likelihood
and concordance statistics as measures of the model’s goodness-of-fit. Comparisons with
previously reported studies were used for external validation. Estimates of time invari-
ant effects were presented in forest plots while time variant effects were presented in

plots of effects versus time.

5.5 Conclusion

This chapter described the study methodology which included the source of data
(THIN), covariates of interest and their description, selection criteria and statistical
tools. The final population selected for the study consisted of 68 199 T2DM patients
and 152 983 non-diabetics. The following chapter provides a descriptive analysis of the
study population including unadjusted hazard ratios of selected covariates and Kaplan-

Meier plots.
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Chapter 6

Exploratory and Unadjusted Haz-

ards Amnalysis

6.1 Introduction

This chapter describes the prevalence of selected covariates in the study population and
related survival curves using descriptive analysis such as cross-tabulation, Kaplan-Meier
(KM) plots and unadjusted hazard ratios. Excluded severe conditions include ischaemic
stroke, MI and CVD, whereas patients with milder conditions such as TTA were retained.
The exclusion list is specified in Section 5.2. It makes use of weighted average prevalence,
which was computed using equation (E.1) in Appendix E, to compare study population
with the United Kingdom (UK) population. The demographic composition of the study
population is first described, followed by the distribution of lifestyle factors and medical

conditions.
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6.2 Demographic Composition of the Study Popu-

lation

The initial study population consisted of 362 082 patients born before 1961. Of these
108 282 were cases and 253 800 controls. The minimum, average and maximum ages of
the study participants at entry were 40, 62 and 97 years, respectively. The proportions
of study subjects aged 65 years and above were 39.4% and 39.7% for cases and controls,
respectively. These proportions were more than 5 percentage points higher than the
weighted average proportion for the UK (34.4%) for those aged 65 years and above, for
the period 1984 to 2016. This is because of higher incidence of type 2 diabetes mellitus
(T2DM) in the older ages compared to younger ages Diabetes UK (2016a). Figure 6.1
and Table 6.1 show that T2DM is mostly diagnosed between the ages 55 to 64 and 60
to 69 years for men and women, respectively. Figure 6.1 also shows that male cases had
a somewhat better unadjusted survival than male controls up to 20 years of follow-up.
The differences in mortality risk were more pronounced in males than females. However,
these are unadjusted mortality risks. In addition, the lower risk may be attributed to
the higher percentages of people with untreated HTN and HCL among non-diabetics
at study entry when compared to T2DM patients. These are risk factors of CVD such
as stroke, which may increase the risk of all-cause mortality. Other increased incidences
of diseases among non-diabetics are cancer, cognitive impairment (including dementia)
and CKD stages 3 to 5 for the over-60s. This is depicted in Figure 6.4. Without adjusting
for these risk factors, their effect on all-cause mortality are masked leading to the under-
estimated effect of T2DM on all-cause mortality. Chapter 7 provides an analysis of the

fully adjusted model to assess the impact of T2DM on mortality risk.
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Table 6.1: Number and Proportions of Subjects by age group, gender and case-control

status at study entry

Age Cases (Number(%)) Controls (Number(%))

Group Male Female Male Female
40-44 1,594 (2.57) 1,061 (2.29) 4,000 (2.88) 3,006 ( 2.62 )
4549 5000 (8.2) 2,889 (6.25) 11,934 (859) 7,760 ( 6.76 )
50-54 9,572 (15.43 ) 5,603 (12.12) 20,894 (15.04) 14,157 ( 12.33)
55-59 11,680 ( 18.83 ) 7,332 ( 15.86 ) 25,414 ( 1829 ) 17,943 ( 15.62)
60-64 11,831 ( 19.07 ) 7,888 ( 17.06 ) 26,307 ( 18.93 ) 19,301 ( 16.81)
65-60 9,989 (16.1) 7,630 (16.5) 22,546 ( 16.23) 18,515 ( 16.12 )
7074 6,979 (11.25) 6,444 (13.94) 16,152 (11.62) 16,087 ( 14.01)
7579 3,657 (5.89) 4,307 (9.31) 8319 (5.99) 10,821 ( 9.42)
80+ 1,651 (2.66) 3,085 (6.67) 3,386 (244) 7,258 (6.32)
Total 62,043 ( 100 ) 46,239 ( 100 ) 138,952 ( 100 ) 114,848 ( 100 )

6.3 Selected life style factors and medical conditions

6.3.1 Life style factors
Smoking

The overall prevalence of smoking in the study population at entry was 18.63% when
subjects with missing smoking status were included and 21.97% when excluded. These
prevalences were 2.66 and 0.274 percentage points higher when compared to the weighted
average of smoking prevalence among those aged 35 years and above in the UK in 1984

to 2016.

The prevalence of current smokers among controls (19.43%) was somewhat higher
than that of cases (18.12%). Also the prevalence of former smokers was more in cases
(27.53%) than controls (19.61%). It can also be seen ( Table D.8) that the prevalence
of smoking in both cases and controls decreased by age at entry. This can be attributed
to the fact that older people more frequently seek medical help than those younger. In

so doing, smokers get advised to stop smoking and improve on their life styles.
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Figure 6.1: Composition of the study population at entry and their survival by case-
control status, gender and age group

Alcohol Consumption

The prevalence of current alcohol consumers at entry was 58.7% and 55.3% for men
and women aged 45 years and above, respectively, as shown in Table D.9. These were
12.2 percentage points less and 0.98 percentage points higher than the weighted average
prevalence of alcohol consumption in men (70.9%) and women (54.33%) in the UK,
respectively (ONS, 2018; Robinson et al., 2011; Steven, 2012). Table D.9 also shows that
alcohol consumption prevalence by age group was somewhat lower among cases than
controls. However, cases had more former alcohol consumers than controls as consuming
alcohol would increase the risk of hypoglycaemia or hyperglycaemia; it may also interfere

with positive effects of antidiabetic drugs WHO (2014); Diabetes UK (2019).

Obesity

71% percent of the study population had body mass index (BMI) recorded at entry. 31%
percent of the study population in total were overweight and 24% were obese as shown in

Table 6.2. Table 6.2 and Tables D.10 to D.11 show that obesity was considerably higher
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in cases than controls. These findings agree with previous studies which demonstrated
that T2DM patients are more likely to be obese, compared to non-diabetic patients

(Daousi et al., 2006).

Table 6.2: BMI Classifications

BMI BMI Range Study Population (Number (%))

Group From To Cases Controls
Underweight - <185 251 (0.23%) 2, 551 (1.01%)
Normal Weight 185 <25 10, 162 (9.39%) 74, 824 (29.50%)
Overweight 25 <30 31164 (28.80%) 79, 408 (31.31%)
Obese 30 < 35 50, 380 (46.55%) 36, 070 (14.22%)
Missing 16, 267 (15.03%) 60, 795 (23.97%)

Deprivation

The study population was mostly constituted by individuals from areas classified as
Townsend deprivation index (TDI) 1 (least deprived), 2 and 3 (medium deprived). Ta-
ble D.12 shows that, 24% (21.05% of cases and 26.40% of controls) of the study pop-
ulation were from less deprived areas and 10.94% were from the most deprived areas.
The overall survival worsened by the level of deprivation for both cases and controls as
shown in Figure 6.2. However, a comparison of people with T2DM and without diabetes
at entry by deprivation showed that cases from less deprived areas were at a higher risk
of mortality, with an unadjusted hazard ratio (HR) of 1.17 [1.12,1.21], but the opposite
was true for the most deprived areas (unadjusted HR 0.72[0.62,0.76]). Thus using un-
adjusted HRs, the more deprived the area was, the better was the hazard of mortality
among cases when compared to controls as shown in Figure 6.2. The overall median

survival time was 23.65 years for cases and 23.48 years for controls.

6.3.2 Medical Conditions

Several diseases which included amputation, cancer and cardiovascular disease (CVD)

were selected for the study as mentioned in chapter 5. Figure 6.3 shows that only
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Figure 6.2: Survival of Study Subjects by Townsend Deprivation Index at Entry

10.5%, 16%, 12% and 1.1% of cases had heart failure (HF), myocardial infarction (MI),
peripheral vascular disease (PVD) and transient ischemic attack (TTA), respectively, at
diagnosis of T2DM. When compared to controls, cases had similar proportions of ampu-
tation, cognitive impairment, PVD or TIA. However, there were significant differences
in HF and MI, with cases having higher proportions of the diseases. Both cases and

controls had more than 50% people with hypertension.
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Figure 6.3: Number and percentage (in brackets) of study participants with the selected
diseases at study entry

Amputation

Throughout the follow-up period, the annual amputation prevalence among subjects was
on the increase from 0.26% in 1984 to 0.5% in 2016, see Tables D.32 to D.34. Normally,
cases are at a higher risk of an amputation compared to controls. Cases diagnosed at
40-54 years of age, i.e. with earlier diagnosis, had the highest prevalence of amputations
due to a longer exposure to the T2DM risks, compared to controls of the same age
group and other age groups in cases as shown in Figure C.14. This figure also shows
that cases were at a higher risk of amputations. Figure C.15 shows that both female and
male cases had higher risks of amputation than their control counterparts. For both cases
and controls, females had lower amputation risk than males. The unadjusted amputation

HR in cases diagnosed at 40-49 years was 4.04 [3.11,5.24] compared to controls while in
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those diagnosed at 70 years and above it was 1.95 [1.64,2.32], see Figure 6.4.

Cancer

The total incidence of all cancers was 35.9% throughout the follow-up period. It in-
creased by age group at diagnosis, in cases from an incidence of 8.46% among the 44-49
years age group to 23.67% in the 75-79 years age group. Controls had the same expe-
rience up to the age group 65-69 years as shown in Table D.18. Patients in the 40-44
years age group had the lowest prevalence of cancer in both cases and controls. Overall,
cases had considerably lower prevalence of cancer than controls. It is possible that this
can be attributed to changes in life style and/or use of medications such as metformin
by cases to control blood glucose levels. Figure C.14 shows that cases had a lower risk
of any cancer compared to controls. Male cases had a higher risk of any form of cancer
compared to female cases as depicted in Figure C.15. Figure 6.4, also shows that though

the risk was less in cases compared to controls in all ages, it increased with age at entry.

Chronic kidney disease CKD Stages 3 to 5

About 21.9% of the cases and 24.5% of controls were diagnosed with chronic kidney
disease (CKD) stages 3 to 5 in the follow-up period. The prevalence of the CKD stages 3
to 5 increased with age in both cases and controls as presented in Table D.21. Figure C.15
shows that both male and female cases had a lower risk of CKD stages 3 to 5 up to
15 years of follow-up than their control counterparts, after which both male and female
controls had slightly lower risk. It can also be noted from Figure C.14, that risk of CKD
stages 3 to 5 increased with age in both cases and controls, with cases having a lower
risk in age groups 40-49 and 50-59. The unadjusted HR for CKD 3 to 5 was significantly
higher for cases in the age group 40-49 years at entry (1.23[1.14,1.32]) and lower for the
age groups 60-69 years (0.93[0.91,0.96]) and 70 years and above (0.91[0.89,0.93]) when

compared to controls.
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CVD

The prevalence of stroke at entry in cases and controls was 1.14% and 1.15%, respectively
as shown in Table D.17. The same table shows that MI had the highest prevalence of 15%
among cases at entry, followed by PVD (12%) and HF (10.5%), whereas the prevalence
of PVD was higher in controls (12.1%). MI and HF were more prevalent in cases than
controls at entry. Figure C.15 and Figure C.14 show that the risk of atrial fibrillation
(AF) was similar and increased by age-group at entry in both cases and controls. The
same figures illustrate that cases had a lower risk of PVD and TTA compared to controls
but it was not the same for MI, HF, hypercholesterolaemia and hypertension. The risk
of hypertension and hypercholesterolaemia were higher in cases soon after diagnosis
for both males and females. Only 29% and 16% of cases and controls, respectively, had
hypercholesterolaemia at entry. Treated hypercholesterolaemia constituted 27% and 10%

in cases and controls, respectively.

Over 25% of the UK population were reported to be hypertensive in 2016 (Kennard
and O’Shaughnessy, 2016). Table D.13 shows that the prevalence of high blood pressure
(BP) was higher in cases than controls. Overall, patients with high BP constituted
48.7% of the study population. When subjects are split by case - control status and age
group at entry, prevalence of high BP was higher in cases than in controls (Table D.14).
It can also be noted that prevalence increased by age in both cases and controls and
the difference of BP prevalence between cases and controls reduced with age. More than
73% and 52.8% of cases and controls, respectively, were hypertensive at entry. Of these,
83.1% and 59.8% of cases and controls were prescribed antihypertensive drugs. 53.4%
of cases had pre-high BP and not hypertensive compared to 43.6% of controls. More
than 83% and 94% of cases and controls with missing BP had no diagnosis of HTN,
respectively. Only 18% of cases with high BP at entry had untreated hypertension
compared to 44% in controls. The unadjusted hazard ratios (HRs) for MI associated
with T2DM were significantly higher while HRs for stroke were significantly lower in

all age groups compared to controls. T2DM females had higher unadjusted hazards of
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CVD than males when compared to their control counterparts as shown in Table 6.3.

Cognitive Impairment (including Dementia)

There were only 27 cases and 73 controls with cognitive impairment at entry. This is
because we excluded all forms of dementia and severe cognitive impairment in our study
design. Hence the prevalence of cognitive impairment at entry was very close to zero.
Controls were at a higher risk of developing cognitive impairment compared to cases
as depicted in Figure C.15. For both cases and controls, females were at a higher risks
of cognitive impairment compared to males. Figure C.14 also shows that there was a
negligible difference in risk between cases and controls for people aged less than 60 years
in the first ten years of follow-up. However, for people aged 60 years and above, controls
had a higher risk compared to cases. The risk gaps for the participants of 60 years and
above increased with time in the follow-up period. The risk was significantly higher in
the age group 50-59 and lower in the age groups 60-69 and 70 years and above, with
unadjusted HRs of 1.08[1.02,1.15], 0.82[0.82,0.88] and 0.65[0.62,0.97], respectively.

6.4 Final Study Population

The initial study population included some very sparse data with very low prevalence
(less than 5%). For example, only 0.01% and 3.7% of the population born in 1930-1939
and 1940-1949,respectively, were aged 40-49 years at entry, though the overall prevalence
for this age group at entry was high (35.4%) in the 1950-1960 birth cohort. For this
reason, participants aged less than 50 years were excluded from the study as possible
outliers. Individuals aged above 74 years at entry were also excluded due to low numbers.
Participants with pre-existing medical conditions such as TTA and amputations were
also excluded due to very low numbers. The distribution of the final study population

is shown in Table 6.4 and the average of age at entry was 61 years.
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The variables with missing values in the final study population were smoking status
(6.5% in total), TDI (18.8%) and BMI (7%). The missing values were more pronounced

in people without diabetes.

6.5 Summary

This chapter has shown that the composition of the study population is representative
of the UK population aged 40 years and above and the results of the study can be
reasonably generalised to the UK population. The final total number of the study par-
ticipants was 221 182 after excluding variables and conditions with very low prevalence.
The average age at entry was 61 years. Through the use of the KM survival plots it
appears that cases have a better mortality risk than controls before adjusting for covari-
ates. It was observed that selected morbidity risks, and complications increased with
the age at T2DM diagnosis except for cancer, when compared to controls. Mortality
and morbidity risks were seen to change with respect to age at entry, gender and case-
control status except for AF when split by gender. Finally, this chapter has presented
some exploratory and unadjusted results that may be informative and will be validated
by modelling the all-cause mortality hazards presented in the following chapter when

baseline variables are adjusted for.
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Chapter 7

Survival Models for type 2 diabetes

mellitus

7.1 Introduction

The previous chapter presented the descriptive analysis of the study data, which con-
firmed the choices of the variables and interactions to be included in the study analysis.
This chapter describes and compares results from two Gompertz-Cox survival models
with frailty (Model A and Model B)! that were used to estimate the effect of type 2
diabetes mellitus (T2DM) on all-cause mortality using complete case dataset which con-
stituted 69.64% of records and 66.19% of deaths and the full imputed dataset. Model A
assessed the all-cause mortality risk associated with diagnosis of T2DM at two distinct
age categories which are 50 to 59 or 60 to 74 years of age at study entry compared to all
non-diabetics. Model A can be presented mathematically by the equation below having
the age at diagnosis as a factor at three levels (“Control”, “T2DM at 50-59” and “T2DM
at 60-74”). Model B has the same mathematical model as Model A except that age at

diagnosis variable is continuous and centred on the average age at entry (68.89 years) in

! Adjusted for age at study entry, year of birth, gender, BMI, smoking status, TDI, AF, HF, MI,
PVD, HCL and HTN and the following interactions: T2DM indicator with MI and smoking status,
BMI with smoking and birth cohort with smoking.
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the 1930-1939 birth cohort. Both models use follow-up time scale The centering of the
continuous age at diagnosis variable in Model B was done as to obtain a baseline hazard
function similar to that in Model A. Both Model A and B, are of the mathematical form

given by Equation (25) explained in Section 4.6.

X/
oe Bscale e’UEX”BShG’pe~t_

A(tX) = Z 1).

Uexl/gshape

In developing Model B, quadratic and cubic polynomials on age at diagnosis were applied
and it was found that their effects were statistically insignificant (p — values > 0.05).
Hence, age in Model B was included in linear form. The results of both the models with
quadratic and cubic functions are shown in Table D.29 and Table D.30. Interactions

with age, including gender and age, were also found to be statistically insignificant.

As a reminder, the baseline cohort in both models corresponded to female individuals
in the 1930-1939 birth cohort (aged 60-74 years in Model A and 68.89 years in Model
B), who were non-smokers, with normal BMI, from medium deprivation area (TDI =3),
with no diagnosis of AF, HF, PVD, MI, HTN and HCL at entry. A brief description
of the analysis leading to the development of the two models is given in the following

section.

7.2 Conventional Cox model analysis

A complete case dataset included observations with non-missing values in BMI, TDI
and BMI. The Cox proportional hazards PH model was then fitted using both the com-
plete case and imputed data, and significant covariates were first selected by backward
elimination using significance levels of 5% for main effects and 1% for interactions. Us-
ing the coz.zph function in R, the results showed that among the significant covariates,
birth cohort, HT'N and HCL had time-variant effects as shown in Table D.31 and scaled
Schoenfeld residual plots in Figure C.9. A test for interactions between the follow-up

time and violating covariates was then performed but no results were produced as it
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was extremely time expensive.

The method of splitting the time at follow-up times 4 and 7 years was then attempted
to address the violation of the PH assumption. Unfortunately, the PH assumption was
violated again. The estimated frailty effect for the general practice was also found to be

insignificant.

Another method that could have been attempted was the stratification of the co-
variates violating the PH assumption, but this would have excluded their effects on
all-cause mortality. Hence, the stratification method was not explored in the study. The
Gompertz-Cox models with frailty were then fitted to the full case data, which also in-
cluded the conventional Cox PH assessment. The effects of birth cohort, AF and HTN

were found to be time-variant.

7.2.1 Imputation of missing values

To determine which missing pattern to assume, logistic regressions with missing status as
an outcome were performed for each variable. The p-values were assessed for significance
at 5% to determine if the data was MAR. It was determined, by diving the count of
models with p-values less that 0.05 by total number of regressions performed, that the
data was missing at MAR with a probability of 83.33%2. Hence a multiple imputation

of missing values was performed.

A jomo package in R software was used to impute the missing data, using the devel-
oped complete case model. First, the jomo. MCMCchain function was used to check for
convergence of imputations and to determine the number of imputations (m) needed.
Eight imputations were determined to be sufficient. However, 15 imputations were per-
formed using the jomo function. The prevalences of the imputed characteristics showed
prevalence within 4 1 percentage points compared to the complete case data, as shown

in Figure C.10. With an overall average percentage of missing data v = 9.47% in this

2The R code used can be viewed in Figure C.8
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study, the total variance of variables with missing data, T,,, using equation (4.1) was
only 0.63% larger than ideal variance, T,. The survival models on the full case and

imputed data are presented in the following sections.

7.3 Fitted Survival Models

The best fitting survival distribution was selected from several parametric distributions
using the flexsurvreg function in R. Based on the lowest AIC (Figure C.11 ), the Gom-
pertz distribution was used for baseline hazards. Parameters of the baseline Gompertz
distribution of the variables with time-varying effects and gamma frailty estimates were
estimated using complete case and imputed datasets (Table 7.1). In both models, es-
timates based on the imputed data were statistically similar to those based on the
complete case dataset. However, the estimates’ standard errors were improved in both
models by using imputed data. The goodness-of-fit concordance statistics were similar
in imputed and complete case datasets. Since the complete case and imputed datasets
produced similar models, subsequent sections and chapters will describe estimates based

on imputed data.

The baseline population had a Gompertz hazard function with scale and shape pa-
rameters estimated to be a = 0.00673[0.00624, 0.00725] and b = 0.0874[0.0813, 0.0939]
for Model A and a = 0.0068[0.0063 — 0.0073] and b = 0.001[0.0097 — 0.0011] for Model
B using imputed data. For both models, the 1940-1949 and 1950-1960 birth cohorts
reduced the baseline shape parameter. However, the estimated 1950-1960 shape modifi-
cation effect was statistically insignificant (p-value = 0.156) in Model B. AF and treated
HTN increased the baseline shape parameter by about 30% while untreated HTN sig-
nificantly reduced the shape estimate, in both models by at least 11%. On the log-scale,
an increase in shape implied an increase in the intercept estimate and vice-versa. Thus,
pari-pasu, an increase in shape parameter reduced the survival median and mode. How-

ever, the shape modifying variables also had significant scale effects or HRs. Thus, the
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overall effect of these variables can be easier understood graphically, as described in
subsequent paragraphs. The frailty variance, o2, was estimated to be 0.14 [0.12 , 0.16]
and 0.15 [0.13,0.17] in Models A and B, respectively.

In Model A, being diagnosed with T2DM at an age between 50 to 59 years was
associated with an increase of 20.6% in all-cause mortality hazard , while a diagnosis at
older ages, 60 to 74 years, increased all-cause mortality hazard by 51.7% compared to
compared to people without diabetes as shown in Figure 7.1. Model B estimated T2DM
to be associated with a HR of all-cause mortality of 1.424[1.36,1.49] compared to non-
diabetics. A single year increase in age at entry was associated with 9.5% increase in

HR of all-cause mortality.

Furthermore, Model A estimated the following HRs for covariates, males 1.38[1.34,1.41]
compared to females, obesity 1.16[1.1,1.23] compared to normal weight, smoking
2.56[2.4,2.73] and former smoking 1.67[1.56,1.79] compared to non-smokers, less deprived
areas 0.83[0.79,0.86] and most deprived areas 1.18[1.13,1.23] compared to medium de-
prived areas. Living with pre-existing MI was associated with a HR of 1.38[1.32,1.44],
whereas for HF and PVD HRs were 1.18[1.13,1.24] and 1.09[1.06,1.13] compared to in-
dividuals without the disease, respectively. Model B estimated similar time-invariant
effects whose deviation from Model A ranged from 0.003 to 0.141. An earlier study
reported that the estimates of coefficients from grouped data analysis were within one
standard error of those from the continuous data analysis (McKeague and Zhang, 1996).
This is expected when the baseline hazard has variations that are moderate and the re-

spective covariate effects are mild * (McKeague and Zhang, 1996).

An interesting finding was that the all-cause mortality hazard associated with smok-
ing increased for the younger birth cohorts. The all-cause mortality hazards associated
with smoking in the 1940-1949 and 1950-1960 birth cohorts were 1.137[1.066,1.213] and
1.195[1.09,1.311], respectively, compared to smokers in the 1930-1939 birth cohort.

To compare and assess the association of the birth cohort with HR of all-cause mor-

3 A variable whose effect changes insignificantly when the model is changed.
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tality estimated by Models A and B, an age of 65 years at entry was used to plot the
all-cause mortality hazards of Model B in females without diabetes in Figure 7.2(a). For
AF and HTN, Figure 7.2(b-c), the plotted all-cause mortality hazards are for females
without diabetes in the 1930-1939 birth cohort. The effect of AF or HTN was similar

across all birth cohorts and in all people with and without T2DM.

Figure 7.2 shows a lower mortality risk for the age grouped population (Model A)
compared to an individual mortality risk (Model B). This is the main principle used in
group insurance products as it diversifies risks through large numbers thereby reducing
insurance premiums paid by an individual, hedging against business risk and making
their product prices competitive. For example, Figure 7.2 (a) shows that a 65 year
old at entry in the 1950-1960 birth cohort had the highest all-cause mortality hazards
throughout follow-up compared to the same birth cohort when the risk was shared.
It can be noted that the 1930-1939 birth cohort showed an opposite result though
the differences reduced with time. The differences between shared mortality hazards
and individual hazards increased in younger birth cohort. The same sub-figure shows
that differences in mortality hazards increased between the 1940-1949 and 1930-1939
birth cohorts during follow-up while decreasing between the 1950-1959 and 1940-1949
birth cohorts in the shared mortality risk Model A. For example, the reduced all-cause
mortality in the 1950-1960 birth cohort compared to the 1940-1949 cohort was 27.9%,
19.8% and 12.1% less at 5, 10 and 15 years of follow-up, respectively. As with Model
B, the differences were small and decreased with follow-up time between the 1930-1939
and 1940-1949 birth cohorts but increased between the 1950-1959 and 1940-1949 birth
cohorts. Model B estimated that individual mortality hazards increased in later birth

cohorts.

Individuals with pre-existing AF were estimated to have a lower mortality hazard com-
pared to those without AF at study entry. However, their mortality hazards increased
with time and became higher after 8 years and 9 years in Models A and B, respectively,

for a person aged 65 years at entry (Figure 7.2 (b)).
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Figure 7.2(c) shows untreated HTN to be associated with increased all-cause mortality
hazards from study entry compared to people without HTN or with treated HTN.
However, due to age as an independent hazard and the diminishing number of people
at risk, the all-cause mortality risk increased among people with treated HTN, such
that after 17 years (Model A) and 13 years (Model B), individuals with treated HTN
had higher mortality hazards compared to those with untreated HTN. After 9 years
and 7 years of follow up, individuals with treated HTN had increased mortality hazards

compared to people without HTN in Model A and Model B, respectively.

Figure 7.3 compares the effect of these covariates with time-variant effects by birth
cohort and T2DM indicator using Model A. The figure shows that effects of HTN and
AF were similar in all birth cohorts in people with or without T2DM. In comparison
to the baseline population, people with treated HTN at diagnosis of T2DM had lower
mortality hazards than people with pre-existing untreated HTN at diagnosis of T2DM.

Survival curves of hazards shown in Figure 7.3 are depicted in Figure C.13.

Another important finding was an increased all-cause mortality hazard at older ages in
the recent birth cohort , see Figures 7.2 and 7.3. In Figure 7.3(a), a diagnosis of T2DM
at 60-74 years of age in the 1930-1939 cohort showed higher mortality hazards than in
people without diabetes in the 1940-1949 birth cohort throughout the follow-up period
and compared to people diagnosed with T2DM at ages 50-59 years, in the 1940-1949
birth cohort, after 13 years of follow-up. A diagnosis of T2DM at 50-59 years in the
1950-1959 cohort, showed similar mortality hazards to people without diabetes in the

1940-1949 cohort at the end of follow-up and possibly higher after the follow-up period.

7.4 Conclusion

T2DM is associated with an increased all-cause mortality hazard that increases with age
at diagnosis as estimated in Model A. Diagnosis of T2DM at ages 50-59 has an adjusted

HR of 1.206 while at ages 60-74 is 1.517 when compared to all non-diabetic patients.

100



The youngest 1950-1960 birth cohort had an increased all-cause mortality hazards in
later follow-up times compared to older birth cohorts. The next chapter discusses the
estimated life expectancies and years of life lost due to T2DM using Model B and a
modified Model A. Currently, a manuscript on Model A has been published in a peer
reviewed Elsevier Diabetes Epidemiology and Management journal and can be accessed

on https://doi.org/10.1016/j.deman.2022.100065.
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Chapter 8

Life expectancy results

8.1 Introduction

This chapter is a continuation of the previous chapter, but discussing life expectancy
(LE) outcomes calculated using Model B presented in Chapter 7 and a new Model C
whose mathematical model is similar to Model B except that it uses a timescale of
age at entry and exit. The cumulative hazard function is given in the equation below,
with ¢ being valued at ?s4+ representing age at study entry and tg,,, the study exit
age.Life expectancies are calculated using equation provided in Section 4.7 Model C was
developed to complement Model A in regards to estimation of LE at a particular age.
This chapter presents Model C and the estimated life expectancies for individuals with

selected socio-demographic and medical characteristics.

b. < 1 ’
e /Bsca e GUeX /Bshape,t -

’UeX/IBShape

A<tsta7“ta tstap|X) =7 1)

8.2 Estimates in Model C

Model C used the entry age and exit age instead of the follow-up time used in Model

A to estimate the survival model coefficients. Table 8.1 shows that Model C was a

106



better fit compared to Model A with a C),=0.810 compared to 0.754. Table 8.1 shows
major differences in the baseline hazards function and shape modifying covariates and
their scale estimates. This is mainly due to the differences in time scales to estimate
the baseline hazard functions. In Models A and B, follow-up time is used to determine
the risk set regardless of age, while in Model C only people alive at or after a given
age constitute the risk set. This explains why Model C is a better fit than Models
A and B. The effect of untreated HTN is especially pronounced in Model C with a
HR of nearly three compared to people without HTN. Figure 8.1 shows HRs for time-
invariant covariates in Model C. They are similar to those in Models A and B except
for T2DM Indicator and HCL variables. The differences between Models C and A are in
the effects of diagnosis at 50-59 years and 60-74 years of age, respectively. The effect of
being diagnosed at 50-59 years in Model C is 0.364 higher than in Model A while being
diagnosed at 60-74 years is 0.157 less in Model C than Model A. The effects of having
a treated HCL and untreated HCL are 0.092 and 0.198 less in Model C compared to

Model A, respectively.
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Table 8.1: Scale and shape parameter estimates at baseline and for time-variant covari-
ates in survival models A and C

Parameter estimates for the Gompertz-Cox model with frailty.

Model A Model C
Parameter Estimate 95% CI p-value Estimate 95% CI  p-value
1000a (scale) 6.73 6.24-7.25 <le-16 0.012 0.008-0.017 <1e-16
100b (shape) 874 8.13-9.39 <le-16 9.44 9-9.91 <le-16
Exponentiated Covariates Shape Parameters
Birth Cohort
1930-1939 1 1
1940-1949 0.71 0.66 - 0.77 <le-16 1.04 1.01-1.079 <0.0099
1950-1960 0.87 0.77-0.97 <0.0186 1.24 1.19-1.29 <le-16
AF 1.36 1.27-1.47 <le-16 1.12 1.07-1.18 <le-16
HTN
None 1 1
Treated 1.30 1.21-1.40 <le-16 1.18 1.11-1.25 <le-16
Untreated 0.84 0.76 - 0.94 0.0015 0.88 0.83-0.94 <0.0001
Exponentiated Covariates Scale Parameters
Year of Birth
1930-1939 1 1
1940-1949 0.71 0.67-0.76 <le-16 0.95 0.74-1.21 <0.6507
1950-1960 0.47 0.43-0.52 <0.0036 0.40 0.30-0.54 <le-16
AF 0.78 0.73-0.84 <le-16 0.38 0.25-0.57 <le-16
HTN
None 1 1
Treated 0.80 0.76 - 0.84 <le-16 0.26 0.17-0.41 <le-16
Untreated 1.52  147-1.6 <le-16 2.97 2.00-4.43 <le-16
Frailty Estimate
Variance (o?) 0.14 0.12-0.16 <le-16 0.003 0.002-0.004 <1le-16
Goodness of Fit
Concordance (p) 0.754 0.810
Concordance (std.) 0.002 0.002
Log likelihood -145150.22 -144981.88
AIC 290386.43 290049.76

Models were adjusted for age, year of birth, gender, BMI, smoking status, TDI, AF, HF, MI, PVD, HCL and HTN and
interactions. std. stands for standard deviation.

The ratio of total LE between T2DM cases and controls for people aged 50, 55, 60,
65 and 70 years at entry ranged from 0.87 to 0.92 in Model C and 0.91 to 0.97 in
Model A as shown in Table 8.2. The differences in LE of cases and controls were more
pronounced in the 1940-1949 and 1950-1960 cohorts. Ratios of LE were calculated by

dividing the life expectancy of the cases by the life expectancy of controls at the same
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age and with similar characteristics. The effect of time-scale had a significant impact
on the estimation of LE. Estimations on the LE using Model B were higher than those
given by Model C. As Model C had better goodness-of-fit, it is advised to use it rather

than Model B.

Table 8.2: Comparison of life expectancies for females with and without T2DM and
ratios of LE of cases to controls at given ages using Models B and C.

. . Age
Birth Cohort Model T2DM Indicator =0 FE 0 % =0
Control 20.44 28.01 25.70
Model B T2DM 26.80 25.99 24.27
Ratio 091 093 094
1930-1939 YLL 2.55 2.03 1.43
Control 20.42 25.02 20.83
Model C  T2DM 27.06 22.81 18.81
Ratio 0.92 091 0.90
YLL 236 221  2.02
Control 38.30 36.72 34.40 31.38 27.77
Model B T2DM 35.31 34.28 32.55 30.08 26.92
Ratio 092 093 095 096 0097
1940-1949 YLL 299 244 185 1.3 0.85
Control 36.51 31.86 27.35 23.02 18.95
Model C  T2DM 32.56 28.04 24.88 20.71 16.84
Ratio 0.80 083 091 090 0.89
YLL 3.95 3.82 247 231 211
Control 34.34 33.62 32.21 29.97 26.94
Model B T2DM 31.22 30.86 29.97 28.22 2584
Ratio 091 092 093 094 0.96
1950-1960 YLL 3.12 276 224 1.75 1.1
Control 31.83 27.17 22.68 18.44 14.52
Model C T2DM 28.24 23.82 2042 16.34 12.63
Ratio 0.89 083 090 0.89 0.87
YLL 3.59 335 22 2.1 1.89

Model adjusted for age, year of birth, gender, BMI, smoking status,TDI, AF, HF, MI, PVD, HCL, HTN
and interactions.

Life expectancies from Model B and C are different due to the differences in timescales.
It should be noted that life expectancies provided in from both models are cohort based
and of stochastic nature due to adjusted time-variant variables’ effects. In the UK, the

official LE are produced by ONS using a period-life table method. As it is known, period-
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Variable
T2DM Indicator

Diabetic Free

T2DM at 50-59

T2DM at 60-74
Gender

Female

Male
BMI

Mormal Weight

Overweight

DObese
Smoking Status

Mever

Former

Smoker
Townsend Deprivation Index

Less Deprived

2

3

4

Mast Deprived
HF
Ml
PYD
HCL

MNone

Treated

Untreated
T2DM at 50-59:Former Smaker
TZDM at 60-74:Former Smoker
T2DM at 50-59:8moker
T2DM at 60-74:3moker
Overweight Former Smoker
Overweight Smaoker
Obese:Former Smoker
Obese:Smoker
T2DM at 50-59:MI
T2DM at 60-74:MI
1940-1849:Former Smoker
1950-1960:Former Smoker
1940-1949:3morker
1950-1960:5Smoker

Model A

Reference
1.206[1.118-1.3]
1.517 [1.441-1.597]

Reference
1.377[1.3431.412]

Reference
1.004 [0.953-1.058]
1.162 [1.097-1.23]

Reference
1.671[1.559-1.791]
2.56[2.403-2.727]

0.829 [0.798-0.861)
0.914 [0.881-0.948)
Reference

1.063 [1.024-1.103)
1179 [1.13-1.23)
1477 [1.128-1.229)
1393 [1.332-1.457)
1.088 [1.052-1.126)

Reference

0.992 [0.959-1.026]
1.408 [1.331-1.49]
0.777[0.692-0.872]
0.732[0.678-0.79]
0.382[0.339-0.431]
0.468 [0.43-0.508]
0.8581[0.814-0.954]
0.822 [0.762-0.886]
0.856 [0.783-0.936]
0.825[0.754-0.802]
0,686 [0.599-0.735]
0.712[0.661-0.767]
1.044 [0.978-1.119]
0.959[0.862-1.068]
1,137 [1.066-1.213]
1.195[1.09-1.311]

H Model & # Model C

L
il

0.01 0.5

l
1

|
1.5
Hazard Ratio

I
2

I
2.5

Model C

Reference
1.57[1.45-1.7]
1.36[1.29-1.43]

Reference
1.4 [1.36-1.43]

Reference
11[0.95-1.06]
147 [1.11-1.24]

Reference
165 [1.54-1.77]
2 68 [2.52-2.36]

0.85[0.82-0.88]
0.92 [0.89-0.96]
Reference

1.06 [1.02-1.1]
118 [1.13-1.22]
118[1.13-1.22]
129[1.23-1.35]
1.05[1.02-1.09]

Reference
0.9[0.87-0.93]
1.21[1.15-1.28]
0.82[0.73-0.93]
0.73[0.68-0.79]
0.36[0.32-0.41]
0.46 [0.42-0.5]
0.88[0.51-0.96]
0.83[0.77-0.9]
0.86[0.79-0.94]
0.84[0.77-0.92]
0.75[0.65-0.86]
0.77[0.72-0.83]
0.99 [0.93-1.05]
0.91[0.82-1.02]
1.14[1.07-1.21]
1.23[1.12-1.35]

Figure 8.1: Estimated all-cause hazard ratios of time-invariant covariates in Model C

compared to Model A

Models adjusted for age, year of birth, gender, BMI, smoking status,TDI, AF, HF, MI, PVD, HCL, HTN and

interactions.
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life tables do not account for improvements in mortality and risk factors like life style
and year of birth (ONS, 2019b). Hence, they are deterministic by nature. It is expected
that ONS may slightly differ from LEs estimated by this study and it is possible for
period life tables to produce underestimated LE for a group of people born in a given
year. For example, ONS reported that in their analysis for people born in 1950, the
period life table method would have underestimated by 9 to 10 years (ONS, 2019b).
Another possible reason for the differences in LE is ONS calculates average LE while
this study is risk based. Confidence intervals for life expectancies estimated in this study
will be done in future works on the R Shiny app through the bootstrap method on the
data. This will involve producing several parameter estimates from which the average
LE together with its 95% CI will be calculated. There are two ways that this can be done
(1) parametric bootstrap on estimates (using multivariate normal distribution) and (2)
non-parametric bootstrap on data. The later method will involve computing N model
estimates from N data samples from the study dataset, compute N life expectancies
from each model followed by finding the empirical 95% CIs. Both methods are highly

time-consuming.

The effect of the exclusion criteria on the estimated LE is conjectured to be minimal
as it was performed on both T2DM patients and people without diabetes at study entry.
A comparison of estimates from a dataset with no exclusions with this study’s estimates
could have been done to calculate the bias. However, due to time constraints this was
not performed. The maximum age of 100 years was used based the possible maximum
age predicted by the model. This is in line with the maximum age used by ONS (ONS,
2022). The maximum age of follow-up in the study was about 88 giving 12 years of life

expectancy forecast. This is less than 50 years used by actuaries in actuarial valuations.

The ratio of the LE of people with baseline characteristics and T2DM to people with-
out diabetes (Figure 8.2a), or smokers (Figure 8.2c¢) at entry has a convex shape over
age while that of former smokers (Figure 8.2b) has a concave shape. The comparison of

T2DM and controls who were non-smokers or smokers at entry and born in 1950-1960,
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with all other baseline characteristics constant, showed increased differences in LE com-
pared to the 1930-1939 and 1940-1949 birth cohorts. The differences in LEs increased
with birth cohort as shown in Section 8.3.1. Thus, while the survival of a T2DM patient
diagnosed at age x at age x + ¢ decreased with time, the differences in LEs of cases and
controls who had baseline characteristics or were smokers increased and then decreased

with time.

However, T2DM patients who were former smokers had higher and exponentially in-
creasing relative risk of survival over time, while the case-control ratios in life expectan-
cies were greater than 1 with time. Life expectancy ratios increased with birth cohort
for people who were former smokers at entry. Using model C, the total life expectancy
for people with type 2 diabetes mellitus (T2DM), diagnosis at ages 50, 55, 60, 65, and 70
ranged from 12.63 to 32.56 years, while LEs for those without diabetes ranged between
14.52 and 36.51 years. The years of life lost (YLL) associated with T2DM decreased by
age at diagnosis, for example cases in the 1950-1960 birth cohort and diagnosed at 50
years of age lost 3.59 years while a case diagnosed at 70 years of age lost 1.89 years.
YLL by cases in 1940-1949 birth cohort at different ages of diagnosis were higher than
YLL by cases in the 1930-1939 and 1950-1960 birth cohorts.

To compare the results to the UK population, ONS LE calculator based on the national
life tables derived from the 2018-2020 data was used. Using 2019 to calculate the age of
study subjects and the middle year of the birth cohort LE in the study can be compared

to the UK population.

According to ONS, the LE of a female born in 1959, aged 60 years in 2019, is 87 years
with a 5.9% chance of reaching 100 years. This is 5.21 years lower than the LE estimated
by Model B but 4.32 years higher than in Model C. For a female born in 1949, aged
70 years in 2019, ONS estimated LE to be 88 years with a 4.8% chance of reaching
100 years. This is 9.77 years lower and 0.95 years lower than LEs estimated by Models
B and C, respectively. Broadly, the difference in LE estimated by Model C is reduced

when compared to ONS estimates than Model B.
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The following section describes the R Shiny App that was developed and used to
calculated the life expectancy, survival probability at a given age and respective ratios

(Ncube, N, 2022).

8.3 Actuarial Translation R Shiny Package

The first version of the R package which translated survival models into actuarial models
and life expectancy was developed using the R Shiny App. It can be accessed on
https://njabulo-ncube.shinyapps.io/actuarialtranslation/. The package makes it easy
for R programmers to build interactive web apps. It makes it easy for stakeholders to
engage with R packages without having to learn the software. This package allows users
to calculate life expectancies after specifying models’ variables. Model B and Model C
are used to make these calculations and plots. Users can select either of the two, however
Model C is recommended as it is a better fit, compared to Model B. The package has
3 sections which are General Settings, Model Variables and Model Estimates/Results.

The variables section includes all the models’ variables with optional values.

8.3.1 General Settings

This section allows the user to select general settings that specify how LE results will be
calculated and displayed. After selecting the medical condition, the application loads the
relevant model to be used to calculate the outcomes. Table 8.3 describes all of general

settings. Figure 8.3 shows the snapshot of the screen with the general setting.
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Figure 8.2: Visualisation and comparison of life expectancy ratios of cases and controls
by birth cohort using Model C
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fGeneral Factors h
Medical Condition: Select Graph Function: Log Scale: Select Age Variable:
Type 2 Diabetes v Hazard v Yes v Grouped v
Distribution
Gompertz
e y

Figure 8.3: Actuarial Model - General Setting Screen

8.3.2 Model Covariates

The model covariates are placed to the right side of the tab panel in the package.
To compare the cases to controls the user has to select ”Yes” from the Has Medical
Condition drop down list. Figure 8.4 shows the covariates section (in red colour) in the
package. Users can use the application to calculate hazard ratios and LEs by specifying

the person’s characteristics.

' Condion: I 4 "y
Plot Summary Life Table
Mo v

Year of Birth:
1930-1939 |
Age at Diagnosis:

60 v

Age Group

60-74

Gender: |

Female v

Smoking Status: T T T T 1
G0 70 80 90 100 -
o

A Nevear A > b

Figure 8.4: Actuarial Model - Covariates

8.3.3 Model Estimates

This section has 3 menu tabs. The first one plots the specified hazard ratios graph
on log-scale for a person with selected conditions (Figure 8.4, in green colour). The

second shows in summary the life expectancy for people with specified conditions and
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model parameters used (Figure 8.5). The third and final tab shows the table with life
expectancy by age at follow-up and ratios of survival probabilities and life expectancy

(Figure 8.6).

Flot ~ Summary  Life Table

The Life expectancy at 6@ is 29.4241181597902 alpha scale = 1 and beta scale
= 1 from a Gompertz hazard function using scale(alpha)=0.008012 and shape(be

ta) = 0.09444 under a Begun et. al. (2019) frailty model with frailty varian
ce = 0.003. The case alpha is = 1.NULL

Figure 8.5: Actuarial Model - Summary

Model Estimates

Flot Summary Life Table

Age(x) LE_case(x) LE_control{x) S_case(x)/S_control(x) LE_case/LE_comn
50 2708 29 .42 0.9869 0.9198

51 26.2 28.53 0.9856 0.9182

52 25.34 27 64 0.9842 0.9166

53 24 48 2676 095326 0.9149

54 23 64 2589 09309 0.9133

55 22 81 2502 0.979 09116

L4

Figure 8.6: Actuarial Model - life expectancy and ratios of LE and survival functions
for cases and controls

8.4 Conclusion

The chapter introduced Model C to complement Model A in calculating LE. Model B
estimated higher LEs than Model C due to the choice of follow-up time-scale that has
an impact on the estimation of the baseline S(t). Model C has a better fit than Model B

and due to the variability of age at entry of individuals in the study. People with T2DM
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and baseline characteristics at diagnosis lost up to a maximum of about 10% of life
expectancy when compared to people of the same age without T2DM. The differences
in life expectancies reduced at older ages. The following chapter discusses the findings

of the study.
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Chapter 9

Discussion

This study estimated the impact of T2DM diagnosis on all-cause mortality after adjust-
ing for several socio-demographic, lifestyle and medical factors using survival modelling
of EHR in the UK. This chapter discusses the newly developed models and estimated
life expectancies. First, the main findings are summarised. Second, the strengths and
limitations of this study are reviewed. Third, the aims and implications of this study

are addressed. Finally, the overall conclusion is given.

9.1 Main Findings

For this study, medical records from the period of 2000 to 2016, inclusive, from GPs
contributing to THIN database were used. People with the first incidence of T2DM
were selected and matched to at most three controls. All people included in the study
had no history at entry of any conditions in the exclusion list provided in Section 5.2.
To estimate the effect of T2DM diagnosis on all-cause mortality, three survival models,
Models A, B and C were developed. Models A and B were based on time from diagnosis
as the time-scale while Model C used participants’ age as the time-scale. Model B was
developed to take into account continuous age while Model C complements Model A in

estimating life expectancies.
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9.1.1 Impact of T2DM on all-cause mortality

The study found that people with T2DM had higher all-cause mortality hazards than
people without diabetes and these hazards increased with age at diagnosis when time
from diagnosis of T2DM was used as time-scale but declined when age was used as the
time-scale. Age as time-scale has been advocated for compared to time from diagnosis
as it provides less biased estimates (Hurley, 2015; Columbia Public Health, 2022; Kom
et al., 1997). However, the all-cause mortality hazards associated with T2DM estimated
in the study were lower than previously reported estimates (Almdal et al., 2004; Mulnier
et al., 2006; Taylor et al., 2013). This may be explained by the inclusion of a wider range
of people with T2DM and adjustment for more variables compared to previous studies.
Furthermore, previous studies did not adjust for age at diagnosis as was implemented

in our models.

A previous study by Lind et al. (2013) found a declining trend in relative mortality
risk among people with T2DM compared to those without diabetes between 1996 and
2009. The decline in all-cause mortality hazards associated with T2DM has previously
been attributed to medical advancement, improved T2DM guidelines and management
(ACCORD Study Group, 2008; Currie et al., 2007; Toulis et al., 2017; UKPDS Group
and others, 1998; Valentine et al., 2015; Zimmerman et al., 2017). However, this study
found the all-cause mortality relative risk associated with T2DM to be constant across

all birth cohorts and follow-up time.

There has been a number of previous studies on T2DM in the UK, but they focused
mainly on pharmacosurveillance. The impact of T2DM on all-cause mortality compared
to controls has not been extensively studied. The previous relevant studies adjusted
for at most 3 variables (age, gender, smoking status or entry year), (Lind et al., 2013;
Mulnier et al., 2006; Taylor et al., 2013). The exclusion of important variables such as
the birth year can have impact on the study population’s estimated survival prospects

across all years increasing relative risk bias and confounding Hurley (2015).
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Additionally, previous studies had relatively short follow-up time and HTN was mod-
elled as a time-invariant factor. This study has shown that the hazard on all-cause
mortality associated with HTN had a significant shape effect and hence it should be
modelled as time-variant. The study also found that the hazards due to smoking in-

creased in the later birth cohorts.

Another important new finding of this study is the increase in all-cause mortality

hazards at later ages in the 1950-60 birth cohort for individuals with or without T2DM.

9.1.2 Impact of T2DM on life expectancy

The life expectancy of people with T2DM was reduced after diagnosis and it was further
somewhat reduced in later birth cohorts. Broadly, the ratio of LE between cases and

controls decreased with age or time after diagnosis.

This current study also found that life expectancy was reduced in people diagnosed
with T2DM at a younger age. In as much as there has been medical advances, it can
not be inferred with certainty that these advances had an effect on the relative life
expectancy of people with T2DM. The differences in the shape of life expectancy ratio
over follow-up time scale across all birth cohorts can be conjectured to be due to the
socio-political and socio-economical conditions the different cohorts were exposed to
and their life styles. However, there can be other serious risk factors impacting life

expectancy in people with and without T2DM.

Based on Model B, life expectancy was higher for the 1940-49 birth cohort compared
to the preceding and succeeding birth cohorts. This finding is supported by ONS find-
ings in their life expectancy projections done in 2018 and preceding years. However,
their methodology does not allow for future assumed changes in mortality rates (ONS,
2019a). Life style changes were found to contribute positively to life expectancy in
T2DM patients. For example, former smokers without diabetes at entry had a reduced

life expectancy compared to former smokers with T2DM. Healthy life styles at T2DM
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diagnosis resulted in improved survival. This improvement among T2DM patients in-
creased by year of birth. However, the opposite was true for smokers. It can be concluded

that life expectancy ratio is dependent on the life style of an individual.

When compared to people without diabetes and no other risk factors, T2DM patients
with no other risk factors a reduced LE ranging from 0.1 years to 6 years. This con-
curred with what was reported by Walker et al. (2018); Wright et al. (2016). However,
any additional mortality risks would decrease LE in people with and without T2DM.
Another secondary finding from this study was the decline in life expectancy among
recent birth cohorts. A further study that includes people born after 1960 would help

in ascertaining this finding.

This finding supports a recent study by Rashid et al. (2021) that found that the
number of middle-layer super output areas (MSOA) in England with a decline in life
expectancy in women increased by 262% in 2014-2019 compared to 2010-2014, out of
the total of 6791 MSOAs. Though the study by Rashid et al. (2021) was based on
the England population, England had a respectable 84.2% of the UK population. In
addition, they reported that the detrimental in mortality trends in the UK began from
2010.

9.2 Strengths and Limitations

9.2.1 Strengths

The population studied in this research was drawn from the EHRs and was representa-
tive of the UK population (Blak et al., 2011; Hippisley-Cox and Coupland, 2010). The
matched controls were drawn from the same source population, hence valid comparisons
were made with no selection bias. The selection and follow-up periods were 17 years,
this means that a considerable number of death events could be observed providing for

more accurate estimations of life expectancies. This also provided the insight into the
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past and the present well-being of the study population. Adjusting for multiple risk
factors in our models and developing time-variant effects models, it became possible to

identify potential longevity risks.

By matching cases to controls and adjusting for a multiple risk factors, this large study
minimised selection biases (such as sick-user bias and healthy-user bias), information
bias and bias by indication. Furthermore, dependencies among patients in a GP were
accounted for by including the GP as a latent (frailty) variable. Imputed data were
validated against the complete data and no differential outcomes were found as a result

of imputation.

The Cox PH model is the standard method of survival analysis used in assessing
survival prospects of a population. By its very nature, the Cox model has a strong
assumption on PH. The model by Begun et al. (2019) is a generalisation of the Cox
model that allows modelling of the baseline hazards shape parameter to adjust for
time-variant variables while retaining the Cox model structure. This model has a better

statistical power in estimating time-variant hazards.

Finally, with respect to retirement planning and computation of reserves of insurance
products, the findings of this study are informative for actuarial valuations, financial
planning of retirement for individuals, insurance products pricing and social security

administration.

9.2.2 Limitations

Though the study included a considerable number of statistically significant variables,
these were not exhaustive. Hence, there may be potential residual confounding due to
unavailable data such as changes in therapy or lifestyle, severity of smoking and other
unrecorded variables. The exclusion of ethnicity and antidiabetic drugs in our models
due to high percentage of missing values, limited the study in assessing their impact

on all-cause mortality. According to ONS (2021), the proportion of BAME population
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has been on the increase in the UK. Assuming uniform increases, between 1991 to 2011
the proportion of BAME increased by 8.1 percentage points per year and then by 7.1
percentage points per year between 2011 and 2019. As the BAME population is on
the increase in the UK, it is important for GPs to mandatorily capture this variable.
Another variable that was excluded due to a high proportion of missing values was the
HbA.. As a measure that is used to diagnose diabetes, it is imperative that this variable
be captured from the onset of diagnosis. High missing values in HbA;, restrict research
into effects of severity of T2DM at diagnosis. The life expectancy confidence intervals
have not been provided in this study but will be included in future works on the R

Shiny application.

9.3 Conclusions

In conclusion, the hazard ratios (HRs) associated with T2DM were somewhat lower than
previously reported, at 1.21-1.52. This was due to the differences in the selection period,
selection by first incidence in this study and not presence of disease as in other previous
studies, poor adjustment in previous studies, and/ or differences in study population.
However, the hazards were constant across all birth cohorts demonstrating a lack of
progress in reducing relative risks of mortality associated with T2DM over time. Pre-
existing medical conditions and, in particular, untreated HT'N and smoking increased
the mortality hazards and their effects increased in later birth cohorts for both people
with and without T2DM. In addition, this study has found that the mortality hazards
were higher at older ages in the younger birth cohort. The poor mortality experience
in the 1950-1960 birth cohort, merits further research on individuals born after 1960 to
explore the increased all-cause mortality hazards in recent birth cohorts. A diagnosis of
T2DM reduced life expectancy by 1.1 to 3.95 years compared to people without diabetes
at entry. An assessment of the life expectancy of people with first incidence of T2DM
that includes confidence intervals and significant other medical complications (such as

CKD 3-5, cancer and dementia), that were excluded from this study will be a subject
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of further research.
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Appendix A

THIN Medical Codes

Type 2 diabetes mellitus (T2DM) readcodes that were used in this study were down-
loaded from the Clinical Codes website (www.clinicalcodes.org). The Readcodes col-
lected from this website included other diabetes mellitus (DM) types that were excluded
from the study as advised by the medical professionals in our research team. For the
purpose of this study the readcodes used are listed in Table D.7.

Table A.1: T2DM readcodes used.

Readcode Description Source Included
C11y000 Steroid induced diabetes Clinicalcodes YES
C314.11 Renal diabetes Clinicalcodes YES
9N4p.00 Did not attend diabetic retinopathy clinic Clinicalcodes YES
66At111 Type 2 diabetic dietary review Clinicalcodes YES
C109K00 Hyperosmolar non-ketotic state in type 2 diabetes mellitus Clinicalcodes YES
C109J12 Insulin treated Type II diabetes mellitus Clinicalcodes YES
C109J11 Insulin treated non-insulin dependent diabetes mellitus Clinicalcodes YES
C109J00 Insulin treated Type 2 diabetes mellitus Clinicalcodes YES
C109H12 Type 2 diabetes mellitus with neuropathic arthropathy Clinicalcodes YES
C109H11 Type Il diabetes mellitus with neuropathic arthropathy Clinicalcodes YES
C109HO00 Non-insulin dependent d m with neuropathic arthropathy Clinicalcodes YES
C109G11 Type II diabetes mellitus with arthropathy Clinicalcodes YES
C109G00 Non-insulin dependent diabetes mellitus with arthropathy Clinicalcodes YES
C109F12 Type 2 diabetes mellitus with peripheral angiopathy Clinicalcodes YES
C109F11 Type Il diabetes mellitus with peripheral angiopathy Clinicalcodes YES
C109F00 Non-insulin-dependent d m with peripheral angiopath Clinicalcodes YES
C109E12 Type 2 diabetes mellitus with diabetic cataract Clinicalcodes YES
66AH200 Conversion to insulin by diabetes specialist nurse Clinicalcodes YES
C109E11 Type Il diabetes mellitus with diabetic cataract Clinicalcodes YES
C109E00 Non-insulin depend diabetes mellitus with diabetic cataract Clinicalcodes YES
C109D12 Type 2 diabetes mellitus with hypoglycaemic coma Clinicalcodes YES
C109G12 Type 2 diabetes mellitus with arthropathy Clinicalcodes YES
U602317 [X] Adverse reaction to glipzide Clinicalcodes YES
66At100 Type II diabetic dietary review Clinicalcodes YES
ZC2C800 Dietary advice for diabetes mellitus Clinicalcodes YES
ZC2CAO00 Dietary advice for type II diabetes Clinicalcodes YES
ZRB5.00 Diabetes treatment satisfaction questionnaire Clinicalcodes YES
ZRB5.11 DTSQ - Diabetes treatment satisfaction questionnaire Clinicalcodes YES
ZRB6.00 Diabetes wellbeing questionnaire Clinicalcodes YES
C10FC00 Type 2 diabetes mellitus with nephropathy Clinicalcodes YES
C10FH11 Type II diabetes mellitus with neuropathic arthropathy Clinicalcodes YES
C10FHOO Type 2 diabetes mellitus with neuropathic arthropathy Clinicalcodes YES
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T2DM readcodes used.

Readcode Description Source Included
C10FG11 Type II diabetes mellitus with arthropathy Clinicalcodes YES
C10FGO0O Type 2 diabetes mellitus with arthropathy Clinicalcodes YES
C10FF11 Type 1I diabetes mellitus with peripheral angiopathy Clinicalcodes YES
C10FF00 Type 2 diabetes mellitus with peripheral angiopathy Clinicalcodes YES
C10FE11 Type II diabetes mellitus with diabetic cataract Clinicalcodes YES
C10FEO0 Type 2 diabetes mellitus with diabetic cataract Clinicalcodes YES
C10FD11 Type II diabetes mellitus with hypoglycaemic coma Clinicalcodes YES
C10FC11 Type II diabetes mellitus with nephropathy Clinicalcodes YES
C10FKOO Hyperosmolar non-ketotic state in type 2 diabetes mellitus  Clinicalcodes YES
C10FB11 Type II diabetes mellitus with polyneuropathy Clinicalcodes YES
C10FB0O0 Type 2 diabetes mellitus with polyneuropathy Clinicalcodes YES
C10FA11 Type II diabetes mellitus with mononeuropathy Clinicalcodes YES
C10FAO00 Type 2 diabetes mellitus with mononeuropathy Clinicalcodes YES
C10F911 Type II diabetes mellitus without complication Clinicalcodes YES
C10F900 Type 2 diabetes mellitus without complication Clinicalcodes YES
C10F711 Type II diabetes mellitus - poor control Clinicalcodes YES
C10F700 Type 2 diabetes mellitus - poor control Clinicalcodes YES
C10F611 Type II diabetes mellitus with retinopathy Clinicalcodes YES
C10FDO0O0 Type 2 diabetes mellitus with hypoglycaemic coma Clinicalcodes YES
C10FRO0O Type 2 diabetes mellitus with gastroparesis Clinicalcodes YES
13AC.00 Diabetic weight reducing diet Clinicalcodes YES
250 AM MATURITY ONSET DIABETES (MELLITUS) Clinicalcodes YES
250 AL MATURITY ONSET DIABETES(MELLITUS) NON-IN Clinicalcodes YES
250 AK MATURITY ONSET DIABETES MELLITUS INSULIN Clinicalcodes YES
250 AA NIDDM (NON-INSULIN DEPENDENT DIABETES) Clinicalcodes YES
L.180600 Pre-existing diabetes mellitus; non-insulin-dependent Clinicalcodes YES
66AV.00 Diabetic on insulin and oral treatment Clinicalcodes YES
66A4.00 Diabetic on oral treatment Clinicalcodes YES
C10z100 Diabetes mellitus; adult onset; + unspecified complication Clinicalcodes YES
66AHO00 Conversion to insulin Clinicalcodes YES
C10FJOO Insulin treated Type 2 diabetes mellitus Clinicalcodes YES
66A0.00 Diabetes type 2 review Clinicalcodes YES
C10FJ11 Insulin treated Type Il diabetes mellitus Clinicalcodes YES
C10FQO00 Type 2 diabetes mellitus with exudative maculopathy Clinicalcodes YES
C10FP0O0 Type 2 diabetes mellitus with ketoacidotic coma Clinicalcodes YES
C10FN11 Type II diabetes mellitus with ketoacidosis Clinicalcodes YES
C10FNOO Type 2 diabetes mellitus with ketoacidosis Clinicalcodes YES
C10FM11 Type II diabetes mellitus with persistent microalbuminuria Clinicalcodes YES
C10FMO0O Type 2 diabetes mellitus with persistent microalbuminuria  Clinicalcodes YES
C10FL11 Type II diabetes mellitus with persistent proteinuria Clinicalcodes YES
C10FLOO Type 2 diabetes mellitus with persistent proteinuria Clinicalcodes YES
C10FK11 Hpyperosmolar non-ketotic state in type II diabetes mellitus Clinicalcodes YES
C10F500 Type 2 diabetes mellitus with gangrene Clinicalcodes YES
C10y100 Diabetes mellitus; adult; + other specified manifestation Clinicalcodes YES
C10F600 Type 2 diabetes mellitus with retinopathy Clinicalcodes YES
679R.00 Patient offered diabetes structured education programme Clinicalcodes YES
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T2DM readcodes used.

Readcode Description Source Included
889A.00 Diab mellit insulin-glucose infus acute myocardial infarct Clinicalcodes YES
8CA4100 Pt advised re diabetic diet Clinicalcodes YES
8CP2.00 Transition of diabetes care options discussed Clinicalcodes YES
8CR2.00 Diabetes clinical management plan Clinicalcodes YES
8CS0.00 Diabetes care plan agreed Clinicalcodes YES
8H4e.00 Referral to diabetes special interest general practitioner Clinicalcodes YES
8Hj3.00 Referral to DAFNE diabetes structured education programme Clinicalcodes YES
6761 Diabetic pre-pregnancy counselling Clinicalcodes YES
8I3k.00 Insulin therapy declined Clinicalcodes YES
8157.00 Patient held diabetic record declined Clinicalcodes YES
9360 Patient held diabetic record issued Clinicalcodes YES
C10F.00 Type 2 diabetes mellitus Clinicalcodes YES
C10F411 Type 11 diabetes mellitus with ulcer Clinicalcodes YES
C10F400 Type 2 diabetes mellitus with ulcer Clinicalcodes YES
C10F311 Type II diabetes mellitus with multiple complications Clinicalcodes YES
C10F300 Type 2 diabetes mellitus with multiple complications Clinicalcodes YES
C10F211 Type II diabetes mellitus with neurological complications Clinicalcodes YES
C10F200 Type 2 diabetes mellitus with neurological complications Clinicalcodes YES
C10F111 Type II diabetes mellitus with ophthalmic complications Clinicalcodes YES
C10F'100 Type 2 diabetes mellitus with ophthalmic complications Clinicalcodes YES
C10F011 Type II diabetes mellitus with renal complications Clinicalcodes YES
679L.00 Health education - diabetes Clinicalcodes YES
C10F.11 Type Il diabetes mellitus Clinicalcodes YES
C10F511 Type Il diabetes mellitus with gangrene Clinicalcodes YES
C10E912 Insulin dependent diabetes maturity onset Clinicalcodes YES
C10D.11 Maturity onset diabetes in youth type 2 Clinicalcodes YES
C10D.00 Diabetes mellitus autosomal dominant type 2 Clinicalcodes YES
1434 H/O: diabetes mellitus Clinicalcodes YES
14P3.00 H/O: insulin therapy Clinicalcodes YES
3882 Diabetes well being questionnaire Clinicalcodes YES
C10F000 Type 2 diabetes mellitus with renal complications Clinicalcodes YES
C109.11 NIDDM - Non-insulin dependent diabetes mellitus Clinicalcodes YES
E11.7 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.8 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.9 non-insulin-dependent diabetes mellitus Clinicalcodes YES
C104100 Diabetes mellitus; adult onset; with renal manifestation Clinicalcodes YES
66AH100 conversion to insulin in secondary care Clinicalcodes YES
C105100 Diabetes mellitus; adult onset; + ophthalmic manifestation Clinicalcodes YES
C103y00 Other specified diabetes mellitus with coma Clinicalcodes YES
C103100 Diabetes mellitus; adult onset; with ketoacidotic coma Clinicalcodes YES
C109211 Type II diabetes mellitus with neurological complications Clinicalcodes YES
C109.00 Non-insulin dependent diabetes mellitus Clinicalcodes YES
E11.4 non-insulin-dependent diabetes mellitus Clinicalcodes YES
C109.12 Type 2 diabetes mellitus Clinicalcodes YES
C109.13 Type II diabetes mellitus Clinicalcodes YES
C109000 Non-insulin-dependent diabetes mellitus with renal comps Clinicalcodes YES
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T2DM readcodes used.

Readcode Description Source Included
C109011 Type Il diabetes mellitus with renal complications Clinicalcodes YES
C109012 Type 2 diabetes mellitus with renal complications Clinicalcodes YES
C109100 Non-insulin-dependent diabetes mellitus with ophthalm comps Clinicalcodes YES
C10P111 Type 2 diabetes mellitus in remission Clinicalcodes YES
C109112 Type 2 diabetes mellitus with ophthalmic complications Clinicalcodes YES
C102100 Diabetes mellitus; adult onset; with hyperosmolar coma Clinicalcodes YES
C107100 Diabetes mellitus; adult; 4+ peripheral circulatory disorder Clinicalcodes YES
8I2P.00 sulphonylureas contraindicated Clinicalcodes YES
C10P100 Type 11 diabetes mellitus in remission Clinicalcodes YES
C10FP11 Type II diabetes mellitus with ketoacidotic coma Clinicalcodes YES
ZV6DBO00 [v]admitted for conversion to insulin Clinicalcodes YES
C106100 Diabetes mellitus; adult onset; + neurological manifestation Clinicalcodes YES
El1.6 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.5 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.0 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.1 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.2 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.3 non-insulin-dependent diabetes mellitus Clinicalcodes YES
C109200 Non-insulin-dependent diabetes mellitus with neuro comps Clinicalcodes YES
C109912 Type 2 diabetes mellitus without complication Clinicalcodes YES
C109212 Type 2 diabetes mellitus with neurological complications Clinicalcodes YES
C109111 Type Il diabetes mellitus with ophthalmic complications Clinicalcodes YES
C109712 Type 2 diabetes mellitus - poor control Clinicalcodes YES
C100112 Non-insulin dependent diabetes mellitus Clinicalcodes YES
C100111 Maturity onset diabetes Clinicalcodes YES
C100100 Diabetes mellitus; adult onset; no mention of complication Clinicalcodes YES
C109D11 Type II diabetes mellitus with hypoglycaemic coma Clinicalcodes YES
C109612 Type 2 diabetes mellitus with retinopathy Clinicalcodes YES
C109911 Type II diabetes mellitus without complication Clinicalcodes YES
C109700 Non-insulin dependent diabetes mellitus - poor control Clinicalcodes YES
C109A00 Non-insulin dependent diabetes mellitus with mononeuropathy Clinicalcodes YES
C109A11 Type II diabetes mellitus with mononeuropathy Clinicalcodes YES
C109B00 Non-insulin dependent diabetes mellitus with polyneuropathy Clinicalcodes YES
C109B11 Type II diabetes mellitus with polyneuropathy Clinicalcodes YES
C109B12 Type 2 diabetes mellitus with polyneuropathy Clinicalcodes YES
C109C00 Non-insulin dependent diabetes mellitus with nephropathy Clinicalcodes YES
C109C11 Type II diabetes mellitus with nephropathy Clinicalcodes YES
C109C12 Type 2 diabetes mellitus with nephropathy Clinicalcodes YES
C109D00 Non-insulin dependent diabetes mellitus with hypoglyca coma  Clinicalcodes YES
C109900 Non-insulin-dependent diabetes mellitus without complication Clinicalcodes YES
C109600 Non-insulin-dependent diabetes mellitus with retinopathy Clinicalcodes YES
C109300 Non-insulin-dependent diabetes mellitus with multiple comps Clinicalcodes YES
C109312 Type 2 diabetes mellitus with multiple complications Clinicalcodes YES
C109400 Non-insulin dependent diabetes mellitus with ulcer Clinicalcodes YES
C109411 Type II diabetes mellitus with ulcer Clinicalcodes YES
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T2DM readcodes used.

Readcode Description Source Included
C109412 Type 2 diabetes mellitus with ulcer Clinicalcodes YES
C109500 Non-insulin dependent diabetes mellitus with gangrene Clinicalcodes YES
C109511 Type Il diabetes mellitus with gangrene Clinicalcodes YES
C109711 Type II diabetes mellitus - poor control Clinicalcodes YES
C107400 NIDDM with peripheral circulatory disorder Clinicalcodes YES
6602.00 Diabetic on non-insulin injectable medication Clinicalcodes YES
C101100 Diabetes mellitus; adult onset; with ketoacidosis Clinicalcodes YES
6605.00 Diabetic on oral treatment and glucagon-like pepti Clinicalcodes YES
C109611 Type 11 diabetes mellitus with retinopathy Clinicalcodes YES
C101000 Diabetes mellitus; juvenile type; with ketoacidosis Clinicalcodes YES
C109512 Type 2 diabetes mellitus with gangrene Clinicalcodes YES
66A3.00 Diabetic on diet only Clinicalcodes YES
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Appendix B

Townsend Deprivation Index Calcu-
lation

The Townsend deprivation index (TDI) is one of the several indices used to measure
deprivation in the UK. Other indices are the Index of Multiple Deprivation and the
Mosaic Index. The TDI is computed as a weighted index from four indicators, which
are Unemployment, Non-car ownership, Non-house ownership and Overcrowding. The
TDI used by the THIN database are based on the 2001 Census data. The indicators are
computed as follows:

UnemployedActive Labour Force

Total Active Labour Force
Numbero f householdswithnocar

Total Numberof Households
Numbero f householdstenantoccupied

Total Numberof Households
Numbero f householdsovercrowded

Total Numberof Households

unemployment = 100

non — carownership = 100

100

non — houseownership =

overcrowding = - 100

Their standard Z-scores are calculated, weighted and summed up to give the TDI score.
THIN uses equally weighted Z-scores which are based on Office of National Statistics
(ONS)’s 2001 census method. Unemployment and overcrowding indicators are first log
transformed before their Z-scores are calculated to reduce skewness. The scores are then
grouped into TDI quintiles from 1 (least deprived) to 5 (most deprived). Due to the
fact that the standard Z-scores are centred on the mean zero, an area with TDI score
greater than zero fall in the deprived category whereas a score less than zero is in the
affluent category.
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Ischaemic heart disease

9,433
Stroke 5,781
Chronic obstructive pulmonary disease
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e Diabetes mellitus

Road injury - 1,402
0

@ Diarrhoeal diseases
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Number of Deaths (in Thousands)

Figure C.3: Top Ten Causes of Death in the World 2019.
Source: (WHO, 2017a)

Ischaemic heart disease _ 8,455
@ Lower respiratory infections _ 2,984
Chronic obstructive pulmonary disease _ 2,849

® Diarrhoeal diseases - 1,615

Trachea, bronchus, lung cancers - 1,569
® Hiv/AIDS - 1,458
Alzheimer disease and other dementias 1,406
@ Tuberculosis - 1,403
@ Diabetes mellitus - 1,311

0] 2,000 4,000 6,000 8,000 10,000

Number of Deaths (in Thousands)

Figure C.4: Top Ten Causes of Death in the World 2010.
Source: (WHO, 2017a)

151



Ischaemic heart disease

7,727

Stroke

@ Lower respiratory infections _ 3,123
Chronic obstructive pulmonary disease _ 2,829
evv/aps [ 1010

® Diarrhoeal diseases

® Tuberculosis _ 1,565

Trachea, bronchus, lung cancers

Preterm birth complications - 1,254

5,315

Road injury

mDiabetesmellitus - 1,135
(0]

2,000 4,000 6,000 8,000 10,000
Number of Deaths (in Thousands)

Figure C.5: Top Ten Causes of Death in the World 2005.
Source: (WHO, 2017a)
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Figure C.6: Top Ten Causes of Death in the World 2000.
Source: (WHO, 2017a)
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Selected DM-II subjects with:

i. Acceptable Records

ii. Diagnosis Year >=1984

iii. Death and Transfer dates > Diagnosis date
iv. Age >=40

v. Transfer and Death Date > Diagnosis Date
vi. Diagnosis Date > AMR Date

vii. Valid record within 10 years before diag-
nosis

viii. First Prescription Year>=1984

ix. Valid gaps

X. Registration Date at practice >= 12 months
xi. No severe complications: Stroke, Demen-
tia, CKD 3-5, Cancer, Cognitive Impairment,
PVD, Heart Failure and Myocardial Infarction
before Diagnosis Date.

xii. Diagnosis Date > Computerisation Date

DIABETES MELLITUS II

If Diagnosis Date > First Prescription Date:
Set Diagnosis Date = First Prescription Date

H
~ —

DIABETES MELLITUS Il PATIENTS SELECTED

N =108 282

B

v

Selected DM-II subjects with:

i. Acceptable Records

ii. Entry Date= DM-II Diagnosis Date

iii. Death and Transfer dates > Diagnosis date
iv. Age = DM-II Patient Age

v. Transfer and Death Date > Diagnosis Date
vi. Entry Date > AMR Date

vii. Valid record within 10 years before diag-
nosis

viii. No First DM-II Prescription Date <=DM-II
Diagnosis

ix. Valid gaps

X. Registration Date at practice—Entry Date
>=12 months

xi. No severe complications: Stroke, Demen-
tia, CKD 3-5, Cancer, Cognitive Impairment,
PVD, Heart Failure and Myocardial Infarction
before Entry Date including Diabetes

xii. Entry Date > Computerisation Date

NON - DIABETES MELLITUS I

Matchin,
1:3 &

Figure C.7: Data Extraction Process
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S {r}

is_missing= as.data.frame(abs(is.na(dm_study[,c(
independent_var=dm_study[,c(

p_values=matrix(na,nrow = ncol (independent_var),ncol = ncol (is_missing))
i :ncol( missing)){
ndependent_var)){|
s=summary(gIlm(is_missing[,i]~independent_var[,j],family = binomial))

p_values[j,il=s$coefficients[2,4]
}

-

I
if (length(which(p_values<= ))/1ength(p_values)>0){

print (paste0( , 1ength(which(p_values<= ))/1ength(p_values)) )
lelse{princ( )3

Figure C.8: Code for checking MAR pattern
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Appendix D

Additional Tables
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Table D.2: Main Types of non-insulin antidiabetic drugs used in T2DM Therapy

Group Description Examples
Sulphonylureas increases the amount of natural insulin produced Gliclazide,
by the pancreas Glibenclamide,
Glipizide,
Glimepiride,
Tolbutamide
Biguanides reduce the release of glucose from the liver and Metformin
increasing the uptake of glucose into the muscles  (Glu-
cophage®))
Thiazolidinediones target IR and are used by people who have been *Rosiglitazone
unable to control their blood glucose levels with  (Avandin®)),
metformin or sulphonylurea. Also avalaible in Pioglitazone
combinations with metformin as Avandamet@® (Actos®))
and Actophus Met(®)
Alpha Glucosidase  slows digestion of carbohydrate in the intestines Acarbose®),
Inhibitor and suppresses the rise of blood glucose after Glucobay@®)
meals
Prandial ~ (meal- stimulate the release of insulin from the pancreas Prandin/
time) Glucose and are taken with meals. Can be used with or Repaglinide,
Regulators, Megli- without metformin Nateglinide®)
tinide Analogues
Sodium-glucose reduces glucose reabsorption and increases uri- Dapagliflozin,
contransporter 2 nary glucose excretion by reversibly inhibiting Canagliflozin,
(SGLT-2) SGLT-2 in the renal proximal convoluted tubule. Empagliflozin
Dipetidyl pep- increases insulin secretion and reduces glucagon Alogliptin,
tidease - 4 (DPP- secretion by inhibiting DPP-4 Linagliptin,
4) inhibitors Saxagliptin,
Sitagliptin,
Vildagliptin
Glucagon-Like attaches to, and activates, the GLP-1 receptor to Albiglutide,
peptide - 1 (GLP- increase insulin secretion, suppresses secretion of Dulaglutide,
1) receptor glucagon, and slows down gastric emptying. Its an Exenatide,
injectable drug. Liraglutide,
Lixisenatide,
Semaglutide

* Restricted by the USA Food and Drug Administration due to increased
myocardial infarction (MI) risk (Lim et al., 2018).
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Table D.3: The Four Types of Insulin

Type On-set Peak Time Duration Examples
Rapid-acting Reaches blood within 30 to 90 mins later 5hrs Humalog,
(Lispro) 15 mins Novorapid
Short-acting Reaches blood within 2 - 4 hrs later 4 - 8hrs Actrapid,
(Regular) 30 mins Humulin,
Hypurin,
Velosulin
Intermediate-acting ~ Reaches blood within 4 - 14hrs later 14 - 20hrs  Humulin,
(NPH and Lente) 2 to 6hrs Hypurin,
Insuman
Long-acting Reaches blood within Has no peak or very 20-24hrs Lantus,
(Ultralente) 6 to 14hrs small peak 10 - 16hrs Levemir,
Hypurin,
Tresiba
Table D.4: Risk assessment of diabetes-related foot problems
Diabetes Foot Problems Risk
Low Moderate High Active
No Risk Factors . : :
Deformity OR Previous Ulcera- Ulceration OR
except callus alone .
tion OR
Neuropathy OR Previous Amputa- Spreading Infec-
tion OR tion OR
Non-Critical Limb On  Renal Re- Critical Limb Is-
Ischaemia placement Ther- chaemia OR
apy OR
Neuropathy and
Non-Critical Limb
. Gangrene OR
Ischaemia to-
gether OR

Neuropathy in
Combination with
Callus and / or
Deformity OR

Non-Critical Limb
Ischaemia in
Combination with
Callus and / or
Deformity.

Suspicion of Acute
Charcot
Arthropathy  or
unexplained hot,
red, swollen foot
with or without
pain
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Table D.5: Strengths and Weaknesses of The Health Improvement Network (THIN)
Database

Strengths

Weaknesses

Big database representing 6% of the
UK population

Only reflect patient’s data that is
deemed relevant to the patient’s care

Allows study of all patients with a se-
lected medical condition

Its use requires an experienced data
manager

Control subjects can be selected from
the same source population

When exposure and outcomes are both
rare there is a likelihood of power prob-
lems

Data is collected in a non-intervention
way and therefore reflects ‘real life’

Not appropriate for studies with em-
phasis on ethnicity, occupation, em-
ployment and / or socio-economic sta-
tus as it is not available at a patient
level

Data is continually updated

Non-compliance to medication pre-
scriptions may be an issue for drug-
related exposures

Reduction of costs and time spent in
data collection

Not appropriate for studies where data
is primarily related to secondary care

Amenable to most epidemiological
study designs such as cohorts, case-
control and case-series studies

over-the-counter (OTC) drugs are not
usually recorded

Can be used to study relatively rare ex-
posures or outcomes

Only abnormal lab test results (values)
may have been entered

Several practices are linked to the Hos-
pital Episode Statistics (HES) data

Source: UCL (2013)
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Table D.6: Description of linked-tables in THIN

Look-up table

Description

Staff

Provides information on the gender and roles
of staff members at a GP

Postcode Variable

Provides anonymous patient postcode-linked,

Indicators socio-economic status, ethnicity and environmental
indices.
Pack size Provides the quantity in a pack of drugs.

Drug Codes/ BNF

Provides the codes for the drugs using
a BNF format.

Dosage

Gives the dosage of the drug prescription
including the frequency and strength.

Medical Codes
AHD

Has the codes used to identify medical conditions.
Contains information on lifestyle, preventive healthcare,
immunisation, test results and death details.

167



D.1 THIN Medical Codes

T2DM readcodes used in this study were collected from the Clinical Codes. Readcodes
collected from this website included other diabetes mellitus (DM) types which were
excluded from the study as advised by the medical professionals in the study team.

Table D.7: T2DM readcodes used.

Readcode Description Source Included
C11y000 Steroid induced diabetes Clinicalcodes YES
C314.11 Renal diabetes Clinicalcodes YES
9N4p.00 Did not attend diabetic retinopathy clinic Clinicalcodes YES
66At111 Type 2 diabetic dietary review Clinicalcodes YES
C109K00 Hyperosmolar non-ketotic state in type 2 diabetes mellitus Clinicalcodes YES
C109J12 Insulin treated Type II diabetes mellitus Clinicalcodes YES
C109J11 Insulin treated non-insulin dependent diabetes mellitus Clinicalcodes YES
C109J00 Insulin treated Type 2 diabetes mellitus Clinicalcodes YES
C109H12 Type 2 diabetes mellitus with neuropathic arthropathy Clinicalcodes YES
C109H11 Type II diabetes mellitus with neuropathic arthropathy Clinicalcodes YES
C109HO00 Non-insulin dependent d m with neuropathic arthropathy Clinicalcodes YES
C109G11 Type II diabetes mellitus with arthropathy Clinicalcodes YES
C109G00 Non-insulin dependent diabetes mellitus with arthropathy Clinicalcodes YES
C109F12 Type 2 diabetes mellitus with peripheral angiopathy Clinicalcodes YES
C109F11 Type Il diabetes mellitus with peripheral angiopathy Clinicalcodes YES
C109F00 Non-insulin-dependent d m with peripheral angiopath Clinicalcodes YES
C109E12 Type 2 diabetes mellitus with diabetic cataract Clinicalcodes YES
66AH200 Conversion to insulin by diabetes specialist nurse Clinicalcodes YES
C109E11 Type II diabetes mellitus with diabetic cataract Clinicalcodes YES
C109E00 Non-insulin depend diabetes mellitus with diabetic cataract Clinicalcodes YES
C109D12 Type 2 diabetes mellitus with hypoglycaemic coma Clinicalcodes YES
C109G12 Type 2 diabetes mellitus with arthropathy Clinicalcodes YES
U602317 [X] Adverse reaction to glipzide Clinicalcodes YES
66At100 Type II diabetic dietary review Clinicalcodes YES
ZC2C800 Dietary advice for diabetes mellitus Clinicalcodes YES
ZC2CAO00 Dietary advice for type II diabetes Clinicalcodes YES
ZRB5.00 Diabetes treatment satisfaction questionnaire Clinicalcodes YES
ZRB5.11 DTSQ - Diabetes treatment satisfaction questionnaire Clinicalcodes YES
ZRB6.00 Diabetes wellbeing questionnaire Clinicalcodes YES
C10FC00 Type 2 diabetes mellitus with nephropathy Clinicalcodes YES
C10FH11 Type II diabetes mellitus with neuropathic arthropathy Clinicalcodes YES
C10FHOO Type 2 diabetes mellitus with neuropathic arthropathy Clinicalcodes YES
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www.clinicalcodes.org

T2DM readcodes used.

Readcode Description Source Included
C10FG11 Type II diabetes mellitus with arthropathy Clinicalcodes YES
C10FGO0O Type 2 diabetes mellitus with arthropathy Clinicalcodes YES
C10FF11 Type 1I diabetes mellitus with peripheral angiopathy Clinicalcodes YES
C10FF00 Type 2 diabetes mellitus with peripheral angiopathy Clinicalcodes YES
C10FE11 Type II diabetes mellitus with diabetic cataract Clinicalcodes YES
C10FEO0 Type 2 diabetes mellitus with diabetic cataract Clinicalcodes YES
C10FD11 Type II diabetes mellitus with hypoglycaemic coma Clinicalcodes YES
C10FC11 Type II diabetes mellitus with nephropathy Clinicalcodes YES
C10FKOO Hyperosmolar non-ketotic state in type 2 diabetes mellitus  Clinicalcodes YES
C10FB11 Type II diabetes mellitus with polyneuropathy Clinicalcodes YES
C10FB0O0 Type 2 diabetes mellitus with polyneuropathy Clinicalcodes YES
C10FA11 Type II diabetes mellitus with mononeuropathy Clinicalcodes YES
C10FAO00 Type 2 diabetes mellitus with mononeuropathy Clinicalcodes YES
C10F911 Type II diabetes mellitus without complication Clinicalcodes YES
C10F900 Type 2 diabetes mellitus without complication Clinicalcodes YES
C10F711 Type II diabetes mellitus - poor control Clinicalcodes YES
C10F700 Type 2 diabetes mellitus - poor control Clinicalcodes YES
C10F611 Type II diabetes mellitus with retinopathy Clinicalcodes YES
C10FDO0O0 Type 2 diabetes mellitus with hypoglycaemic coma Clinicalcodes YES
C10FRO0O Type 2 diabetes mellitus with gastroparesis Clinicalcodes YES
13AC.00 Diabetic weight reducing diet Clinicalcodes YES
250 AM MATURITY ONSET DIABETES (MELLITUS) Clinicalcodes YES
250 AL MATURITY ONSET DIABETES(MELLITUS) NON-IN Clinicalcodes YES
250 AK MATURITY ONSET DIABETES MELLITUS INSULIN Clinicalcodes YES
250 AA NIDDM (NON-INSULIN DEPENDENT DIABETES) Clinicalcodes YES
L.180600 Pre-existing diabetes mellitus; non-insulin-dependent Clinicalcodes YES
66AV.00 Diabetic on insulin and oral treatment Clinicalcodes YES
66A4.00 Diabetic on oral treatment Clinicalcodes YES
C10z100 Diabetes mellitus; adult onset; + unspecified complication Clinicalcodes YES
66AHO00 Conversion to insulin Clinicalcodes YES
C10FJOO Insulin treated Type 2 diabetes mellitus Clinicalcodes YES
66A0.00 Diabetes type 2 review Clinicalcodes YES
C10FJ11 Insulin treated Type Il diabetes mellitus Clinicalcodes YES
C10FQO00 Type 2 diabetes mellitus with exudative maculopathy Clinicalcodes YES
C10FP0O0 Type 2 diabetes mellitus with ketoacidotic coma Clinicalcodes YES
C10FN11 Type II diabetes mellitus with ketoacidosis Clinicalcodes YES
C10FNOO Type 2 diabetes mellitus with ketoacidosis Clinicalcodes YES
C10FM11 Type II diabetes mellitus with persistent microalbuminuria Clinicalcodes YES
C10FMO0O Type 2 diabetes mellitus with persistent microalbuminuria  Clinicalcodes YES
C10FL11 Type II diabetes mellitus with persistent proteinuria Clinicalcodes YES
C10FLOO Type 2 diabetes mellitus with persistent proteinuria Clinicalcodes YES
C10FK11 Hpyperosmolar non-ketotic state in type II diabetes mellitus Clinicalcodes YES
C10F500 Type 2 diabetes mellitus with gangrene Clinicalcodes YES
C10y100 Diabetes mellitus; adult; + other specified manifestation Clinicalcodes YES
C10F600 Type 2 diabetes mellitus with retinopathy Clinicalcodes YES
679R.00 Patient offered diabetes structured education programme Clinicalcodes YES
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T2DM readcodes used.

Readcode Description Source Included
889A.00 Diab mellit insulin-glucose infus acute myocardial infarct Clinicalcodes YES
8CA4100 Pt advised re diabetic diet Clinicalcodes YES
8CP2.00 Transition of diabetes care options discussed Clinicalcodes YES
8CR2.00 Diabetes clinical management plan Clinicalcodes YES
8CS0.00 Diabetes care plan agreed Clinicalcodes YES
8H4e.00 Referral to diabetes special interest general practitioner Clinicalcodes YES
8Hj3.00 Referral to DAFNE diabetes structured education programme Clinicalcodes YES
6761 Diabetic pre-pregnancy counselling Clinicalcodes YES
8I3k.00 Insulin therapy declined Clinicalcodes YES
8157.00 Patient held diabetic record declined Clinicalcodes YES
9360 Patient held diabetic record issued Clinicalcodes YES
C10F.00 Type 2 diabetes mellitus Clinicalcodes YES
C10F411 Type 11 diabetes mellitus with ulcer Clinicalcodes YES
C10F400 Type 2 diabetes mellitus with ulcer Clinicalcodes YES
C10F311 Type II diabetes mellitus with multiple complications Clinicalcodes YES
C10F300 Type 2 diabetes mellitus with multiple complications Clinicalcodes YES
C10F211 Type II diabetes mellitus with neurological complications Clinicalcodes YES
C10F200 Type 2 diabetes mellitus with neurological complications Clinicalcodes YES
C10F111 Type II diabetes mellitus with ophthalmic complications Clinicalcodes YES
C10F'100 Type 2 diabetes mellitus with ophthalmic complications Clinicalcodes YES
C10F011 Type II diabetes mellitus with renal complications Clinicalcodes YES
679L.00 Health education - diabetes Clinicalcodes YES
C10F.11 Type Il diabetes mellitus Clinicalcodes YES
C10F511 Type Il diabetes mellitus with gangrene Clinicalcodes YES
C10E912 Insulin dependent diabetes maturity onset Clinicalcodes YES
C10D.11 Maturity onset diabetes in youth type 2 Clinicalcodes YES
C10D.00 Diabetes mellitus autosomal dominant type 2 Clinicalcodes YES
1434 H/O: diabetes mellitus Clinicalcodes YES
14P3.00 H/O: insulin therapy Clinicalcodes YES
3882 Diabetes well being questionnaire Clinicalcodes YES
C10F000 Type 2 diabetes mellitus with renal complications Clinicalcodes YES
C109.11 NIDDM - Non-insulin dependent diabetes mellitus Clinicalcodes YES
E11.7 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.8 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.9 non-insulin-dependent diabetes mellitus Clinicalcodes YES
C104100 Diabetes mellitus; adult onset; with renal manifestation Clinicalcodes YES
66AH100 conversion to insulin in secondary care Clinicalcodes YES
C105100 Diabetes mellitus; adult onset; + ophthalmic manifestation Clinicalcodes YES
C103y00 Other specified diabetes mellitus with coma Clinicalcodes YES
C103100 Diabetes mellitus; adult onset; with ketoacidotic coma Clinicalcodes YES
C109211 Type II diabetes mellitus with neurological complications Clinicalcodes YES
C109.00 Non-insulin dependent diabetes mellitus Clinicalcodes YES
E11.4 non-insulin-dependent diabetes mellitus Clinicalcodes YES
C109.12 Type 2 diabetes mellitus Clinicalcodes YES
C109.13 Type II diabetes mellitus Clinicalcodes YES
C109000 Non-insulin-dependent diabetes mellitus with renal comps Clinicalcodes YES
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T2DM readcodes used.

Readcode Description Source Included
C109011 Type Il diabetes mellitus with renal complications Clinicalcodes YES
C109012 Type 2 diabetes mellitus with renal complications Clinicalcodes YES
C109100 Non-insulin-dependent diabetes mellitus with ophthalm comps Clinicalcodes YES
C10P111 Type 2 diabetes mellitus in remission Clinicalcodes YES
C109112 Type 2 diabetes mellitus with ophthalmic complications Clinicalcodes YES
C102100 Diabetes mellitus; adult onset; with hyperosmolar coma Clinicalcodes YES
C107100 Diabetes mellitus; adult; 4+ peripheral circulatory disorder Clinicalcodes YES
8I2P.00 sulphonylureas contraindicated Clinicalcodes YES
C10P100 Type 11 diabetes mellitus in remission Clinicalcodes YES
C10FP11 Type II diabetes mellitus with ketoacidotic coma Clinicalcodes YES
ZV6DBO00 [v]admitted for conversion to insulin Clinicalcodes YES
C106100 Diabetes mellitus; adult onset; + neurological manifestation Clinicalcodes YES
El1.6 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.5 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.0 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.1 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.2 non-insulin-dependent diabetes mellitus Clinicalcodes YES
E11.3 non-insulin-dependent diabetes mellitus Clinicalcodes YES
C109200 Non-insulin-dependent diabetes mellitus with neuro comps Clinicalcodes YES
C109912 Type 2 diabetes mellitus without complication Clinicalcodes YES
C109212 Type 2 diabetes mellitus with neurological complications Clinicalcodes YES
C109111 Type Il diabetes mellitus with ophthalmic complications Clinicalcodes YES
C109712 Type 2 diabetes mellitus - poor control Clinicalcodes YES
C100112 Non-insulin dependent diabetes mellitus Clinicalcodes YES
C100111 Maturity onset diabetes Clinicalcodes YES
C100100 Diabetes mellitus; adult onset; no mention of complication Clinicalcodes YES
C109D11 Type II diabetes mellitus with hypoglycaemic coma Clinicalcodes YES
C109612 Type 2 diabetes mellitus with retinopathy Clinicalcodes YES
C109911 Type II diabetes mellitus without complication Clinicalcodes YES
C109700 Non-insulin dependent diabetes mellitus - poor control Clinicalcodes YES
C109A00 Non-insulin dependent diabetes mellitus with mononeuropathy Clinicalcodes YES
C109A11 Type II diabetes mellitus with mononeuropathy Clinicalcodes YES
C109B00 Non-insulin dependent diabetes mellitus with polyneuropathy Clinicalcodes YES
C109B11 Type II diabetes mellitus with polyneuropathy Clinicalcodes YES
C109B12 Type 2 diabetes mellitus with polyneuropathy Clinicalcodes YES
C109C00 Non-insulin dependent diabetes mellitus with nephropathy Clinicalcodes YES
C109C11 Type II diabetes mellitus with nephropathy Clinicalcodes YES
C109C12 Type 2 diabetes mellitus with nephropathy Clinicalcodes YES
C109D00 Non-insulin dependent diabetes mellitus with hypoglyca coma  Clinicalcodes YES
C109900 Non-insulin-dependent diabetes mellitus without complication Clinicalcodes YES
C109600 Non-insulin-dependent diabetes mellitus with retinopathy Clinicalcodes YES
C109300 Non-insulin-dependent diabetes mellitus with multiple comps Clinicalcodes YES
C109312 Type 2 diabetes mellitus with multiple complications Clinicalcodes YES
C109400 Non-insulin dependent diabetes mellitus with ulcer Clinicalcodes YES
C109411 Type II diabetes mellitus with ulcer Clinicalcodes YES
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T2DM readcodes used.

Readcode Description Source Included
C109412 Type 2 diabetes mellitus with ulcer Clinicalcodes YES
C109500 Non-insulin dependent diabetes mellitus with gangrene Clinicalcodes YES
C109511 Type Il diabetes mellitus with gangrene Clinicalcodes YES
C109711 Type II diabetes mellitus - poor control Clinicalcodes YES
C107400 NIDDM with peripheral circulatory disorder Clinicalcodes YES
6602.00 Diabetic on non-insulin injectable medication Clinicalcodes YES
C101100 Diabetes mellitus; adult onset; with ketoacidosis Clinicalcodes YES
6605.00 Diabetic on oral treatment and glucagon-like pepti Clinicalcodes YES
C109611 Type 11 diabetes mellitus with retinopathy Clinicalcodes YES
C101000 Diabetes mellitus; juvenile type; with ketoacidosis Clinicalcodes YES
C109512 Type 2 diabetes mellitus with gangrene Clinicalcodes YES
66A3.00 Diabetic on diet only Clinicalcodes YES
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Table D.13: Number of participants by gender, BP and case-control status as at study

High 36,525 ( 58.71

28,402 ( 61.31 60,325 ( 43.2

51,660 ( 44.83

Total

entry.

BP Cases (Numbers (%)) Controls (Numbers (%))
Male Female Male Female
Missing 3,868 ( 6.22 2,680 ( 5.79 17,513 (12.54 ) 10,071 ( 8.74 )
Low 304 ( 0.49 281 ( 0.61 1,020 (0.73) 1,011 (0.88)
Normal 5,894 ( 9.47 22,957 (16.44 ) 21,487 ( 18.65)
10,921 ( 23.57) 37,817 (27.08) 30,995 ( 26.9 )
) )
) )

)
]
Pre-High 15,621 ( 25.11)
)
)

62,212 ( 100

)
)
4,042 (8.73 )
)
)
)

46,326 ( 100 139,632 ( 100

115,224 ( 100
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Table D.15: BP classification as provided by Blood Pressure UK

BP DBP mmHg Range SBP mmHg Range
Group From To From To
Low - 60 - 90
Normal 60 80 90 120
Pre-High 80 89 120 139
High 90 - 140 -

Table D.16: Amputation prevalence at baseline and during follow-up by age-group and
case-control at study entry

Age Baseline (Number (%)) | Follow-up (Number (%)) Total (Number (%))

Group Case Control Case Control Case Control
40-44 8(0.3) 21 (0.3)] 52(1.96) 21 (0.3) | 60 (2.26) 42 (0.6 )
4549 | 35 (044) TA(037)| 93(1.16) 72(036)| 128 (1.6) 147 (0.74)
50-54 | 57 (0.38 ) 134(038) 154 (1.01) 120 (0.34) | 211 (1.39) 254 (0.72)
55-59 | 93 (0.49) 219 (05) | 142 (0.75) 165 (0.38) | 235 (1.23) 384 ( 0.88)
60-64 | 102 (0.52) 244 (053 ) | 171 (0.87) 214 (047) | 273 (138) 458 (1)
65-69 102(058) 213 (0.52 ) | 148 (0.84 ) 185(045) 250 (1.42) 398 ( 0.97 )
70-74 | 96 (0.71) 205 ( 0.63 ) 130(0.97) 162( 5) 1227 (1.69) 367 (1.13)
7579 | 44 (0.55 ) 134(069) 70 (0.87) 88 (0.46 ) 114(142) 222 (1.15 )
80+ | 27(057) 82(0.76)| 33(0.690) 40(0.37)| 60(1.26) 122 (1.13)
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Table D.17: Prevalence of selected morbidities as at study entry

Disease Cases (Number (%)) Controls (Number (%))
Amputation 564 (0.52) 1,326 (0.52)
Cancer

Cognitive impairment 27 (0.02) 73 (0.03)
CKD 1,112 (1.02) 1,855 (0.73)
Dementia

HF 11,441 (10.54) 17,033 (6.68)
MI 16,304 (15.02) 21,878 (8.58)
PVD 13,105 (12.07) 30,788 (12.08)
Stroke 1,237 (1.14) 2,935 (1.15)

Table D.18: Cancer prevalence at baseline and during follow-up by age group and case-

control status at study entry

Age | Baseline (Number (%)) | During Follow-up (Number (%)) Total (Number (%))
Group| Case Control Case Control Case Control
40-44 925 (846) 2,102 (20.94) | 225 (8.46) 2,102 ( 29.94
45-49 737 (9.22) 6,683 (33.86) | 737 (9.22) 6,683 ( 33.86
50-54 1,668 (1097 ) 14,311 (40.72 ) | 1,668 ( 10.97 ) 14,311 ( 40.72
55-59 2,691 (14.14) 19,979 (45.98 ) | 2,601 ( 14.14 ) 19,979 ( 45.98
60-64 3,488 ( 17.65) 22,403 ( 48.93 ) | 3,488 ( 17.65) 22,403 ( 48.93
65-69 3,683 (20.86 ) 20,052 ( 48.64 ) | 3,683 ( 20.86 ) 20,052 ( 48.64
70-74 3,111 (23.00) 14,904 ( 45.96 ) | 3,111 ( 23.09) 14,904 ( 45.96
7579 1,804 (23.67) 8,082 (41.88 ) | 1,894 ( 23.67) 8,083 ( 41.89
80+ 912 (19.14) 3,646 (33.9) | 912(19.14) 3,646 ( 33.9

Table D.19: Cognitive impairment prevalence by age group and case-control

Age | Baseline (Number (%)) | During follow-up (Number (%)) Total (Number (%))

Group| Case Control Case Control Case Control
40-44 48 (1.81) 20 (0.28) | 48(1.81) 20 (0.28)
45-49 117 ( 146 ) 101 (051) | 118 (1.48) 105 ( 0.53 )
50-54 367 (12.41) 329 (0.94) | 370 ( 2.43) 334 (10.95)
55-59 652 ( 3.43) 582 (1.34) | 654 (344 ) 591 ( 1.36)
60-64 842 (4.26 ) 910 (1.99) | 849 (4.3) 924 (2.02)
65-69 798 ( 4.52 ) 1,130 (2,74 ) | 799 (4.53) 1,142 ( 2.7 )
70-74 569 ( 4.22) 1,117 ( 3. 44 ) | 575 (4.27) 1,129 ( 3.48)
75-79 311 (3.89 ) 598 (3.1) | 316 (3.95) 608 (3.15)
80+ 141 ( 2.96 ) 307 ( 2. 85 )| 143(3) 314 (292)

180



Table D.20: Dementia prevalence at study entry and during follow-up by age group and

case-control

Age | Before (Number (%)) After (Number (%)) ALL (Number (%)

Group| Case Control Case Control Case Control
40-44 - - 15 ( 0.56 ) 106 ( 1.51) 15 ( 0.56 ) 106 ( 1.51)
45-49 - - 83 (1.04) 383 (1.94) 83 (1.04) 383 (1.94)
50-54 - - 196 (11.29) 991 ( 2.82) 196 (11.29) 991 ( 2.82)
55-59 - -| 450 (236) 1,885 (4.34) 450 (2.36 ) 1,885 (14.34)
60-64 - - 735(3.72) 3,160 ( 6.9) 735 (13.72) 3,160 ( 6.9 )
65-69 - -1 1,016 (5.75) 4,533 (10.99 ) | 1,016 ( 5.75) 4,533 ( 10.99 )
70-74 - -| L172(87) 5,197 (16.03) | 1,172 (8.7) 5,197 ( 16.03)
75-79 - -| 948 (11.85) 4,016 (20.81 ) | 948 ( 11.85) 4,016 ( 20.81 )
80+ - -| 619 (12.99) 2,725(25.34) | 619 (12.99) 2,725 (25.34)

Table D.21: Prevalence of CKD 3 to 5 at study entry and during follow-up by case-
control status and age group

Age CKD Stage
Group Cases Controls

CKD 3 CKD 4 CKD 5 CKD 3 CKD 4 CKD 5

During follow-up (Number(%))

40-44 224 (845) 4(079) 21(0.79) 389 ( 5.56 ) 6(023) 31(044)
45-49 658 (8.25) 22(0.73) 58(0.73) 1,543 (7.84) 32(0.16) 83(0.42)
50-54 1,477 (9.74) 46 (064) 97 (0.64)| 3,656 (1044) 66 (0.19) 149 (043)
55-59 2,541 (13.37) 70 (0.76) 144 (0.76) | 6,689 (15.44) 119 (0.27) 271(0.63)
60-64 3,792 (19.24) 97(0.94) 186 (0.94) 9,797 (21.5) 182 (04) 333(0.73)
65-69 4,268 (24.23) 121 (1.35) 237 (1.35) | 11,403 (27.79) 252 (0.61) 440 ( 1.07)
70-74 4,011 (29.9) 144 (1.67) 224 (1.67) | 10,729 (33.3) 302 (0.94) 400 ( 1.24)
75-79 2,592 ( 32.55 ) 104 (1.73) 138 (1.73)| 6,707 ( 35.05) 284 (1.48) 299 ( 1.56 )
80+ 1,437 (30.35) 83(201) 95(2.01)| 3827 (3597) 249 (2.34) 143 (1.34)

Table D.22: Heart failure prevalence as at study entry and during follow-up by age group

and case-control status

Age Baseline (Number (%)) During follow-up (Number (%)) Total (Number (%))

Group Case Control Case Control Case Control
40-44 | 108 (4.06) 144 ( 2.05) 319 (12) 473 (6.74) | 427 (16.06) 618 (8.8)
4549 | 480 (6.01) 524 (2.65)| 789 (9.87) 1,325 (6.71) | 1,269 (15.88) 1,849 ( 9.37 )
50-54 | 1,018 (6.7) 1,174 (3.34) 1368 (9) 2,685 (7.64) | 2,386 (15.7) 3,859 ( 10.98 )
55-59 | 1,643 (8.63) 1,973 (4.54) | 1,935 ( 10.17) 4,274 (9.84 ) | 3,578 (18.8) 6,247 ( 14.38)
60-64 | 2,151 (10.88) 2,920 (6.4) | 2,239 (11.33) 5443 (11.89 ) | 4,390 ( 22.21 ) 8,372 ( 18.28 )
65-60 | 2,207 (12.5) 3,386 (8.21) | 2,263 (12.82) 5,755 (13.96 ) | 4,470 (25.32 ) 9,141 ( 22.17 )
70-74 | 1,928 (14.31) 3,431 (10.58 ) | 1,945 ( 14.44) 5,077 ( 15.66 ) | 3,873 (28.75 ) 8,508 ( 26.24 )
75-79 | 1,206 ( 15.07) 2,235 (11.58 ) | 1,161 (14.51 ) 3,176 ( 16.46 ) | 2,367 ( 29.58 ) 5,411 ( 28.04 )
80+ | 700 (14.69) 1237 (115)| 663 (13.92) 1,830 (17.02) | 1,363 ( 28.61) 3,067 ( 28.52 )
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Table D.23: MI prevalence at study entry and during follow-up age-group and case-
control status

Age Baseline (Number (%)) During follow-up (Number (%)) Total (Number (%))

Group Case Control Case Control Case Control
40-44 | 98 (3.69) A7 (0.67) | 356 (13.39) 404 (5.75)| 454 (17.07) 451 (6.42)
4549 | 489 (6.12) 313 (159) | 923 (11.55) 1,220 (6.23) | 1,412 (17.67) 1,542 (7.81 )
50-54 | 1279 (842) 1,018 (29)| 1,580 (10.4) 2415 (6.87) | 2,860 ( 18.82) 3433 ( 9.77 )
55-50 | 2,183 (1147 ) 2,190 ( 5.04) | 1,959 (10.29 ) 3,719 ( 8.56 ) | 4,142 (21.76 ) 5,910 ( 13.6 )
60-64 | 3,041 (15.39) 3,732 ( 8.15) | 2,187 ( 11.07) 4,615 ( 10.08 ) | 5,228 ( 26.45 ) 8,347 ( 18.23 )
65-69 | 3,375 (19.11) 4,706 ( 11.41 ) | 2,023 ( 11.46 ) 4,574 ( 11.09 ) | 5,308 ( 30.57) 9,280 ( 22.51 )
70-74 12,935 (21.79 ) 4,769 ( 14.71 ) | 1,505 ( 11.17 ) 3,690 ( 11.38 ) | 4,440 ( 32.96 ) 8,459 ( 26.09 )
7579 | 1,841 (23.01) 3,258 (16.83 ) | 866 (10.82) 1,965 ( 10.18 ) | 2,707 ( 33.83 ) 5,223 ( 27.06 )
80+ | 1,063 (2231) 1,845 (17.15) | 439 (9.21) 976 (9.07) | 1,502 ( 3153 ) 2,821 ( 26.23 )

Table D.24: Peripheral vascular disease prevalence at study entry and during follow-up
by age group and case-control status

Age Before (Number (%)) After (Number (%)) ALL (Number (%))

Group Case Control Case Control Case Control
4044 | 134 (5.04) 366 (521)| 288(10.83) 609 (8.68)| 422 (1587) 975 ( 13.89)
4549 | 463 (5.79) 1,236 (6.26) | 717 (897) 1,643 (8.32) | 1,180 (14.76) 2,879 ( 14.59 )
50-54 | 1,187 (7.81) 2,806 (7.98) | 1,224 (8.05) 2,986 (8.5) | 2,411 (15.86 ) 5,792 ( 16.48 )
55-59 | 1,881 (9.88 ) 4,294 (9.88) | 1,609 (845) 4,193 (9.65) | 3,490 ( 18.34) 8,487 ( 19.53)
60-64 | 2,418 (12.24) 5524 (12.06) | 1,798 (9.1) 4,991 (10.9) | 4,217 (21.34) 10,515 ( 22.96 )
65-69 | 2,496 ( 14.14 ) 5849 (14.19 ) | 1,825 (10.34 ) 4,801 ( 11.64 ) | 4,321 ( 24.47 ) 10,650 ( 25.83 )
70-74 | 2,206 (16.38 ) 5,319 (16.4) | 1,381 (10.25) 3,852 ( 11.88 ) | 3,587 ( 26.63 ) 9,171 ( 28.28 )
75-79 | 1,418 (17.72) 3,393 (17.58 ) | 805 (10.06 ) 2,144 ( 11.11) | 2,223 (27.78 ) 5,537 ( 28.69 )
80+ 902 (118.93) 2,001 ( 18.61) 381(8) 906 (18.42) | 1,283 (26.93) 2,907 ( 27.03)

Table D.25: Stroke prevalence at study entry and during follow-up by age group and
case-control status

Age Baseline (Number (%)) | During follow-up (Number (%)) Total (Number (%))

Group Case Control Case Control Case Control
4044 | 1(0.04)  3(004)| 128(4.81) 439(625) 129 (4.85) 442 (6.3)
45-49 | 19(024) 34(0.17) 389 (14.87) 1,520 (7.7) 408 (5.11) 1,554 ( 7.87)
50-54 | 51 (0.34) 138(0.39) 760 (5) 3,115 ( 8.86) 811 (5.34) 3,253 (19.26)
55-50 | 131 (0.69) 306 (0.7) | 1,081 (5.68) 4,505 (10.57) | 1,212 (6.37) 4,901 (11.28)
60-64 | 190 (0.96 ) 426 (0.93) | 1,392 (7.04) 5824 (12.72) | 1,582 (8.01) 6,250 ( 13.65)
65-69 | 260 ( 1.47) 591 (1.43) | 1,565 (8.86) 6,001 (14.77) | 1,825 (10.34) 6,682 ( 16.21)
70-74 | 228 (1.69) 617 (1.9) | 1,452 ( 10.78 ) 5455 ( 16.82 ) | 1,680 ( 12.47 ) 6,072 ( 18.73)
75-79 | 195 (12.44) 470 ( 2.44) 964 (112.05) 3,563 ( 18.46 ) | 1,159 ( 14.49 ) 4,033 (20.9)
80+ 162 (3.4) 350 (3.25) 630 (113.22 ) 2,090 ( 19.43) 792 (116.62 ) 2,440 ( 22.69)
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Table D.28: Prevalence of new cancers over the follow-up period by case-control status
and age group at entry

Age Cases [Number(%)] Control [Number(%)]

Group No Yes No Yes
40-44 2,348 (86.45) 368 (13.55) 1,633 (27.23) 4,363 ( 72.77 )
45-49 6,778 (82.17) 1471 (17.83) 4,534 (25.52) 13,232 ( 74.48 )
50-54 11,855 (1 73.92) 4,183 ( 26.08 ) 7,642 ( 21.37 ) 28,116 ( 78.63 )
55-59 13,528 ((63.71) 7,705 (36.29 ) 9,502 ( 18.53 ) 41,771 ( 81.47 )
60-64 13,219 ( 60.89 ) 8,490 ( 39.11 ) 12,543 ( 23.21) 41,493 ( 76.79)
65-69 12,693 ( 67.86 ) 6,011 ( 32.14 ) 15874 ( 34.82) 29,710 ( 65.18 )
70-74 10,802 ( 74.08 ) 3,779 ( 25.92 ) 17,256 ( 48.56 ) 18,280 ( 51.44 )
75-79 6,839 (1 76.58 ) 2,091 (23.42) 12,276 ( 56.96 ) 9,276 ( 43.04 )
80-84 3,171 ( 79.24 ) 831 (120.76 ) 5,970 ( 63.48 ) 3,434 ( 36.52)
85-80 955 ( 85.34 ) 164 ( 14.66 ) 1,655 (68.84) 749 (31.16)
90-94 166 (90.22) 18 (9.78) 234 (7358)  84(26.42)
95-99 12 (70.59) 5 (29.41) 21 (75 ) 7(25)
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Table D.29: Estimated effects on Model B with quadratic polynomial on age.

Variables and Descriptive Statistics Estimates CI p-value
Sample size 154045
Number of non-censored 19604
Gompertz Parameters
Scale 1000a 6.649 6.081-727 0
Shape 100b 9.956 9.18-10.799 0

Shape Effects
Birth Cohort

1950-1960 0.942 0.835 - 1.063 0.3338
1940-1949 0.821 0.762 - 0.885 0
AF Yes 1.328 1.228 -1.435 0
HTN
Treated 1.316 1.215-1.426 0
Untreated 0.912 0.815-1.019 0.1048

Scale Effects
Birth Cohort

1950-1960 1.626 1444 -183 0
1940-1949 1.432 1.325-1.548 0
T2DM Indicator Yes 1.485 1.408 - 1.566 0
Age centered at 68.89017
(Age-68.89017)°2 1 0.999 - 1 0.1516
Age-68.89017 1.095 1.086 - 1.105 0
Gender Male 1.371 1.32-1424 0
Smoking Status
Former 1.671 1.545-1.807 0
Smoker 2.853 2.656 - 3.065 0.00E+00
Deprivation (TDI)
Less Deprived 0.845 0.807-0.883 0
2 0.917 0.878 - 0.958 1.00E-04
4 1.06 1.013 - 1.108 0.0111
Most Deprived 1.17 1.113-1.231 0
AF Yes 0.779 0.713-0.852 0
HF Yes 1.15 1.096 - 1.207 0
HCL
Treated 0.919 0.884 -0.955 0
Untreated 1.266 1.185-1.352 0
HTN
Treated 0.764 0.717-0.813 0
Untreated 1.403 1.31 - 1.502  0.00E4-00
MI Yes 1.326 1.257-1.4 0
PVD Yes 1.082 1.039 - 1.126  1.00E-04
BMI
Overweight 1.01 0.952 - 1.071 0.7372
Obese 1.18 1.106 - 1.259 0
Gender:Age centered at 68.89017
Male:(Age-68.89017)°2 1.001 1-1.001 0.0888
Male: (Age-68.89017) 1.001 0.991 - 1.011 0.8009
T2DM Indicator:MI T2DM:Yes 0.711 0.656 - 0.771 0
T2DM Indicator:Smoking Status
T2DM:Former 0.747 0.692 - 0.806 0
T2DM:Smoker 0.413 0.38-0449 0
Smoking Status:BMI
Former:Overweight 0.862 0.788 - 0.943 1.20E-03
Smoker:Overweight 0.803 0.739 - 0.872 0
Former:Obese 0.845 0.767 - 0.931 7.00E-04
Smoker:Obese 0.791 0.719-087 0
Birth Cohort:Smoking Status
1950-1960:Former 0.988 0.88 - 1.108  8.33E-01
1940-1949:Former 0.975 0.906 - 1.05  0.5058
1950-1960:Smoker 1.234 1.113 - 1.369 1.00E-04
1940-1949:Smoker 1.093 1.015 - 1.178 0.0186
Frailty(Sigma2 ) 0.127 0.108-0.15 0
Goodness of Fit
Concordance (se) 0.739 (0.002)
Loglik -95554.09
AIC 191194.19
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Table D.30: Estimated effects on Model B with cubic polynomial on age.

Variables and Descriptive Statistics Estimates CI p-value
Sample size 154045
Number of non-censored 19604
Gomperts Parameters
Scale 1000a 9.887 9.771 - 10.004 0
Shape 100b 8.318 8.121 - 8.52 0

Shape Effects
Birth Cohort

1950-1960 1 0.986 - 1.014  0.9989

1940-1949 1 0.981 - 1.019  0.999
AF Yes 1 0.98 - 1.02 0.9992
HTN

Treated 1 0.984 - 1.016 1

Untreated 1 0.985 - 1.016  0.9996

Scale Effects
Birth Cohort

1950-1960 1 0.988 - 1.012  0.9992
1940-1949 1 0.98 - 1.021 0.9999
T2DM Indicator Yes 1 0.972 - 1.029  0.9999

Age centered at 68.89017

(Age-68.89017)"3 1 1-1 0.9996

(Age-68.89017)°2 1 0.998 - 1.002  0.999

Age-68.89017 1 0.99 - 1.01 0.9994
Gender Male 1 0.956 - 1.046  0.9999
Smoking Status

Former 1 0.98 - 1.02 0.9998

Smoker 1 0.978 - 1.022  0.9975
Deprivation (TDI)

Less Deprived 1 0.971 - 1.03 0.9993

2 1 0.971 - 1.029  0.9996

4 1 0.97 - 1.031 0.9986

Most Deprived 1 0.968 - 1.034  0.9985
AF Yes 1 0.962 - 1.04 0.9989
HF Yes 1 0.981 - 1.019  0.9988
HCL

Treated 1 0.964 - 1.038  0.9978

Untreated 1 0.995 - 1.005  0.9984
HTN

Treated 1 0.974 - 1.027  0.999

Untreated 1 0.968 - 1.033  0.9998
MI Yes 1 0.971 - 1.03 0.9993
PVD Yes 1 0.959 - 1.043  0.9998
BMI

Overweight 1 0.969 - 1.032  0.9996

Obese 1 0.966 - 1.036  0.9986
Gender:Age centered at 68.89017

Male:(Age-68.89017)°3 1 1-1 0.9994

Male:(Age-68.89017)°2 1 0.998 - 1.002  0.9997

Male:(Age-68.89017) 1 0.986 - 1.014  0.9994
T2DM Indicator:MI T2DM:Yes 1 0.983 - 1.018  0.9992
T2DM Indicator:Smoking Status

T2DM:Former 1 0.981 - 1.019  0.9997

T2DM:Smoker 1 0.985-1.015  0.9983
Smoking Status:BMI

Former:Overweight 1 0.975-1.026  0.9999

Smoker:Overweight 1 0.978 - 1.022  0.999

Former:Obese 1 0.975-1.025  0.9997

Smoker:Obese 1 0.98 - 1.021 0.9991
Birth Cohort:Smoking Status

1950-1960:Former 1 0.993 - 1.007  0.9992

1940-1949:Former 1 0.986 - 1.015  0.9991

1950-1960:Smoker 1 0.992 - 1.008  0.9978

1940-1949:Smoker 1 0.987 - 1.014  0.9985
Frailty(Sigma2 ) 1 1-1 0

Goodness of Fit

Concordance (se) 1 (0.002)
Loglik -99738.24
AIC 199566.49
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Table D.31: Assessment of the proportionality assumption in the Cox PH model.

Variable rho chisq p

Case-Control [Cases] 0.001  0.008 0.931
Age Group [50-59] 0.003  0.042 0.837
Age Group [60+] -0.015 1.122  0.289
Gender [Male] -0.001 0.011 0.918
Smokes [Former] -0.008 0.367 0.545
Smokes [Smoker] -0.024 2.866 0.090
Townsend [Less Deprived] -0.017 1.584 0.208
Townsend [2] -0.013 0.873 0.350
Townsend [4] -0.010 0.555 0.456
Townsend [Most Deprived| -0.001  0.003 0.955
HF [Yes] 0.000 0.001 0.981

MI [Yes] 0.020 2.116  0.146
PVD [Yes] -0.004 0.099 0.753
BMI [Overweight] -0.011 0.606 0.436
BMI [Obese] 0.003 0.034  0.854
Case-Control [Cases]:Smokes [Former] 0.025 3.357  0.067
Case-Control [Cases|:Smokes [Smoker] 0.021 2.334 0.127

[
[
Case-Control [Cases|:Hypercholesterolemia [Treated] -0.031 5.062 0.024
Case-Control [Cases]:Hypercholesterolemia [Untreated] -0.015 1.147 0.284
Case-Control [Cases|:MI [Yes] 0.019 1.870 0.171
[ ]
[ ]

Case-Control [Cases|:PVD [Yes] 0.005 0.132 0.716
Case-Control [Cases]:BMI [Overweight] -0.010 0.556 0.456
Case-Control [Cases|:BMI [Obese] -0.027  3.697 0.055
Age Group [50-59]:Gender [Male] 0.005 0.119 0.730
Age Group [60+]:Gender [Male] 0.014 1.006  0.316
Birth Year [1930-1939]:Gender [Male] -0.028 4.511 0.034
Birth Year [1940-1949]:Gender [Male] -0.018 1.779  0.182
Smokes [Former|:BMI [Overweight] -0.005 0.138  0.710
Smokes [Smoker|:BMI [Overweight] 0.006  0.183 0.669
Smokes [Former|:BMI [Obese] -0.005 0.149 0.699
Smokes [Smoker|:BMI [Obese] -0.003 0.061 0.806
Townsend [Less Deprived]:BMI [Overweight] 0.002  0.025 0.876
Townsend [2]:BMI [Overweight] 0.008 0.349  0.554
Townsend [4]:BMI [Overweight] 0.007  0.228 0.633
Townsend [Most Deprived]:BMI [Overweight] 0.003  0.036 0.850
Townsend [Less Deprived]:BMI [Obese] 0.018 1.632 0.201
Townsend [2]:BMI [Obese] 0.012  0.708 0.400
Townsend [4]:BMI [Obese] 0.010 0.534  0.465
Townsend [Most Deprived]:BMI[Obese] 0.008 0.342  0.559
GLOBAL NA 103.215 0.000

(a) rho is the Pearson product-moment correlation between the scaled Schoenfeld residuals
and the KM estimators for each covariate. A p-value<0.05 indicates a violation of the propos-
rtionality assumption.
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Appendix E

Statistical Formulas

For the ease of comparing the composition of the study population to the United King-
dom (UK) population, the UK age group proportions were weighted. Let 1\71-65+7 Ti40+
and w; be the number of people in age group 65 years plus, the total number of peo-
ple aged 40 years plus and the prevalence weight in year i, respectively. The weighted
proportion of people aged 65 years and above is given by,

2016 N65+

propes+ = Z wj T‘fT—i—-
i=1986 v E1
2016 ( . )

65+
S P —
- 2016 T40+

1=1986 1=1986 1

where os
T

2016 10+
> i—1986 1

w; =

The same method is used in the subsequent sections when comparing the study and the
UK prevalence of various diseases and life styles.
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Ethics application — research protocol amendment

Title of the Study
Use of big health and actuarial data for understanding longevity and morbidity risks.

THIN Project Id
TL038

SRC Approval Number
16THINO095

Overview
The research programme aims to develop new methods for assessing risk and evaluating
longevity based on THIN primary care database. The programme’s objectives are:

e identification and quantification of the key factors affecting mortality/longevity such
as lifestyle choices, medical conditions and/or interventions;

e modelling of temporal changes in the factors affecting morbidity and mortality
evaluation of plausible scenarios in mortality trends due to particular medical
advances or lifestyle changes on the population of insureds of relevance to actuarial
community; and

e tools to forecast longevity risk based on realistic scenarios of uptake of various health
behaviours and/or interventions, or of particular disruptions to population health.

Previous studies on acute myocardial infarction, diabetes mellitus, hip replacement, statin
therapy and antihypertensive treatment have received ethics approval by the SRC. The
medical conditions received approval on the 16" of June 2014 with SRC reference number
14-043 (previous THIN dataset), and the sub-studies 1 (statins) and 2 (intensive blood
pressure control) received approval on the 14" of June 2017 with SRC reference number
16THINO09S.

In this amendment of the above study protocol, we include the research protocol of three new
sub-studies on diabetes mellitus type 2 (p3-4), hormone replacement therapy (p4-5), and
stroke (p5-6). First, the common factors of these studies will be described in data source, safe
storage of data, selection of data, statistical analyses at the first stage, and limitations of data.
Sections.

Data source

Extract of The Health Improvement Network (THIN) data consisting of full patient records
for patients born up to 1960 (inclusive) and followed up to 01.01.2017. Data are fully
anonymised both in respect to patients and to practices; only year of birth is available for
patients (THIN, 2013). THIN database was chosen as it is a rich data source fit for the study’s
purpose, with validated data quality, and it is widely used in medical and other research (Blak
etal, 2011).

Safe storage of data

THIN data will be properly safeguarded to ensure confidentiality and to ensure that they
cannot be accessed by unauthorised third parties. THIN data are stored on a new standalone
server which can only be accessed by authorised persons using a username and password.
This server and related software were specifically bought for this purpose. The hard disk and
related encryption password are stored securely and separately at all times. The room where
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the computer is held is locked and the building can only be accessed by coded entry (or lock
and key).

Selection of data

General selection criteria include that the full medical record of a patient is available, up-to-
date, and valid. This is ensured by selecting patients that (1) were registered at an active GP
practice that coded death validly before the age requirement (age above 40 years for DM2
and stroke sub-studies, and above 46 for the HRT sub-study), (2) were not registered at a GP
practice that is known for gaps in medical records or limited recording, (3) were registered
for at least 12 months at a GP practice at the age requirement, and (4) their medical record
had been accessed at least once within the last ten years before the age requirement.

Statistical analyses — first stage

Descriptive analyses are performed to check whether variables are coded correctly and assess
their distribution. If needed, some categories are merged to improve statistical efficiency.
Missing data are examined by checking whether subjects with missing values are different
from subjects with complete medical records. If missing data is likely to be missing
completely at random, unbiased estimates are obtained by doing complete cases analyses
(Allison, 2001). In case of missing data being at random, multiple imputations will be applied
in order to obtain unbiased estimates (idem). The models found with complete cases will
function then as the basis for the imputation model. Variables that are related with the
mechanism behind the missingness in the medical records will also be included in the
imputation model.

Missing values in lifestyle factors are likely not to be completely at random, but associated
with the health status of the subject, the frequency of visiting a GP, introduction of the
Quality and Outcome Framework, and the computerisation date of the GP practice (Collins &
Altman, 2010; Collins & Altman, 2012; Feary et al, 2010; Marston et al, 2010). THIN based
studies executed multiple imputation when missing values were found not to be completely at
random (idem).

Limitations

Large number of transfers to a different GP practice without linkage to subsequent health
records of the transferred patients is a general characteristic of the THIN data. If these
transfers are in any way informative for a particular condition (such as transfers to a nursing
home for a degenerative disease), this may result in a biased estimate of survival. We are
thoroughly investigating these issues and intend to apply competing risks models if the
censoring is deemed informative to obtain robust results (Satagopan et al, 2004).

Another limitation is that there are only records on lifestyle factors if the GP deemed it
important for the healthcare of the patient. Recording improved since the introduction of
QOF (Langley et al, 2011; Taggar et al, 2012). Despite this, recordings on lifestyle factors are
related to health and frequency of visits to the GP (Feary et al, 2010). This bias could be
overcome by multiple imputation. The last limitation is that lab results before the
computerisation of medical records can have abnormal readings due to typographical errors
(Wijlaars, 2013b). Computerisation in each GP practice took place between 1988 and 2007.
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Sub-study 3: Diabetes mellitus type 2

Background

The world has an ageing population where chronic medical conditions become increasingly
more common. Deaths caused by non-communicable diseases (NCD) have been reported to
be on the increase and NCDs in 2015 constituted 70% of the top ten cause of deaths
worldwide (WHO, 2017). Of interest is diabetes mellitus II (DM-II), which constitute 90% of
diabetic patients in the UK and was reported to be on the increase, ranking number 6 on the
cause of death in 2015 and killing 1.6 million worldwide (WHO, 2017). In the UK, deaths
caused by DM-II have been increasing on an exponential rate as from 2012 (ONS, 2017).
According to the International Diabetes Federation (IDF) in 2015, the UK was the 9th
country with the highest medical expenditure towards DM-II ($13 billion), though it was not
among the top ten countries with the highest numbers of DM-II patients.

The two main streams of diabetes-related morbidities are macrovascular and microvascular
complications. Macrovascular complications include: stroke (cerebrovascular disease CVD),
coronary heart disease (CHD), and peripheral vascular disease (PVD). 50% of people with
diabetes die of cardiovascular disease (primarily heart disease and stroke). Microvascular
complications include: neuropathy (nerve damage, including diabetic foot), nephropathy
(kidney disease), and retinopathy (eye disease). Other comorbidities are: impairment of
immune system (T1DM), and periodontal and foot diseases.

Factors that influence the survival of diabetics are based on the studies listed below in the
references list. General factors that influence survival of diabetics are: age, gender,
socioeconomic status, smoking, alcohol use, and obesity. Comorbidities that have an effect on
survival are: hypertension, dyslipidaemia, heart disease, chronic kidney disease, and
cardiovascular disease. Complications of diabetes include retinopathy, neuropathy,
nephropathy, amputations, and cancer. Treatments that modify survival are: insulin,
metformin, sulfonylureas, GLP-1 agonists, bydureon, DPP-4 inhibitors, and
thiazolidinediones, as well as treatments for hypertension and hypocholesteraemia, and
adherence to treatments.

Research objective

The main objective of this study is to estimate associations between the first diagnosis of
diabetes type 2 and mortality and morbidity in the general population treated in routine
clinical practice in the UK, compared to no diagnosis.

Study design

This is a retrospective cohort study from 1986 to 2017. The start date of the study period is
based on the first recorded diagnosis of diabetes type 2 in eligible cases with a good quality
medical record (see ‘Selection of data’ on page 2). Patients who were diagnosed with
diabetes for the first time and aged 40 or above at diagnosis, will be selected chronologically
(i.e. starting from 1984) and matched to three controls (i.e. patients who were not diagnosed
with diabetes by that date) on sex, year of birth, and general practice. Patients will be
excluded if prior to the selection date they were diagnosed with cancer, chronic kidney
disease (CKD) stages 3-5, dementia, heart failure, myocardial infarction, peripheral vascular
diseases, or stroke.
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Study variables

The primary outcome is time to all-cause mortality. The primary exposure is the first
diagnosis of diabetes type 2. The secondary outcomes are the major comorbidities developed
during the follow-up that may be associated with diabetes (CVD, CKD, cancer, cognitive
impairment, dementia, retinopathy, neuropathy, nephropathy, and amputation). The
secondary outcomes will be of interest for the group of matched cases and controls who did
not have such an outcome prior to the start date. The full list of relevant confounding
variables will be established from medical literature such as systematic reviews, and from
expert knowledge within the team. The list will include co-morbidities, treatment, lifestyle
factors, and demographical factors. Co-morbidities include: hypertension, dyslipidaemia,
heart disease, chronic kidney disease, cardiovascular disease, coronary artery disease,
cardiovascular system conditions, osteoporosis, and timing of presence of these medical
conditions (including during follow-up, resulting in time-dependent variables). Treatments
includes: anti-diabetic drugs, blood pressure and lipid-regulating drugs. Lifestyle factors
include: BMI, alcohol consumption, and smoking. The demographical factors include: sex,
year of birth, and socio-economic status as measured by Mosaic and by IMD deciles, and
other postcode variables. All the confounding variables represent the latest reading before
entering the study.

Statistical analysis

Cox’s proportional hazards regression models for all-cause mortality and secondary outcomes
for cases and controls will be fitted. The simple Cox’s, competing risks, and landmark
models are considered. A shared frailty term on GP practice will be specified to take into
account the hierarchical structure of the data (Brown & Prescott, 2006). The final models are
to be obtained through backward elimination, where the full models include order two
interactions with the main exposure, sex, and age. The final models will then be assessed with
regards to the assumptions, influential observations, goodness-of-fit, and accuracy of
prediction by means of cross-validation.

Sub-study 4: A retrospective cohort study of hormone replacement therapy
effect on longevity and morbidity.

Background

Most women suffer from menopausal symptoms when they reach their 50s because of the
deficiency of female sex hormones, oestrogen and progesterone. Postmenopausal women are
more prone than men to develop many life-threatening conditions, such as dementia,
osteoporosis, cardiovascular disease, and gynaecological cancer (Lobo, R. A, et al.). These
diseases are also the major cause of mortality in women in the United Kingdom (UK). In the
UK, approximately 1.5 million women suffer from various menopausal symptoms each year
(National Institute for health and care excellence, 2015). Hormone replacement therapy
(HRT) has been used for more than sixty years to relieve women from troublesome
menopausal symptoms (Anderson et al., 2007). However, the use of HRT to treat menopausal
symptoms remains controversial as the outcomes from the therapy are not always positive.
Numerous studies have been carried out to investigate the impact of HRT in women (Adami
et al, 1989; Anderson et al., 1998; Ettinger et al., 1996; Emily et al., 2003; Freeman et al.
2007; Henderson et al., 2014). But the results are contradictory and varied widely depending
on the region and population. Because of the fear of negative health effects, many
postmenopausal women do not choose the therapy or stop treatment prematurely. If the pros
and cons of HRT are clearly known, then it may be possible to provide a better treatment and
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quality of life for women after menopause. Therefore, further research is necessary to
understand the actual risk factors that affect the outcomes of the therapy.

Research objective

The main objective of this study is to estimate associations between the first prescription of
HRT with mortality and morbidity in the general population treated in routine clinical
practice in the UK, compared to no prescription.

Study design

This is a retrospective cohort study from 1986 to 2017. The start date of the study period is
based on the first recorded start of HRT in eligible cases with a good quality medical record
(see ‘Selection of data’ on page 2). Eligible cases are women aged 46 years or older, who
received any kind of oral or transdermal HRT for the first time. Patients who started HRT
during the study period will be selected chronologically (i.e. starting from 1984) and matched
to three controls (i.e. patients who had not started HRT by that date) on year of birth and
general practice. Women will be excluded if prior to the selection date they were diagnosed
with acute myocardial infarction, cancer, chronic kidney disease stage 3-5, heart failure,
oophorectomy before age 45, premature ovarian insufficiency, or premature menopause.

Study variables

The primary outcome is time to all-cause mortality. The primary exposure is the first
prescription of any kind of HRT drugs containing oestrogen and/or progesterone except local
HRT. The secondary outcomes are the major comorbidities developed during the follow-up
that may be positively or negatively associated with HRT (CVD, CKD, cancer, diabetes,
cognitive impairment, dementia, osteoporosis). The secondary outcomes will be of interest
for the group of matched cases and controls who did not have such an outcome prior to the
start date. The full list of relevant confounding variables will be established from medical
literature such as systematic reviews, and from expert knowledge within the team. The list
will include co-morbidities, treatment, lifestyle factors, and demographical factors.
Comorbidities include osteoporosis, cardiovascular disease, diabetes, hypertension,
hypercholesterolemia, and timing of presence of these medical conditions (including during
follow-up, resulting in time-dependent variables). Treatments include HRT types/modes of
administration, statins and antihypertensive drugs. Lifestyle factors include BMI, alcohol
consumption, and smoking. The demographical factors include year of birth, socio-economic
status as measured by Mosaic and by IMD deciles, and other postcode variables. All the
confounding variables represent the latest reading before entering the study.

Statistical analysis

Cox’s proportional hazards regression models for all-cause mortality and secondary outcomes
for cases and controls will be fitted. The simple Cox’s, competing risks, and landmark
models are considered. A shared frailty term on GP practice will be specified to take into
account the hierarchical structure of the data (Brown & Prescott, 2006). The final models are
to be obtained through backward elimination, where the full models include order two
interactions with the main exposure, and age. The final models will then be assessed with
regards to the assumptions, influential observations, goodness-of-fit, and accuracy of
prediction by means of cross-validation.
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Sub-study 5: A retrospective cohort study of the effect of the first diagnosis of Ischemic
stroke and TIA on longevity and morbidity.

Background

Stroke is a severe and wide-spread disease which is the second-most cause of death
worldwide. Stroke can be subdivided into an ischaemic stroke, IS and haemorrhagic stroke,
HS. About 85% of all strokes are ischaemic and 15% haemorrhagic. Transient Ischaemic
Attack (TIA), often referred as “mini-stroke” is regarded as a warning sign for future strokes.
For the purpose of this study, TIA and IS stroke types are considered.

A stroke can be life-threatening condition and may also cause long-term problems and
disability which can necessitate rehabilitation and further care. Many of these stroke
survivors experience significant and long-term physical and psychological impacts, repeat
strokes, transient ischaemic attacks (TIAs) and/or death within a year of stroke. Stroke is the
third leading causes of disability-adjusted life years lost, DALYS (Feigin et al., 2009). It is no
longer regarded as the “disease of the old age” due to the worrying trend of younger people
being affected by it. The trend is expected to double by 2030 unless proper strategies are
devised. The economic burden of stroke in UK is estimated to be around £9 billion a year
(Saka et al., 2009). The annual NHS costs of stroke are estimated to hit £10.2 billion in 2035.
Despite significant progress in prevention, treatment and rehabilitation, there is still great
capacity for further improvements, which in turn could reduce these large economic burdens.
The risk of premature death and disability is quite high among stroke survivors. It is of
utmost importance to gain insight on risk factors, trends in incidence and diagnosis after
stroke in an effort to reduce the risk of mortality and morbidity and consequently, improve
the outcomes.

Research objective

The main objective of this study is to estimate associations between the first diagnosis of TIA
or IS with mortality and morbidity in the general population treated in routine clinical
practice in the UK, compared to no diagnosis.

Study design

This is a retrospective cohort study from 1986 to 2017. The start date of the study period is
based on the first recorded diagnosis of TIA or IS in eligible cases with a good quality
medical record (see ‘Selection of data’ on page 2). Patients who were diagnosed with TIA or
IS for the first time and aged 40 or above at diagnosis, will be selected chronologically (i.e.
starting from 1984) and matched to three controls (i.e. patients who were not diagnosed with
TIA or IS by that date) on sex, year of birth, and general practice. Patients with prior acute
myocardial infraction, cancer, chronic kidney disease stages 3-5, dementia, heart failure, or
any other types of stroke were excluded.

Study variables

The primary outcome is time to all-cause mortality. The primary exposure is the first
diagnosis of TIA or IS. The secondary outcomes are the major comorbidities developed
during the follow-up that may be associated with stroke/TIA (further strokes, cognitive
impairment, dementia, CVD, pneumonias, venous thromboembolism, dysphagia,
incontinence, and depression). The secondary outcomes will be of interest for the group of
matched cases and controls who did not have such an outcome prior to the start date. The full
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list of relevant confounding variables will be established from medical literature such as
systematic reviews, and from expert knowledge within the team. The list will include co-
morbidities, treatments, lifestyle factors, and demographical factors. Comorbidities include
asthma, atrial fibrillation, congenital heart defects, chronic obstructive pulmonary disease,
diabetes, hypothyroidism, peripheral arterial disease (PAD), hypertension,
hypercholesterolemia, and timing of presence of these medical conditions (including during
follow-up, resulting in time-dependent variables). Treatments include antiplatelet drugs,
anticoagulants, statins and anti-hypertensive drugs. Lifestyle factors include BMI, alcohol
consumption, and smoking. The demographical factors include sex, year of birth, socio-
economic status as measured by Mosaic and by IMD deciles, and other postcode variables.
All the confounding variables represent the latest reading before entering the study.

Statistical analysis

Cox’s proportional hazards regression models for all-cause mortality and secondary outcomes
for cases and controls will be fitted. The simple Cox’s, competing risks, and landmark
models are considered. A shared frailty term on GP practice will be specified to take into
account the hierarchical structure of the data (Brown & Prescott, 2006). The final models are
to be obtained through backward elimination, where the full models include order two
interactions with the main exposure, sex, and age. The final models will then be assessed with
regards to the assumptions, influential observations, goodness-of-fit, and accuracy of
prediction by means of cross-validation.

7 of 10



References

Adami, Hans-Olov, et al. "Risk of cancer in women receiving hormone replacement therapy."
International journal of cancer44.5 (1989): 833-839.

Afkarian M, Sachs MC, Kestenbaum B, Hirsch IB, Tuttle KR, Himmelfarb J, de Boer IH
Kidney disease and increased mortality risk in type 2 diabetes. ] Am Soc Nephrol. 2013
Feb;24(2):302-8. doi: 10.1681/ASN.2012070718. Epub 2013 Jan 29.

Anderson, G., Cummings, S., Freedman, L., Furberg, C., Henderson, M., Johnson, S.,
Kuller, L., Manson, J., Oberman, A., Prentice, R., et al. (1998). Design of the women's health
initiative clinical trial and observational study. Controlled clinical trials, 19(1):61-109.

Cristian BAICUS Update in Internal Medicine: Intensive Glucose Lowering Does Not
Reduce Mortality in Type 2 Diabetes Mellitus. Maedica (Buchar). 2012 January; 7(1): 87.

Barr, E.L. et.al. (2008). Mortality and life expectancy associated with diabetes. The
Epidemiology of Diabetes Mellitus, Second Edition, pages 603-625.

Blak, B. et. al. (2011). Generalisability of The Health Improvement Network (THIN)
database: demographics, chronic disease prevalence and mortality rates. Journal of
Innovation in Health Informatics, 19(4):251-255.

Boussageon R, Bejan-Angoulvant T, Saadatian-Elahi M, et al. Effect of intensive glucose
lowering treatment on all cause mortality, cardiovascular death, and microvascular events in
type 2 diabetes: meta-analysis of randomised controlled trials. BMJ. 2011;343:d4169—-d4169.

Clarke P., Gray A., Briggs A., Farmer A., Fenn P., Stevens R., Matthews D., Stratton 1. and
Holman R. (2004) A model to estimate the lifetime health outcomes of patients with Type
2 diabetes: the United Kingdom Prospective Diabetes Study (UKPDS) Outcomes Model
(UKPDS no. 68). Diabetologia. 47. 1747-1759. http://dx.doi.org/10.1007/s00125-004-1527-
z

Currie CJ, Poole CD, Evans M, Peters JR, Morgan CL. Mortality and other important
diabetes-related outcomes with insulin vs other antihyperglycemic therapies in type 2
diabetes. J Clin Endocrinol Metab. 2013 Feb;98(2):668-77.

Currie, C. J. et. al. (2010). Survival as a function of hbalc in people with type 2 diabetes: a
retrospective cohort study. The Lancet, 375(9713):481-489.

Emily et al., v. (2003). Breast cancer and hormone-replacement therapy in the million women
study. The Lancet, 362(9382):419-427.

Ekstrom N., Miftaraj M., Svensson A. M., Andersson Sundell K., Cederholm J., Zethelius B.,
Gudbjornsdottir S. and Eliasson B. (2012) Glucose-lowering treatment and clinical results
in 163 121 patients with type 2 diabetes: an observational study from the Swedish
national diabetes register. Diabetes, Obesity and Metabolism. 14. 717-726.

Ettinger, Bruce, et al. "Reduced mortality associated with long-term postmenopausal estrogen
therapy." Obstetrics & Gynecology 87.1 (1996): 6-12.

8 of 10



Feary, J., Rodrigues, L., Smith, C., Hubbard, R.B., and Gibson, J.E. (2010). Prevalence of
major comorbidities in subjects with COPD and incidence of myocardial infarction and
stroke: a comprehensive analysis using data from primary care. Thorax, 65(11): 956-62.

Feigin, V.L., Lawes, C.M., Bennett, D.A., Barker-Collo, S.L. and Parag, V., 2009.
Worldwide stroke incidence and early case fatality reported in 56 population-based studies: a
systematic review. The Lancet Neurology, 8(4), pp.355-369.

Freeman, E. and Sherif, K. (2007). Prevalence of hot flushes and night sweats around the
world: a systematic review. Climacteric, 10(3):197-214.

Gaede Peter, Lund-Andersen Henrik, Parving Hans-Henrik and Pedersen Oluf (2008). Effect
of a Multifactorial Intervention on Mortality in Type 2 Diabetes. New England Journal of
Medicine. 358. 580-591. http://www.nejm.org/doi/full/10.1056/NEJM0a0706245

Grant RW, Wexler DJ Lower blood pressure associated with higher mortality in retrospective
study of patients with newly diagnosed type 2 diabetes. Evid Based Med. 2012 Nov 20.

Hall, G. C. (2009). Validation of death and suicide recording on the THIN UK primary care
database. Pharmacoepidemiology and drug safety, 18(2):120-131.

Hansen M., Jensen M. and Carstensen B. (2011). Causes of death among diabetic patients in
Denmark. Diabetologia. 1-9.

Harjutsalo V, Forsblom C, Groop PH. Time trends in mortality in patients with type 1
diabetes: nationwide population based cohort study. BMJ. 2011 Sep 8;343:d5364. doi:
10.1136/bm;j.d5364.

Hemmingsen Bianca, Lund Seren S, Gluud Christian, Vaag Allan, Almdal Thomas,
Hemmingsen Christina and Wetterslev Jorn. (2011) Intensive glycaemic control for patients
with type 2 diabetes: systematic review with meta-analysis and trial sequential analysis of
randomised clinical trials. British Medical Journal. 343.

Henderson, Victor W. "Alzheimer's disease: review of hormone therapy trials and
implications for treatment and prevention after menopause." The Journal of steroid
biochemistry and molecular biology 142 (2014): 99-106.

Hex N., Bartlett C., Wright D., Taylor M. and Varley D. 2012 Estimating the current and
future costs of Type 1 and Type 2 diabetes in the UK, including direct health costs and
indirect societal and productivity costs. Diabetic Medicine. 29. 855-862.

Huang Elbert S., Liu Jennifer Y., Moffet Howard H., John Priya M. and Karter Andrew
J. (2011) Glycemic Control, Complications, and Death in Older Diabetic Patients. Diabetes
Care. 34.1329-1336. http://care.diabetesjournals.org/content/34/6/1329.abstract

Kontopantelis, E. et. al. (2015). Glucose, blood pressure and cholesterol levels and their
relationships to clinical outcomes in type 2 diabetes: a retrospective cohort study.
Diabetologia, 58(3):505-518.

90f 10



Kramer Caroline K., Rodrigues Ticiana C., Canani Luis H., Gross Jorge L. and Azevedo
Mirela J. (2011) Diabetic Retinopathy Predicts All-Cause Mortality and Cardiovascular
Events in Both Type 1 and 2 Diabetes. Diabetes Care. 34. 1238-1244.

Langley, et. al. (2011). Can primary care data be used to monitor regional smoking
prevalence? An analysis of The Health Improvement Network primary care data. BMC
public health, 11(1):773.

Landman GW, Kleefstra N, van Hateren KJ, Gans RO, Bilo HJ, Groenier KH Educational
disparities in mortality among patients with type 2 diabetes in The Netherlands (ZODIAC-
23). Neth J Med. 2013 Mar;71(2):76-80.

Lewis, J. D. et. al. (2007). Validation studies of the health improvement network (THIN)
database for pharmacoepidemiology research. Pharmacoepidemiology and drug safety,
16(4):393-401.

Lobo, R. A., et al. "Prevention of diseases after menopause." Climacteric 17.5 (2014): 540-
556.

McEwen, Kim, Karter, Haan, Ghosh, Lantz, Mangione, Thompson, Herman (2007). Risk
factors for mortality among patients with diabetes. Diabetes Care, 30:1736-41

Rotenstein Lisa S., Kozak Benjamin M., Shivers Joseph P., Yarchoan Mark, Close John and
Close Kelly L. (2012) The Ideal Diabetes Therapy: What Will It Look Like? How Close
Are We? Clinical Diabetes. 30. 44-53.

Mulnier, H. et. al. (2006). Mortality in people with type 2 diabetes in the UK. Diabetic
Medicine, 23(5):516-521.

NICE (2015). Putting NICE guidence into practice. https://www.nice.org.uk/
guidance/ng23/resources/costing-report-pdf-556376653. Accessed: 2018-03-06.

ONS (2017). Deaths registered in England and Wales (series DR).
www.ons.gov.uk/peoplepopulationandcommunity/birthsdeathsandmarriages/deaths/.
Accessed: 22/02/2018.

Rothwell, P.M., Coull, A.J., Giles, M.F., Howard, S.C., Silver, L.E., Bull, L. M., Gutnikov,
S.A., Edwards, P., Mant, D., Sackley, C.M. and Farmer, A., 2004. Change in stroke
incidence, mortality, case-fatality, severity, and risk factors in Oxfordshire, UK from 1981 to
2004 (Oxford Vascular Study). The Lancet, 363(9425), pp.1925-1933.

Saka, O., McGuire, A. and Wolfe, C., 2009. Cost of stroke in the United Kingdom. Age and
ageing, 38(1), pp.27-32.

Satagopan, J.M., Ben-Porat, L., Berwick, M., Robson, M., Kutler, D. and Auerbach, A.D.,
2004. A note on competing risks in survival data analysis. British journal of cancer, 91(7),
p.1229.

Sluik D, Boeing H, Bergmann MM, Schiitze M, Teucher B, Kaaks R, Tjenneland A, Overvad
K, Arriola L, Ardanaz E, Bendinelli B, Agnoli C, Tumino R, Ricceri F, Mattiello A,
Spijkerman AM, Beulens JW, Grobbee DE, Nilsson PM, Melander O, Franks PW,
Rolandsson O, Riboli E, Gallo V, Romaguera D, Nothlings U.

10 of 10



Soriano, L. C. et. al. (2015). Cardiovascular events and all-cause mortality in a cohort of
57,946 patients with type 2 diabetes: associations with renal function and cardiovascular risk
factors. Cardiovascular Diabetology, 14(1):38.

Taggar, J. et. al. (2012). The impact of the Quality and Outcomes Framework (QOF) on the
recording of smoking targets in primary care medical records: cross-sectional analyses from
The Health Improvement Network (THIN) database. BMC public health, 12(1): 329.

Taylor KS, Heneghan CJ, Farmer AJ, Fuller AM, Adler Al, Aronson JK, Stevens RJ All-
Cause and Cardiovascular Mortality in Middle-Aged People With Type 2 Diabetes Compared
With People Without Diabetes in a Large U.K. Primary Care Database. Diabetes Care. 2013
Feb 22.

The Health Improvement Network (2013). London: The health improvement network.
Retrieved from http://www.thin-uk.com

BRIAN J. WELLS, ANIL JAIN, SUSANA ARRIGAIN, CHANGHONG YU, WAYNE A.
ROSENKRANS, JR, MICHAEL W. KATTAN. Predicting 6-Year Mortality Risk in Patients
With Type 2 Diabetes. DIABETES CARE, VOLUME 31, NUMBER 12, DECEMBER 2008

WHO (2017). Fact sheets 310. www.who.int/mediacentre/factsheets/fs310/en/. Accessed:
03/11/2017.

Wijlaars, L.P., Nazareth, 1., Whitaker, H.J., Evans, S.J. and Petersen, 1., 2013. Suicide-related

events in young people following prescription of SSRIs and other antidepressants: a self-
controlled case series analysis. BMJ open, 3(9), p.e003247.

11 of 10



	Abstract
	List of Tables
	List of Figures
	List of Publications
	Acknowledgements
	Introduction
	Background
	Aims and Objectives
	Aims
	Objectives
	Rationale

	Conclusion

	Overview of Diabetes Mellitus and Life Expectancy
	Life Expectancy Historical Experience
	Overview of Major Causes of Death
	Diabetes Mellitus
	The Aetiology of dm-2
	Diagnosis and Treatment of dm-2

	Management of dm-2 
	Complications of DM and their management

	Epidemiology of dm-2
	dm Statistics in the UK

	Conclusion

	Review of the Life Expectancy in dm-2 Individuals
	All-Cause Mortality and Life Expectancy in dm-2 Individuals
	Cause-Specific Mortality among dm-2 Patients
	CVD-Related Mortality among dm-2 Patients
	Kidney Disease
	Dementia
	Effect of Lifestyle on Mortality among dm-2 Patients
	Effect of Ethnicity on Mortality among dm-2 Patients
	Other Cause-Specific Mortality among dm-2 Patients

	Conclusion

	Statistical Methods
	Survival Analysis
	Survival Function
	Hazard Function

	Non-Parametric Models
	Semi-Parametric Models
	Cox phs model
	Assessment of the Cox Model
	Estimation of the Baseline Survival and Hazard Functions

	Parametric Survival Models
	Survival Models with Frailty
	Parametric Double-Cox Model with Frailty
	Life expectancy calculation
	Model Assessment
	Harrel's concordance statistic
	Negative Log-likelihood
	aic

	Handling Missing Data
	Missing Data Mechanisms
	Techniques for Handling Missing Data
	Multiple Imputation (MI)

	Conclusion

	Study Methodology
	Data Source
	Data Structure
	Relevance of thin
	Justification of using thin

	Selection Criteria
	Selection and Information Biases

	Study Variables of Interest
	Demographic Covariates
	Life Style Covariates
	Co-morbidities and Severity of dm-2 Covariates
	Bio-makers
	Time to event
	Prescriptions

	Data extraction and statistical analysis
	Conclusion

	Exploratory and Unadjusted Hazards Analysis
	Introduction
	Demographic Composition of the Study Population
	Selected life style factors and medical conditions
	Life style factors
	Medical Conditions

	Final Study Population
	Summary

	Survival Models for dm-2
	Introduction
	Conventional Cox model analysis
	Imputation of missing values

	Fitted Survival Models
	Conclusion

	Life expectancy results
	Introduction
	Estimates in Model C
	Actuarial Translation R Shiny Package
	General Settings
	Model Covariates
	Model Estimates

	Conclusion

	Discussion
	Main Findings
	Impact of dm-2 on all-cause mortality
	Impact of dm-2 on life expectancy

	Strengths and Limitations
	Strengths
	Limitations

	Conclusions

	Bibliography
	Appendix thin Medical Codes 
	Appendix Townsend Deprivation Index Calculation
	Appendix Additional Figures
	Appendix Additional Tables
	thin Medical Codes 

	Appendix Statistical Formulas
	Appendix Research Protocol

