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Abstract. We prove that the class of finitely presented inverse monoids whose Schützenberger
graphs are quasi-isometric to a trees has a uniformly solvable word problem, furthermore, the
languages of their Schützenberger automata are context-free. On the other hand, we show that
there is a finitely presented inverse monoid with hyperbolic Schützenberger graphs and an unsolvable
word problem.

1. Introduction

In the 1910s, Dehn proved that fundamental groups of closed orientable two-dimensional mani-
folds have a solvable word problem. The crucial feature of these groups which the proof depended
on led to the notion of small cancellation properties. In the late 80s, Gromov introduced hyperbolic
groups, motivated by giving small cancellation a geometric interpretation. The notion represented
a revolution in group theory due to a conjunction of factors:

• hyperbolic groups can be characterized using a geometric property of their Cayley graphs,
called the Rips condition;
• hyperbolic groups have excellent algorithmic properties: they are biautomatic (in particular,

they have an effectively solvable word problem), and their geodesics constitute an automatic
structure;
• hyperbolic groups are finitely presented.

Hyperbolic groups led to the emergence of the vibrant field of geometric group theory and continue
to be one of its central subjects, see for instance the recent monograph [12, Chapter 11] for details.

Such a beautiful theory arouses inevitably the desire of extending it to other algebraic structures,
in particular, to (some class of) semigroups. Presentations of semigroups and the corresponding
word problem can be analogously defined. So can the Cayley graph of a semigroup S = 〈A〉: it is
a directed, edge-labeled graph with vertex set S, and for any s ∈ S and a ∈ A, an edge labeled by
a from s to sa. The obstacle to extending hyperbolicity in a meaningful way is that the geometric
properties of the Cayley graph of a semigroup are not as closely tied to its algebraic properties as in
the case of groups. Duncan and Gilman [11] have proposed a notion of hyperbolic semigroup which
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generalizes a language-theoretic condition characterizing hyperbolic groups. But this condition is
not at all geometric, and that constitutes a handicap for a notion that had a geometric motivation
from the beginning. On the other hand, Cassaigne and Silva [3] considered Rips condition for the
undirected Cayley graph of monoids defined by special confluent rewriting systems and used it to
get a hyperbolic boundary. But this only settles a small subclass of monoids.

In this paper we introduce a new approach to the study of hyperbolicity and related geometric
conditions in inverse monoids. Inverse monoids are one of the most important generalizations of
groups, that originally emerged as the abstract counterparts of partial symmetries. In an inverse
monoid, every element s has a unique inverse with the property ss−1s = s and s−1ss−1 = s−1.
A rich combinatorial and geometric theory for inverse monoid presentations emerged in the early
90s due to the work of Stephen, Margolis and Meakin [30, 23, 22], among others. The Cayley
graph of an inverse monoid S generated by A (as an inverse monoid) is just the Cayley graph of
the semigroup S with respect to the semigroup generating set A ∪ A−1. The Cayley graph of an
inverse monoid is in general not strongly connected (in particular words of the form aa−1 may not
label loops), and the geometry of the undirected Cayley graph does not adequately capture the
properties of the monoid – for instance adjoining a 0 to any inverse monoid leaves its algorithmic
properties unchanged, but makes its undirected Cayley graph of diameter at most 2.

The strongly connected components of the (directed) Cayley graph are called Schützenberger
graphs, and these have proven to be very useful in investigating algorithmic questions. One the
one hand, Schützenberger graphs share key properties with Cayley graphs of groups, in particular,
the word metric defines a metric on each Schützenberger graph. On the other hand, the whole
family of Schützenberger graphs determines the inverse monoid uniquely, and the respective notion
of Schützenberger automaton is the key to the solution to the word problem [30].

There are numerous results in the literature which suggest that if the Schützenberger graphs
of a finitely presented inverse monoid are sufficiently tree-like, then the inverse monoid will have
good algorithmic properties; see e.g. [5, 9, 16, 20, 23, 28]. The broadest class that one might
hope to establish this for in general would be the inverse monoids whose Schützenberger graphs
are Gromov-hyperbolic. However in Section 5 we shall give a construction which proves, rather
surprisingly, that there exist such finitely presented inverse monoids with an undecidable word
problem. In fact such examples exist where all the Schützenberger graphs are δ-hyperbolic for a
single fixed value of δ. This shows that in order to obtain a class of inverse monoids with good
algorithmic properties a condition stronger than hyperbolicity is needed.

In Section 4, we impose the stronger geometric condition on Schützenberger graphs of polygon
hyperbolicity, which is equivalent to being quasi-isometric to trees. We call such finitely generated
inverse monoids tree-like. It follows from Stallings’ theorem about ends of groups and Dunwoody’s
accessibility theorem that tree-like groups are exactly the finitely generated virtually free groups
[12, Theorem 20.45], while the celebrated Muller-Schupp theorem [25] states that they are exactly
the groups with a context-free word problem. In the language of inverse monoids, this last condition
on groups is equivalent to the language of each Schützenberger automaton being context-free.

We find that in the case of inverse monoids, even being tree-like does not imply finite pre-
sentability (Corollary 4.7). However finitely presented tree-like inverse monoids share some of the
nice algorthimic properties of hyperbolic and virtually free groups, in particular

• each Schützenberger graph has a rational set of geodesics (Theorem 4.5),
• each Schützenberger automaton has a context-free language (Theorem 4.13),
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• the word problem is uniformly solvable (Theorem 4.15).

We note that we can derive from Theorem 4.13 analogous results proved in the literature for special
subclasses of tree-like inverse monoids [3, 10].

We close the paper with a section on open questions motivated by the rich theories of virtually
free and hyperbolic groups and our results.

2. Preliminaries

2.1. Graphs. Most of the graphs considered in the paper are edge-labeled, directed graphs, and
these will just be referred to as graphs for brevity. Almost all of these graphs have edges occurring
in inverse pairs, i.e. they are graphs in the sense of Serre [29]. This property of graphs is called
symmetric in the paper. Occasionally, undirected graphs also come up, in these cases we will
emphasize that they are undirected. By a tree, depending on context, we either mean an undirected
tree in the usual sense, or a digraph obtained from an undirected tree by replacing the edges with
a pair of opposite directed edges.

For a subset S of any graph Γ, the subgraph induced by S is denoted by 〈S〉. If Γ is a symmetric
graph, the induced subgraph is also defined to be symmetric, containing edges in inverse pairs.

Given a graph Γ, the set of its vertices is denoted by V (Γ), the set of its edges by E(Γ). For any
edge e ∈ E(Γ), α(e) denotes its initial vertex, ω(e) its terminal vertex. The graph Γ is considered
to be the union of its edges and vertices, that is, the notation t ∈ Γ means t is either an edge or a
vertex of Γ. The label of an edge e is denoted by l(e).

A path in a graph is a sequence of consecutive edges, i.e. a sequence e1 . . . en of edges where
ω(ei) = α(ei+1) for 1 ≤ i ≤ n− 1. Given a path e1 . . . en, we call n the length of the path (n ≥ 0).
The initial and terminal vertices of a path p will also be denoted by α(p), and respectively ω(p).
A label of the path p = e1 . . . en is the word l(e1) . . . l(en), and it is denoted by l(p). The path p
is called closed if α(p) = ω(p). A path is called simple if all the vertices it traverses are different,
with the possible exception of the initial and terminal vertex. As usual, the concatenation of two
paths p and q with α(q) = ω(p) is denoted by pq.

One can define a distance function on the set of vertices of a connected, symmetric graph, or on
the vertices of an undirected graph by

d(u, v) = min{n : e1 . . . en is a path from u to v}.

Note that in the case of general (directed) graphs, this function may not be symmetric or finite.
In the following, we consider the vertex sets of symmetric graphs as metric spaces defined by the
metric above.

Let Γ be any symmetric digraph. A geodesic path in Γ is a path p such that the length of p is
exactly d(α(p), ω(p)). In particular, any non-loop edge is a geodesic. For vertices u and v of Γ, we
sometimes use [u, v] to denote a geodesic path from u to v.

For any subgraph X of Γ, denote by X+r the graph induced by those vertices of Γ which are at
distance at most r from X. We refer to this subgraph as the r-neighborhood of X. In particular,
for a vertex x0, x+r

0 is the closed disk of center x0 and radius r, which we denote by Dr(x0). The
diameter of a connected subgraph X is

diam(X) = sup{d(u, v) : u, v ∈ V (X)}.
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2.2. Automata and languages. In this section we provide a very brief introduction to automata
and formal languages. A more comprehensive exposition can be found for instance in [17].

An automaton is a structure of the form A = (Γ, I, T ) where Γ is an edge-labeled digraph, and
I, T ⊆ V (Γ) are nonempty subsets called initial and terminal vertices respectively. We also assume
that there is at most one edge in Γ with any given initial and terminal vertex and label. Vertices of
Γ are often referred to as states, and edges as transitions. The set of labels is called the alphabet,
let us denote it by A. The automaton A = (Γ, I, T ) is finite if both V (Γ) and E(Γ) are finite.
We say that A is deterministic if |I| = 1 and for any e1, e2 ∈ E(Γ), if we have α(e1) = α(e2)
and l(e1) = l(e2), then ω(e1) = ω(e2). When Γ is a symmetric, connected graph labeled over an
alphabet of the form A = B∪B−1 such that l(e−1) = (l(e))−1 for any edge e, and A is deterministic,
we call A an inverse automaton.

The set of all finite words over the alphabet A are denoted by A∗, this forms the free monoid on
A with respect to concatenation. The identity element is the empty word, which is denoted by ε.
Subsets of A∗ are called languages over A.

A path p in A is successful if α(p) is initial and ω(p) is terminal. This can be interpreted as the
automaton accepting the input word l(p). The language L(A) of A is the set of labels of successful
paths in A, that is, the set of words A accepts. A language L ⊆ A∗ is called rational if it is the
language of some finite automaton.

Two automata A = (Γ, I, T ) and A′ = (Γ′, I ′, T ′) are isomorphic if there exists a labeled graph
isomorphism ϕ : Γ → Γ′ such that ϕ(I) = I ′, ϕ(T ) = T ′. We use the notation A ∼= A′ to express
that the automata A and A′ are isomorphic.

A congruence on the labeled graph Γ is an equivalence relation τ on V (Γ) for which whenever
e1, e2 ∈ E(Γ) are such that α(e1) τ α(e2) and l(e1) = l(e2), they also satisfy ω(e1) τ ω(e2). We can
then define the quotient Γ/τ with vertex set V (Γ)/τ and for every edge e of Γ, an edge eτ from
α(e)τ to ω(e)τ with label l(e).

A congruence on the automaton A = (Γ, I, T ) is a congruence on Γ. We define the quotient
A/τ = (Γ/τ, Iτ, T τ) by taking Iτ = {iτ | i ∈ I} and Tτ = {tτ | t ∈ T}.

A pushdown automaton (abbreviated to pda) is, informally speaking, a finite state automaton
with a stack. A stack is a data type that contains a sequence of elements, that is, a word, and has
two operations:

• ‘popping’: taking the first letter off the word, and
• ‘pushing’: concatenating a new word to the beginning of the word.

A stack is initialized to contain a single letter called the initial stack symbol.
Formally a pushdown automaton is a structure of the form A = (A,S, Z,Q, q, T, δ), where

• A, X and Q are finite sets (alphabet, stack alphabet and states, respectively);
• Z ∈ X and q ∈ Q (initial stack symbol and initial state);
• T ⊆ Q (terminal states);
• δ is a finite subset of Q× (A ∪ {ε})×X ×Q×X∗ (set of transitions).

A transition (p, a, x, q, u) ∈ δ is also denoted by

p
a, x→u−−−−−→ q.

It has the meaning that in the state p, on the input a ∈ A ∪ {ε}, with x ∈ X as topmost stack
symbol, the pda can read a, pop x, push u ∈ X∗, and change to the state q. (Reading ε from the
input means leaving it untouched.)
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A configuration of A is an element of Q×X∗, with the first component describing the state, the
second the content of the stack. Transitions of A give rise to transitions between configurations in
a natural way. A transition from the configuration (p, w) to (q, u) on input a ∈ A ∪ {ε} is denoted
by (p, w) `a (q, u). Note that the initial configuration of A is (q, Z).

We define the language accepted by A to be the language L(A) consisting of all w ∈ A∗ admitting
a factorization of the form w = w1 . . . wn (wj ∈ A ∪ {ε}) satisfying the following property: there
exist q1, . . . , qn−1 ∈ Q, qn ∈ T , u1, . . . , un ∈ X∗ and a series of transitions

(q, Z) `w1 (q1, u1) `w2 · · · `wn (qn, un).

A language L ⊆ A∗ is context-free if it is the language accepted by some pushdown automaton.

2.3. Inverse monoids. An inverse monoid is a monoid M with the property that for each s ∈M
there exists a unique element s−1 ∈ M (the inverse of s) such that s = ss−1s and s−1 = s−1ss−1.
We refer the reader to [19] for an introduction to the subject. The axioms imply (s−1)−1 = s and
(st)−1 = t−1s−1 for any s, t ∈ M , but in contrast with groups, ss−1 and s−1s can be different
from the identity or from one another. They are however always idempotent, moreover, since an
idempotent of an inverse monoid is always its own inverse, every idempotent of M is of this form.

Idempotents play an important role in the theory of inverse monoids. For instance, notice that
an inverse monoid is a group if and only if it has only one idempotent (the identity element). In
any inverse monoid M , idempotents commute with each other, and so the product of idempotents
is again an idempotent. Therefore the set of idempotents forms a subsemigroup, moreover a sub-
semilattice in M . The semilattice structure induces a partial order on the idempotents in the usual
way, and this can be extended to the whole inverse monoid as follows: for s, t ∈M , we define s ≤ t
if there exists an idempotent e with s = te. This is called the natural partial order on M , and it is
compatible with multiplication and taking inverses.

For studying the structure of inverse monoids, or semigroups in general, one of the most basic
concepts is understanding when and how two elements can be multiplied into one another. This is
encoded by the so-called Green’s relations, from which we will only be needing one, the R-relation.
Two elements s, t ∈M are R-related if they can be right multiplied into each other, that is if there
exist elements u, v ∈ M such that su = t and tv = s. This is an equivalence relation. In inverse
monoids, this turns out to be equivalent to saying ss−1 = tt−1. The R-class of an element s is
denoted by Rs. Notice that ss−1 is always R-related to s, so the idempotent ss−1 is the unique
idempotent in Rs. It may also be shown that if s R t and su = t, then we have tu−1 = s.

Notice that in any Cayley graph of M , there is a path from s ∈ M to t ∈ M if and only if
there exists u ∈M such that su = t, therefore the R-classes correspond to the strongly connected
components. If a ∈ M is such that s R sa, then by our previous assertion, we have saa−1 = s.
So within the strongly connected components, edges occur in inverse pairs (though this is not
generally true in the Cayley graph). The strongly connected components of the Cayley graph are
called Schützenberger graphs, and as they are symmetric graphs, they are metric spaces. However
we would like to point out that in a Schützenberger graph, some generators may not label any
edges at a given vertex. It may also happen that they have no non-trivial automorphisms – this is
the case for instance in the Schützenberger graph of 1 in the example shown in Figure 1.

Inverse monoids form a variety (in the sense of universal algebra, in signature (2, 1, 0)), hence
free inverse monoids exist. The free inverse monoid on a set A, denoted by FIM(A), is obtained as a
quotient of the free monoid (A∪A−1)∗ equipped with the involution −1 defined by (aε11 . . . aεnn )−1 =
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a−εnn . . . a−ε11 for ai ∈ A, εi = ±1. The appropriate congruence is the so-called Wagner congruence

denoted by ρ, and is generated by pairs of the form ww−1w ∼ w, and w1w
−1
1 w2w

−1
2 ∼ w2w

−1
2 w1w

−1
1 ,

where w,w1, w2 ∈ (A ∪A−1)∗.
The obtained equivalence classes do not have a ‘reduced’ normal form like in the case of free

groups. Nevertheless there is a way to represent classes by graphs using a description due to Munn
[26]. For any word w ∈ (A ∪ A−1)∗, its Munn tree is the edge-labeled tree MT(w) traced out by
w in the Cayley graph of the free group FG(A) starting from the identity 1FG(A), with the initial
vertex 1FG(A) and the terminal vertex wFG(A) (the image of w in the free group) marked. Munn
proved that uρ = wρ if and only if the triplets (MT(u), 1FG(A), uFG(A)) and (MT(w), 1FG(A), wFG(A))
are isomorphic as birooted edge-labeled graphs, or in other words, as automata. The language
of the automaton (MT(w), 1FG(A), wFG(A)) therefore clearly contains the ρ-class of w, but also
more than that: for instance notice that if a, b ∈ A, then a is accepted by the automaton cor-
responding to MT(abb−1), but aρ 6= (abb−1)ρ. What is true in general is that the language of
(MT(w), 1FG(A), wFG(A)) consists of all words u for which uρ ≥ wρ in the natural partial order on
the elements in the free inverse monoid FIM(A)

The Munn tree MT(w) is isomorphic to the Schützenberger graph containing wρ, with its initial
vertex corresponding to (ww−1)ρ, and its terminal vertex corresponding to wρ. Stephen extended
Munn’s results [30] to study the word problem in arbitrary inverse monoids, with Munn trees
replaced by Schützenberger graphs. Any inverse monoid M generated by A (as an inverse monoid)
is the quotient of the free monoid (A ∪ A−1)∗ with involution by a congruence τ (which contains
ρ). The word problem for M is the problem of deciding if two arbitrary words u, v ∈ (A ∪ A−1)∗

fall into the same τ -class, that is, if they represent equal elements of M .
The Schützenberger graph S(w) of a word w ∈ (A ∪ A−1)∗ is the Schützenberger graph of M

containing wτ . The Schützenberger automaton A(w) of w is the automaton (S(w), (ww−1)τ, wτ).
In his paper [30], Stephen proves the following result.

Theorem 2.1. Let M = 〈A〉 be an inverse monoid. Then
(a) For each word u ∈ (A ∪A−1)∗, the language accepted by the

Schützenberger automaton A(u) is the set of all words w ∈ (A ∪ A−1)∗ such that uτ ≤ wτ in the
natural partial order on M ,

(b) uτ = wτ in M iff u ∈ L(A(w)) and w ∈ L(A(u)),
(c) the word problem for M is decidable if and only if there is an algorithm which takes any two

words u,w ∈ (A ∪A−1)∗ as input, and decides if u ∈ L(A(w)).

More can be said when M is given by a presentation. A presentation M = Inv〈A | R〉 , where
R ⊆ (A ∪ A−1)∗ × (A ∪ A−1)∗, defines the inverse monoid M as the quotient of FIM(A) by the
congruence generated by R, or alternatively, as the quotient (A∪A−1)∗ by the congruence generated
by τ = ρ ∪ R. Notice that since every inverse monoid is a quotient of some free inverse monoid,
every inverse monoid has a presentation.

Stephen also proved that S(w), and equivalently, A(w), can be obtained as a direct limit of
successive expansions and foldings as follows. Let Γ be a digraph labeled over A ∪ A−1 in a way
that edges occur in inverse pairs. We define the following operations:

• P -expansion: if s = t or t = s is a relation in R, and for some u, v ∈ V (Γ), there exists
a path ps labeled by s with α(ps) = u and ω(ps) = v, but there is no such path between
u and v labeled by t, then adjoin a simple path pt labeled by t to Γ with α(pt) = u and
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ω(pt) = v, and all internal vertices of pt disjoint from Γ. (Here we add all inverse pairs of
edges of pt to Γ as well to obtain a symmetric graph.)
• edge folding: if there are edges e1 and e2 of the same label with common initial or common

terminal vertices, identify these edges.

By Stephen [30], these operations are confluent. Starting with any graph Γ, the set of all graphs
obtained by applying successive P -expansions and edge foldings forms a directed system in the
category of A-labeled graphs. The direct limit of this system is denoted by Exp(Γ).

We define the full P -expansion of Γ to be the graph obtained by performing all possible P -
expansions of Γ. We emphasize that this only involves P -expansions which can be performed on Γ
itself, not involving any newly added paths. The iteration of edge-foldings to obtain a deterministic
graph is called determinization. Given a graph Γ, let Exp1(Γ) denote the determinization of the
full P -expansion of Γ. For i ≥ 2, let Expi(Γ) = Exp1(Expi−1(Γ)). Then Exp(Γ) is also the direct
limit of the directed system formed by {Expi(Γ) : i ∈ N}. For convenience, we extend our notation
by Exp0(Γ) := Γ.

Stephen proved the following in [30]:

Theorem 2.2. For any inverse monoid presentation Inv〈A | R〉 and any word w ∈ (A ∪ A−1)∗,
Exp(MT(w)) = S(w). Furthermore, the images of 1FG(A), and wFG(A) in the limit graph Exp(MT(w))

correspond to (ww−1)τ and wτ respectively.

As an example, let us consider the bicyclic monoid, which is the most famous inverse monoid
that is not a group. It can be defined by the presentation Inv〈a | aa−1 = 1〉. Figure 1 shows a finite
part of the Cayley graph of the bicyclic monoid. The Schützenberger graphs are colored black, the
other edges are grey. Stephen’s algorithm to build S(1) for instance would start with the single
vertex 1, then the first expansion would attach a loop labeled by aa−1, the second expansion a
second loop based at the vertex a labeled by aa−1, and so on. In this particular case, Expi(MT(1))
embeds in Expi+1(MT(1)) for any i ∈ N, however this is not true in general.

An approximate automaton A of A(w) is an inverse automaton labeled over A ∪A−1 such that
w ∈ L(A) ⊆ L(A(w)). An approximate graph is the underlying (labeled) graph of an approximate
automaton. Any deterministic graph obtained by expansions and foldings from MT(w) is an ap-
proximate graph of S(w). Conversely, every finite subgraph of S(w) is a subgraph of Expk(MT(w))
for some k, this follows from [30, Thm 5.11].

Every inverse monoid has a greatest group homomorphic image which is obtained by collapsing
all idempotents to the identity. For instance the greatest group homomorphic image of FIM(A)
is the free group FG(A), and the greatest group homomorphic image of the bicyclic monoid is Z.
If the inverse monoid is given by a presentation M = Inv〈A | R〉, then this is the group given by
the same presentation regarded as a group presentation G = Gp〈A | R〉. Denoting the image of
w ∈ (A ∪ A−1)∗ in G by wG, the canonical homomorphism σ : M → G maps wτ to wG for any
w ∈ (A ∪A−1)∗.

This defines a map σ from the union of Schützenberger graphs of M to the Cayley graph of G in
the obvious way, and this is an edge-labeled graph morphism. In the case of FIM(A) for instance,
this is the inclusion map of Munn trees into the Cayley graph of FG(A). In case of the bicyclic
monoid, σ embeds each Schützenberger graph into the Cayley graph of Z. However, in general, σ
is not injective on individual Schützenberger graphs. For instance any inverse monoid with a zero
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a aa

a aa–1

a–1

–1–1

a aa

a aa–1

a–1

–1–1

a aa

a aa–1 –1–1

1

Figure 1. The Cayley graph of the bicyclic monoid

has a trivial greatest group homomorphic image, but can very well have non-trivial Schützenberger
graphs.

An inverse monoid is called E-unitary if σ−1(1G) is exactly the set of idempotents of the monoid,
and this property is equivalent to σ being injective on each Schützenberger graph. When the inverse
monoid is given by a special presentation, more is true:

Lemma 2.3 ([31], Lemma 3.5). Let M = Inv〈A | w1 = 1, . . . , wk = 1〉, and let G = Gp〈A | w1 =
1, . . . , wk = 1〉 be its greatest group homomorphic image. If M is E-unitary, then for all w ∈
(A ∪ A−1)∗ the Schützenberger graph S(w) is embedded into the Cayley graph of G by σ as an
induced subgraph.

3. Equivalent characterizations of tree-like graphs

Recall that a quasi-isometry between metric spaces (X, dX) and (Y, dY ) is a map ψ : X → Y for
which there exist positive constants k, c,K,C such that for all x1, x2 ∈ X,

kdX(x1, x2)− c ≤ dY (ψ(x1), ψ(x2)) ≤ KdX(x1, x2) + C,

furthermore there exists a constant m such that for all y ∈ Y , there exists x ∈ X with d(y, ψ(x)) ≤
m. We say that a symmetric graph Γ is tree-like if it is quasi-isometric to a tree. In this section,
we describe a few equivalent characterizations of tree-like graphs, and assume all graphs considered
to be symmetric.

For any graph Γ and any partition P of V (Γ), we define the undirected graph Γ/P by V (Γ/P) =
V (Γ)/P, and for any blocks S1, S2 ∈ P, there is an edge between S1 and S2 if and only if S1 6= S2,
and there exist vertices ui ∈ Si (i = 1, 2) such that there is an edge between u1 and u2 is Γ.
Note that Γ/P is, by definition, simple. A strong tree decomposition of a graph Γ is a partition P
of V (Γ) such that Γ/P is an (undirected) tree. We call sup{diam(S) : S ∈ P} the width of the
decomposition (which may or may not be finite).
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A geodesic polygon G of a symmetric graph Γ is a a sequence p1, . . . , pn (n ≥ 2) of geodesics,
where α(pi+1) = ω(pi) (1 ≤ i ≤ n− 1), and α(p1) = ω(pn). These geodesics form the sides of the
polygon. If δ ≥ 0, we say that G is δ-thin if for all i ∈ {1, . . . , n}, for all vertices y in pi, there
exists a vertex z in

⋃
j 6=i pj such that d(y, z) ≤ δ.

We say that Γ is polygon δ-hyperbolic if all geodesic polygons of Γ are δ-thin. We say that Γ is
polygon hyperbolic if it is polygon δ-hyperbolic for some δ ≥ 0. This is a special case of Gromov’s
notion of hyperbolicity, which Γ satisfies if there is a constant δ such that every geodesic triangle
of Γ is δ-thin (in which case Γ is δ-hyperbolic). This condition is known as the Rips condition.

Gromov originally defined hyperbolicity using what is now called the Gromov product. If x, y, z ∈
V (Γ), then the Gromov product of x and y at z is (x|y)z = 1

2(d(z, x) + d(z, y) − d(x, y)). Then Γ
is δ-hyperbolic if for any x1, x2, y, z ∈ V (Γ) we have

(x1|x2)z ≥ min{(x1|y)z, (x2|y)z)} − δ.
Let x0, x ∈ V (Γ). The cone of x with respect to the basepoint x0 is defined as

C(x0, x) = 〈y ∈ V (Γ) | d(x0, y) = d(x0, x) + d(x, y)〉.
This is the same as saying that there exists a geodesic between x0 and y containing x.

Proposition 3.1. For any symmetric graph Γ, the following conditions are equivalent:

(1) Γ is quasi-isometric to a tree,
(2) there exists a constant m > 1 and a strong tree decomposition P of Γ with width at most

m.
(3) there exists a constant m > 1 such that for any x, y, z ∈ V (Γ) and any path p from x to y,

d(z, p) ≤ 1

2
(d(z, x) + d(z, y)− d(x, y)) +m,

(4) there exists some constant k such that for any x0, . . . , xn, z ∈ V (Γ),

(x0|xn)z ≥ min{(x0|x1)z, . . . , (xn−1|xn)z)} − k,
(5) Γ is polygon hyperbolic,
(6) there exists a constant δ such that if x0 ∈ V (Γ) \Dδ(x) and y ∈ V (C(x0, x)), then there is

no path in Γ \Dδ(x) connecting x0 to y.

Proof. By [1, Theorem 4.7], conditions (1)–(3) are equivalent to each other, whereas by [2, Theorem
3.2], so are conditions (4)–(5). We complete the proof by showing (4) ⇒ (3), (1) ⇒ (5), and (5) ⇔
(6).

(4) ⇒ (3): let x, y, z ∈ V (Γ), and let p be a path from x to y. Let x = x0, x1, . . . , xn−1, xn = y
be the sequence of vertices p traverses. Then for any i, d(xi, xi+1) ≤ 1, hence

(xi|xi+1)z ≥
1

2
(d(z, xi) + d(z, xi+1)− 1) ≥ min{d(z, xi), d(z, xi+1)} − 1.

It follows that

(x|y)z + k ≥ min{(x0|x1)z, . . . , (xn−1|xn)z)} ≥ min{d(z, x0), . . . , d(z, xn)} − 1 = d(z, p)− 1,

and hence by (4), 1
2(d(z, x) + d(z, y) − d(x, y)) + k + 1 = (x|y)z + k + 1 ≥ d(z, p), and m = 1 + k

satisfies the conditions of (3).
(1) ⇒ (5): suppose ψ : Γ → T is a quasi-isometry from Γ to some tree T , with constants

k, c,K,C. The key observation is that there exists a constant δ such that if [u, v] is a geodesic in
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Γ, then the path ψ([u, v]) and any geodesic [ψ(u), ψ(v)] are in each other’s δ-neighborhood. This
statement holds in the more general case of quasi-isometries into hyperbolic spaces, and is proved
for instance in [7] (Chapter III.H).

Let G = p1, p2, . . . , pn = [x0, x1], [x1, x2], . . . , [xn, x0] be a geodesic polygon in Γ. We claim
that ψ(G) is 2δ-thin. Indeed, let u ∈ ψ([xi, xi+1]). Then there exists some vertex u′ in some
geodesic of the form [ψ(xi), ψ(xi+1)] such that d(u, u′) ≤ δ. Consider a geodesic polygon of the
form G′ = [ψ(x0), ψ(x1)], [ψ(x1), ψ(x2)], . . . , [ψ(xn), ψ(x0)], where [ψ(xi), ψ(xi+1)] is the geodesic
containing u′. As trees are polygon 0-hyperbolic, u′ is contained in a different side of G′ as well,
say, [ψ(xj), ψ(xj+1)] (j 6= i). Let u′′ be a vertex of ψ([xj , xj+1]) such that d(u′, u′′) ≤ δ. Then
d(u, u′′) ≤ 2δ, and ψ(G) is indeed 2δ-thin.

Now let x ∈ [xi, xi+1]. There exists some vertex y ∈ [xj , xj+1], j 6= i such that d(ψ(x), ψ(y)) ≤ 2δ,

hence d(x, y) ≤ 1
k (d(ψ(x), ψ(y))+ c) ≤ 2δ+c

k . Therefore G is 2δ+c
k -thin, and Γ is polygon hyperbolic.

(5) ⇒ (6). Suppose Γ is polygon δ-hyperbolic, and let x0 ∈ V (Γ) \Dδ(x) and y ∈ V (C(x0, x)).
Suppose that there exists a path e1 . . . en in Γ \ Dδ(x) connecting x0 to y. Consider a geodesic
[y, x0] in Γ containing x (its existence follows from y ∈ C(x0, x)) and consider the geodesic polygon
G = e1, . . . , en, [y, x0]. Since x ∈ [y, x0] and Γ is polygon δ-hyperbolic, there exists some z ∈ e1 . . . en
such that d(x, z) ≤ δ, contradicting e1 . . . en ⊆ Γ \Dδ(x). Therefore there is no path in Γ \Dδ(x)
connecting x0 to y.

(6)⇒ (5). We claim that Γ is polygon δ-hyperbolic with the δ of condition (6). Suppose that this
is not the case. Then we may assume that there exists a geodesic polygon of the form p1, . . . , pn and
x ∈ pn such that p1, . . . , pn−1 ⊆ Γ \Dδ(x). Let x0 = α(p1) = ω(pn), and let y = ω(pn−1) = α(pn).
Then p1 . . . pn−1 is a path from x0 to y in V (Γ) \Dδ(x), and y ∈ C(x0, x), therefore (6) fails. �

Note that by (1), being tree-like is clearly a quasi-isometry invariant.

4. Tree-like Schützenberger graphs

In this section, we consider finitely presented inverse monoids with tree-like Schützenberger
graphs, and we prove that they share some of the nice algorithmic properties of hyperbolic and
virtually free groups.

Let M = Inv〈A〉 be a finitely generated inverse monoid. If for any word w ∈ (A ∪ A−1)∗,
the Schützenberger graph S(w) is tree-like, we say that M is tree-like. This definition does not
depend on A, as changing the system of generators yields quasi-isometries between the respective
Schützenberger graphs [14]. (We remark that [14] proves something more general, namely that the
Cayley graphs of a monoid with respect to two different systems of generators are quasi-isometric
as semimetric spaces; the quasi-isometries of the Schützenberger graphs are the restrictions of this
quasi-isometry to the R-classes.)

If an inverse monoid happens to be a group, then it has a unique Schützenberger graph: the
Cayley graph, and it is tree-like if and only if it is a virtually free group. Other examples include free
inverse monoids (where Schützenberger graphs are not only trees, but finite trees), and presentations
of the form Inv〈A | R〉, where each word occurring in R is freely reducible to 1: here Schützenberger
graphs are trees, see [23, Lemma 1.6].

All of the theorems that we prove in this section are based on the same observation that can
be roughly described as follows: take an induced, connected subgraph X of S(w) that does not
intersect the path labeled by w, starting at (ww−1)τ . Then the K-neighborhood of X (where K



INVERSE MONOIDS WITH HYPERBOLIC AND TREE-LIKE SCHÜTZENBERGER GRAPHS 11

is a constant depending on the presentation) completely determines those connected components
of S(w) \X which do not contain (ww−1)τ . We begin the section by the precise formulation and
proof of the above claim.

Let Inv〈A | r1 = s1, . . . , rm = sm〉 be a finite inverse monoid presentation, and w ∈ (A ∪ A−1)∗,
and denote (ww−1)τ by x0. Put K = max{2, |r1|, . . . , |rm|, |s1|, . . . , |sm|}.

Given any approximate graph S of S(w), and a connected, induced subgraph X of S with x0 /∈ X,
let Γ(x0, X) denote the connected component of S \ X containing x0, and Γc(x0, X) denote the
complement of Γ(x0, X) in S \X.

Recall that S(w) = Exp(MT(w)), denote the image of MT(w) in S(w) by M . Suppose X is an
induced, connected subgraph of S(w) such that X ∩M = ∅, and let g be a path from M to X+K

in S(w). Of course S(w) = Exp(M ∪ g ∪X+K). Let x0 = (ww−1)τ , and consider the subgraphs
Γ(x0, X) and Γc(x0, X) of S(w). Note that Γ(x0, X) contains the image of M , since X does not
intersect M .

Consider the graph Exp(X+K), observe that X+K is a subgraph here. Note that for any P -
expansion or folding performed when building Exp(X+K), an identical P -expansion or folding may
be performed when building S(w) = Exp(M ∪g∪X+K), and hence there is a unique labeled graph
morphism ϕ : Exp(X+K)→ S(w) which fixes X+K . As X+K is an induced subgraph of S(w), the
existence of ϕ immediately implies that it is an induced subgraph of Exp(X+K) as well, moreover,

we claim it is the K-neighborhood of X in Exp(X+K). Denote the latter subgraph by X̃+K .

Clearly X+K ⊆ X̃+K . For the opposite containment, let v ∈ V (X̃+K), and let p be a geodesic path
in Exp(X+K) from X to v. Note that since ϕ fixes X+K , we have ϕ(α(p)) = α(p). Furthermore,
ϕ(p) is a path of length at most K in S(w) from ϕ(X) = X to ϕ(v), therefore ϕ(p) lies completely
in X+K , (in particular, ϕ(v) ∈ X+K). Since X+K ⊆ Exp(X+K), we have ϕ(p) ∈ Exp(X+K), in
fact, ϕ(p) is a path in Exp(X+K) from α(p) labeled by l(p). Since Exp(X+K) is deterministic, this
implies p = ϕ(p), in particular, v = ϕ(v) ∈ X+K . This proves the claim, and allows us to use the
notation X+r for r ≤ K unambiguously.

Lemma 4.1. The above morphism ϕ restricted to ϕ−1(Γc(x0, X)) is an isomorphism between
ϕ−1(Γc(x0, X)) and Γc(x0, X), and hence ϕ−1 embeds Γc(x0, X) into Exp(X+K) as a subgraph.

Proof. The idea of the proof is that all the P -expansions and foldings which yield Γc(x0, X) are
also performed in the construction of Exp(X+K). Recall that a P -expansion means adjoining a new
simple path ps labeled by s parallel to an existing path pt labeled by t, where s = t is a relation.
We say that an edge or vertex of S(w) was involved in such a given P -expansion if it is an edge
or vertex of the image of the respective paths ps or pt. In addition, if the edge or vertex is in the
image of pt, we say that the P -expansion was dependent on that edge or vertex. Similarly, we say
an edge or vertex of S(w) was involved in a given folding operation identifying a pair of edges if it
is the image of these edges or one of their endpoints, and in this case the folding is also dependent
on this edge or vertex.

Suppose γ1, . . . , γn is a sequence of P -expansions and foldings performed in the construction of
S(w) as Exp(M ∪ g ∪ X+K), furthermore suppose it is a sequence of operations performable on
M ∪ g ∪X+K in this order, without the need to perform any other operations. Let Pi (1 ≤ i ≤ n)
be the subgraph of S(w) consisting of all the edges and vertices which were involved in γi, and
let Di be the subgraph of S(w) consisting of all the edges and vertices on which γi is dependent.
Observe that Di ⊆ Γ(x0, X) ∪ P1 ∪ · · · ∪ Pi−1 must hold. Also note that diam(Pi) ≤ K for any i,
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and hence if Γc(x0, X) ∩ Pi 6= ∅, then Pi ⊆ X+K ∪ Γc(x0, X), and similarly if Γ(x0, X) ∩ Pi 6= ∅,
then Pi ⊆ X+K ∪ Γ(x0, X).

Let j1, . . . , jm be the sequence of indices i for which Pi∩Γc(x0, X) 6= ∅, and consider the sequence
γj1 , . . . , γjm . We claim that an identical sequence of P -expansions and foldings are performable on
X+K (in this order, without the need to perform any other operations).

Indeed, note that P1 ∪ · · · ∪ Pj1−1 ⊆ X+K ∪ Γ(x0, X), hence Dj1 ⊆ X+K ∪ Γ(x0, X), but also
Dj1 ⊆ Pj1 ⊆ X+K ∪ Γc(x0, X), hence Dj1 ⊆ X+K , and therefore an operation identical to γj1 can
be performed on X+K . Observe that γj1+1, . . . , γj2−1 do not change the new subgraph arising from
the operation γj1 , as Pi ⊆ X+K ∪ Γ(x0, X) for all j1 < i < j2.

By induction, suppose a sequence of operations identical to γj1 , . . . γjl are performable on X+K ,
where 1 ≤ l < m, and suppose γjl+1, . . . , γjl+1−1 do not alter the subgraph arising from the
operations γj1 , . . . γjl . Then

Djl+1
⊆

jl+1−1⋃
i=1

Pi∩(X+K∪Γc(x0, X)) ⊆

(
l⋃

i=1

Pji ∩ (X+K ∪ Γc(x0, X))

)
∪X+K ⊆

(
l⋃

i=1

Pji

)
∪X+K ,

an therefore an operation identical to γjl+1
can be performed after γj1 , . . . γjl on X+K . Again,

for any jl+1 < i < jl+2, we have Pi ⊆ X+K ∪ Γ(x0, X), hence γjl+1+1, . . . , γjl+2−1 do not alter
any of the changes arising from any of the operations γj1 , . . . γjl+1

. This proves that a sequence

of operations identical to γj1 , . . . γjm are indeed performable on X+K , and therefore is performed
during the construction of Exp(X+K).

To prove that Γc(x0, X) is contained in the image of ϕ, suppose e is an edge of Γc(x0, X). Take a
minimal sequence γ1, γ2, . . . , γn of P -expansions and foldings of M ∪g∪X+K which yield e. By the
minimality of the sequence, γn is the P -expansion that yields e. Take the subsequence γj1 , . . . , γjk
defined as above, note that since Pn ∩ Γc(x0, X) 6= ∅, we have jk = n. Therefore an operation
identical to γn is performed in the construction of Exp(X+K), and this yields a preimage of e.

For the injectivity of the restriction of ϕ to ϕ−1(Γc(x0, X)), suppose e1, e2 are distinct edges
of ϕ−1(Γc(x0, X)) ⊆ Exp(X+K). Sequences of operations identical to the ones that yield e1 and
e2 in Exp(X+K) are performable on X+K in M ∪ g ∪ X+K , yielding edges e′1 and e′2 in some
approximate graph of S(w). As ϕ is a labeled graph morphism fixing X+K , it must be that the
image of e′i in S(w) is ϕ(ei) (i = 1, 2). Suppose ϕ(e1) = ϕ(e2). Then there must be a folding γ
performed during the construction of S(w) which identifies e′1 and e′2, and γ involves the single
edge ϕ(e1) = ϕ(e2) ∈ Γc(x0, X). Hence by the same argument as above, an operation identical to
γ is performed in the construction of Exp(X+K), but this should have identified e1 and e2, which
is a contradiction. �

For the rest of the paper, we identify Γc(x0, X) with its image under ϕ−1 and consider it as a
subgraph of Exp(X+K), in notation, Γc(x0, X) ⊆ Exp(X+K).

Define a coloring on the vertices X+K the following way: let vertices of X+K ∩Γc(x0, X) be red,
the rest blue.

Lemma 4.2. Denote the connected components of the red vertices in Exp(X+K) \X by Γc. Then
ϕ−1(Γc(x0, X)) = Γc.

Proof. Note it suffices to prove that the set of vertices of the two subgraphs are equal, as both Γc

and ϕ−1(Γc(x0, X)) are induced subgraphs of Exp(X+K) \X by definition.
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V (ϕ−1(Γc(x0, X))) ⊆ V (Γc): Let u ∈ V (Γc(x0, X)), and take a red vertex v ∈ X+K ∩ Γc(x0, X)
in the connected component of u. Let p be a path from v to u in Γc(x0, X). Since ϕ is a an
isomorphism, ϕ−1(p) is a path from ϕ−1(v) = v to ϕ−1(u) in ϕ−1(Γc(x0, X)) ⊆ Exp(X+K) \ X,
therefore u is the same component of Exp(X+K) \X as v.
V (ϕ−1(Γc(x0, X))) ⊇ V (Γc): Let u ∈ V (Γc), we prove ϕ(u) ∈ Γc(x0, X) by induction on

d(u,X+K) in Exp(X+K) \ X. If d(u,X+K) = 0, that is, u ∈ X+K ∩ Γc(x0, X), then ϕ(u) =
u ∈ Γc(x0, X). Suppose that the statement holds for all points u′ with d(u′, X+K) ≤ k − 1, take a
point u ∈ Γc(x0, X) with d(u,X+K) = k, and let q be a geodesic of length k from X+K ∩Γc(x0, X)
to u in Exp(X+K) \ X. In particular, q must lie in Γc. Note that ϕ(q) is a path in S(w) from
X+K ∩ Γc(x0, X) to ϕ(u), hence to see ϕ(u) ∈ Γc(x0, X), we only need to show that ϕ(q)∩X = ∅.

Let the sequence of vertices q traverses be u0, . . . , uk−1, uk = u. Note that u1, . . . , uk /∈ X+K ∩
Γc(x0, X) (otherwise q would not be a geodesic), therefore d(ui, X) ≥ K for all i = 0, . . . , k, that is,
ui /∈ XK−1 for all i = 0, 1, . . . , k. By the induction hypothesis, ϕ(ui) ∈ Γc(x0, X) for i = 0, . . . , k−1,
furthermore, ϕ(ui) /∈ XK−1 for i = 0, . . . , k − 1, as each vertex in XK−1 ∩ Γc(x0, X) has only one
preimage — itself — by the injectivity of ϕ|ϕ−1(Γc(x0,X)). Since K ≥ 2, and d(ϕ(un−1), ϕ(u)) = 1,
this implies ϕ(u) /∈ X, therefore ϕ(u) ∈ Γc(x0, X). �

Let X,Y be subgraphs of S(w) which do not intersect M . If X+K and Y +K are isomorphic as
vertex-colored graphs (with the red-blue coloring introduced above), we put X+K ∼=c Y

+K .

Lemma 4.3. If X+K ∼=c Y
+K , then X+K ∪ Γc(x0, X) ∼= Y +K ∪ Γc(x0, Y ).

Proof. By Lemmas 4.1 and 4.2, X+K ∪ Γc(x0, X) ⊆ Exp(X+K), moreover, Γc(x0, X) consists
of all the connected components of Exp(X+K) \ X containing red vertices. Since Exp(X+K) ∼=c

Exp(Y +K) follows clearly from the assumption, this proves our statement. �

4.1. Geodesics. In this subsection, we prove that if S(w) is tree-like and the presentation is finite,
then the set of geodesics in S(w) starting at x0 is rational. We denote this set by Geo(w), more
precisely, it is the set of all u ∈ (A∪A−1)∗ such that (ww−1)τ

u−→(ww−1u)τ is a path in S(w), and
u has minimum length among all words labelling paths from (ww−1)τ to (ww−1u)τ in S(w).

Suppose A is finite. We begin by showing that being tree-like does not imply rational geodesics
if R is not finite. By Theorem 4.5, this means being finitely generated tree-like does not imply
finite presentability, in contrast with virtually free or even hyperbolic groups.

Example 4.4. Consider the inverse monoid presentation

(1) Inv〈a, b, c | aa−1bn
2
cc−1b−n

2
= aa−1 (n ≥ 1)〉.

Then Geo(aa−1) is not a rational language.

Indeed, it is straightforward to check that

Geo(aa−1) = {1, a} ∪ b∗ ∪ {bn2
c | n ≥ 1},

and so it fails the conditions of the pumping lemma, satisfied by all rational languages.

Furthermore as both aa−1bn
2
cc−1b−n

2
and aa−1 reduce to 1 in the free group, by [23, Lemma

1.6] the Schützenberger graphs of the inverse monoid defined by the presentation in Example 4.4
are trees.
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Theorem 4.5. Let Inv〈A | r1 = s1, . . . , rm = sm〉 be a finite inverse monoid presentation, and let
w ∈ (A ∪A−1)∗. If S(w) is tree-like, then Geo(w) is a rational language.

Proof. Since S(w) is tree-like, there exists a constant δ satisfying condition (6) in Proposition 3.1.
We follow the same notation as before: put x0 = (ww−1)τ andK = max{2, |r1|, . . . , |rm|, |s1|, . . . , |sm|}.
If S(w) is finite, then so is Geo(w), so it is certainly rational. Otherwise, let x ∈ V (S(w)) be such
that d(x, x0) > δ + K. The idea of the proof is establishing that Dδ+K(x) and a finite amount of
adjoint information determine C(x0, x) completely, yielding finitely many cone types. This enables
us to factor the possibly infinite automaton of all geodesics to one with finitely many states.

Let θx : V (Dδ+K(x))→ Z be defined by θx(y) = d(y, x0)− d(x, x0). It follows from the triangle
inequality that |θx(y)| ≤ δ +K.

We write Dδ+K(x) ≡ Dδ+K(x′) if there exists an isomorphism of vertex-colored edge-labeled
graphs ϕ : Dδ+K(x) → Dδ+K(x′) such that θx = θx′ ◦ ϕ and ϕ(x) = x′. This means that, in
addition to them being isomorphic, the distribution of their vertices with respect to the different
distance levels from x0 differs only in the constant d(x, x0)− d(x′, x0).

Note that for any x, |Dδ+K(x)| is at most 1 + 2|A| + 2|A|2 + . . . + 2|A|δ+K , and there are only
finitely many ways Dδ+K(x) could possibly be colored and a V (Dδ+K(x)) → Z function could
possibly be defined, therefore there are only finitely many equivalence classes corresponding to the
relation ≡.

Lemma 4.6. For any vertices x, x′ ∈ S(w) \Dδ(x0), if Dδ+K(x) ≡ Dδ+K(x′), then there exists an
isomorphism ψ : C(x0, x)→ C(x0, x

′) such that ψ(x) = x′.

Let us extend the domain of θx to Γc(x0, Dδ+K(x)) using the same formula. We have seen
in Lemma 4.3 that ϕ extends to an isomorphism ϕ̃ between Γc(x0, Dδ+K(x)) ∪ Dδ+K(x) and
Γc(x0, Dδ+K(x′))∪Dδ+K(x′). We claim that θx = θx′◦ϕ̃ also holds. Indeed, let y ∈ Γc(x0, Dδ+K(x)),
and take a geodesic [x0, y]. This intersects Dδ(x), let v be a vertex in the intersection. Then

θx(y) = d(y, x0)− d(x, x0) = d(y, v) + d(v, x0)− d(x, x0) = d(y, v) + θx(v)

= d(ϕ̃(y), ϕ̃(v)) + θx′(ϕ̃(v)) = d(ϕ̃(y), ϕ̃(v)) + d(ϕ̃(v), x0)− d(x′, x0)

≥ d(ϕ̃(y), x0)− d(x′, x0) = θx′(ϕ̃(y)).

The opposite inequality follows from a similar argument.
�

This implies that S(w) has finitely many isomorphism classes of cones, as we only have finitely
many ≡-classes of (δ +K)-discs.

We define an equivalence relation ρ on S(w) as follows. Given x, x′ ∈ S(w), we write x ρ x′ if
x = x′ or

x, x′ /∈ Dδ(x0) and C(x0, x)
ψ∼= C(x0, x

′) with ψ(x) = x′.

Let SGeo(w) be the subgraph of S(w) spanned by all geodesics [x0, x] where x ∈ V (S(w)) (inverse
edges are now not included). If we set x0 as initial vertex and all vertices as terminal, we get an
automaton AGeo(w) which recognizes Geo(w). We claim that ρ is a congruence of AGeo(w).

Indeed, suppose p1
a−→q1 and p2

a−→q2 are edges of AGeo(w) for which p1 ρ p2, we need that q1 ρ q2

also holds. If p1 = p2, then q1 = q2 and the implication is clear. Suppose that p1, p2 /∈ Dδ(x0),
and suppose there exists an isomorphism ψ : C(x0, p1) → C(x0, p2) with ψ(p1) = p2. Note that
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C(x0, qi) ⊆ C(x0, pi), and as ψ respects the labels, ψ(q1) = q2, and ψ(C(x0, q1)) = C(x0, q2). Thus
we have q1 ρ q2 as needed.

It follows that we can factor AGeo(w) by the automaton congruence ρ and get a quotient au-
tomaton AGeo(w)/ρ recognizing the same language. Since ρ is a finite index congruence by Lemma
4.6 and the remark above it, the automaton is finite, hence Geo(w) is rational as claimed. �

The theorem implies that the inverse monoid in Example 4.4 cannot be finitely presented, yielding
the following corollary:

Corollary 4.7. There exists a finitely generated tree-like inverse monoid which is not finitely
presentable.

4.2. The word problem. We now go on to prove that finitely presented tree-like inverse monoids
have a uniformly solvable word problem, moreover, the language of their Schützenberger automata
is not only decidable, but context-free.

Let Inv〈A | r1 = s1, . . . , rm = sm〉 be a finite inverse monoid presentation fixed for the rest of
the section, and put K = max{2, |r1|, . . . , |rm|, |s1|, . . . , |sm|}. Let us fix a word w ∈ (A ∪ A−1)∗.
We call a graph Γ P -complete if no P -expansions can be performed on it. Given any graph Γ, if Γ′

is a subgraph of Γ such that for any relation r = s, and any path ps in Γ′ labeled by s, there exists
a parallel path labeled by t in Γ, we say that Γ′ is relatively P -complete in Γ.

Before giving the precise proofs, we outline the very rough idea used throughout the section. Due
to the tree-like geometry of S(w), during the usual process of approximating S(w), eventually we
get to a point where in our finite deterministic approximating graph S, there exist some subgraphs

Y1, . . . , Yn of a universally bounded diameter such that
n⋂
i=1

Γ(x0, Yi) is relatively P -complete in

S. Recall that by Lemma 4.1, the set Γc(x0, Yi) of S(w) only depends on Y +K
i . Suppose that

an isomorphic copy X+K
i of Y +K

i exists in the relatively P -complete part. Then S(w) can be

obtained from the approximate graph by iteratively gluing copies of Γc(x0, Xi) to Y +K
i in the way

the isomorphism dictates. We will call approximate graphs with the above property sapling, and
the formal definition is the following.

Definition 4.8. Let S be a finite deterministic approximate graph of S(w). Then S contains a
path starting at x0, labeled by w – denote this by M . We call S a sapling if there exist induced
connected subgraphs Y1, . . . , Yn of S \M such that

(1)
n⋂
i=1

Γ(x0, Yi) is relatively P -complete in S

(2) for all 1 ≤ i ≤ n, Γc(x0, Yi) ⊆ Y +K
i ,

(3) for any 1 ≤ i < j ≤ n, d(Γc(x0, Yi) ∪ Yi,Γc(x0, Yj) ∪ Yj) ≥ 2,

(4) for all 1 ≤ i ≤ n, there exists an induced subgraph Xi of S \ M such that X+K
i ⊆

n⋂
j=1

Γ(x0, Yj), and X+K
i
∼=c Y

+K
i

(5) there exists some k ∈ N such that Xi∪Γc(x0, Xi) is isomorphic to a subgraph of Expk(X
+K
i )

via an isomorphism that fixes Xi.

For the last condition, we can identify Γc(x0, Xi) with its image under the isomorphism and

write Γc(x0, Xi) ⊆ Expk(X
+K
i ) for short.
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Figure 2. A sapling S, with the sets Xi, Yi, X
+K
i and Y +K

i circled.

Let S be a sapling, and consider the sets X1, . . . , Xn, Y1, . . . , Yn as given by the definition. Denote
the color preserving isomorphisms X+K

i → Y +K
i by ϕi. We define a new graph S̃ by “gluing” new

copies of Γc(x0, Xi) to Y +K
i as prescribed by ϕi. More precisely, for each i, let ψi(Γ

c(x0, Xi)) be
an isomorphic copy of Γc(x0, Xi) under the isomorphism ψi, disjoint from S and from each other.
Consider the graph S ∪

⊔
i ψi(Γ

c(x0, Xi)), and let ∼ be an equivalence relation on its sets of edges

and vertices generated by ϕi(t) ∼ ψi(t) whenever t is a vertex or edge of X+K
i ∩Γc(x0, Xi). Define

S̃ = (S ∪
⊔
i

ψi(Γ
c(x0, Xi)))/ ∼ .

Note that as ∼ restricted to S is the identity relation, S ⊆ S̃, and similarly, ψi(Γ
c(x0, Xi)) ⊆ S̃.

In the sequel, we reserve the notations Γ(x0, X) (X ⊆ V (S)) to denote the respective subgraphs

defined in S. For the similarly defined subgraphs of S̃, we will use the notation Γ̃(x0, X).

Notice that as ϕ was color-preserving, ϕi ∪ ψi is a color-preserving isomorphism from X+K
i ∪

Γc(x0, Xi) to Y +K
i ∪ Γ̃c(x0, Yi), and (ϕi ∪ ψi)(X+K

i ) = Y +K
i . Furthermore (ϕi ∪ ψi)(Γc(x0, Xi)) =

Γ̃c(x0, Yi): indeed, since Γc(x0, Xi) is the component of the red vertices in (X+K
i ∪Γc(x0, Xi)) \Xi,

we have that (ϕi∪ψi)(Γc(x0, Xi)) is the component of the red vertices of Y +K
i in (Y +K

i ∪Γ̃c(x0, Yi))\
Yi, which is by definition Γ̃c(x0, Yi). We also have (ϕi ∪ ψi)(Γc(x0, Yj)) = ψi(Γ

c(x0, Yj)) =

Γ̃c(x0, ψi(Yj)).

Lemma 4.9. If S is a sapling, then so is S̃.

Proof. The first thing we need to check is that S̃ is deterministic. Seeking a contradiction, suppose
it is not. As S and

⊔
i ψi(Γ

c(x0, Xi)) are both deterministic, the only possible way for S̃ to not
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Figure 3. A new sapling S̃.

be deterministic is if ∼ identifies the initial vertices of two edges of the same label, but not the
edges themselves. Since the sets Γc(x0, Yi) are pairwise disjoint, so are the images of ψi(Γ

c(x0, Xi))

in S̃, therefore such an identification can only involve an edge of S and an edge of ψi(Γ
c(x0, Xi))

for some i. Suppose this is the case, let e ∈ S and f ∈ ψi(Γ
c(x0, Xi)) be such edges. Then

α(e) ∈ Y +K
i ∩Γc(x0, Yi), and α(f) ∈ ψi(X+K

i ∩Γc(x0, Xi)) with ψ−1
i (α(f)) = ϕ−1

i (α(e)). Note that

e ∈ Y +K
i . Indeed, if e /∈ Y +K

i ∩ Γc(x0, Yi) = Γc(x0, Yi), then ω(e) ∈ Yi, hence e ∈ Y +K
i . Therefore,

ϕ−1
i (e) is an edge in X+K

i starting at ψ−1
i (α(f)) with the same label as f , hence ϕ−1

i (e) = ψ−1
i (f),

so e and ψi(f) should be identified by ∼.

To see that S̃ is an approximate graph of S(w), observe that because of the isomorphism ϕi ∪ψi
from X+K

i ∪ Γc(x0, Xi) to Y +K
i ∪ Γ̃c(x0, Yi), since Γc(x0, Xi) ⊆ Expk(X

+K
i ), we have Γ̃c(x0, Yi) ⊆

Expk(Y
+K
i ), that is, all new edges of S̃ are obtainable from S using P -expansions and foldings.

Next we show that the sets Ỹij = ψi(Yj), where 1 ≤ i, j ≤ n such that Yj ⊆ Γc(x0, Xi) satisfy
the properties listed in Definition 4.8.

1. Suppose s = t is a relation in R, and suppose s labels a path ps in
⋂
i,j Γ̃(x0, ψi(Yj)). If ps is

contained in
⋂
i Γ̃(x0, Yi) =

⋂
i Γ(x0, Yi), then by assumption there is a path parallel to ps labeled

by t in S ⊆ S̃, and we are done. Suppose this is not the case. Then ps must contain a vertex in
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Yk ∪ Γ̃c(x0, Yk) for some 1 ≤ k ≤ n, hence ps is contained in (Y +K
k ∪ Γ̃c(x0, Yk))∩

⋂
i,j Γ̃(x0, ψi(Yj)).

This graph is isomorphic to (X+K
k ∪Γc(x0, Xk))∩

⋂
i Γ(x0, Yi) by (ϕk∪ψk)−1. Let pt be the path in

S labeled by t, parallel to the isomorphic copy of ps in
⋂
i Γ(x0, Yi)∩ (X+K

k ∪Γc(x0, Xk)). Consider

the closed path psp
−1
t , this is of length at most 2K and contains a vertex in Xk ∪ Γc(x0, Xk),

therefore it must be contained in X+K
k ∪ Γc(x0, Xk), hence (ϕk ∪ ψk)(pt) is the path labeled by t

parallel to ps.
2. For all 1 ≤ i, j ≤ n, Γ̃c(x0, Ỹij) ⊆ Ỹ +K

ij : since S is a sapling, we have ψi(Γ
c(x0, Yj)) ⊆

ψi(Y
+K
j ), hence

Γ̃c(x0, ψi(Yj)) = ψi(Γ
c(x0, Yj)) ⊆ ψi(Y +K

j ) = ψi(Yj)
+K .

3. For any 1 ≤ i1, i2, j1, j2 ≤ n, if (i1, j1) 6= (i2, j2), then d(Γ̃c(x0, Ỹi1j1) ∪ Ỹi1j1 , Γ̃c(x0, Ỹi2j2) ∪
Ỹi2j2) ≥ 2:

Note that for any i, j, we have Γ̃c(x0, ψi(Yj)) ∪ ψi(Yj) = ψi(Γ
c(x0, Yj) ∪ Yj) ⊆ Γc(x0, Yi), hence

if i1 6= i2, then

d(ψi1(Γc(x0, Yj1) ∪ Yj1), ψi2(Γc(x0, Yj2) ∪ Yj2)) ≥ d(Γc(x0, Yi1),Γc(x0, Yi2)) ≥ 2

by assumption.
For the case of i1 = i2 := i, note that d(ψi(Γ

c(x0, Yj1)∪Yj1), ψi(Γ
c(x0, Yj2)∪Yj2)) ≥ 2 is equivalent

to saying (ψi(Γ
c(x0, Yj1)∪ Yj1))+1 ∩ (ψi(Γ

c(x0, Yj2)∪ Yj2))+1 = ∅, but the left hand side is equal to
(ψi(Γ

c(x0, Yj1) ∪ Yj1)+1 ∩ (Γc(x0, Yj2) ∪ Yj2))+1 = ψi(∅) = ∅ by assumption.

4. We show that the sets Yj with the new indexing X̃ij = Yj , where 1 ≤ i, j ≤ n are such that

Yj ∈ Γc(x0, Xi), satisfy the conditions. Clearly X̃ij ∩M = ∅, as Γc(x0, Xi) ∩M = ∅.
For all i, j, X̃+K

ij
∼=c Ỹ

+K
ij : by ψi(Y

+K
j ) = ψi(Yj)

+K , the edge-labeled graph X̃+K
ij = Y +K

j is

isomorphic to Ỹ +K
ij = ψi(Yj)

+K by ψi. Furthermore since Γ̃c(x0, ψi(Yj)) = ψi(Γ
c(x0, Yj)), they are

also isomorphic as vertex-colored, edge-labeled graphs.
X̃+K
ij ⊆

⋂
k,l Γ̃(x0, Ỹkl): note that ψk(Yl) ∩ S = ∅ for all k, l, hence S ⊆

⋂
k,l Γ̃(x0, ψk(Yl)), in

particular, Y +K
j ⊆

⋂
k,l Γ̃(x0, ψk(Yl)).

5. Γ̃c(x0, X̃ij) ⊆ Expk(X̃
+K
ij ):

Γ̃c(x0, Yj) = ψj(Γ
c(x0, Xj)) = ψj(Expk(X

+K
j ) ∩ Γc(x0, Xj)) ⊆ Expk(ψj(X

+K
j )) = Expk(Y

+K
j ).

�

Theorem 4.10. Let Inv〈A | r1 = s1, . . . , rm = sm〉 be a finite presentation, and let S be a sapling
for the word w ∈ (A ∪ A)∗. Suppose K = max{|r1|, . . . , |rm|, |s1|, . . . , |sm|} > 1. We define a

growing sequence of graphs by S0 = S, and Si+1 = S̃i for i = 0, 1, 2, . . .. Then
∞⋃
i=0

Si = S(w).

Proof. It is clear that S ′(w) =
∞⋃
i=1

Si is an approximate graph of S(w), as Si is an approximate

subgraph for all i ∈ N. Furthermore, S ′(w) is deterministic, and the construction ensures that Si
is relatively P -complete in Si+1 for all i ∈ N. For any relation s = t, and any path ps in S ′(w)
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labeled by s, the path ps is contained in a subgraph of the form Sj for some j, hence Sj+1 ⊆ S′(w)
a parallel path pt labeled by t. This proves that S ′(w) is also P -complete. �

Remark 4.11. Note that this implies that a sapling is a finite induced subgraph of S(w).

Proposition 4.12. If Inv〈A | R〉 is a finite presentation, and w ∈ (A ∪A−1)∗ is a word for which
S(w) is infinite and tree-like, then there exists a sapling for w.

Proof. Consider a strong tree decomposition P of the graph S(w), and let T = S(w)/P. Denote
the map V (S(w)) → V (T ), x 7→ x/P by π. We will consider T a rooted tree with root π(x0).
Let m be such that for all sets X ∈ P, diam(X) ≤ m. There are finitely many (A ∪ A−1)-labeled,
red-blue vertex colored digraphs with diameter at most m + K. Hence there exists r ∈ Z+ such
that for all the labeled digraphs of the form X+K , where X ∈ P , an isomorphic copy of the form
X ′+K , where X ′ ∈ P , is contained in Dr(x0) ⊆ S(w). Assume furthermore that r is greater then
the length of w. Let y1, . . . , yn be the set of vertices of T \ π(Dr(x0)) which are connected to the
leaves of π(Dr(x0)) — there are finitely many such vertices, as T is locally finite. Let Yi = π−1(yi),

and let D = π−1(π(Dr(x0))). Note that D ⊇ Dr(x0). Put S = D ∪
n⋃
i=1

Yi
+K . We claim that S is a

sapling with sets Y1, . . . , Yn.
It is certainly true that S is a finite connected approximate graph of S(w). We reserve Γ(x0, X)

to denote subsets of S(w), the similarly defined subsets of T and S will be denoted by ΓT (π(x0), X)
and ΓS(x0, X). Note that for any set X ∈ P \ π−1π(x0), Γ(x0, X) = π−1(ΓT (π(x0), π(X))), and
similarly, Γc(x0, X) = π−1(ΓcT (π(x0), π(X))). The defining conditions of saplings are satisfied as
follows:

1. Note that
n⋂
i=1

ΓS(x0, Yi) = D. For any path labeled by a relator in D, there exists a parallel

path labeled by its pair in S(w), and this is contained in D+K ⊆ S indeed.

2. For any i, ΓcS(x0, Yi) = Γc(x0, Yi) ∩ S ⊆ Y +K
i by the definition of S.

3. In T , d(ΓcT (π(x0), yi) ∪ yi,ΓcT (π(x0), yj) ∪ yj) ≥ 2 (1 ≤ i < j ≤ n) by the choice of the yis,
hence d(Γc(x0, Yi) ∪ Yi,Γc(x0, Yj) ∪ Yj) ≥ 2 also holds in S(w), and in S.

4. There are certainly sets of vertices Xi ∈ P for any i = 1, . . . , n with X+K
i
∼=c Y

+K
i and

X+K
i ⊆ D by the definition of D.

5. By Lemma 4.1, Γc(x0, Xi) ⊆ Exp(X+K
i ) holds in S(w), and therefore ΓcS(x0, Xi) = Γc(x0, Xi)∩

S ⊆ Exp(X+K
i ). Since ΓcS(x0, Xi) is finite, there exists some k ∈ N such that ΓcS(x0, Xi) ⊆

Expk(X
+K
i ) indeed. �

We now proceed to one of the main theorems of the section.

Theorem 4.13. For an inverse monoid given by a finite presentation M = Inv〈A | R〉 and a word
w ∈ (A ∪ A−1)∗, if the Schützenberger graph S(w) is tree-like, then the language L(A(w)) = {u ∈
(A ∪A−1)∗ : u ≥ w} is context-free.

Proof. If A(w) happens to be finite, then L(A(w)) is regular, therefore context-free. Otherwise,
we define a pushdown automaton P(w) that recognizes the same language as the automaton A(w).

Let S be a sapling for the word w with sets Y1, . . . , Yn — by Proposition 4.12, this exists. Denote
the set {1, . . . , n} by [n]. In keeping with the previous notation, let S0 = S, and Si = S̃i−1 for
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Figure 4. The sapling S2

i ≥ 1. Denote the subgraphs of Si of the form Γ(x0, X) and Γc(x0, X) by Γi(x0, X) and Γci (x0, X)
respectively.

As before, for any i ∈ [n], we have isomorphisms from Γc0(x0, Xi) to Γc1(x0, Yi), which we denote
by ψi, and S1 = (S0 ∪

⊔
i ψi(Γ

c
0(x0, Xi))/ ∼, where ∼ is the equivalence generated by pairs of the

form ϕi(t) ∼ ψi(t) for any t ∈ X+K
i ∩ Γc0(x0, Xi). Furthermore, S1 is a sapling with respect to the

sets ψi(Yj), where Yj ⊆ Γc0(x0, Xi).

Iterating the construction to obtain S2 = S̃1, for any i ∈ [n] such that Yi2 ⊆ Γc0(x0, Xi1), we
have isomorphisms from Γc1(x0, Yi2) = ψi2(Γc0(x0, Xi2)) to Γc2(x0, ψi1(Yi2)). Denote the induced
isomorphism from Γc0(x0, Xi2) to Γc2(x0, ψi1(Yi2)) by ψi2i1 (see Figure 4 for illustration). Note that
then S2 = (S1 ∪

⊔
i1,i2

ψi2i1(Γc0(x0, Xi2))/ ∼, where ∼ is the equivalence generated by pairs of the

form ψi1(ϕi2)(t) ∼ ψi2i1(t) for any t ∈ X+K
i2
∩Γc0(x0, Xi2). Furthermore, S2 is a sapling with respect

to ψi2i1(Yi3) where Yi2 ⊆ Γc0(x0, Xi1), and Yi3 ⊆ Γc0(x0, Xi2).
Suppose that, up to some positive integer k, we have already defined all the isomorphisms of the

form ψik...i1 from Γc0(x0, Xik) to Γck(x0, ψik−1...i1(Yik)), where ij ∈ [n] and Yij ⊆ Γc0(x0, Xij−1) for 2 ≤
j ≤ k, and suppose Sk is a sapling with sets ψik...i1(Yik+1

). Then, by the construction of S̃k = Sk+1,
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we have isomorphisms from Γck(x0, ψik−1...i1(Yik)) = ψik...i1(Γc0(x0, Xik)) to Γck+1(x0, ψik...i1(Yk+1)).
Denote the isomorphism from Γc0(x0, Xik+1

) to Γck+1(x0, ψik...i1(Yk+1)) by ψik+1...i1 . Again, note that
Sk+1 = (Sk ∪

⊔
i1,...,ik+1

ψik+1...i1(Γc0(x0, Xik+1
)))/ ∼, where ∼ is the equivalence generated by pairs

of the form ψik...i1(ϕik+1
)(t) ∼ ψik+1...i1(t) for any t ∈ X+K

ik+1
∩ Γc0(x0, Xik+1

). Furthermore, Sk+1 is

a sapling with respect to ψik+1...i1(Yk+1), where Yij ⊆ Γc0(x0, Xij−1) for 2 ≤ j ≤ k + 1.
By this iterative construction of S(w), we have

S(w) = S0 ∪
⋃
k∈N0

Yij⊆Γc
0(x0,Xij−1

)

ψik...i1(Γc0(x0, Xik)).

In the pushdown automaton P(w), we only keep S0 and just one extra isomorphic copy of
each Γc0(x0, Xi), and we keep track of which isometric copy we would be in A(w) by keeping the
corresponding string i1 . . . ik in the stack. The precise definition is as follows.

Let ψi(Γ
c
0(x0, Xi)) be disjoint isomorphic copies of Γc0(x0, Xi) by the isomorphism ψi for i ∈

[n], and let f be a single vertex disjoint from both of these. Consider the graph P = S0 ∪⊔
i ψi(Γ

c
0(x0, Xi)). The set of states for P(w) is V (P ), the input alphabet is of course X ∪ X−1,

the stack alphabet is [n] = {1, . . . , n}, Z is the initial stack symbol, the inital state is x0, the

terminal state is w ∈ S0. The transitions are as follows. Suppose u
a−→ v is a transition of A(w)

with u, v ∈ V (S). Then we define the following transitions in P(w):

• let u
a, k→k−−−−→ v for any k ∈ [n],

• furthermore if u, v ∈ V (Γc(x0, Xi)) let ψi(u)
a, k→k−−−−→ ψi(v) for any i, k ∈ [n].

In other words, we keep the transitions inherited from A(w) as they are. In addition, we have the

following transitions whenever u ∈ V (X+K
i ∩ Γc(x0, Xi)):

• ϕi(u)
ε, k→ik−−−−−→ ψi(u) for any i, k ∈ [n],

• ψi(u)
ε, i→ε−−−−→ ϕi(u) for any i, k ∈ [n],

• ψi(ϕj(u))
ε, k→jk−−−−−→ ψj(u) for any i, j, k ∈ [n] with Yj ⊆ Γc(x0, Xi),

• ψj(u)
ε, j→ε−−−−→ ψi(ϕj(u)) for any i, j, k ∈ [n] with Yj ⊆ Γc(x0, Xi).

We claim that L(P(w)) = L(A(w)).
For the proof, consider the following non-deterministic automaton A′(w). The set of states is

V (S0 t
⊔
k∈N0

Yij⊆Γc
0(x0,Xij−1

)

φik...i1(Γc0(x0, Xik))),

where φik...i1(Γc0(x0, Xik)) is an isomorphic copy of Γc0(x0, Xik) by φik...i1 , all disjoint from each
other and S0 — essentially these correspond to the sets ψik...i1(Γc0(x0, Xik)) in A(w). The initial
state is, again, x0, the terminal state is w. The set of transitions is the following. If u, v ∈ V (S0)

and u
a−→ v in A(w), then let u

a−→ v in A′(w), and if in addition u, v ∈ V (Γc0(x0, Xik)), let

φik...i1(u)
a−→ φik...i1(v). Furthermore, if for some k and i1, . . . , ik, ψik...i1(u) = ψik−1...i1(ϕk(u)),

put φik...i1(u)
ε−→ φik−1...i1(ϕk(u)) and φik−1...i1(ϕk(u))

ε−→ φik...i1(u). Clearly, L(A′(w)) = L(A(w)),
as A(w) is essentially obtained by A′(w) by identifying the vertices between which there are ε-
transitions.
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Recall that the configurations of P(w) are pairs (q, αZ), where q is a state of P(w), and α ∈ [n]∗

is the string in the stack written from top down up until the bottom symbol. Consider the following
one-to-one correspondence between the set of all configurations of P(w) and the set of all states of
A′(w):

(u, Z) ↔ u, where u ∈ S0

(ψik(u), ik . . . i1Z) ↔ φik...i1(u), where u ∈ S0, ik . . . i1 ∈ [n], Yij ⊆ Γc0(x0, Xij−1).

It is straightforward to check that this correspondence respects transitions in the sense that reading
a new letter from the input will change corresponding configurations to corresponding configura-
tions. It is also true that the initial vertices and respectively, the terminal vertices correspond in
the two automata. Therefore L(P(w)) = L(A′(w)) = L(A(w)), which proves the statement. �

Theorem 4.14. If Inv〈A | R〉 is a finite presentation and w ∈ (A∪A−1)∗ is such that there exists
a sapling for S(w), then S(w) is tree-like.

Proof. By Proposition 3.1 it will suffice to prove that S(w) has a strong tree decomposition of
finite width. Suppose S satisfies the definition of sapling with the subgraphs X1, . . . , Xn, Y1, . . . , Yn.
We follow the notation introduced in the previous proof.

For k ≥ 2 and j1, . . . , jk ∈ [n] such that Yjl ⊆ Γc0(x0, Xjl−1
), let Yjk...j1 = ψjk−1...j1(Yjk).

Observe that

V (S(w)) = V
(⋂
j1

(Γ(x0, Yj1)) ∪
⋃
j1

Yj1

)
t
⊔
j1

V (Γc(x0, Yj1)),

furthermore, for any j1 ∈ [n],

V (Γc(x0, Yj1)) = V (Γc(x0, Yj1)) ∩
(
V
(⋂
j2

(Γ(x0, Yj2j1)) ∪
⋃
j2

Yj2j1

)
t
⊔
j2

V (Γc(x0, Yj2j1))

)
= V

(⋂
j2

(Γc(x0, Yj1) ∩ Γ(x0, Yj2j1)) ∪
⋃
j2

Yj2j1

)
t
⊔
j2

V (Γc(x0, Yj2j1))

(In order to keep the formulae from becoming overly convoluted, we only specify the variable over
which we are taking the intersections and unions instead of writing down the precise indexing set.
The variable is assumed to take any value for which the formula makes sense.)

Let

P0 = V
(⋂
j1

(Γ(x0, Yj1)) ∪
⋃
j1

Yj1

)
,

and for k ∈ N and j1, . . . jk+1 ∈ [n] such that Yjl ⊆ Γc0(x0, Xjl−1
), let

Pjk...j1 = V
( ⋂
jk+1

(Γc(x0, Yjk...j1) ∩ Γ(x0, Yjk+1...j1)) ∪
⋃
jk+1

Yjk+1...j1

)
,

and let P ijk...j1 : i = 1, . . . , cjk...j1 denote the vertex sets of all the connected components of the

graphs 〈Pjk...j1〉. From the equations above, by a formal inductive argument, one obtains that

V (S(w)) = P0 t
⊔
k∈N

j1,...,jk

Pjk...j1 = P0 t
⊔
k∈N

j1,...,jk,i

P ijk...j1 .
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The desired partition P consists of the set P0 and the ones of the form P ijk...j1 . To see that it is

of uniformly bounded diameter, note that for all jk ∈ [n],

Γc0(x0, Xjk) ⊇ Γc(x0, Xjk) ∩
⋂

Yjk+1
⊆Γc(x0,Xjk

)

Γ(x0, Yjk+1
),

and hence

ψjk...j1(Γc0(x0, Xjk)) ⊇ ψjk...j1
(
Γc(x0, Xjk) ∩

⋂
Yjk+1

⊆Γc(x0,Xjk
)

Γ(x0, Yjk+1
)
)

= Γc(x0, Yjk...j1) ∩
⋂
jk+1

Γ(x0, Yjk+1...j1).

Therefore for any set P ijk...j1 , we have

diam(P ijk...j1) ≤ diam(Γc0(x0, Xjk)) +
∑

Yjk+1
⊆Γc(x0,Xjk

)

(diam(Yjk+1
) + 1).

Since the above bound only depends on jk, taking the maximum of the above function for all
jk ∈ [n] and of diam(P0), we obtain a uniform bound on the diameters.

It remains to show that S(w)/P is a tree. Naturally it is connected because S(w) was. Let
e ∈ E(S(w)) such that α(e) ∈ P ijk...j1 .

Case 1: α(e) ∈ Yjk+1...j1 for some jk+1. Then either

(1) ω(e) ∈ V (Yjk+1...j1) ⊆ P ijk...j1 , or

(2) ω(e) ∈ Γc(x0, Yjk+1...j1), then since for any jk+2, d(Yjk+1...j1 , Yjk+2...j1) = d(Xjk+1
, Yjk+2

) ≥
K, we have ω(e) ∈ V (Γc(x0, Yjk+1...j1) ∩

⋂
jk+2

Γ(x0, Yjk+2...j1)) ⊆ P jjk+1...j1
for some j, or

(3) ω(e) ∈ Γ(x0, Yjk+1...j1). We claim that then ω(e) ∈ V (Γc(x0, Yjk...j1) ∩
⋂
j Γ(x0, Yjjk...j1)) ⊆

P ijk...j1 . Again, since d(Yjk...j1 , Yjk+1...j1) = d(Xjk , Yjk+1
) ≥ K, we have ω(e) ∈ Γc(x0, Yjk...j1).

Furthermore since for any j 6= jk+1, d(Yjjk...j1 , Yjk+1...j1) = d(Yj , Yjk+1
) ≥ 2, we have ω(e) /∈

Yjjk...j1 . Note that (Γc(x0, Yjjk...j1) ∪ Yjjk...j1) ∩ Yjk+1...j1 = ∅, and this implies Yjk+1...j1 ⊆
Γ(x0, Yjjk...j1), in particular, α(e) ∈ Γ(x0, Yjjk...j1). Let p be a path in S(w) from x0 to α(e)
avoiding Yjjk...j1 , then pe is is a path in S(w) from x0 to ω(e) avoiding Yjjk...j1 , therefore
ω(e) ∈ Γ(x0, Yjjk...j1) as well. Hence ω(e) ∈ V (Γc(x0, Yjk...j1) ∩

⋂
j Γ(x0, Yjjk...j1)) ⊆ P ijk...j1

indeed.

Case 2: α(e) ∈
⋂
jk+1

(Γc(x0, Yjk...j1) ∩ Γ(x0, Yjk+1...j1). Then either

(1) ω(e) ∈ V (
⋂
jk+1

(Γc(x0, Yjk...j1) ∩ Γ(x0, Yjk+1...j1)) ⊆ P ijk...j1 , or

(2) there exists some j such that ω(e) ∈ V (Yjjk...j1) ⊆ P ijk...j1 , or

(3) ω(e) ∈ V (Yjk...j1). If k = 1, then ω(e) ∈ P0. Otherwise note that as Yjk...j1 is connected, it

is in a single component of 〈Pjk−1...j1〉. Denote the vertex set of this component by P ikjk−1...j1
.

Then ω(e) ∈ P ikjk−1...j1
.

Let p0 := P0/P, pijk...j1 := P ijk...j1/P. Then the above argument shows us that the vertex pijk...j1
is adjacent to vertices of the form pjjk+1...j1

, and to either p0 (in the k = 1 case) or to pikjk−1...j1
(in



24 ROBERT D. GRAY, PEDRO V. SILVA, AND NÓRA SZAKÁCS

the k ≥ 2) case. That is, S(w)/P is a tree with root p0, the (k + 1)-th level consisting of vertices

of the form pijk...j1 , and if k ≥ 2, then the parent of such a vertex is pikjk−1...j1
. �

Theorem 4.15. For the set of finitely presented, tree-like inverse monoids, the word problem is
uniformly solvable.

Proof. We provide an algorithm, which takes a finite inverse monoid presentation and a word w
in the generators as input, halts if and only if the presentation defines a tree-like inverse monoid,
and outputs S(w) when S(w) is finite, and a sapling for S(w) when it is infinite. By Theorem 2.1,
this is sufficient to solve the word problem, as knowing S(w) would certainly allow us to decide
L(A(w)), and from a sapling for S(w), one can construct a pushdown automaton recognizing
L(A(w)) following the construction described in proof of Theorem 4.13.

Let S be any connected subgraph of Expm(MT(w)) for some m ∈ N, and suppose the image of
MT(w) is contained in S. If there exist induced subgraphs X1, . . . Xn, Y1, . . . , Yn of S which satisfy
conditions (1)–(4) of Definition 4.8, we call S a sapling candidate with the subgraphs X1, . . . , Xn.
Note that for any connected subgraph S of Expm(MT(w)), it is decidable whether S is a sapling
candidate. A sapling candidate is a sapling if and only if there exists k ∈ N such that Γc(x0, Xi) ⊆
Expk(X

+K
i ).

The algorithm is as follows. We declare a list L, which will contain elements of the form
(S,Expl(X

+K
1 ), . . . ,Expl(X

+K
n )), where S is a sapling candidate with subgraphs X1, . . . , Xn. The

list L is initialized empty. We start approximating S(w) from MT(w) by iterating full P -expansions
and determinizations. For each graph Expm(MT(w)) obtained after m ∈ N iterations, perform the
following steps.

(1) Check whether Expm(MT(w)) is P -complete. If yes, output S(w) = Expm(MT(w)). Oth-
erwise go to (2).

(2) Search the subgraphs of Expm(MT(w)) for new sapling candidates. If S is a newly found

sapling candidate with subgraphs X1, . . . , Xn, append (S,Exp0(X+K
1 ), . . . ,Exp0(X+K

n )) to
L.

(3) For each (S,Expl(X
+K
1 ), . . . ,Expl(X

+K
n )) ∈ L, check if

Γc(x0, Xi) ⊆ Expl(X
+K
i )

holds for each i = 1, . . . , n. If yes, output the sapling S. Otherwise replace
(S,Expl(X

+K
1 ), . . . ,Expl(X

+K
n )) by (S,Expl+1(X+K

1 ), . . . ,Expl+1(X+K
n )).

Clearly, if the algorithm halts, it does indeed output either S(w) or a sapling for S(w), and
in either case, by Theorem 4.14, S(w) is tree-like. What remains to be shown is that if S(w) is
tree-like, then the algorithm halts.

If S(w) is finite, then S(w) = Expm(MT (w)) for some m ∈ N , and we get a ‘yes’ after m
iterations in case 1. If S(w) is infinite tree-like, then there exists a sapling for S, and as S
is a finite connected subgraph of S(w), there exists some m ∈ M such that S is a subgraph
of Expm(MT (w)). Suppose S is a sapling with respect to subgraphs X1, . . . Xn, Y1, . . . , Yn, in

particular suppose Γc(x0, Xi) ⊆ Expk(X
+K
i ) for i = 1, . . . , n. Then after at most m iterations, we

find that S is a sapling candidate, and append (S,Exp0(X+K
1 ), . . . ,Exp0(X+K

n )) to L, and after at

most k + 1 more iterations, we have (S,Expk(X
+K
1 ), . . . ,Expk(X

+K
n )) in the list for which we get

a ‘yes’ at step 3. This completes the proof. �
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5. Hyperbolic Schützenberger graphs

Recall that a graph Γ is δ-hyperbolic if all the geodesic triangles of Γ are δ-thin. In this section,
we consider finitely presented inverse monoids with hyperbolic Schützenberger graphs. The main
result of this section is that these may have undecidable word problem, as stated in the following
result.

Theorem 5.1. There is a finitely presented inverse monoid M and a positive real number δ > 0
such that

(i) every Schützenberger graph of M is δ-hyperbolic, but
(ii) the monoid M has undecidable word problem.

Moreover, such examples exist where the above properties hold and in addition (iii) all of the rela-
tions are of the form w = 1 with w ∈ A∗, and (iv) the monoid M is E-unitary.

We now summarize an important result from [27]. The Rips construction concerns groups sat-
isfying certain small cancellation conditions, see [21, Chapter 5, page 240]. We shall not need the
definition of the small cancellation condition C ′(λ) here but just the fact that any finitely presented
group satisfying a metric small cancellation condition C ′(λ) for some 0 < λ ≤ 1/6, is a hyperbolic
group.

Theorem 5.2 ([27]). Let λ > 0 and let G be any finitely presented group. Then there is a short
exact sequence of groups

1→ K → H
φ−→ G→ 1

such that

(1) H is a finitely presented group which has a presentation satisfying the small cancellation
condition C ′(λ), and

(2) K is finitely generated (as a group).

Corollary 5.3 (Corollary (b), [27]). There is a finitely presented hyperbolic group H with a fixed
finitely generated subgroup K such that the subgroup membership problem for K within H is unde-
cidable.

5.1. Tree of δ-hyperbolic graphs. In this section we will prove a key result needed to prove
Theorem 5.1 that may be informally described as saying that “a tree of δ-hyperbolic graphs is
δ-hyperbolic”; see Theorem 5.4. This theorem is possibly already known, but since we could not
find a proof in the literature, we provide a proof here for the sake of completeness.

As already observed above, Schützenberger graphs of inverse monoids have edges in inverse pairs.

Theorem 5.4. Let Γ be a symmetric graph. Suppose that there is a partition P of V (Γ) with parts
Pi (i ∈ I), so that V (Γ) =

⋃
i∈I Pi , such that for all i, j ∈ I with i 6= j there is at most one edge

e ∈ E(Γ) with α(e) ∈ Pi and ω(e) ∈ Pj. Let Γi = 〈Pi〉 be the subgraph of Γ induced by Pi for all
i ∈ I. If Γi is δ-hyperbolic for all i ∈ I, and the quotient graph Γ/P is a tree, then the graph Γ is
δ-hyperbolic.

Proof. For all i, j ∈ I if there is an edge from Pi to Pj then by assumption it is unique, and we
shall use ei,j to denote this edge. So ei,j is the unique edge with α(ei,j) ∈ Pi and ω(ei,j) ∈ Pj , when

such an edge exists. Since the graph is symmetric, if the edge ei,j exists then so does the edge e−1
i,j ,
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and thus e−1
i,j will be the unique edge from Pj to Pi, i.e. e−1

i,j = ej,i. We shall call these edges ei,j
the transition edges of the graph Γ.

Observe that for all i ∈ I the natural inclusion maps Γi → Γ define isometric embeddings of
these graphs when viewed as metric spaces with the usual distance metric. This is because the
conditions that the quotient graph is a tree, and there is a most one edge between any two parts
of the partition, imply that any simple path (and hence in particular any geodesic) in Γ between
two vertices in some part Pj must be completely contained in Γi.

Now consider a geodesic triangle p1, p2, p3 in Γ. Let T denote this triangle. Let Pk (k ∈ L) be
the set of all parts of the partition with which T has non-empty intersection. Clearly L is finite.
We shall prove that T is δ-hyperbolic by induction on |L|.

When |L| = 1, say L = {k}, this means that T is contained in Γk. Since the natural embedding
of Γk into Γ is an isometric embedding, it follows that T is a geodesic triangle in Γk, and hence T
is δ-thin in Γk as Γk is δ-hyperbolic by assumption. Since Γk embeds isometrically, and T is δ-thin
in Γk, it then follows that T is δ-thin in Γ, as required.

For the inductive step, now suppose that |L| > 1 and that the result holds for all geodesic
triangles whose vertex sets intersect fewer than |L| parts of the partition P . Consider the image Q
of the triangle T in the quotient graph Γ/P . So Q is the graph with vertex set {Pk : k ∈ L} and
with an edge from Pk1 to Pk2 if and only if there is a transition edge ek1,k2 in Γ from α(ek1,k2) ∈ Pk1
to ω(ek1,k2) ∈ Pk2 .

It follows from the hypotheses that Q is a finite subtree of the tree Γ/P . In fact, Q is a geodesic
triangle in the tree Γ/P and hence Q is in fact a tripod. Since we are assuming that T is not
contained in a single part Pq, that is |L| > 1, it now follows that there exists some Pl with l ∈ L
such that

(a) Pl is a leaf in the finite tree Q (meaning a vertex of degree one), and in addition
(b) Pl contains exactly one corner of the triangle T .

By the corners of the triangle T we mean the set C = {α(p1), α(p2), α(p3)}. Let Pm be the unique
vertex in Q that is adjacent to Pl. Suppose that for instance α(p1) ∈ Pl. Note that by the choice
of Pl we then have α(p2) 6∈ Pl and α(p3) 6∈ Pl, since α(p1) ∈ Pl and Pl contains exactly one corner
of the triangle T .

We can now decompose the sides p1, p2, p3 of the triangle T as follows (see Figure 5 for illustra-
tion):

p1 = q1el,mq
′
1, p3 = q3em,lq

′
3,

where

• q1 is a geodesic in Γl = 〈Pl〉 from α(p1) to α(el,m),
• q′3 is a geodesic in Γl = 〈Pl〉 from α(el,m) to α(p1),
• q′1 is a geodesic in 〈

(⋃
k∈L Pk

)
\ Pl〉 from ω(el,m) to α(p2),

• q3 is a geodesic in 〈
(⋃

k∈L Pk
)
\ Pl〉 from to α(p3) to ω(el,m), and

• the geodesic p2 is contained in 〈
(⋃

k∈L Pk
)
\ Pl〉.
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q1

p2

el,m

¡l
¡m

q3

q'1
q'3

Figure 5. The decomposition of p1, p2, p3

But now q′1, p2, q3 is a geodesic triangle T ′ in Γl with no vertex in Pl. Hence by induction T ′ is
δ-hyperbolic. Also q1, q

′
3, ια(p1) is a δ-hyperbolic triangle T ′′ in Γi, where ια(p1) denotes the empty

path at α(p1).
It follows from these observations that T is a δ-hyperbolic triangle. To see this, let v be an

arbitrary vertex of T . There are several cases to consider.
If v is in p2 then since T ′ is δ-hyperbolic, it follows that v is δ-close to a vertex on q′1 or q3, and

hence is δ-close to a vertex on p1 or p3, as required. Similarly if v is in either q′1 or in q3, then using
the fact that T ′ is δ-hyperbolic we deduce that v is δ-close to a vertex on p2 or p3, in the first case,
and δ-close to a vertex on p1 or p2, in the second case.

The remaining possibilities are that v is in q1 or in q′3. If v is in q1 then since T ′′ is δ-hyperbolic v
is δ-close to a vertex on q′3 and hence to a vertex in p3. Similarly, if v is on q′3 then δ-hyperbolicity
of T ′′ implies that v is δ-close to a vertex in q1 and hence to a vertex in p1.

This completes the proof that T is δ-hyperbolic. �

Note that the condition given in the Theorem 5.4 is stronger than simply saying that P is a
strong tree decomposition, since in addition to Γ/P being a tree, we also insist that between any
part of the partition there can be at most one edge.

Given a finite list of words u1, . . . , um ∈ (A ∪A−1)∗ we define

e(u1, u2, . . . , um) = u1u
−1
1 u2u

−1
2 . . . umu

−1
m .

Since this word freely reduces to the identity in the free group FG(A) it follows that this word
represents an idempotent in the free inverse monoid FIM(A). In [13] the following result is proved.

Theorem 5.5. Let A = {a1, . . . , an} and let r1, . . . , rm, w1, . . . wk ∈ (A∪A−1)∗. Let G be the group
Gp〈A | r1 = 1, . . . , rm = 1〉 and let M be the inverse monoid

Inv〈A, t | er1 = 1, r2 = 1, . . . , rm = 1〉
where e is the idempotent word

e(a1, . . . , an, tw1t
−1, . . . , twkt

−1, a−1
1 , . . . , a−1

n ).

Let T be the submonoid of G generated by W = {w1, . . . , wk}. Then M is an E-unitary inverse
monoid. Furthermore, if M has decidable word problem then the membership problem for T within
G is decidable.
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Definition 5.6. Let G be a finitely generated group with finite generating set A and let t 6∈ A. Let
G be the Cayley graph of the group G ∗ FG(t) with respect to A ∪ {t}. We say that an induced
subgraph Ω of G is G-closed if the vertex set of Ω is closed under the action of G on G ∗ FG(t)
via right multiplication. That is, the vertex set of Ω is a union V (Ω) = ∪k∈ZkG of cosets of G in
G ∗ FG(t) for some (possibly infinite) subset Z of G ∗ FG(t).

Theorem 5.7. Let G be a finitely generated group with finite generating set A and let t 6∈ A. Let
Ω be an induced subgraph of the Cayley graph G of the group G ∗ FG(t) with respect to A ∪ {t}. If
the Cayley graph of G with respect to A is δ-hyperbolic and Ω is G-closed then Ω is δ-hyperbolic.

Proof. Observe that the graph Ω satisfies the conditions of Theorem 5.4 where the partition P
of V (Ω) is the equivalence relation with equivalence classes the G-orbits vG (v ∈ V (Ω)), and the
transition edges are those labelled by t and t−1. Now for every v ∈ V (Ω) the induced subgraph
〈vG〉 is δ-hyperbolic since it is isometric to 〈G〉 which in turn is δ-hyperbolic by the assumption
that the Cayley graph of G with respect to A is δ-hyperbolic. The fact that 〈vG〉 and 〈G〉 are
isometric can be proved by first noting that without loss of generality (in the case that vG 6= G)
we can choose v to be an element whose normal form in the free product G ∗ FG(t) ends in tj for
some j 6= 0, and then checking that the left translation map g 7→ vg defines an isometry from 〈G〉
to 〈vG〉. The result now follows from Theorem 5.4.

Theorem 5.8. Let M = Inv〈A, t | fu1 = 1, . . . , um = 1〉 such that ui ∈ (A ∪A−1)∗ for 1 ≤ i ≤ m,
f ∈ (A ∪ A−1 ∪ {t, t−1})∗ is an idempotent word, and where every a ∈ A represents an invertible
element of M . Set H = Gp〈A | u1 = 1, . . . , um = 1〉. If M is E-unitary and H is δ-hyperbolic then
every Schützenberger graph of M is δ-hyperbolic.

Proof. Set B = A ∪ {t}. Let u ∈ (B ∪B−1)∗ be arbitrary and consider its Schützenberger graph
S(u). Let Ru be the R-class of u in M . Since every a ∈ A ∪ A−1 represents an invertible element
of M it follows that for all m ∈ Ru and for all a ∈ A∪A−1 we have ma ∈ Ru. This implies that for
all y ∈ Ruσ and all a ∈ A we have ya ∈ Ruσ. Let G be the maximal group image of M , noting that
G ∼= H ∗FG(t) since f is an idempotent word. By Lemma 2.3, S(u) is isomorphic to the subgraph
Ω of the Cayley graph G induced by the set Ruσ. Hence Ω is an H-closed induced subgraph of G.
It then follows by Theorem 5.7 that Ω is δ-hyperbolic and hence so is S(u). This completes the
proof.

We are now in a position to prove the main theorem of this section.

Proof. (Proof of Theorem 5.1) Let A = {a1, . . . , an} and let r1, . . . , rm, w1, . . . , wk ∈ (A∪A−1)∗ be
chosen so that H = Gp〈A|r1 = 1, . . . , rm = 1〉 is a δ-hyperbolic group and the membership problem
for the submonoid (which is equal to the subgroup) generated by {w1, . . . , wk, w

−1
1 , . . . , w−1

k } is
undecidable. Such a choice is possible by the Rips construction [27] Corollary 5.3. Let M =
Inv〈A, t | fr1 = 1, r2 = 1, . . . , rm = 1〉 where f is the idempotent word

e(a1, . . . , an, tw1t
−1, . . . , twkt

−1, tw−1
1 t−1, . . . , tw−1

k t−1, a−1
1 , . . . , a−1

n ).

Then by [13, Theorem 3.8] M is an E-unitary inverse monoid with undecidable word problem. Note
that the maximal group image of M is G = H ∗ FG(t) since f is an idempotent in the free inverse
monoid on A∪{t}. By Theorem 5.8 since H is δ-hyperbolic and all a ∈ A are invertible in M , and
M is E-unitary, it follows that every Schützenberger graph of M is δ-hyperbolic, as required.
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To establish (iii) in the statement of the theorem, first observe that by [13, Lemma 3.3] the
presentation Inv〈A, t | fr1 = 1, r2 = 1, . . . , rm = 1〉 of M is equivalent to the presentation

Inv〈A, t | r1 = 1, r2 = 1, . . . , rm = 1,

aia
−1
i = 1, a−1

i ai = 1 (1 ≤ i ≤ n),

twjt
−1tw−1

j t−1 = 1, tw−1
j t−1twjt

−1 = 1 (1 ≤ j ≤ k)〉,

in the sense that the identity map on (A ∪ A−1)∗ induces an isomorphism between the inverse
monoids defined by these two presentations. From the relations in this new presentation for M
we can see that t is right invertible in M and every generator ai is invertible. Hence we can add
generators t′ and a′i and relations tt′ = 1, aia

′
i = 1 and a′iai = 1 for all i = 1, . . . , n and then

replace every occurrence of t−1 by t′, and of a−1
i by a′i. Note that tt′ = 1 implies t′ = t−1. This

will result in a presentation for M with the property that every relation is of the form β = 1 with
β ∈ (A ∪ {t})∗. This completes the proof of the theorem.

6. Open questions

We would like to close with some open questions related to our results.
According to a theorem of Bonk and Kleiner [6, Theorem 1], every hyperbolic group G must

satisfy exactly one of the following conditions:

• G is virtually free;
• the hyperbolic plane H2 admits a quasi-isometric embedding into the Cayley graph of G

(with respect to some/any finite generating set).

It is natural to ask whether a similar dichotomy exists for inverse semigroups with δ-hyperbolic
Schützenberger graphs.

Question 6.1. Does there exist a finitely presented inverse monoid M such that

• all Schützenberger graphs of M are δ-hyperbolic,
• M is not tree-like,
• no Schützenberger graph of M contains a quasi-isometric image of H2?

The authors were able to construct a non-finitely presented counterexample.
As we mentioned in the introduction, by the Muller-Schupp theorem [25], finitely generated

virtually free groups are exactly the groups that have a context-free word problem. Theorem 4.13
can be regarded as a generalization of the direction that finitely generated virtually free (that
is, tree-like) groups have a context-free word problem. It is natural to ask whether the converse
implication also holds for inverse monoids.

Question 6.2. If every Schützenberger automaton of a finitely presented inverse monoid has a
context-free language, is the monoid necessarily tree-like?

The next question is concerned with a natural possible way to construct examples of tree-like
inverse monoids. We have mentioned that for any inverse monoid M , when M is E-unitary, the
Schützenberger graph of M embeds into the Cayley graph of M/σ. If M/σ is virtually free, then
the Schützenberger graphs embed into a tree-like graph. This in general does not imply that they
themselves are tree-like, the authors have again found non-finitely presented (but finitely generated)
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counterexamples. However we suspect that the Schützenberger graphs inherit the tree-like structure
in the finitely presented case.

Question 6.3. Let M be any finitely presented, E-unitary inverse monoid with M/σ virtually free.
Is M tree-like?

Lastly we close with raising further decidability questions about tree-like inverse monoids. By the
results of Benois [4] and Grunschlag [15], finitely generated virtually free groups have a decidable
rational subset membership problem and hence decidable submonoid and subgroup membership
problems, [18] contains a proof of this statement relying on the easier direction of the Muller-
Schupp theorem. On the other hand, it follows from [20, Theorem 17] that inverse monoids defined
by relations on group reducible words (which implies its Schützenberger graphs are trees [23])
have a decidable rational subset membership problem, and hence decidable submonoid and inverse
submonoid membership problems. It is natural to ask whether (some of) these properties extend
to tree-like inverse monoids.

Another related question is the decidability of the closed inverse submonoid membership problem.
An inverse submonoid H of an inverse monoid M is called closed if it is closed upwards in the natural
partial order. These are exactly the inverse submonoids arising as stabilizers with respect to actions
on M , and a modification of the Todd-Coxeter procedure using Stephen’s algorithm can be used
to build an automaton recognizing the languages of such closed inverse submonoids [24, Theorem
3.3]. Perhaps geometric arguments similar to the ones used in the paper can be used to decide the
language of such an automaton.

Question 6.4. Do tree-like inverse monoids have a decidable rational subset/submonoid/inverse
submonoid/closed inverse submonoid membership problem?
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[2] V. Araújo, P. V. Silva, Geometric characterizations of virtually free groups, J. Algebra Appl. 16 No. 09 (2017),

175–180
[3] M. A. Ayyash, E. Rodaro, Context-freeness of the languages of Schützenberger automata of HNN-extensions of

finite inverse semigroups, Publ. Inst. Math. 99 (2016), 177–191
[4] M. Benois, Parties rationnelles du groupe libre, C. R. Acad. Sci. Paris Sér. A-B 269 (1969), A1188–A1190
[5] J-C. Birget, S. Margolis, J. Meakin, The word problem for inverse monoids presented by one idempotent relator,

Theoret. Comput. Sci. 123 (1994), 273–289
[6] M. Bonk, B. Kleiner, Quasi-hyperbolic planes in hyperbolic groups, Proc. Amer. Math. Soc. 133 (2005), 2491–2494
[7] M. R. Bridson, A. Haelfiger, Metric spaces of non-positive curvature, Springer-Verlag (1999)
[8] J. Cassaigne, P. V. Silva, Infinite words and confluent rewriting systems: endomorphism extensions, Internat. J.

Algebra Comput. 19(4) (2009), 443–490
[9] A. Cherubini, J. Meakin and B. Piochi, Amalgams of finite inverse semigroups, J. Algebra 285 (2005), 706–725

[10] A. Cherubini, C. Nuccio, E. Rodaro, Amalgams of finite inverse semigroups and deterministic context-free lan-
guages, Semigroup Forum 85 (2012), 129–146

[11] A. Duncan, R. H. Gilman, Word hyperbolic semigroups, Math. Proc. Cambridge Philos. Soc. 136(3) (2004),
513–524

[12] C. Drutu, M. Kapovich, Geometric Group Theory, Colloquium Publications 63, AMS (2018)
[13] R. Gray, Undecidability of the word problem for one-relator inverse monoids via right-angled Artin subgroups of

one-relator groups, Invent. math. 219 (2020), 987–1008
[14] R. Gray, M. Kambites, Groups acting on semisymmetric spaces and quasi-isometries of monoids, Trans. AMS,

365(2) (2013), 555–578



INVERSE MONOIDS WITH HYPERBOLIC AND TREE-LIKE SCHÜTZENBERGER GRAPHS 31
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