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Abstract 

Syndromic surveillance is the “near real-time collection, analysis and interpretation” of 

health data. It is based on non-specific, pre-diagnostic signs and symptoms of disease, 

which can be used as an indicator for specific illnesses. In England, the Real-time 

Syndromic Surveillance Team (ReSST) operate a suit of national syndromic 

surveillance systems for early detection of outbreaks, situational awareness and 

reassurance to the lack of threat to public health.  

Using several spatial and temporal statistical methods we highlight how this unique and 

comprehensive syndromic dataset can be used in observational epidemiological studies. 

In this thesis we used this data to explore demographic and socioeconomic patterns in 

healthcare-seeking behaviour for respiratory symptoms; estimated the community 

burden of healthcare presentations attributable to respiratory syncytial virus (RSV) in 

children; explored regional differences in the seasonality of RSV, and to explore the 

relationship between meteorological conditions and acute respiratory infections in 

children under-5 years. We utilised the frequency at which data is available, and the 

granularity of the local geography to explore healthcare usage in ways not previously 

explored. By focusing on healthcare services that provide healthcare in the community 

we were able to investigate a wider burden of disease than data from acute services, 

such as hospitalisations. 

We successfully used data from syndromic surveillance in a variety of observational 

spatial and temporal epidemiological studies. These studies highlight that this data can 

provide similar observations to those from hospitalisation and laboratory data, but also 

provides a unique insight into healthcare-seeking behaviour in the community, which 

is often poorly defined. Although this data has been used successfully, this research 

highlights the limitations of data from syndromic surveillance. Data from syndromic 

surveillance has enormous potential for a variety of epidemiological research designs; 

however, data needs to be used within its limitations and the principles of syndromic 

surveillance. 
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Chapter 1 

Introduction 

 
1.1 Syndromic Surveillance in Public Health Practice 

What is Syndromic Surveillance? 

Syndromic surveillance is the “near real-time collection, analysis and interpretation” of 

health data which allows for the timely dissemination of information about potential 

public health threats (Triple-S Project 2011). It is based on non-specific, pre-diagnostic 

signs and symptoms of disease, which can be used as an indicator for specific illness. 

The primary role of syndromic surveillance is to provide the early identification of 

public health threats, with the aim of; detecting emerging health threats, providing 

reassurance that there is no public health impact, assessing the impact of a public health 

event and detecting the start of expected events.  

Syndromic surveillance systems monitor data sources, such as school absenteeism, 

internet searches, telehealth services, primary care consultations and hospital 

admissions for certain syndromes that may be indicative of an illness or pathogen. 

Syndromic surveillance focuses on indicators of disease rather than confirmed diagnosis 

with the aim of detecting public health threats before traditional surveillance systems. 

It exploits steps in healthcare-seeking behaviour that are undertaken before laboratory 

or clinical confirmation of disease takes place. A variety of general and specific 

syndromic indicators are used in these systems, which can be used in the detection of a 

range of diseases. Public Health England (PHE) have found that syndromes such as 

Influenza-Like-Illness are associated with influenza (Harcourt et al. 2012a), and Cough 

and Bronchitis are associated with respiratory syncytial virus (RSV) in children under-

5 years (Cooper et al. 2007; Morbey et al. 2017a; 2017b). Although the data syndromic 

surveillance uses are non-specific, the rapid and sensitive nature of the data can 
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supplement traditional laboratory surveillance to help estimate the burden and impact 

of disease in the community.  

Data can be obtained continuously in daily transmissions for real-time data collection, 

analysis and interpretation (Triple-S Project 2011). Traditional forms of surveillance, 

such as laboratory confirmation, may be affected by closures during holidays or delays 

due to increased workload during seasonal disease outbreaks (Buckingham-Jeffery et 

al. 2017). Syndromic surveillance resources have automated electronic transfer of 

information from its sources, so these delays are eliminated. These aspects of syndromic 

surveillance allow for the near-real time, continuous collection of pre-diagnostic health 

data, which can result in the rapid detection of health threats (Triple-S Project 2013).  

Timeliness is a key factor in detection of an outbreak to contain and prevent further 

cases and minimise the health and economic impact of an outbreak. By utilising services 

that are used when an individual first becomes ill, outbreaks could be identified earlier 

than through traditional surveillance methods. Zeng and Wagner (2002) developed a 

model based on people’s behaviour when they become ill, which consists of four 

phases; recognition of symptoms, interpretation of symptoms, cognitive representation 

of illness, and seeking of treatment. It was proposed that these phases could be targeted 

for outbreak detection. During the first phase, when a person first recognises their 

symptoms, they might stay home from work or school suggesting that absenteeism 

could be used as a proxy indicator for ill health. During the second and third phase an 

individual may seek to understand their symptoms through web searches or telehealth 

services, and finally in the fourth stage an individual will seek treatment for their illness 

(Hulth, Rydevik and Linde 2009; Zeng and Wagner 2002) (Figure 1.1). In reality, these 

phases are not that distinct, human behaviour is complex and can vary due to multiple 

factors such as severity of symptoms, onset time, and case demographics (Peppa, 

Edmunds and Funk 2017). However, this theory of early phases of healthcare-seeking 

behaviour allows for the basis of using syndromic surveillance as an early detection of 

public health threats. Ziemann et al. (2016) assessed the timeliness of nineteen of the 

syndromic surveillance systems in current use in Europe. Out of the nine systems used 

to detect the onset or peak of an influenza season 75% (n=seven) earlier than traditional 
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methods of surveillance, with a range of timeliness between 2.5 weeks to two weeks 

(mean 0.75 weeks). Of the eight systems used for outbreak detection, four detected one 

or more events within one day, with timeliness defined as detection within three days. 

The four other systems detected the events within four to fourteen days. A study 

conducted in the Netherlands assessed the difference in timeliness between syndromic 

and traditional forms of surveillance and pathogen counts. Absenteeism detected RSV 

two weeks and influenza four to five weeks ahead of pathogen counts. Pharmacy 

prescriptions detected RSV one week behind and influenza, zero to two weeks ahead of 

pathogen counts. Primary care consultations detected RSV one week behind and 

influenza one to two weeks ahead of pathogen counts. Hospitalisations were in 

concurrence with pathogen counts for RSV and one to two weeks ahead for influenza 

(van den Wijngaard et al. 2011).  

 

 

Figure 1.1: Surveillance data sources and healthcare-seeking behaviour (Berger, 
Shiau and Weintraub 2006). 
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Reliable and effective surveillance systems are imperative for the detection and 

monitoring of public health threats and disease outbreaks. They also provide vital 

information to support public health planning, and the targeting and evaluation of health 

interventions (Keramarou and Evans 2012). Although traditional forms of surveillance 

based on clinical diagnosis, such as disease notification and laboratory reports, are seen 

as the gold standard, they often underestimate the true burden of disease (Wheeler et al. 

1999). This is particularly evident in infectious diseases where factors such as 

asymptomatic carriers and a self-limiting course of infection may affect the number of 

cases which seek healthcare and are included in disease burden estimates (Gibbons et 

al. 2014). It is estimated that of all infections 10% are asymptomatic, 40% do not attend 

healthcare services and 45% are underdiagnosed and under notified (Gibbons et al. 

2014) (Figure 1.2). By utilising alternative data sources which are used before a clinical 

diagnosis is made or if no healthcare is sought, not only is there the possibility of early 

detection of disease outbreaks but, there is also the opportunity to estimate the true 

burden of disease. However, syndromic surveillance will not detect asymptomatic 

cases, which is an important part of disease transmission dynamics (Chisholm et al. 

2018).  
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Figure 1.2: Morbidity surveillance pyramid estimating number of infection cases 
reported. A: the morbidity surveillance pyramid is often used to illustrate the 
availability of morbidity data at each surveillance level. B: the proportions of 

infections that are symptomatic, that attend healthcare, and that are reported are 
represented in this decision tree model (Gibbons et al. 2014). 

 

One of the main limitations of syndromic surveillance is that it does not provide a 

diagnosis of illness, but instead relies on the detection and identification of signs and 

symptoms that may be associated with a specific disease. It therefore only provides an 

early warning of syndromes and cannot identify the responsible pathogen or disease, 

although these can be indicative the illness or pathogen. I infectious diseases, depending 
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on the symptom and pathogen, syndromic surveillance has been closely associated with 

pathogen counts. An evaluation of syndromic surveillance in the Netherlands found that 

up to 86% of syndromes associated with respiratory diseases could be explained by 

variations in weekly respiratory pathogen counts. Whereas only up to 62% of 

neurological syndromes, and up to 40% of gastroenteritis syndromes could be explained 

by the pathogen counts. In the case of gastroenteritis syndromes, this variation increased 

to 85% when limiting the analysis to young children (van Asten et al. 2007; van den 

Wijngaard et al. 2011). 

The Evolving Definition of Syndromic Surveillance 

One of the earliest examples of syndromic surveillance in the literature was by 

Robertson et al. (1994), where syndromic surveillance of acute flaccid paralysis was 

used to detect and identify cases of acute paralytic poliomyelitis in Oman. Since this 

early example of syndromic surveillance, its utility for detecting and monitoring disease 

threats has adapted to reflect the evolving requirements of disease surveillance.  

Syndromic surveillance first gained traction as novel mechanism for surveillance of 

emerging threats after the 9/11 terrorist attacks and deliberate anthrax distribution in the 

United States of America (USA) in 2001. Prior to these attacks, syndromic surveillance 

systems were not common but the need for novel mechanisms allowing early detection 

of emerging public health threats, such as bio-terrorism attacks, had been identified 

(CDC 1998; Khan, Levitt and Sage 2000). In post-9/11 USA, syndromic surveillance 

was intended for the early detection of chemical or bio-terrorism attacks. The idea was 

that health data sources, such as absenteeism, over the counter drug use and physician 

visits could be utilised to detect higher than expected indicators for disease before the 

pathogen was confirmed, resulting in a quicker response to the threat. Other factors that 

can influence the scale of a bio-terrorist attack include: geographical distribution, time 

of release, time of exposure, host behaviours and environmental factors. It was therefore 

identified that new surveillance mechanisms for the early detection of attacks would 

need to have wide coverage, be flexible and utilise syndrome-based data sources 

(Henning 2003). By 2003, over 100 USA health jurisdictions were using syndromic 

surveillance to enhance their existing surveillance methods (Buehler et al. 2003).  
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Eventually, as the immediate threat of biological and chemical terrorism diminished, 

interest in syndromic surveillance shifted to detect emerging infections (Paterson and 

Durrheim 2013). After the severe acute respiratory syndrome (SARS) outbreak in 2002, 

public health activities changed to focus on emerging diseases and pandemics. This was 

further confounded by the emergence of avian influenza in 2008 and H1N1 influenza 

pandemic in 2009. Emerging diseases often present with specific syndromes such as 

influenza like illness. Therefore, through surveillance of these syndromes, unexpected 

increases which might indicate an emerging disease can be investigated in a timely 

manner. This type of surveillance is particularly important for emerging diseases 

because laboratories may lack the diagnostic methods to detect novel infections. This 

shift in focus is highlighted by Paterson and Durrheim (2013) who noted that the 

number of syndromic surveillance publications relating to influenza and outbreaks 

increased between 2005 and 2011, reflecting public health concerns at the time. During 

emerging disease outbreaks, syndromic surveillance can also serve as a tool to monitor 

and estimate community burden of disease in situations where laboratories lack the 

capacity to confirm every case (Elliot 2009a).  

Over time, syndromic surveillance has shifted its definition from primarily detecting 

public health threats to also to fill another area, one of “situational awareness”. 

Situational awareness is used to describe the ability to characterise and monitor an 

outbreak or public health threat regardless of when and how it was detected (Buehler et 

al. 2008), and to then inform decision makers during events that impact public health 

(Velsko and Bates 2016). This follows on from outbreak detection to further monitor 

and characterise the disease outbreak along with traditional forms of surveillance to 

complete the “epidemiological puzzle” to fully understand the impact on public health 

(Buehler et al. 2008; CDC 2010; Paterson and Durrheim 2013). Syndromic surveillance 

can also be used to monitor public health trends of endemic and seasonal communicable 

diseases and non-communicable disease events. Continued syndromic surveillance of 

disease symptoms can also allow for an interventions effect on disease and healthcare 

burden to be evaluated. Bawa et al. (2015) used syndromic surveillance to assess the 

impact of the rotavirus vaccine in England; it was found that the vaccine resulted in a 
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26%-33% reduction of incidence among children under-1 year and a statistically 

significant reduction in GP (general practitioner) in and out-of-hours consultations.  

There is a growing amount of literature on the use of syndromic surveillance for 

situational awareness of non-communicable disease events. It has been used to 

investigate the impact, or lack thereof, of mass-gathering events, severe weather events 

and emergencies on public health and health services. During the 2015 Super Bowl in 

Glendale, Arizona syndromic surveillance found an increase in influenza like activity, 

a single event of cyanide poisoning and sporadic cases of gastrointestinal and 

neurological diseases (Ayala et al. 2016; G. E. Smith et al. 2016; Todkill et al. 2016). 

In 2013, syndromic surveillance was used by PHE to assess the burden of illness 

associated with a heatwave that occurred in England. GP consultations for heat related 

illness were found to be double that of non-heatwave years, (Elliot et al. 2016a; Hughes 

et al. 2014; S. Smith et al. 2016a; Tsai et al. 2016; Vilain et al. 2015). Between 2011 

and 2013, syndromic surveillance was used to detect potential health emergencies after 

an influx of migrants to Italy. During this period of surveillance 20 statistical alarms 

were investigated, three of which were in relation to a scabies, the only outbreak 

detected (Napoli et al. 2014; Riccardo et al. 2011). In 2015, syndromic surveillance 

detected visits to emergency departments (ED) related to stress, post-traumatic stress 

disorder, anxiety disorder and acute stress reaction, increased significantly after the 

November terrorist attack in Paris (Vandentorren et al. 2016). 

Since the concept of syndromic surveillance became popular in the early 2000’s, it has 

developed from a novel mechanism for early detection of biological or chemical 

terrorist attacks to a tool which is used alongside other forms of surveillance for the 

situational awareness of public health. It has adapted to constantly shifting public health 

concerns and needs; which can be largely contributed to its flexibility, timeliness and 

cost effectiveness (Ziemann et al. 2015).  
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1.2 Syndromic Data 

1.2.1 Data Collection 

Syndromic surveillance, is an electronic data driven approach to public health 

surveillance. Data for is evaluated on its ability to be available in a timely manner, low 

cost, flexible manner to changing needs, data completeness and validity (Ziemann and 

Krafft 2013).  

Syndromic surveillance relies on the timely collection of non-specific health indicators, 

detection of anomalies in the data and accurate interpretation of the threat of these 

anomalies. For anomalies to be detected, geographic, demographic and temporal 

coverage must be sufficient and the appropriate data should be available in a timely and 

consistent manner (Mandl et al. 2004). Syndromic surveillance resources often take 

advantage of systems that collect data for other purposes, which reduces the need for 

new systems to be implemented. Another advantage of syndromic surveillance is that 

data transmission is frequent, electronic and automated which greatly reduces the time 

and cost associated with disease surveillance (Ding et al. 2015; Elliot 2009a; Lateef 

2012). May, Chretien and Pavlin (2009) highlighted, the implementation of syndromic 

surveillance in developing countries that lack laboratory resources for surveillance 

offers a feasible approach to effective disease surveillance at low cost.  

Although syndromic surveillance can be low cost and requires reduced administrative 

input, there are a variety of technical, financial, political and ethical considerations that 

need to be addressed before the systems are set up. Importantly, there needs to be a 

technical collaboration between data collection services and public health agencies 

which is long lasting and aims to improve system development and operation when 

needed. These collaborations can often be time consuming and complex to develop, but 

once in place are essential for the collection of quality data (Chretien et al. 2008). When 

new data transfer systems are developed, privacy safeguards need to be developed and 

risk assessed to eliminate the risk of data breaches and elevate any concerns patients 

might have about electronic data capture and transmission (Chretien et al. 2008; Medina 

et al. 2014). 
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Specific data requirements have been identified for a successful syndromic surveillance 

system by a Dutch review of syndromic surveillance (van den Wijngaard et al. 2011). 

One of the most important requirements is data quality. Data artefacts; such as duplicate 

details and reporting delays can result in false alarms (van den Wijngaard et al. 2011). 

This can be a major limitation of syndromic surveillance, because, in many cases, it is 

an automated system and therefore data cannot be amended. Although, if these artefacts 

are known, false alarms can be identified and appropriate action taken. In systems with 

a high population coverage sensitivity for outbreak detection in a region is increased. 

Additional patient characteristics and laboratory trends are also required to identify 

usual patterns of disease (van den Wijngaard et al. 2011). 

1.2.2 Data Sources 

There are two types of data that can be collected for syndromic surveillance; pre-

diagnostic clinical data and ill-health proxies. Pre-diagnostic clinical data composes of 

a suspected clinical diagnosis of an illness or symptom made by a health professional 

but is not confirmatory. These diagnoses are typically given when a case uses telehealth 

services, attends their GP or attends out-of-hour services. Ill health proxies are sources, 

such as internet searches, absenteeism, and drug sales, that are associated with diseases 

or symptoms but are not confirmatory, disease specific or diagnosed by a health 

professional. The main advantage of ill health proxies over pre-diagnostic clinical data 

is that these data sources may be utilised before a clinical diagnosis is given and 

therefore outbreak may be detected earlier. Conversely, pre-diagnostic clinical data is 

more disease specific and less likely to be affected by external factors such as drug sales 

or media interest. Although pre-diagnostic data from health services can provide more 

specific data, the use of syndromic surveillances systems focused on health proxies or 

health seeking behaviours before healthcare is sought are becoming more common 

(Cheng, Channarith and Cowling 2013). These systems can improve the timeliness of 

outbreak detection and therefore situational awareness and response (Cheng, 

Channarith and Cowling 2013). Common data sources for syndromic surveillance 

include; telehealth, hospital and primary care health data, absenteeism, over the counter 

drug sales and internet searches. 
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Pre-diagnostic Clinical Data 

Telehealth services provide a non-emergency medical helpline for urgent but not life-

threatening issues. Typically, they operate 24/7 which means data can be collected and 

analysed all year providing a valuable source of continuous health data regardless of 

holidays or weekends (Abat et al. 2016). The health data produced by these hotlines is 

inherently not as specific as diagnostic data, but additional data such as time of call, 

demographics and residence of the caller can be obtained (Lombardo and Ross 2006). 

This additional data is essential for epidemiological investigation and characterisation 

of a health event. Telehealth services can be the first contact in the healthcare system 

but unlike ill health proxies, which may be used or displayed earlier than telehealth, 

they provide more specific and accurate symptomatic data and are therefore more 

disease dependent (Moore 2004). Data is also electronically stored, and systems from 

the same country may uniform triage data, therefore national data can easily be analysed 

and compared on one computerised system (Moore 2004). In the United Kingdom, two 

telehealth services are used; NHS111 in England, Wales and Northern Ireland (known 

as NHS Direct between 1998 and 2014), and NHS24 in Scotland. Both run as a non-

emergency telephone advice and triage service. The main difference between the two 

services is that NHS24 is nurse led, but only operates out-of-hours (with online help 

available 24 hours), and NHS111 operates 24 hours a day and is operated by trained 

advisors that are supported by healthcare professionals. Morbey et al. (2017a) assessed 

the use of NHS111 as a potential early warning for respiratory infections. Over 83% of 

calls for Cold/Flu, Cough and Difficulty Breathing were associated with respiratory 

pathogens, with the greatest burden of calls associated with RSV and influenza. The 

best fitting model indicated that calls related to respiratory infections increased a week 

before respiratory specimen dates, highlighting its ability to be used in a timely manner 

to enhance traditional surveillance. Among other places, telehealth syndromic 

surveillance systems have also been used in Ireland, Canada and Sweden (Andersson et 

al. 2014; Rolland et al. 2006; Ziemann et al. 2015).  

Media reporting can affect telehealth services. Elliot et al. (2016b) described how media 

interest following the detection of Cryptosporidium oocysts in the public water supply 
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led to a statistically significant increase in gastroenteritis and diarrhoea related enquires 

to telehealth, which were unrelated to disease burden and primary care services. After 

the contamination was announced in the media there was a surge in signals related to 

gastroenteritis and diarrhoea, but investigation revealed there was no laboratory 

confirmed cases associated with the outbreak suggesting the surge in calls to NHS111 

and contact with primary care was driven by the local and national media coverage.  

ED and primary care presentation data includes chief complaints (codes which 

summarise the reason for an accident and emergency admission), and medical record 

data (health data, often in the form of codes that have been assigned to a patient by a 

physician to describe their differential diagnosis).  

Primary care practices can provide a vital role in syndromic surveillance. Patients with 

developing illnesses often visit primary care services first, adding to the timeliness of 

outbreak detection. Coding of the consultation is often done on the same day, and is 

conducted by a physician allowing for more disease specific codes being given (Sloane 

et al. 2006). In England, a GP out-of-hours (GPOOH) service covers come primary care 

services on evenings, weekends and holidays. These services can be utilised for 

syndromic surveillance, allowing for near continuous surveillance of primary care 

services, and reducing the impact of closures on surveillance. 

ED records are a frequent source for syndromic data (Travers et al. 2006), and has been 

shown to detect outbreaks one to two weeks earlier than traditional methods. A US 

study which assessed complaints given at ED for the early detection of outbreaks found 

chief complaints of pneumonia and influenza detected epidemics one week before 

deaths, which were used as the gold standard (Tsui et al. 2001). Josseran et al. (2006) 

found a significant correlation between influenza outbreaks and influenza related 

syndromic data from ED and, with a one-two week lag, mortality increased 

significantly. One of the first examples of the use of ED syndromic surveillance was in 

2001 in the US where, Heffernan et al. (2004) used chief complaint information to 

detect increases in respiratory and fever syndromes and signals for diarrhoea. These 

signals were consistent with seasonal influenza, norovirus and rotavirus outbreaks at 
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the time, the information was communicated to the medical community so they could 

prepare for the arrival of these infections. 

For syndromic surveillance of chief complaints, appropriate data coding is crucial for 

the detection of increases in syndromic indicators. Typically, when patients attend these 

services, their chief complaint is recorded and usually re-coded to fit specific terms used 

for syndromic surveillance (Travers et al. 2006). This leaves the system open to errors 

due to miscoding or delays in detection due to lack of timely recording of health 

information (Travers et al. 2006). These inconsistencies can result in the creation of 

false signals or true signals being obscured (Yih et al. 2010). It is difficult to determine 

the extent which miscoding results in hidden or false signals because once these, mostly 

automatic, systems are set up there is little opportunity to assess the data (Yih et al. 

2010).  

In many of the coding systems used for these systems, a variety of codes can be applied 

to the same syndrome or illness, some of which are more specific than others. Although 

broad syndrome definitions, such as fever, can maximize sensitivity, it may reduce 

specificity resulting in false signals as well a true outbreak being hidden (Pendarvis et 

al. 2007; Yih et al. 2010). Having a variety of codes for the same illness creates the 

opportunity for discrepancies in the way individual clinicians assign a code for what 

could be the same illness. Again, although the use of multiple and broad syndromic 

codes allows the system to be more specific, it introduces the chance for more errors or 

miscoding and therefore reducing specificity (Yih et al. 2010). 

Use of chief complaints in ED and primary care facilities data, although more accurate 

than telehealth services or ill health proxies, could result in a delay in outbreak detection 

because attendance to ED or primary care often only occurs after someone has been ill 

for several days, depending on the illness in question.  

Ill Health Proxies 

Absenteeism can be used as a proxy for ill health. It follows the principle that when 

someone is ill, they might take time off work or school, therefore higher than expected 

absenteeism could indicate an outbreak of disease. This data can be used for the early 
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identification of an outbreak because absenteeism often occurs before seeking medical 

help (Cheng et al. 2012). Schmidt, Pebody and Mangtani (2010) used school absence 

records as a tool for influenza surveillance in England, and although they found some 

peaks of absenteeism which coincided with peaks in laboratory confirmed influenza 

activity, others did not. Influenza activity was also found to have a much stronger 

correlation with absenteeism prevalence than incidence (duration of absence vs number 

absent). The study concluded that absenteeism, as an additional surveillance tool could 

be useful in the detection of localised outbreaks. The school absenteeism predictor for 

influenza activity has also been demonstrated, to varying extents in Hong Kong (Cheng 

et al. 2012), the USA (Egger et al. 2012), Japan (Suzue et al. 2012) and Canada (Kom 

Mogto et al. 2012).  

The advantages of this data source are that the data is pre-existing, easily accessible and 

requires limited time and resources once the system is implemented (Cheng, Channarith 

and Cowling 2013). However, there are some major disadvantages to the data source, 

which greatly affect data completeness and quality. During periods where schools are 

not open, such as weekends and holidays, there are gaps in the data which can make 

data analysis and interpretation difficult (Cheng, Channarith and Cowling 2013; 

Schmidt, Pebody and Mangtani 2010). Absenteeism can be higher before and after 

holidays or weekends due to “holiday effects”, which can further exacerbate the issues 

with data gaps (Besculides et al. 2005; Cheng, Channarith and Cowling 2013). Finally, 

absenteeism can be due to a number of reasons, illness related or not which can mask a 

true signal of an outbreak (Cheng, Channarith and Cowling 2013). 

Drug purchase is a form of early healthcare-seeking behaviour that can be targeted for 

the early detection of increases in disease activity. Much like absenteeism, obtaining 

medication to treat symptoms is a behaviour people undertake when they first become 

ill or have mild symptoms (Magruder 2003). Therefore, certain drugs, which are used 

to treat certain syndromes or illnesses (such as cold or flu medicine) can be monitored 

and used for the early detection of a disease outbreak. A study by Magruder (2003) 

found a 90% correlation between flu remedy sales and physician diagnosis of acute 

respiratory conditions. Pivette et al. (2014a) also found a high correlation between over-
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the-counter drug sales for treatment of gastroenteritis and GP consultations for the 

condition and an epidemic detection, on average, 2.25 weeks earlier than the sentinel 

network of GPs. A systematic review by Pivette et al. (2014b) found a high correlation 

between drug sales and the disease surveillance data in 89% (17/19) of the studies 

reviewed.  

Drug sales are particularly useful in the surveillance of diseases that tend to be under-

reported or where clinical surveillance is costly (Pivette et al. 2014b). Unlike other 

forms of syndromic surveillance data sources that are used as proxies for ill-health, such 

as absenteeism and Google searches, drug sales can be directly linked to a health 

condition, may be more specific that other disease proxies, and are more likely to reflect 

actual disease activity (Pivette et al. 2014b). The drugs that are monitored should be 

disease specific and widely used to maximise signal sensitivity and signal detection 

(Pivette et al. 2014b). For example, drugs such as paracetamol and ibuprofen can be 

used to treat a wide range of symptoms, such as fever and muscle ache, with varying 

severity therefore would not be suitable to target specific diseases or symptoms for 

surveillance. Infections such as measles or tuberculous, which are not typically treated 

with a specific drug or treatment is administered in a hospital setting, would be 

inappropriate targets (Pivette et al. 2014b). This limits the diseases that can be detected 

through syndromic surveillance of drug sales. External influences, such as cultural, 

demographic, economic and social factors can confound the association between drug 

sales and illness (Pivette et al. 2014b; Frosst, Majowicz and Edge 2006). The sale of 

drugs could be influenced by promotions, the media, or holidays with people buying 

medication to treat the disease they may get, rather than have currently (CDC 2006a; 

Frosst, Majowicz and Edge 2006; Pivette et al. 2014b). 

Internet based surveillance is novel approach and allows for the near real-time 

monitoring of diseases and disease indicators over large geographical areas through the 

aggregation and analysis of internet search terms and the use of social media such as 

Twitter and Facebook. One of the major benefits of syndromic surveillance systems is 

its flexibility of being able to utilise different approaches and data sources, giving it the 

ability to adapt to changing public health needs depending on the situation. This 
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flexibility also allows it to detect new syndromic indicators when required, take 

advantage of shifting patterns in human behaviour, such as changes in the way we seek 

health information, and the development and advancement of new tools which can be 

used as data sources (Paterson and Durrheim 2013). Over the past 10 years, and as 

syndromic surveillance has been evolving, internet availability and use has increased 

significantly (Bahk, Kim and Park 2015). This has changed the way people seek 

information about their health and has led to the emergence of internet based public 

health surveillance (Rice 2006). Although this emerging form of syndromic 

surveillance lacks the capacity to replace traditional surveillance methods, internet-

based surveillance can use internet searches and social media posts as proxies for ill 

health, to detect and monitor disease as an extension to traditional surveillance methods 

(Milinovich et al. 2014). Internet based surveillance is both economically and 

logistically beneficial, with large amounts of electronic data available over large 

geographical areas (Milinovich et al. 2014).  

Although there are few examples where internet-based surveillance has been used in 

health protection practice, its possible utility has been assessed in the literature. A study 

in South Korea found a significant correlation between internet search terms for 

foodborne illness and the total number of in-patient stays related to foodborne illness, 

with searches for food poisoning correlating strongly with chief compliant codes for 

infectious enteritis and bacterial foodborne illness. The five search terms studied; ‘food-

poisoning’, ‘diarrhoea’, ‘vomiting’, ‘abdominal pain’ and gastroenteritis’, correlated 

strongly with the total number of hospital stays for all surveyed foodborne related 

illnesses the in the following month of when the internet searches were conducted 

(Bahk, Kim and Park 2015). Hulth, Rydevik and Linde (2009) compared trends in 

queries for influenza related terms to sentinel and laboratory surveillance data for 

influenza, and found that web queries follow the same trend as the other two forms of 

surveillance and all three have an equal power for the true estimate of influenza burden. 

Social media has also been proposed as a way to detect seasonal outbreaks, Corley et 

al. (2010) found a correlation between terms used to describe influenza in blog posts 

and Centres for Disease Control (CDC) ILINet data. Chew and Eysenbach (2010) 
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observed an association between Twitter posts containing terms related to the influenza 

H1N1 outbreak in 2009 and incidence rates in the US.  

One of the earliest and most well-known forms of internet-based disease surveillance 

was Google Flu Trends (Ginsberg et al. 2009). This service, operated by Google, 

estimated influenza activity by aggregating Google search queries that were related to 

influenza. It was launched in 2008, and by 2013 it was being used to predict influenza 

activity in 29 countries and monitor dengue trends in 10 countries. The model, created 

using Google search queries, was found to be highly correlated to physician visits for 

influenza like symptoms and predicted regional outbreaks of influenza seven to ten days 

before conventional CDC surveillance systems which used laboratory and clinical data 

(Carneiro and Mylonakis 2009; Ginsberg et al. 2009). But between 2011-2013 the 

predictions were inaccurate and often overestimated, at some points more than double 

the true prevalence, and in some years, they underestimated prevalence, failing to 

detected the unseasonal influenza H1N1 pandemic in 2009, highlighting the 

shortcomings of internet-based surveillance (Lazer et al. 2014). The translation of big, 

raw data into meaningful and accurate information is challenging, bias can be 

introduced to the data through unknown search motives (Milinovich et al. 2014). 

Therefore, peaks in activity could be attributed to actual illness or media driven interest 

in the disease (Desai et al. 2012). A study by Wilson and Brownstein (2009) highlighted 

that media can drive online disease interest after a disease outbreak. They found that an 

increase in searches of the term "Listeria" coincided with media coverage and not the 

outbreak itself. Between 2005 and 2006 there was in increase in searches for “bird flu” 

in the USA, despite no avian influenza outbreak there at the time. This increase was 

attributed media interest about the outbreak in Asia (Carneiro and Mylonakis 2009). 

Changes in search behaviours can also affect the ability for these systems to detect real 

outbreaks, for example searches for possible disease related terms that are not in fact 

related to disease need to be accounted for (Milinovich et al. 2014).  

Data is typically aggregated to a large geographical area or at national level and contains 

no demographic data (Hulth, Rydevik and Linde 2009), therefore these methods lack 

spatial and demographic resolution to detect local outbreaks or characterise outbreaks 
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epidemiologically. Theoretically IP (internet protocol) addresses could be used to 

identify where the user is, but not all search engines log this information (Hulth, 

Rydevik and Linde 2009). A study conducted in America by Polgreen et al. (2008) used 

search queries on Yahoo! to investigate the relationship between internet searches and 

influenza activity. IP addresses associated with the search were used to identify 

geographic location. Although the models generated from this study successfully 

predicted influenza one to three weeks before laboratory surveillance, and mortality 

from pneumonia and influenza up to five weeks ahead, geographical identification 

proved to be a limitation of the study. Not all searches were associated with 

geographical data and those that did were not always accurate. Importantly it was also 

discussed that in some cases very specific geographic information could be obtained 

and linked to individuals which, for both individuals and health investigators, would be 

a privacy concern.  

1.2.3 Data Analysis 

Statistical analysis of syndromic surveillance can be challenging due to many reasons 

such as; multiple data sources, lack of follow-up, unable to control data duplication and 

lack of data evaluation (Unkel et al. 2012). Statistical algorithms, based on historic data, 

are used to detect aberrations that signal a public health threat. The availability of 

historical baseline data is crucial for the development of the statistical algorithms that 

are used to detect abnormalities in the data and alert public health officials to a possible 

threat. These algorithms draw on historical data to account for the effects of natural 

changes in data, such as seasonal patterns and data artefacts, and estimate a typical level 

of reporting to detect unusual events (Chretien et al. 2008). Although alert systems may 

vary across different systems, many rely on the same principles. For example, the real-

time syndromic surveillance team (ReSST), which are part of PHE, detect unusual 

activity when there is a statistically significant increase in a signal, which are syndromes 

monitored by geography and system. When an alarm is produced public health, officials 

investigate to determine if it is a true public health threat. If it is deemed a threat or 

requires communication, an alert is created to inform others of the unusual activity 

(Morbey et al. 2015b; G. E. Smith et al. 2016).  
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For the 2012 Olympic games in London, enhanced syndromic surveillance was 

introduced leading to the development and refinement of new statistical methods by the 

ReSST (Morbey et al. 2015a). Historical data was available for all four systems 

implemented, NHS Direct (telehealth), GP out-of-hours, GP in hours and ED, but only 

the GP in hours systems had data that was comparable. For this system, this data was 

used to create a baseline by comparing activity with a five-week rolling average from 

the previous three years. An upper threshold was set for unusual activity using a 99% 

prediction level. For the three systems and where appropriate historical data was 

available, a baseline was created using data from the previous two to three weeks. In all 

four systems, day of the week effects were accounted for. Over the period of the games 

(73 days) these systems produced 347,754 signals from which 3,946 alarms were 

generated and investigated, 202 of these alarms were of sufficient interest and after a 

stringent risk assessment were mentioned in daily reports (Morbey et al. 2015a).  

During the 2012 Olympic Games in London, the ReSST developed a public health risk-

assessment tool to prioritise statistical alarms and ensure health officials were only 

alerted to the statistical alarms that were of importance (G. E. Smith et al. 2016). The 

assessment was divided into two stages. The first stage was carried out by a syndromic 

surveillance scientist where an alarm was assessed on the following criteria; size of 

excess observed, if it was unusual for the syndrome, whether it was a repeat alarm, was 

the alarm different to the national trend, and if a similar alarm has occurred 

independently on another system. If this assessment met the scoring criteria, using a 

Likert-type scale, then a consultant epidemiologist would conduct a second final risk 

assessment using the following criteria; if the syndrome was unusual for the time of 

year, if there was geographical clustering to suggest an incident, if the increase was 

observed in a certain age group and if there was evidence of increases severity of a 

syndrome. If an alarm scored highly on this second assessment, the threat was 

communicated to other relevant colleagues. This risk assessment allowed for the 

systems to be implemented into the enhanced surveillance systems used by PHE 

successfully by streamlining workload and providing consistency in epidemiological 

interpretation (G. E. Smith et al. 2016).  
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One of syndromic surveillances greatest advantages is also one of its greatest 

weaknesses. Although the use of pre-diagnostic health data allows for the early 

identification of events, the data is not as specific and accurate as confirmatory data 

(Elliot 2009a). Syndromic surveillance, at the expense of specificity, is sensitive to 

changes in indicator trends (Elliot 2009a). The lack of specificity increases the chance 

of a false alarm. Analysing data for longer could improve accuracy and reduce false 

alarms but this would compromise the timeliness of the system (Stoto, Schonlau and 

Mariano 2004). Non-specific indicators, such as fever, can result in frequent false 

alarms and a large number of resources investigating them but inadequate sensitivity 

could result in the failure to detect health events (Gault et al. 2009). Therefore, there 

needs to be a trade-off between accurate data and early response (Stoto, Schonlau and 

Mariano 2004). The accuracy and sensitivity of syndromic data to detect aberrations in 

data relies on the availability of baseline data (Berger, Shiau and Weintraub 2006). 

Historic data can be used to create accurate, comparable baseline data which can be 

used to reduce false positive rates (Lateef 2012). The non-specific “broad bush” 

approach of using syndromic indicators may capture people who do not fit the case 

definition or those with mild illness (Elliot 2009a; Lateef 2012).  

Although it is highly automated, the signals that indicate an event still need to be 

assessed by a trained public health practitioner due to the possibility of false positives. 

Wang et al. (2005) developed a fully automated syndromic surveillance system for the 

detection of outbreaks and although it only had an overall 84.8% true detection 

accuracy, it was stated that knowledge of exogenous factors improves detection 

accuracy.  

 

1.3 Integrated Syndromic Surveillance Systems 

For syndromic surveillance to fulfil its potential of early outbreak detection and 

situational awareness it needs to be integrally linked to public health investigation and 

response. As previously highlighted, data sources for syndromic surveillance have their 

limitations, therefore, when an outbreak signal is detected, investigations need to be 
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undertaken to differentiate between natural variability, pseudo-outbreak (data errors) 

and a true increase in incidence (Mandl et al. 2004). Validation from other syndromic 

surveillance data sources can be used to corroborate signals indicating a true increase 

in incidence. When a true signal has been detected, the signal should be investigated 

further to identify the cohort affected and determine the public health significance of 

the signal. If appropriate, the observed information should be communicated to front 

line medical staff to heighten awareness and the appropriate response should be 

undertaken (Mandl et al. 2004).  

Syndromic surveillance has been integrated into several national surveillance systems 

to augment traditional surveillance systems. As of 2013, there were 124 syndromic 

surveillance systems worldwide, 60 of which were in Europe at both local and national 

level (this includes both veterinary and human health systems) (Ziemann et al. 2015). 

They utilise a variety of data sources, the majority involve automated electronic 

reporting of a variety of diseases or disease indicators. Although primarily used for 

infectious disease outbreak detection, more systems are now being used to monitor non-

infectious diseases and major events for situational awareness.  

In England, ReSST coordinates 5 national syndromic surveillance systems as part of 

PHE. The five systems are: NHS111, GP in hours, GP out-of-hours, ED, and ambulance 

services. These healthcare services are operated by the National Health Service (NHS), 

which provides consistent and comprehensive healthcare services across England. Most 

importantly it is free at the point of delivery, and is accessible but anyone in England. 

This integrated national healthcare system has allowed for the development of a truly 

integrated and comprehensive syndromic surveillance service in England. Population 

coverage varies across the systems, with the remote health advice system covering, 

around, 100%, GP out-of-hours covering 80% and GP in hours covering 55% of the 

population, the ED system covers 35 departments (PHE 2015). Syndromes associated 

with specific diseases of interest were identified and disease indicators that capture 

these syndromes are monitored by the surveillance systems. Examples of syndromic 

indicators monitored by ReSST are provided in Table 1.1. These systems aggregate data 

of indicators that are indicative of disease. Weekly, a syndromic surveillance summary 
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of changes of disease indicator trends observed from the systems is disseminated to 

appropriate people for their awareness. In England, these systems have been used for 

conventional surveillance system purposes; to evaluate health interventions (Bawa et 

al. 2015; Pebody et al. 2015), monitoring disease trends and identify seasonal disease 

outbreaks (Hughes et al. 2014). However, increasingly these systems are being used for 

situational awareness of severe weather/natural events and mass gatherings. During 

both the London Olympic and Paralympic games in 2012, syndromic surveillance was 

used to assess the impact, or lack of, mass gathering events on health services (Morbey 

et al. 2014; Morbey et al. 2015a; G. E. Smith et al. 2016; Todkill et al. 2016). It has also 

been used to assess the health impact following cold weather (Hughes et al. 2014), 

heatwaves (Elliot et al. 2014; S. Smith et al. 2016a; 2016b) and air pollution events 

(Elliot et al. 2016a; G. E. Smith et al. 2015). 

 

NHS111 Emergency 
Departments GP in Hours GP Out of Hours 

- Cold/flu 

- Fever 

- Cough 

- Difficulty 
breathing 

- Diarrhoea 

- Vomiting 

- Eye problems 

- Heat/sunstroke 

- All respiratory 
disease 

- Acute respiratory 
infections 

- Acute bronchitis/ 
bronchiolitis 

- Influenza-like 
illness 

- Pneumonia 

- Gastroenteritis 

- Influenza-like 
illness 

- Upper respiratory 
tract infections 

- Lower 
respiratory tract 
infections 

- Pneumonia 

- ILI with 
antivirals 
prescribed 

- Pneumonia with 
antibiotics 
prescribed 

- Gastroenteritis 

- Diarrhoea 

- Gastroenteritis 

- Diarrhoea 

- Vomiting 

Table 1.1: Examples of syndromic indicators used in PHE syndromic surveillance 
systems in England (Bawa et al. 2015; Harcourt et al. 2012b; 2016; Hughes et al. 

2016). 
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National and local, integrated syndromic surveillance systems have also been used to 

detect possible health emergencies among migrants during the migrant crisis in Italy 

between 2011-2013 (Napoli et al. 2014; Riccardo et al. 2011), estimate the impact of 

the 2015 Paris terrorist attack on ED (Vandentorren et al. 2016) and investigate the 

impact of a major power outage on diarrheal illness in New York (Marx et al. 2006). In 

response to Hurricanes Katrina and Rita in 2005, the CDC and Louisiana Department 

of Health and Hospitals implemented syndromic surveillance in hospitals and acute-

care facilities to monitor injury and illness (CDC 2005; 2006). These examples highlight 

how integrated syndromic surveillance systems can be used to determine, evaluate and 

provide valuable information for an effective public health response for a variety of 

public health threats and needs to enhance existing surveillance systems.  

 

1.4 Conclusion 

Since syndromic surveillance first became widely used in the beginning of the 21st 

century, it has demonstrated remarkable adaptability to the changing needs of public 

health surveillance. Its flexibility of utilising a wide range of data sources has allowed 

it to take advantage of changing healthcare-seeking behaviours. Although syndromic 

surveillance is intrinsically non-specific, the utilisation of syndromic surveillance data 

sources allows for the early detection of outbreaks, and broader estimation of disease in 

the community. When integrally linked to public health investigation and response, 

syndromic surveillance can be used to augment traditional surveillance methods, and 

provide vital information to allow informed decision on public health threats the and 

appropriate response.  
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1.5 What has Been Described and What is Missing in the 
Literature? 

When syndromic surveillance was first developed its primary aims was to detect bio-

terrorism events, since then, its purpose has moved evolved. Currently the primary 

purpose of the syndromic surveillance service operated by PHE is the early detection of 

outbreaks, situational awareness and for reassurance to the lack of threat from large 

events (G. E. Smith et al. 2019), including monitoring seasonal respiratory virus 

activity, extreme weather events, mass gatherings, air pollution, and norovirus activity. 

Data from the syndromic surveillance service at PHE is available from multiple 

healthcare services at daily time points, covers a large proportion of the population, with 

data available at small geographical units. This rich data source has enormous potential 

to detect and monitor public health threats outside the routine purpose of ReSST. Two 

previous studies have successfully utilised the large population and high spatial 

resolution of this data to estimate the relationship between socioeconomic status and 

presentations to services monitored by syndromic surveillance. Todkill et al. (2017a) 

estimated the relationship between socioeconomic status, urbanicity and allergic rhinitis 

presentations to GP services, it was observed that consultations rates were higher in 

more urban areas and areas that were more socioeconomically deprived. Adams et al. 

(2018) estimated the relationship between call related to gastrointestinal illness to 

NHS111 and socioeconomic status, with those from more deprived backgrounds at 

higher risk of calling NHS111. The data from ReSST provided access to novel datasets, 

allowing a better picture of what is going on in the community compared to traditional 

data sources.  

Although previous studies have utilised the geographical resolution of syndromic 

surveillance, there has been few previous studies exploring both its spatial and temporal 

utilities. The frequency at which data is available and the granularity of the local 

geography may allow us to explore healthcare usage in ways not previously explored. 

In this thesis we will use respiratory presentations to three healthcare services in the 

community (NHS111, GPIH and GPOOH) to explore how syndromic surveillance can 

be used in spatial and temporal epidemiological studies to identify and quantify public 
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health issues. Respiratory issues were chosen as their high burden of illness will result 

in more presentations compared to other types of disease, giving us more opportunity 

to explore spatial and temporal relationships.  

Although syndromic surveillance data is available from five healthcare services; 

NHS111, GPIH, GPOOH, ambulance services and ED, for this thesis, only data from 

NHS111, GPIH, GPOOH will be used. In the literature when observational 

epidemiological studies are conducted, they primarily use data use data from 

hospitalisations or laboratory data, leaving information in the community poorly 

defined. By focusing on NHS111, GPIH and GPOOH we can explore respiratory 

presentations in the community.  

For part of this thesis, we will focus on respiratory presentations in children under-5 

years, particularly in relations to RSV. This is because of the high burden of respiratory 

issues and RSV in children under-5 years. RSV in particular has a high burden on 

children under-5 years, with previous studies on burden estimates poorly defining cases 

in the community (Ajayi-Obe et al. 2008; Cromer et al. 2017; Hardelid, Pebody and 

Andrews 2013; Müller-Pebody et al. 2002; J. Murray 2013; Reeves et al. 2017; Taylor 

et al. 2016). RSV in children under-5 years also has distinct symptoms with lower 

respiratory tract involvement (Ogra 2004), which may allow us to detect RSV cases 

from the respiratory symptoms used syndromic surveillance. The primary aim of this 

thesis is to explore spatial and temporal associations of respiratory presentations in the 

community using syndromic surveillance. This will allow us to observe the utility of 

syndromic surveillance data in identifying and qualifying public health threats in spatial 

and temporal observational epidemiological studies.  

The aims of this thesis are: 

1. To identify and quantify the demographics who use these services monitored by 

syndromic surveillance. 

2. To estimate the community burden of RSV in children under-5 years using data 

from syndromic surveillance use these systems to estimate the burden of RSV. 
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3. Use RSV burden estimated to explore the spatial and temporal distribution of 

RSV presentations in young children. 

4. Explore the relationship between weather and respiratory presentations in 

children under-5 years. 

 

 

1.6 Contribution to the Literature 

In this thesis we have successfully demonstrated how data from syndromic surveillance 

can be used for spatial and temporal observational epidemiological studies, despite its 

limitations. Deprivation, age and gender have been shown to play an important role in 

who seeks healthcare in the community. Although these factors and how they contribute 

to ill health have been widely described in the literature, we demonstrated that, for these 

healthcare services, there are little differences in who seeks healthcare for only 

respiratory illness and for all illnesses. This highlights there are similar drivers of all 

diseases, whether they are aetiological or due to behavioural factors, or both.  

Using syndromic surveillance data, we estimated the burden of RSV in children under-

5 years in the community using temporal analysis, providing further insight into this 

illness. Previous estimates of RSV have not managed to fully capture community 

burden, here we have highlighted the high burden of RSV in this age group, especially 

in comparison to influenza. By using data from syndromic surveillance, we managed to 

detect many more presentations attributed to RSV, that would have been detected 

through laboratory surveillance. Estimating disease burden at the community as well as 

in acute setting is an important step in further understanding disease transmission 

dynamics.  

In order to explore possible regional differences in RSV activity we estimated the 

burden of RSV, as well as other metrics for activity. Although we did not observe 

meaningful differences in regional RSV activity, we highlighted the limitations of 

syndromic surveillance data. It is empirical to fully understand the strengths and 

weaknesses of data when undertaking epidemiological research. In this case, although 
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there is the potential to cover the full geography of England, the passive nature of 

syndromic surveillance meant that there were long periods where large geographical 

areas have no surveillance coverage for the GPOOH surveillance system. This limited 

the ability to conduct analysis that compared geographical regions. We have also 

highlighted the role of meteorological conditions in presentations for respiratory 

infections in children under-5 years. We have demonstrated that these factors play a 

role geographically and all year round. With growing interest in forecasting disease or 

healthcare presentations, these observations can be used in forecasting models as we 

have demonstrated that there is a relationship between meteorological conditions and 

respiratory presentations to healthcare services.  

 

1.7 Thesis Structure 

This thesis is divided into five chapters. 

Chapter 2 describes the syndromic data used in this thesis. Data was obtained from 

ReSST, from three healthcare services that are operate in the community; NHS111, 

general practice in-hours and general practice out-of-hours. In this chapter the 

healthcare services that provide the data are described as well as the remit for ReSST. 

Chapter 3 estimates the demographic and socioeconomic patterns in healthcare-

seeking behaviour for respiratory presentations to three healthcare services in England 

(NHS111, GPIH and GPOOH). Data was obtained annually for 2015 and 2016 and 

analysis was conducted using generalised linear models (GLM) and generalised linear 

mixed models (GLMM). Comparisons were made with non-respiratory presentations to 

identify whether associations are specific to respiratory disease. Young males (<5 years) 

were observed to have the highest rate respiratory presentations to all three healthcare 

services. Those from more deprived areas were more likely to seek healthcare due to 

respiratory symptoms compared to those from the least deprived areas. Comparable 

results were observed between respiratory and non-respiratory presentations suggesting 

that demographic and socioeconomic factors may be the strongest influencers of 

healthcare-seeking behaviours. 
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A similar version of this chapter has been published as: Morrison, K. E.; Colón-

González, F. J.; Morbey, R. A.; Hunter, P. R.; Rutter, J.; Stuttard, G.; de Lusignan, S.; 

Yeates, A.; Pebody, R.; Smith, G.; Elliot, A. J.; Lake, I. R. (2020). Demographic and 

socioeconomic patterns in healthcare-seeking behaviour for respiratory symptoms in 

England: a comparison with non-respiratory symptoms and between three healthcare 

services. BMJ Open 2020;10:e038356. doi: 10.1136/bmjopen-2020-038356 
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Chapter 4 estimates the weekly community burden of RSV in children under-five years 

in England, using respiratory presentations to three healthcare services (NHS111, GPIH 

and GPOOH), from 11th of November 2013 to 18th of June 2018. Time-series Poisson 

and negative binomial GLM was used to model each syndromic indicator included in 

the analysis. Estimates were made while controlling for; other respiratory pathogens, 

public holidays, seasonality, and temporal autocorrelation. Comparisons were made 

between age groups (< 1 year and 1-4 years), with influenza (A+B) and with the number 

of cases detected by laboratory testing. RSV was estimated to account for almost 

200,000 presentations to NHS111, GPIH and GPOOH per year. The ratio of influenza 

presentations to RSV presentations was 1:3.1, the ratio difference was highest in 

children under-1 year. For every case of RSV reported by laboratory surveillance we 

estimate there were 69 healthcare presentations.  

Chapter 5 estimates differences in RSV activity (burden, start, peak and length) across 

nine PHE centres in England, in children under-1 year. Activity was measured using 

weekly respiratory presentations to two healthcare services: NHS111 and GPIH from 

30th June 2014 to 25th June 2018. Poisson GLM, using a Bayesian approach, were used 

to estimate the number of RSV attributable presentations from respiratory syndromic 

indicators while controlling for; other respiratory pathogens, public holidays, 
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seasonality, and temporal autocorrelation. The burden of RSV appeared to vary 

spatially, with burden highest in the southern regions of England. There were no 

meaningful spatial differences in start, peak and length of RSV activity.  

Chapter 6 explores the association between meteorological conditions (temperature, 

humidity, rainfall and wind speed) on weekly NHS111, GPIH and GPOOH 

presentations due to acute repository illness in children under-5 years in England from 

11th November 2013 to 18th June 2018. Analysis was conducted using Bayesian spatial-

temporal Poisson GLM while accounting for gender, public holidays, seasonality, and 

spatially and temporally structured random effects. We explored both linear and non-

linear relationships, as well as the spatial and monthly associations. Most of the 

respiratory indicators studied had a negative important relationship with temperature 

and rainfall, and positive important relationship with humidity and wind speed. No 

meaningful spatial patterns could be observed and when monthly relationships were 

explored, we observed that meteorological conditions have an influence all year round. 
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Chapter 2 

Public Health England’s Real Time 
Syndromic Surveillance Service 

 
Data for this thesis was obtained from Public Health England’s Real Time Syndromic 

Surveillance Service between 2015 and 2019. Descriptions of the healthcare services, 

data and surveillance systems are correct as of the time data was received.  

 

2.1 Background 

Public Health England (PHE) operates a national near real-time syndromic surveillance 

service (ReSST) monitoring five healthcare services: telehealth, general practice (in and 

out of hours), ambulance services, and emergency departments. The healthcare services 

monitored are operated by the national health services (NHS) and are free at the point 

of delivery. The presence of the NHS has allowed for the establishment of ReSST as it 

provides consistent and comprehensive healthcare across England. These systems 

routinely collect health-related data comprising of symptoms or clinical signs of disease 

reported by patients or clinicians before a laboratory or confirmatory clinical diagnosis 

of illnesses is made. The data collected by these systems are analysed through 

descriptive and statistical modelling methods to generate alerts for public health action 

(Morbey et al. 2015a; 2015b). Alerts are, typically, generated when activity is high in 

comparison to historic trends, but alerts can also be generated when there is a recent 

increase in activity even if low by historical level (Morbey et al. 2015b). When 

syndromic surveillance was first established in the US in the 2000’s its focus was on 

the detection of bioterrorism events and influenza activity. Now, this remit has evolved 

to encompass more uses. Currently, the remit of ReSST is for the early detection of 

outbreaks, both seasonal (such as influenza) and sporadic (such as cryptosporidium), 
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situational awareness (e.g., describing the impact of weather events), and for 

reassurance to the lack of threat to public health (such as from mass gatherings) (G. E. 

Smith et al. 2019). The systems monitored by ReSST have been developed to meet the 

three main definitions of syndromic surveillance as described by the Triple S Project 

(Triple S Project 2011):  

1. the near-real time collection, analysis, interpretation and dissemination of 

health-related data, for the identification of impact of public health threats; 

2. collection of non-specific health indicators that are based on clinical signs and 

symptoms of disease, and not laboratory-confirmed diagnosis; 

3. data is already collected for purposes other than surveillance and is generated as 

to not create an additional burden to healthcare providers.  

In England, a national unit of syndromic surveillance has been in development since 

1998 when it was part of the Health Protection Agency (HPA), which was integrated 

into PHE in 2011. In preparation for the London 2012 Olympic games, the existing 

systems (general practitioner in-hours, NHS Direct and emergency departments) were 

strengthened and new systems (general practitioner out-of-hours) were developed in 

order to deliver the comprehensive service, which is in use now (Elliot et al. 2013). 

Since the London Olympic games ReSST has developed two new surveillance systems 

monitoring the telehealth system NHS111 (Harcourt et al. 2016), an evolution of the 

NHS Direct service, and the ambulance service (Todkill et al. 2017b). Information on 

presenting symptoms as well as demographic information is collected daily, from 

activity the previous day for NHS111, general practitioner in-hours (GPIH), general 

practitioner out-of-hours (GPOOH) and ambulance surveillance systems. Emergency 

departments (ED) daily reports are from two days prior, because not all information is 

available within 24 hours. The data collected from these services is provided in 

aggregated form and is anonymous with no personal/practice identifiers recorded.  

In this chapter, we describe the main sources of data used in this thesis which were 

obtained from ReSST. As this thesis focuses on data from the community, and not acute 

healthcare settings, and utilises spatial analysis, we only included data from the 

NHS111, GPOOH and GPIH systems. At the time of receiving the data for this thesis 
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there was limited coverage in England for the ED and ambulance surveillance systems. 

By focusing on these three community healthcare services, we are able to explore 

healthcare-seeking behaviours at the community level as opposed to the more acute 

healthcare level.  

 

2.2 NHS111 

NHS111 is a medical helpline, run by trained call handlers, for advice on urgent, non-

life-threatening health problems, it also acts as a triage system and has the capability to 

provide access to general practitioners (GP) (both in and out-of-hours) or can trigger an 

ambulance response. It is free to access through a three-digit (111) telephone number 

and is available to anyone in England. This service is available 24 hours a day, 365 days 

a year (NHS 2017). ReSST has monitored NHS111 as part of its national suite of 

surveillance systems since 2013 (Harcourt et al. 2016). The use of NHS111 does not 

require pre-registration and anyone can contact this service, such as foreign visitors.  

NHS111 uses a symptom-based Clinical Decision Support Software (CDSS), to assess 

the need of the caller and provide appropriate advice, such as signposting to a 

pharmacist, or an action (such as providing an ambulance). NHS111 uses the CDSS 

NHS Pathways, the same tool is also used by the ambulance service, in urgent care 

assessment units and with patients presenting at emergency departments (NHS Digital 

2020). Non-clinical trained call handlers are presented with a series of questions to ask 

the patient. Questions are asked in a clinical hierarchy with the most serious questions 

asked first, progressing to questions about less serious symptoms. Through a series of 

algorithms that link questions and advice a clinical endpoint is reached whereby the call 

handler can give advice or trigger an appropriate clinical response (NHS Digital 2020). 

The NHS Pathways systems is split into three symptom-based modules. Module 0, is 

the start of the pathway, where questions about the most serious symptoms are asked, 

such those on blood loss, loss of consciousness, and heart attacks. The NHS111 

surveillance system does not receive data from the Module 0 pathway. If the answers 

provided are assessed as serious the handler will trigger the dispatch of ambulance 
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services without further questioning. Module 1 uses a body map relevant to the patients 

age and gender, with questions selected based on the patient’s main symptom, again 

these questions are asked in a hierarchical order with questions regarding the most 

serious symptoms first. Module 2, is used when calls become too complex for the 

trained call handlers to safely triage and in these scenarios the call is transferred to 

trained in-house clinicians for assessment (NHS Digital 2020).  

The NHS111 surveillance system obtains syndromic indicators based on the chief 

complaint at the clinical endpoint of the call after the triage process. A number of 

syndromic indicators are collected by ReSST to enable the monitoring of key infections, 

such as influenza, or environmental issues, such as gastrointestinal outbreaks, for health 

protection purposes (Harcourt et al. 2016). Syndromic indicators monitored through this 

surveillance system include: Cold/Flu, Fever, Cough, Difficulty Breathing, Diarrhoea, 

Vomiting, and Heat/Sunstroke (Harcourt et al. 2016). Information on the patients age, 

gender, geographic location (postcode district) and call outcome (i.e., ambulance call 

out or self-care advice given) is collected through the surveillance system. The total 

number of calls to the NHS111 service is also collected for epidemiological analysis 

and can be used as a denominator. This is to adjust for fluctuations in the daily call 

numbers and to compensate for the staggered roll out of the service (Harcourt et al. 

2016).  

NHS111 data has distinct weekly pattern. An analysis of the service conducted by 

ReSST between November 2013 and November 2014 found that the total number of 

calls to this service was highest over the weekends and during public holidays. It was 

also observed that 20-30% of calls did not have syndromic information and <2% did 

not include a postcode district (the lowest geography of caller) allocated (Harcourt et 

al. 2016). There are several reasons as to why a call to NHS111 may not results in a 

syndromic indicator being recorded. Threats to life, where the Pathway detects the most 

serious symptoms such as heart attacks or heavy blood loss will results in an immediate 

dispatch of ambulance services and therefore a symptom would not be recorded. Callers 

with pre-determined management plans or frequent callers (both identified through the 

NHS111 service) may also not have a symptom recorded (Harcourt et al. 2016). 
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Analysis of NHS111 data as part of this thesis between the 1st of January 2015 and the 

31st of December 2016 found 2.9% of callers did not have geographical information 

recorded.  

Since its implementation in 2013, syndromic surveillance of NHS111 has routinely 

been used in epidemiological studies to monitor and evaluate outbreaks and public 

health incidents. In conjunction with surveillance of GPOOH, surveillance of NHS 111 

was used to develop thresholds for influenza and respiratory syncytial virus activity to 

detect and predict significant episodes of activity in these viruses to aid monitoring 

(Harcourt et al. 2019). Surveillance of NHS111 was used to contribute to the 

understanding of an atypical winter respiratory illness season in 2014/15; where a 

higher level of activity of acute respiratory disease (influenza-like illness, severe 

asthma, and pneumonia) was noted in older age groups in comparison to previous years 

(S. Smith et al. 2017). It has also been used as part of an ecological study investigating 

the social pattering of telehealth calls regarding diarrhoea and vomiting, it was observed 

that more deprived areas of England had a higher incidence of calls regarding 

gastrointestinal illness compared to the least deprived areas (Adams et al. 2018). During 

a period of widespread poor air quality in England in March and April 2014, syndromic 

surveillance was used to monitor community health; for which respiratory indicators 

from the surveillance of NHS111, GPIH and GPOOH were used. During this period of 

poor air quality, statistically significant rises in presentations for a variety of respiratory 

conditions, including asthma and wheeze, were detected, these rises were observed to 

be short-lived (G. E. Smith et al. 2015; Elliot et al. 2016a).  

 

2.3 General Practice In-Hours (GPIH) 

GP services, also known as primary care or family doctors/medicine, provide care for 

routine illnesses, and are often a patient’s first point of contact for healthcare. They 

diagnose illness, provide treatment, and can refer patients to more specialised clinics 

for treatment if necessary. They have a wider role in public health in the community by 

promoting healthy lifestyles and the prevention of chronic illness. GP services include; 
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treatment for minor injuries or illness, health advice (smoking cessation or weight loss), 

vaccinations, health screening, monitoring of chronic illness and prescriptions. 

Generally, most GP services are run under a nationally negotiated contract, negotiated 

by the General Medical Services, whereby the GP is paid a sum per patient registered, 

and for the provision of certain enhanced services, such as extended opening hours, or 

reaching targets, such as the number of influenza vaccinations given (The King’s Fund 

2011). GP in hours services can only be accessed by those who are registered with the 

service, and, typically, require a pre-arranged appointment to attend.  

Syndromic surveillance of GPIH services began in 2004 as part of a collaboration 

between the University of Nottingham Division of Primary and the HPA. The 

collaborative project with HPA was establish in response to the UK Influenza Pandemic 

Contingency Plan, which emphasised the importance of increased, up-to-date 

surveillance from general practice (NHS 2005). Key areas of information were lacking 

from previous community surveillance systems such as, sub-regional and prescription 

data, and there was a large time delay in receiving the information. Through this 

collaboration, key conditions were identified that may indicate areas of health 

protection concern and could be used for the timely surveillance of incidents. The 

conditions were based on the Read coding system used in GP settings (Robinson et al. 

1997; NHS Digital 2018). Read codes are clinical terminology, primarily used in GP 

settings, to provide a standardised vocabulary for clinicians to record patient 

interactions, and have been in use since 1985 (Robinson et al. 1997; NHS Digital 2018). 

These key conditions included symptomatic data that were related to respiratory, and 

gastrointestinal related illnesses and information of vaccine uptake with data extracted 

weekly with additional information on the patients age, sex and the strategic health 

authority (SHA) of residence (G. E. Smith et al. 2007).  

Since its implementation in 2004, the syndromic surveillance of GP services has 

evolved considerably with data now submitted daily, more clinical codes are obtained 

and information from another GP IT provider, TPP (The Phoenix Partnership), is 

received. The surveillance system is now estimated to cover 55% of England’s 

population (PHE 2015), although as data submission is voluntary, coverage can vary 
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spatially and temporally. Given that two different computer systems submit data, there 

are some differences between the information available. Data from EMIS Health is 

available subdivided by age and sex at SHA level only, whereas data from TPP is 

available subdivided at lower levels of geography, postcode district, but this data is not 

subdivided by age and gender. Some syndromic indicators, for example Acute 

Bronchitis are only available from the TPP.  

Surveillance of GPIH services was used successfully to monitor the influenza A (H1N1) 

pandemic in 2009, the system obtained information from 3,400 EMIS practices which 

covered around 38% of the UK population, 23 million people (Harcourt et al. 2012a). 

During the pandemic the surveillance system was able to provide real-time data relating 

to the situation and the overall impact and burden on primary-care services at both 

national and sub-national level (Harcourt et al. 2012a). The GPIH surveillance system 

was also vital in providing reassurance to planners of the London Olympic games on 

the impact on mass gatherings (Todkill et al. 2016; Severi et al. 2012). It was used to 

monitor community health during the 2010 Icelandic volcanic ash cloud that travelled 

across the UK; the system was able to show there was no immediate impact to 

community health using real-time data (Elliot et al. 2010). It has also been used to 

monitor the health impact of heatwaves (S. Smith et al. 2016a; 2016b; Elliot et al. 2014), 

assess the possible impact of the rotavirus vaccination campaign (Bawa et al. 2015), 

monitor the trends of asthma presentations in relation to school terms (Bundle et al. 

2019), estimate the socioeconomic and geographical variation in Allergic Rhinitis 

consultations (Todkill, et al. 2017a) and monitor primary-care attendances for Fever 

after meningococcal B vaccination in infants (Harcourt et al. 2018).  

 

2.4 General Practice Out Of-Hours (GPOOH) 

General practice out-of-hours or unscheduled care services provide access to healthcare 

when GP surgeries are closed, typically between 6:30 pm and 8:00 am, at weekends, 

and during public holidays. This service is for patients who have urgent healthcare 

needs that cannot wait until their GP practice is open, but where the need is not serious 
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enough for them to be referred to emergency departments. Prior to 2004, GPs provided 

out of-hours care either as a practice or as part of a co-operative. From 2004, a change 

of contract allowed GP practices to opt out of out of-hours care and transfer 

responsibility to primary care trusts. Through primary care trusts out-of-hours (OOH) 

services were provided through either GP co-operatives or commercial providers. By 

2012, only 10% of GP practices were still responsible for OOH services (Care Quality 

Commission 2014). The GP’s that work in OOH services can be local GP’s, dedicated 

OOH GPs, or locum GP’s. With the introduction of NHS111, the provision of GPOOH 

services changed, with NHS111 able to better sign-post patients to the appropriate level 

of care, and provide the access to OOH for many of the GPOOH providers, this resulted 

in a reduction in the number of cases being handled by GPOOH with 8.6 million cases 

in 2007/08 to 5.8 million in 2013/14 (National Audit Office 2014). In some areas, 

NHS111 and GPOOH services are provided by the same organisations (Care Quality 

Commission 2014; National Audit Office 2014). GPOOH services can be accessed 

through NHS111, but also include walk in centres. GPOOH services do not require pre-

registration and can be used by anyone, including foreign visitors. 

Syndromic surveillance of the GPOOH service was also introduced as part of the 

expansion of the syndromic surveillance programme by the HPA in response to the 

London 2012 Olympic games. Its introduction aimed to fill the gaps identified in the 

existing monitoring of GPIH services (Harcourt et al. 2012a). The provision of daily 

data from the GPOOH services to ReSST is voluntary. Each provider submitted 

automated daily extracts of anonymised consultation activity. Data from the providers 

included age, gender, postcode district, clinical diagnostic codes, prescribing 

information and informational outcomes (Harcourt et al. 2012a).  

Clinical diagnostic codes used in GPOOH services are based on Read codes. The 

syndromic indicators used in this surveillance system were developed by aggregating 

similar Read codes into clinical syndromic indicators. The indicators that were chosen 

to be monitored by the surveillance system were developed in response to the 

requirements of enhanced surveillance of mass gatherings, and to the needs in 

responding to public health incidents (Harcourt et al. 2012b). The syndromic indicators 
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developed for this surveillance system from Read codes include; Acute Respiratory 

Illness, Influenza-Like Illness, Difficulty Breathing/Wheeze/Asthma, Gastroenteritis, 

Vomiting, Diarrhoea, and Heatstroke (Harcourt et al. 2012b). Some data quality issues 

have been noted with the surveillance of GPOOH, as providing a Read code for 

consultations is not mandatory for all providers, therefore the level of coding between 

providers can range from 10% to over 90%. When a code is not present, a syndromic 

indicator cannot be assigned, making the record unusable for surveillance purposes. 

This can have a severe impact of monitoring data at the local level, as a provider submits 

data covering a certain geographical area (Harcourt et al. 2012b). This surveillance 

system is estimated to cover 80% of the population of England (PHE 2015).  

The introduction of the GPOOH surveillance system, along with surveillance of 

emergency departments, was successfully able to provide reassurance to planners of the 

London Olympic games on the impact on mass gatherings (Todkill et al. 2016). Since 

its implementation for the 2012 London Olympic Games, it has successfully been used 

as part of the programme of syndromic surveillance to monitor the impact of public 

health events. During the 2013 summer heatwave in England surveillance of GPOOH 

services, along with surveillance of GPIH, NHS Direct and emergency departments, 

was used to monitor the impact to public health. The syndromic indicators Impact of 

Heat and Heat/Sun Stroke were monitored during the period of interest. Significant 

increases in these indicators were observed during the heatwave period, and ReSST 

were able to provide near-real time information to healthcare planners and clinicians (S. 

Smith et al. 2016a; Elliot et al. 2014). It has also been used to estimate the impact of 

arthropod bites requiring healthcare (Newitt et al. 2016), assess the likely impact on the 

Rotavirus vaccination program in England (Bawa et al. 2015), and assess the burden of 

seasonal respiratory disease on GP services (Morbey et al. 2018).  

 

2.5 Developments in the Surveillance Systems Since 2019 

All the data for this thesis was collected from ReSST by the end of 2019. For 

information we consider developments in the surveillance systems since 2019. Due to 
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the COVID-19 Pandemic the way healthcare was accessed changed to protect patents 

and healthcare workers. Those who required advice or support from a GP were required 

to call their GP surgery for advice on their needs, where a telephone or video call would 

be booked if required. Only in cases where it was absolutely necessary were patents 

asked to visit the surgery for in-person appointments. Those who required urgent help 

through NHS111 services were asked to use the NHS111 online service. This online 

service is similar to the telephone service where questions are asked to assess your 

needs. Through this online service people can check if symptoms require further help, 

see if their symptoms could be due to COVID-19, get emergency prescribed medication, 

book a COVID-19 vaccination and find out about testing for coronavirus. People were 

requested not to call NHS111 unless they needed urgent help for a child under-5 years 

or could not get help online. Those with life threatening emergencies were requested to 

call 999 and avoid going straight to emergency departments (NHS 2021). These had 

large impacts upon the data received by ReSST. In response to the changes in healthcare 

usage ReSST introduced a 6th surveillance system, NHS online which monitored 

potential COVID-19 assessments from March 2020 and went live in May 2020. A new 

“potential COVID-19” NHS111 indicator was also developed to monitor COVID-19 

cases, this indicator included NHS111 calls triaged through the COVID-19 Pathway 

and with a COVID-19 disposition (outcome). A “COVID-19-like” indicator was also 

introduced to the GPIH surveillance system. This new indicator is based on new 

diagnostic codes released in March 2020 to record patients presenting to primary care 

services with potential COVID-19 symptoms. It has also been noted by ReSST that due 

to changes in the way patients have accessed healthcare during the COVID-19 

pandemic, syndromic data has to be interpreted with context and caution during this 

time. 

The clinical data received from GP services used in this thesis was based on Read codes. 

These were used widely up until 2018 when NHS England switched to SNOMED 

Clinical Terms (CT). By 2020 all services which used Read codes had switched to 

SNOMED CT. This change allowed clinical information to be recorded consistently 

and accurately, as well as allowing the simplified exchange of information between 



53 
 

services (for example hospital discharge information no-longer needs to be re-entered 

into GP systems) (NHS Digital 2021a).  

In this thesis the data from the GPIH service was received from GPs who used two 

software providers, EMIS and TPP. From April 2021 the contract between ReSST and 

EMIS ended therefore data is no longer used from this provider for syndromic 

surveillance.  

 

2.6 Considerations for Data Used in this Thesis  

Data from the three syndromic surveillance systems described (NHS111, GPIH, 

GPOOH) are used throughout this thesis. The focus of this thesis is on how syndromic 

data can be used to monitor respiratory illness. Therefore, we only use indicators that 

may be indicative of respiratory infections or disease. These indicators are described in 

Table 2.1. Data obtained for this thesis was aggregated counts (number of presentations 

for each indicator) per unit time and by geographical location, subdivided by age and 

gender. The data used in each chapter is described in Table 2.2. 

There were some general considerations to be made when obtaining the data. 

Buckingham-Jeffery et al. (2017) outlined that there are strong influences of weekday, 

weekend and public holidays on the daily syndromic data. GPIH service are closed 

during evening, weekends and public holidays, with GPOOH services taking over 

during this time therefore both these services will have very different usage patterns 

during these times. NHS111 operates 24/7, 365 days a year, but also observes different 

usage patterns when other services are not in operation. The same study identified that 

failing to account for these biasing effects can lead to misinterpretations (Buckingham-

Jeffery et al. 2017). Given this situation, we will analyse data at weekly or annual 

temporal resolutions, while accounting for the number of public holidays during the 

time period studied.  

Syndromic data collects data on healthcare-seeking behaviour not disease incidence. 

Many factors may influence this including; age, gender, socioeconomic status and 
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media reporting. One good example of this is Elliot et al. (2016b), which identified the 

impact of media reporting on public health events. Between 31st of July and 4th August 

2015 Cryptosporidium spp. oocysts were identified in water treatment works that 

supplied the public drinking supply in the North West of England. This resulted in a 

boil water notice being issued, which instructed that water from the public mains was 

not safe to drink unless boiled first. During this incident there was significant media 

coverage. Syndromic surveillance was used to monitor increases in gastrointestinal 

presentations possibly related to this incident. In the areas affected, GPIH consultations 

for gastroenteritis increased by 24.8% and diarrhoea consultations increased by 28.5%; 

however, no laboratory confirmed cases associated with the incident were reported. The 

authors suggested that these observations were caused by changes in healthcare-seeking 

behaviour driven by the intense media coverage (Elliot et al. 2016b). This highlights 

that healthcare-seeking behaviours need to be considered when interpreting the findings 

of any research using this data.  

Routinely, ReSST use the total number of presentations to account for daily fluctuations 

of coverage, the English population that is monitored by the surveillance systems, for 

the NHS111 and GPOOH systems. For the purposes of this thesis the denominator used 

was the population of England, and periods of poor coverage were estimated using 

statistical methods. This change in approach was undertaken because it was noted that 

there were instances where data on the total number of contacts was collected, but not 

information on the specific syndromic indicators. By estimating population coverage, 

we will also be able to provide incidence rates based on the population rather than based 

on the proportion of presentations, which can be influenced by the number of 

presentations due to other illnesses. The total number of registered patients monitored 

by the GPIH surveillance system is collected daily, therefore this was used as the 

population denominator for analysis of GPIH data.  

Another consideration when interpreting findings when using this data is that in both 

between the surveillance systems and within the surveillance systems there is a 

hierarchy. NHS111 can be used to access GPOOH services, and can also be used to get 

appointments for GPIH services. Therefore, the services do not operate in isolation from 
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each other, and one person can be presented to all three services for the same illness. 

Therefore, when interpreting findings from these services, it is not possible to equate 

one presentation to one case if illness, as this could result in double counting. Within 

the GPIH and GPOOH systems some of the indicators are subsets of other, broader, 

indicators. For example, the GPOOH indicator All Respiratory Disease consists of two 

other indicators: Difficulty Breathing/Asthma and Acute Respiratory Infection. This 

needs to be accounted for in the analysis and interpretation of the data. The hierarchy 

of the systems and indicators in described in Figure 2.1. 

 

2.7 Conclusion 

Here we describe the three community healthcare services monitored by ReSST that 

will be used in this thesis: NHS111, GPIH and GPOOH, how clinical data is recorded 

by ReSST. Data from these services is collected in near real-time and comprises of 

symptoms and clinical diagnosis, before laboratory confirmation can take place. This 

allows it to detect and monitor public health threats in real-time and in the community. 

Data has primarily been used to monitor and detect outbreaks and for situational 

awareness. This thesis will focus on this syndromic data to explore its utility in 

epidemiological studies.  
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Service Indicator Definition Chapter 
Used 

N
H

S
 1

11
 

Difficulty Breathing Patients calling NHS 111 and reporting symptoms of breathing problems, breathlessness 
or wheeze. This syndromic indicator excludes callers reporting symptoms of difficulty 
breathing which the handler assesses as being of immediate threat to life for which an 
emergency ambulance is required. These patients would not routinely continue with 
telephone triage and therefore would not have a Pathway selected. 

3, 4, 5, 6 

Cough Patients calling NHS 111 and reporting symptoms of cough 3, 4, 5, 6 
Cold/Flu  Patients calling NHS 111 and reporting symptoms of colds and/or influenza 3, 4, 6 
Fever Patients calling NHS 111 and reporting symptoms of fever 4 
Sore Throat Patients calling NHS 111 and reporting symptoms of sore throat 4 

G
PO

O
H

 

All Respiratory Disease (ARD) All indicators related to respiratory diseases 3, 4, 6 
Difficulty Breathing/ 
Wheeze/Asthma (DBWA) 

Difficulty breathing/wheeze/asthma - includes codes indicative of asthma, wheeze and 
difficulty breathing e.g., dyspnoea, bronchial breathing, expiratory wheeze and stridor. 

3, 4, 6 

Asthma Diagnoses of acutely presenting or severe asthma including asthma attack, not including 
routine consultations (where possible to distinguish and not including prescription links) 

3, 4 

Acute Respiratory Infection 
(ARI)  

Acute respiratory infection - includes all codes indicative of an acute respiratory infection 
e.g., acute sinusitis, viral pneumonia, influenza and pleurisy 

3, 4 

Influenza Like Illness (ILI) Codes indicative of influenza 3, 4, 6 
Bronchitis/Bronchiolitis Codes indicative of bronchitis and bronchiolitis 3, 4, 6 
Pharyngitis/Scarlet Fever Codes indicative of pharyngitis and Scarlet Fever 3, 4, 6 

G
PI

H
 

Upper Respiratory Tract 
Infection (URTI) 

Codes suggestive of an acute bacterial or viral infection mainly affecting the upper 
respiratory tract (includes colds/flu, sinusitis, throat infections, ear infections). 

3, 4, 5, 6 

Influenza Like Illness (ILI) Codes suggestive of influenza 3, 4, 6 
Pharyngitis or Scarlet Fever Codes indicative of pharyngitis and Scarlet Fever 4 
Scarlet Fever Codes indicative of Scarlet Fever 4 
Lower Respiratory Tract 
Infection (LRTI) 

Codes suggestive of an acute bacterial or viral infection mainly affecting the lower 
respiratory tract including pneumonia, bronchitis, bronchiolitis, pleurisy and 
complications. Includes codes for the pneumonia indicator. 

3, 4, 5, 6 

Pneumonia Codes for pneumonia 3, 4 
Severe Asthma Codes for asthma 3, 4 
Bronchitis/Bronchiolitis Codes for bronchitis and bronchiolitis 3, 4, 6 

Table 2.1: Definitions of the syndromic indicators used in this thesis. 
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Chapter Title Syndromic 
Systems 
Used 

Respiratory Indicators Used  Age Group Spatial 
Resolution 

Temporal 
Resolution 

Demographic and socioeconomic 
patterns in healthcare-seeking 
behaviour for respiratory symptoms in 
England; A comparison with non-
respiratory symptoms and between 
three healthcare services 

NHS 111; 
GPOOH; 
GPIH 

-NHS 111: Difficulty Breathing + Cough + 
Cold/Flu as a combined respiratory indicator. 
-GPOOH: Acute Respiratory Infection + 
Difficulty Breathing/Wheeze/Asthma + 
Asthma as a combined respiratory indicator. 
-GPIH: URTI + LRTI as a combined 
respiratory indicator. 

All ages in 
age bands 
of: <1, 1-4, 
5-14, 15-
44, 45-64, 
65-74 and 
>75 years 

-NHS 111 
and 
GPOOH: 
Postcode 
district. 
-GPIH: PHE 
Centre 

Annual 

Estimating the Community Burden of 
Respiratory Syncytial Virus (RSV) in 
Children Under-Five Years, England. 

NHS 111; 
GPOOH; 
GPIH 

-NHS 111: Difficulty Breathing, Cough, 
Cold/Flu, Fever, Sore Throat. 
-GPOOH: ARD, DBWA, Asthma, ARI, ILI, 
Bronchitis/Bronchiolitis, Pharyngitis/Scarlet 
Fever. 
-GPIH: URTI, ILI, Pharyngitis or Scarlet 
Fever, Scarlet Fever, LRTI, Pneumonia, 
Severe Asthma, Bronchitis/Bronchiolitis 

Children 
under-5 
years in 
age bands: 
under-1 
year and 1-
4 years 

National  Weekly 

Identifying Differences in Regional 
RSV Community Attributable Burden 
and Seasonality in Children Under-
One Year, England 

NHS 111; 
GPIH 

NHS 111: Difficulty Breathing + Cough as a 
combined respiratory indicator. 
-GPIH: LRTI 

Children 
under-1 
year 

-NHS 111: 
UTLA. 
-GPIH: PHE 
Centre 

Weekly 

Exploring the Effect of 
Meteorological Conditions on 
Respiratory Syndromic Indicators in 
Children Under-Five Years, England. 

NHS 111; 
GPOOH; 
GPIH 

-NHS 111: Difficulty Breathing, Cough, 
Cold/Flu. 
-GPOOH: ARD, DBWA, ARI, 
Bronchitis/Bronchiolitis.  
-GPIH: URTI, ILI, LRTI, 
Bronchitis/Bronchiolitis 

Children 
under-5 
years 

-NHS 111 
and 
GPOOH: 
UTLA. 
-GPIH: PHE 
Centre 

Weekly 

Table 2.2: Summary of the data used in each chapter of this thesis. 
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Figure 2.1: Schematic hierarchy of the syndromic surveillance indicators used in the study and the services they relate to, using the 
example of respiratory conditions.
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Chapter 3 

Demographic and Socioeconomic 
Patterns in Healthcare-Seeking 
Behaviour for Respiratory Symptoms in 
England; A Comparison with Non-
Respiratory Symptoms and Between 
Three Healthcare Services 

 
3.1 What is Already Known on this Subject?  

 Existing studies have demonstrated an association between respiratory illness 

and age, gender and deprivation, with more healthcare presentations for females, 

the young and old and those from more deprived backgrounds. These studies 

have routinely focused on acute measures such as hospitalisations and previous 

research tends to focus upon respiratory presentations only, and does not 

compare results to non-respiratory presentations making it difficult to know 

whether the results are due to underlying aetiologies or demographic of social 

drivers of healthcare-seeking behaviour.  

 

3.2 What this Study Adds?  

 Similar trends were observed between respiratory presentations to three 

community healthcare services and age, gender and deprivation, these were 

comparable to associations seen in acute healthcare settings. This highlights the 

similar demographic patterns of healthcare usage for respiratory diseases at 

different points of access.  
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 Patterns for respiratory and non-respiratory presentations, were comparable 

suggesting similar drivers of healthcare-seeking behaviours for both respiratory 

and non-respiratory illnesses.  

 It was observed that presentation rates were highest in male children under-5 

years in comparison to females of the same age, for both respiratory and non-

respiratory presentations in the services studied. This observation requires 

further research as to the social and biological factors drive this relationship. 
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3.3 Abstract  

Acute respiratory diseases are a global issue with 4.7 million disability-adjusted life 

years lost due to upper respiratory tract infections, over 2.3 million deaths in 2016 due 

to lower respiratory tract infections, and 358 million people living with asthma, 

globally. It is crucial to investigate the demographic and socioeconomic patterns in 

healthcare-seeking behaviour, enabling targeted public health interventions. Previous 

studies focus upon acute measures of respiratory disease, which can underestimate 

disease burden. Here we identify the demographic and socioeconomic patterns of over 

13 million respiratory healthcare-seeking presentations to three healthcare services 

which capture more of the disease burden  

Generalised Linear Mixed Models were used to estimate the relationship between 

respiratory presentations to three healthcare services in England (NHS111; telehealth 

helpline, GPIH (general practitioner in-hours); family doctor services in-hours and 

GPOOH (general practitioner out-of-hours); unscheduled care) and patient’s age, 

gender, and deprivation. Results were compared between healthcare services, and with 

non-respiratory presentations. 

All services showed similar healthcare-seeking behaviours and similar patterns between 

respiratory and non-respiratory presentations. More respiratory presentations were 

observed for females, with 1.59, 1.73, and 1.95 times the rate of presentations to 

NHS111, GPOOH and GPIH, respectively. When compared to 15-44 year olds, there 

were 37.32, 18.66, and 6.21 times the rate of respiratory presentations to NHS111, 

GPOOH and GPIH in children under-1 year. There were 1.75 and 2.70 times the rate of 

respiratory presentations in the most deprived areas compared to the least deprived to 

NHS111 and GPOOH. Elevated respiratory presentations were observed for males 

under-5 years. Healthcare-seeking behaviours between respiratory and non-respiratory 

presentations were observed to be similar. 

When presentation rates in services that capture a more of the disease burden are 

explored, the demographic patterns are similar to those observed in acute settings. 
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Comparable results were observed between respiratory and non-respiratory 

presentations suggesting that when a wider spectrum of disease is explored, 

demographic and socioeconomic factors may be the strongest influencers of healthcare-

seeking behaviour. Higher presentation rates in male’s under-5 years for both 

respiratory and non-respiratory presentations require further research.  

 

3.4 Introduction 

Acutely presenting respiratory diseases, henceforth referred to as respiratory disease, 

including upper (URTI) and lower respiratory tract infections (LRTI) and asthma, have 

a substantial impact on individual health and healthcare systems. Globally, respiratory 

diseases are the second largest cause of lost disability-adjusted life years (DALYs) with 

an estimated one billion people suffering from acute or chronic respiratory diseases, and 

they result in four million premature deaths annually (WHO 2014; Nair et al. 2010). 

Globally, LRTI were the sixth leading cause of death, causing over 2.3 million deaths 

in 2016 (Troeger et al. 2018). URTI have a substantial impact on health burden with 

over 4.7 million DALYs lost globally in 2016 (Hay et al. 2017). Although asthma is a 

chronic condition, it often presents with acute exacerbations. Worldwide, as of 2015, 

around 358 million people were living with asthma (Soriano et al. 2017). 

Respiratory disease is a particular issue in the United Kingdom (UK). In the Global 

Burden of Disease Study 2010, the UK had the second highest number of age-

standardised DALYs due to LRTI and asthma out of 19 other high-income countries 

(C. Murray et al. 2013; GBDCN 2012). In comparison to 15 other European countries, 

the UK had one of the highest mortality rates due to respiratory infections (Mukherjee 

et al. 2016). In the UK, 15.8% of the population are predicted to develop asthma in their 

lifetime (Mukherjee et al. 2016). LRTI and URTI are estimated to cost the UK over 

£1.7 billion, and asthma over £3 billion annually (Trueman, Woodcock and Hancock 

2017).  
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To help develop and target interventions it is necessary to understand the sections of 

society most at risk from respiratory disease. In the UK, deprivation has repeatedly been 

linked to both respiratory morbidity and mortality (Al Sallakh et al. 2017; Jordan et al. 

2006; Riaz et al. 2011; Roberts et al. 2012; Snell et al. 2016). Factors attributed to higher 

rates of respiratory disease among more deprived areas include increased rates of 

smoking (Newton et al. 2015), higher levels of outdoor air pollution (Sofianopoulou et 

al. 2013), poorer quality housing (Gibson et al. 2011) and occupational hazards due to 

manual labour (Pleasants, Riley and Mannino 2016). Reduced prevalence of asthma 

(Iversen et al. 2005) and fewer deaths due to respiratory disease have been observed in 

more rural areas (Gartner et al. 2008).  

There is a complex relationship between respiratory diseases and gender, with many 

respiratory diseases affecting men and women differently in both prevalence and 

severity. There is growing evidence to suggest that there is a greater female incidence 

of chronic obstructive pulmonary disease (COPD), asthma, cystic fibrosis (CF) and non-

CF bronchiectasis (Raghavan and Jain 2016). Respiratory tract infections, on the other 

hand, occur at higher rates in males and tend to be more severe leading to higher 

mortality rates (Falagas, Mourtzoukou and Vardakas 2007). Although, females have 

higher rates of presentation with URTI compared to males (Falagas, Mourtzoukou and 

Vardakas 2007), males succumb more to LRTI, which are more severe than URTI and 

can lead to higher mortality rates (Falagas, Mourtzoukou and Vardakas 2007). Gender 

differences in respiratory diseases are affected by age, with male children more prone 

to illness, hospitalisation, and death due to respiratory diseases (Liptzin, Landau and 

Taussig 2015). This interaction is particularly prevalent in asthma, with male children 

twice as likely to develop the condition, but by adolescence the prevalence equalises 

between the genders (Vink et al. 2010). By adulthood there is a female predominance 

with women over 35 years having a 20% higher risk of asthma (Leynaert et al. 2012).  

Most of the studies discussed use laboratory confirmed, or diagnostic health data as 

measures of respiratory health from laboratory or hospital-based surveillance. One 

prominent issue is that these data are known to represent a fraction of the overall 

healthcare burden, and often do not capture cases that occur in the community and non-



64 
 

acute healthcare settings. This under-reporting of disease burden has been shown to be 

influenced by factors such as severity of symptoms and health literacy (MacDougall et 

al. 2008). Under-ascertainment occurs when an individual does not seek healthcare, and 

therefore cannot be captured by any surveillance system. Melbye et al. (2012) reported 

that only 5.1% of individuals with respiratory symptoms reported seeking medical 

consultations, highlighting the high degree of under-ascertainment. In the case of 

chronic respiratory diseases such as COPD and asthma, cases often go undiagnosed 

until disease is apparent and moderately advanced (Okoromah and Oviawe 2002; Ford 

et al. 2013). A survey conducted in the UK found that of those with recent respiratory 

tract infection symptoms (n = 1000), only 19.7% visited their general practitioner (GP) 

(McNulty et al. 2013). Figure 3.1 illustrates the pyramid of infection in disease 

surveillance, and how the healthcare services used in this study can capture a wider 

burden of disease, compared to other forms of surveillance. 

 

 

Figure 3.1: Morbidity surveillance pyramid estimating number of infection cases 
reported adapted from Gibbons et al. (2014) and Berger, Shiau and Weintraub (2006). 
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Here, we focus on the sociodemographic patterning of respiratory disease in England. 

Respiratory diseases can often be self-limiting, and therefore may be underreported in 

national surveillance from traditional data sources such as laboratory reports and 

hospitalisations. This can lead to bias in the reported relationship between healthcare-

seeking behaviour for respiratory diseases, and sociodemographic factors. Unlike 

previous studies, which often focus on traditional data sources we utilise data sources 

from telehealth, family doctors and unscheduled care that may provide a more complete 

reflection of community burden. The data used in this study is defined as non-specific, 

pre-diagnostic-syndromic data which we use as a proxy for disease (Triple S Project 

2011).  

Syndromic surveillance has previously been used to investigate the links between age, 

gender and deprivation with disease. Todkill et al. (2017a) used syndromic surveillance 

records of family doctor consultations, which comprised of approximately 35 million 

registered patients in England, for allergic rhinitis to investigate socioeconomic and 

geographical variation. This study was conducted at upper tier local authority, a coarse 

geographic level of 157 authorities in England, with an average of 364,664 residents 

per authority. Higher rates were found in females, children and those from more 

deprived areas. Adams et al. (2018) utilised 24 million gastrointestinal related calls to a 

telehealth system (NHS111) in England to investigate the relationship between 

deprivation and gastrointestinal infections, a higher risk of gastrointestinal infection in 

more deprived areas was observed. Baker et al. (2012) conducted a large-scale study 

monitoring infectious diseases in New Zealand, using hospitalisation codes (ICD-9 and 

ICD-10). All hospitalisations for infectious and non-infectious diseased from 1989 to 

2008 were included. It was observed that there were higher rates of hospitalisation due 

to infectious diseases in the most socioeconomically deprived quintile compared with 

the least deprived quintile. de Lusignan et al. (2016), used GP coded diagnosis and 

symptoms to conduct a large-scale investigation on the impact of age, gender, ethnicity 

and deprivation in England on six common conditions including three respiratory 

illnesses; the common cold, pneumonia and influenza-like illness. People in the most 

deprived quintile had a higher probability of presenting with the common cold, whereas 
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there was no clear deprivation trend in people presenting with pneumonia or influenza-

like illness. Charland et al. (2011) used medical billing claims for outpatient clinic and 

emergency department visits to investigate the relationship between deprivation with 

burden of influenza infection in Quebec, Canada. There was no evidence of a 

relationship between material deprivation and influenza burden, however, rates of 

healthcare utilisation due to influenza decreased as social deprivation increased. Nilsson 

and Laurell (2005), investigated associations between antibiotic prescriptions for 

penicillin-non-susceptible Streptococcus pneumonia (PNSP) and deprivation in 

Sweden. Although deprivation was not linked with higher rates of PNSP, higher 

deprivation was associated with increased rates of antibiotic prescribing.  

One issue with the use of syndromic data in such studies is the difficulty in ascertaining 

whether associations arise from healthcare-seeking behaviours or disease incidence. 

This situation could be explored by comparison of results to all healthcare-seeking 

behaviours, but this appears absent in the literature. Furthermore, most studies utilise a 

single source of syndromic data making it difficult to know the generability of results.  

This study aims to: 

1. Explore association between respiratory-related presentations to three 

community healthcare services; telehealth, family doctors and unscheduled care, 

and age, gender and ecological measures of deprivation, in England. 

2. Compare these results to all non-respiratory presentations to identify whether 

associations are specific to respiratory disease.
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3.5 Methods 

3.5.1 Data Collection 

Epidemiological Data 

The Real-Time Syndromic Surveillance Team (ReSST), part of Public Health England 

(PHE), coordinates a national programme of syndromic surveillance of multiple 

healthcare services (PHE 2015). Our study utilises routinely available syndromic data 

from a telehealth service (NHS111) which operates continuously all year; a family 

doctor service (general practitioner in-hours; GPIH) that operates during weekday 

working hours, and an out-of-hours family doctor service (general practitioner out-of-

hours; GPOOH) (Table 3.1). These services run as part of the National Health Service 

(NHS) which is universal and free at the point of delivery. 

Syndromic data, obtained from the three surveillance systems coordinated by PHE, 

comprised of annual counts of respiratory and non-respiratory presentations received 

between 1 January 2015 and 31 December 2016. Syndromic indicators classified as 

respiratory for this study are presented in Table 3.1 and are described in Table 3.2. 

Previous studies have demonstrated the association between acute respiratory diseases 

and these syndromic indicators (Morbey et al. 2017a; 2017b). Based on expert 

knowledge these indicators were chosen to characterise acutely presenting respiratory 

illnesses such as asthma, and respiratory infections, and to be as comparable as possible 

between the three healthcare services. Respiratory presentations for each service 

comprised of the sum of the respiratory indicators listed in Table 3.1. Non-respiratory 

counts comprised of the difference between the total number of presentations and the 

number of respiratory presentations. The total number of presentations was not 

available through the GPIH surveillance system, and therefore non-respiratory counts 

were not available.  

Data were obtained at the finest geographical level available; postcode district (PD) 

(e.g., SW1) for NHS111 and GPOOH, and PHE Centre (e.g., London) for GPIH. In 
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England, there are 2,234 PD with, on average, 25,660 (Range:142-162,266) residents. 

There are nine PHE Centres with an average of 6,181,375 (Range:2,644,727-9,080,825) 

residents in England. Count data were subdivided by age group: under-1 year, 1-4, 5-

14, 15-44, 45-64, 65-74 and over-75 years; by gender (male/female), year (2015/2016); 

and by geographic location.  
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Healthcare 
Service  

Healthcare Service Provided Coding System for 
Healthcare Service 

Presentation 
Type 

Routine syndromic indicator 
included for this study 

 Number of 
Presentations 
used in study 

NHS111 

NHS111 is a free non-emergency 
medical helpline. It operates 24/7 and 
is staffed by trained call handlers. A 
clinical decision support system is 
used to structure the response to the 
call, with the call disposal ranging 
from advice about self-care to dispatch 
of an emergency ambulance. 

NHS Pathways (NHS 
Digital 2020) 

Acute respiratory 
presentations 

“Cold/flu”, “cough” and 
“difficulty breathing” 

1,721,034 

Total number of 
presentations 

All presentations 21,242,154 

Non-respiratory 
presentations 

All non-acute respiratory 
presentations (All 
presentations – acute 
respiratory presentations) 

19,521,120 

GPIH 

GPIH are primary care services that 
provide free scheduled day-to-day 
healthcare in England. General 
practitioners (GPs) treat all common 
medical conditions and depending on 
the condition will refer patients to 
hospitals and other medical services 
for urgent and specialist treatment. 

 Read codes v2 
(hierarchical) and v3 
(non-hierarchical). Full 
description in Robinson 
et al. (Robinson et al. 
1997) 

Acute respiratory 
presentations 

“Upper and lower respiratory 
tract infections” and 
“asthma” 

10,310,626 

Total number of 
presentations 

Not available Not 
available 

Non-respiratory 
presentations 

 Not available  Not 
available 

GPOOH 

GPOOH services provide free access 
to primary healthcare when GPIH 
services are closed, which is typically 
weekdays 6:30pm – 8:00am, 
weekends and bank holidays. 

Read codes (Robinson et 
al. 1997) 

Acute respiratory 
presentations 

“Acute respiratory infection” 
“difficulty 
breathing/wheeze/asthma” 

1,562,883 

Total number of 
presentations 

All presentations 8,500,540 

Non-acute 
respiratory 
presentations 

All non-respiratory 
presentations (All 
presentations – acute 
respiratory presentations) 

6,937,657 

Table 3.1: Syndromic indicators indicative of respiratory diseases for each syndromic surveillance system and the number of 
presentations received from each healthcare service, 1st January 2015 to 31st December 2016. 
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Healthcare 
Service 

Syndromic Indicator Description  

NHS111 Difficulty breathing Patients calling NHS111 and reporting symptoms of breathing problems, breathlessness or wheeze 
This syndromic indicator excludes those callers’ reporting symptoms of difficulty breathing which 
the call handler assesses as being of immediate threat to life for which an emergency ambulance is 
required. These patients would not routinely continue with telephone triage and therefore would not 
have a Pathway selected. 
 

Cough Patients calling NHS111 and reporting symptoms of cough 
Cold/flu Patients calling NHS111 and reporting symptoms of colds and/or influenza 

GPIH Upper respiratory tract 
infection (URTI) 

Codes suggestive of an acute bacterial or viral infection mainly affecting the upper respiratory tract 
(includes colds/flu, sinusitis, throat infections, ear infections). 

Lower respiratory tract 
infection (LRTI) 

Codes suggestive of an acute bacterial or viral infection mainly affecting the lower respiratory tract 
including pneumonia, bronchitis, bronchiolitis, pleurisy and complications. Includes codes for the 
pneumonia indicator. 

GPOOH Asthma Diagnoses of acutely presenting or severe asthma including asthma attack, not including routine 
consultations (where possible to distinguish and not including prescription links) 

Acute respiratory infection 
(ARI) 

 

Acute respiratory infection - includes all codes indicative of an acute respiratory infection eg. acute 
sinusitis, viral pneumonia, influenza and pleurisy 

Difficulty 
breathing/wheeze/asthma 

Difficulty breathing/wheeze/asthma - includes codes indicative of asthma, wheeze and difficulty 
breathing. Includes eg. dyspnoea, bronchial breathing, expiratory wheeze and stridor.  

Table 3.2: Descriptions of syndromic indicators used in study. 
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Demographic Data 

Total population of PD, subdivided by age, gender and postcode district, was used as a 

denominator in the analysis of NHS111 and GPOOH presentations (UK Data Service 

2017). These population data were based upon 2011 data and so was adjusted by local 

authority level population change to account for the change in population between 2011 

and 2015. GPIH populations (subdivided by age and sex) were derived from the annual 

sum of daily number of registered populations at each GP, this demographic breakdown 

was only possible at PHE centre from the GPIH surveillance system.  

Independent Variables 

The Index of Multiple Deprivation (IMD) was used as an area level measure of 

deprivation. IMD scores were obtained at Lower Layer Super Output Area (LSOA), 

which have been generated to have an average population of 1,500 (DCLG 2015). This 

index in calculated from seven domains; income, employment, education, health 

(premature death and poor physical/mental health), crime, barriers to housing and 

services, and living environment. This index was used, rather than more specific 

variables (e.g., smoking behaviour) to avoid issues with collinearity. A weighted mean 

for each PD was calculated using the portion of LSOA in each PD. The weighted mean 

scores for each PD were then equally divided into quintiles of most (1) and least (5) 

deprived.  

The Office for National Statistics Rural Urban Classification were used to obtain the 

percentage of PD classified as urban (DEFRA, 2017). 

3.5.2 Data Cleaning and Exploration 

NHS111 respiratory presentations from Essex in 2015 & 2016 and Norfolk in 2016 

were excluded because syndromic data was unavailable. Syndromic surveillance 

coverage maps of GPOOH were obtained at the upper tier local authority (UTLA) 

geographical level, and data were excluded from any UTLA where the PHE surveillance 

programme received little or no syndromic data.  
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For all systems, data were excluded if location, age or gender of healthcare seeker was 

unknown (Table 3.3). PDs that were demarcated for large organisations (e.g., Heathrow 

Airport), or had less than 200 residents were excluded from analysis as their small 

populations or unique nature are unlikely to produce reliable estimates. PDs that overlap 

borders with Scotland and Wales were excluded. For each system, presentation rates 

were mapped for both study years to visualise spatial variation of the data (Figure 3.2).  

For each system, outliers were investigated in the dependent and independent variables 

using Cleveland plots. Multicollinearity within the independent variables was 

investigated using Variance Inflation Factor (VIF), with a threshold of 10 being used 

(Hair et al. 2010). 

 
 

NHS111 (% of 
total) 

GPOOH (% of 
total) 

Total number provided 21,905,099 9,623,939 

Reason for exclusion   

No valid postcode provided/Not in England 613,495 (2.9) 92,815  
(9.6) 

No gender given 9,536 (0.04) 12,312 (0.13) 

No age given - 1,601 (0.017) 

Postcode District with < 200 population 44 (0.0002) 12 (0.0001) 

Overlapping borders with Scotland or Wales 17,072 (0.08) 3,795 (0.04) 

Large area users/City centres 1,517 (0.007) 2,379 (0.03) 

Poor coverage/Data Issues 21,281 (0.1) 1,010,485 (10.50)  
Total excluded 662,945 (3.02) 1,123,399 (11.67)  

Table 3.3: Number of presentations excluded from study by reason for exclusion. 
+GPIH had no exclusions. 
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Figure 3.2: Spatial variation of presentations to three health services in England 
between 1st January 2015 & 31st December 2016: a) All non-respiratory calls to  

NHS111 at PD, b) Respiratory calls to NHS111 at PD, c) All non-respiratory 
consultations to GPOOH services at PD, d) Respiratory consultations to GPOOH 
services at PD, e) Respiratory calls to GPIH services PHE centre. SDPR = sum of 

daily registered population. The grey areas indicate the PD that were excluded for the 
duration of the study period. 
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3.5.3 Statistical Analysis 

To measure the relationship between the dependent and independent variables 

generalised linear mixed models (GLMMs) were used for the NHS111 and GPOOH 

data, while a generalised linear model (GLM) was used for the GPIH data. GPIH data 

was modelled using both GLM and GLMM methods, however the GLM provided a 

slightly better model fit (Table 3.4).  

 GLM GLMM 
Variable Rate Ratio 95% CI Rate Ratio 95% CI 
Intercept 142.693 0.000 ‒1.455e+16 142.264 0.000-2.619e+16 
Main Effects     
Age  ***  *** 

Under 1 year 6.213 5.955 ‒ 6.482*** 6.213 5.950-6.487*** 
1-4 years 3.492 3.348 ‒ 3.643*** 3.492 3.450-3.645*** 

5-14 years 1.172 1.123 ‒ 1.223*** 1.172 1.123  - 1.223*** 
15-44 years ref ref ref ref 
45-64 years 1.032    0.989 ‒ 1.076 1.032 0.988 - 1.077 
65-74 years 1.170 1.122 ‒ 1.221*** 1.170 1.121 -  1.222*** 

75 years and above 1.500 1.438 ‒ 1.564*** 1.500 1.436 - 1.566*** 
Gender    *** 

Female ref ref ref ref 
Male 0.513 0.492 ‒ 0.535*** 0.513 0.492-0.536*** 

PHE Centre - *** - - 
Year - ns - ns 
Interaction Effects     
Age:Gender - *** - *** 
AIC 5083.492 5117.537 
Deviance Explained 0.993 0.992 
Dispersion Statistic 1.100 1.0332 
Table 3.4: Comparison between GLM and GLMM results of respiratory calls to 

GPIH (ns = not significant (overall effect only), * = ≤0.05, ** = ≤0.01, *** = ≤0.001). 
 

The variables of interest for analysis of NHS111 and GPOOH data were age, gender, 

and deprivation. Two-way interactions between age and gender, and age and 

deprivation were also investigated. A categorical variable for year was included in the 

model to account for inter-annual variation. Percentage urban area was included to 

account for differences in healthcare-seeking behaviour or disease risk related to 

urbanicity. Due to the highly aggregated deprivation and percentage urban data at PHE 

centre level these variables were not included in the analysis of GPIH dataset, as non-
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significant estimates would likely be due to the lack of variation within this aggregated 

data. Therefore, the variables of interest age and gender and their interactions were 

investigated in the analysis of GPIH data. To account for population differences at the 

geographical level, the logarithm of the population plus one was included as a model 

offset. 

The study design accounted for the hierarchical structure of the data for each system by 

including PD and UTLA as random effects in the NHS111 and GPOOH models. UTLA 

was included as a random effect to account for similar characteristics of neighbouring 

PD to reduce the effect of spatial autocorrelation (map of UTLA overlaid PD in Figure 

3.3). Where a PD was located in more than one UTLA, the largest PD area was 

allocated. PHE Centre was included as a fixed effect in the GPIH model. These 

geographical areas were also included in the analysis to account for area specific 

differences that may influence healthcare-seeking behaviour.  

 

Figure 3.3: Map of upper teir local authorties over-layed postcode dictricts. Upper-
tier local authorities (red) overlapped over PD (grey). 
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We explored Poisson and negative binomial model specifications to account for 

potential over-dispersion in the data. Over-dispersion was tested by comparing the sum 

of squared Pearson residuals to the residual degrees of freedom. Models with over-

dispersion statistics <1.5 were deemed acceptable (Payne et al. 2018). Wald tests were 

used to determine the overall significance of variables.  

The general algebraic definition of the models is given by: 

Ya,g,i,y | µa,g,i,y,φ ∼ NegBin(µa,g,i,y,φ), 

Where µa,g,i,y is the is the number of age a and gender g specific presentations at each 

geographical location (PHE centre or postcode district) i at year y, and φ > 0 is the 

negative binomial dispersion parameter.  

The expected number of cases for NHS111 and GPOOH services is modelled as: 

 

log(µa,g,i,y) = α + log(Pa,g,i,y) + βa + γg + δy + ζd + ηp + βa·γg + βa·ζd + ui + νl 

Where α corresponds to the intercept; log(Pa,g,i,y) denotes the logarithm of the population 

P at risk for postcode district i, age a, gender g and year y included as an offset to adjust 

counts by population at risk; a denotes a categorical variable age with coefficient β; g 

denotes a categorical variable gender with coefficient γ; y denotes a categorical variable 

for year with coefficient δ; d denotes a categorical variable for deprivation with 

coefficient ζ; p denotes a continuous variable to represent the percentage of postcode 

district that is classified as urban with coefficient η. βa·γg denotes the interaction 

between age and gender, and βa·ζd denotes the interaction between age and deprivation. 

Unstructured random effects of postcode district (ui) and upper tier local authority (νl) 

were included to account for unknown confounding factors at the geographical level, 

the hierarchical structure of the data and spatial dependency. 

The expected number of cases for GPIH services is modelled as: 
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Where α corresponds to the intercept; log(Pa,g,i,y) denotes the logarithm of the population 

P at risk for PHE centre i, age a, gender g and year y included as an offset to adjust 

counts by population; a denotes a categorical variable age with coefficient β; g denotes 

a categorical variable gender with coefficient γ; y denotes a categorical variable for each 

year with coefficient δ; i denotes a categorical variable PHE centre with coefficient ϵ. 

The interaction between age and gender is denoted by βa · γg.  

Model overfitting and the predictive ability of the model was assessed using k-fold 

cross-validation where the data was split into 10 equal groups (k). Each group was used 

to train the model k-1 times and test the model once. To assess the model, mean absolute 

error was used and the results are presented in Table 3.5. Rate ratios (RR) with 95% 

confidence intervals (CI) were estimated for the main effects: age, gender and 

deprivation. To allow the visualisation of the main and interaction effects, and 

comparisons of trends between the presentation types and services, the number of 

presentations to each service were predicted using the models, then standardised, and 

plotted. The predictions were standardised to a zero mean and unit variance by 

subtracting the mean of the predictions from each predicted value and then dividing by 

the standard deviation.  

All analyses were conducted in R version 3.5.2 (RStudio Team 2015; R Core Team 

2017) and models were specified using the glmmTMB (Brooks et al. 2017) and MASS 

(Venables and Ripley 2002) packages. 
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 NSH111 GPOOH GPIH 
 Respiratory Non-

Respiratory 
Respiratory Non-

Respiratory 
Respiratory 

Max presentations per location 391 17,842 2,108 10,175 200,304 
Min presentations per location 0 0 0 0 4,274 
Mean presentations per 
location 

30.9 350.3 39.2 173.9 36,823.7 

Mean of the mean absolute 
error 

7.02 54.6 9.5 40.5 2,533.7 

Table 3.5: Cross validation results of final model to assess model overfitting.

 

3.6 Results 

3.6.1 Model Selection 

From Table 3.3 it can be observed that relatively few presentations were excluded from 

analysis due to unknown location, age or gender from NHS111, with only 3.0% 

presentations excluded. More presentations were excluded from GPOOH with, 11.7% 

of data excluded. GPIH data had no exclusions because patients that used this service 

have to pre-register and therefore location, age and gender are known. Any data issues 

observed in the datasets were because of the passive reporting to the surveillance 

systems and not due to disruption of healthcare services. Table 3.3 demonstrates that in 

total 21,242,154 presentations to NHS111 were included in the analysis, of which 

8.10% (n = 1,721,034) were respiratory presentations; 6,937,657 GPOOH presentations 

were included in the analysis of which 22.53% (n = 1,562,883) were respiratory 

presentations. The different proportions of respiratory presentations between the 

NHS111 and GPOOH services likely reflect to the different functions of the services, 

and the severity of illness for which each service would be contacted by patients. Total 

number of presentations were not available for GPIH, but 10,310,626 respiratory 

presentations were included in the analysis of GPIH data.  

Two model distributions were considered for analysis: Poisson, and negative binomial, 

with models selected by considering over-dispersion of the data. Negative binomial 

models handled the over-dispersed data best in all five models (descriptions of model 
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fit in Table 3.6). Overall, the models performed well with low mean of mean absolute 

error values (Table 3.5). The fixed effects explained a high amount of variation in both 

NHS111 and GPIH respiratory models, with a marginal R2 of 0.86 and an R2 of 0.99, 

respectively (Table 3.4). The fixed effects explained less of the variation in the GPOOH 

respiratory model, with a marginal R2 of 0.30. When the spatial random effects were 

considered in the NHS111 and GPOOH respiratory models, both models had a 

conditional R2 of over 0.94. In the GPOOH models the difference observed between 

marginal and conditional R2 values compared to the NHS1111 models is because less 

of the variation in the data can be explained by the fixed effects. The difference between 

the marginal and conditional R-squared in the GPOOH models is likely due to the 

uncertainty of the underlying study population, with much of this uncertainty explained 

by including the geographical levels (PD and UTLA) as random effects. 

3.6.2 Multivariable Analysis 

Standardised predictions, the number of standard deviations from the mean, of the 

multivariable analysis for each model are visualised in Figures 3.4 to 3.6, alongside the 

overall significance of each model. The table of main effect RR and 95% CI are 

presented in Table 3.6.  

Respiratory presentations in the under-1 year age group are significantly higher 

compared to the reference group (15-44 years) in all three services (Table 3.6), with 

37.32 (95% CI:36.10-38.85), 18.66 (95% CI:17.78-19.58), and 6.21 (95% CI:5.96-6.48) 

times the rate of presentations to NHS111, GPOOH and GPIH, respectively. The 

comparative differences between respiratory presentations in the under-1-year age 

group and the reference group was highest for NHS111 compared to GPOOH and 

GPIH. Presentations are highest in the under-1 year age group compared to the reference 

group in both the non-respiratory models; similar RR were observed between the 

services; with 7.03 (95% CI:6.87-7.20), and 7.64 (95% CI:7.28-8.02) times the rate of 

non-respiratory presentations to NHS111, and GPOOH in the under-1 year age group 

compared to the reference group. This relationship is visualised in Figure 3.4a.  
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Gender has a significant influence on presentations to each service (Table 3.6); visually 

the trend appears similar between respiratory and non-respiratory presentations and 

across all services (Figure 3.4b). There are 1.59 (95% CI:1.56‒1.62), 1.73 (95% 

CI:1.70-1.77), and 1.95 (95% CI:1.87-2.03) times the rate of respiratory presentations 

regarding females to NHS11, GPOOH and GPIH, respectively.  

Deprivation is significant in both NHS111 models (Table 3.6), which found there are 

1.75 (95% CI: 1.56-1.95) times the rate of respiratory presentations in the most-deprived 

areas compared to the least-deprived (IMD quintile 1 vs 5), and 1.81 (95% CI:1.66-

1.99) times the rate of non-respiratory presentations. Deprivation was significant in both 

the respiratory and non-respiratory GPOOH models, with 2.70 (95% CI:1.79-4.08) 

times the rate of respiratory presentations and 2.70 (95% CI:1.89-3.85) times the rate of 

non-respiratory presentations in most-deprived areas compared to least-deprived. 

Similar RR estimates for deprivation were observed in respiratory and non-respiratory 

NHS111 and GPOOH presentations. This relationship is visualised in Figure 3.4c, 

where the similarities between NHS111 and GPOOH, and respiratory and non-

respiratory presentations can be observed. 

Age-gender interactions show similar trends across system types and when compared 

to non-respiratory presentations. Overall, there are more female presentations; but in all 

models (Figure 3.5), in the under-1 and 1-4 year age groups there were more 

presentations regarding males.  

Age-deprivation interactions were investigated for NHS111 and GPOOH. In both 

respiratory and non-respiratory presentations to NHS111 (Figure 3.6a), the trends 

suggest there are more presentations in the most deprived quintiles across all ages. For 

respiratory presentations, there is a stronger trend with deprivation in the under-1, 1-4 

and over-75-year age groups, and a weaker trend in the remaining age groups. This 

NHS111 trend is strong across all age groups for non-respiratory presentations, 

particularly in the age group over-75 years. There was a similar linear trend with 

deprivation and age for respiratory and non-respiratory presentations to GPOOH 

(Figure 3.6b), with more presentations in the most-deprived areas in all age groups.  
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NHS111 GPOOH GPIH 
Respiratory Calls Non-respiratory Calls  Respiratory Calls Non-respiratory Calls Respiratory Calls (PHE 

Centre  
Variable Rate 

Ratio 
95% CI  Rate 

Ratio 
95% CI Rate 

Ratio 
95% CI  Rate 

Ratio 
95% CI Rate 

Ratio 
95% CI  

Intercept 0.005 0.004-0.005 0.106 0.099-0.115 0.002 0.001-0.003*** 0.015 0.009-0.023*** 142.693 0.000 ‒ 1.455e+16 
Main Effects           
%Urban 1.002 1.002-1.003*** 1.001 1.001-1.002*** 1.004 1.003-1.006*** 1.004 1.003-1.006*** x x 

Age ‒ *** ‒ *** ‒ *** ‒ *** ‒ *** 

Under 1 year 37.324 36.104-38.850*** 7.031 6.869-7.197*** 18.661 17.783-19.581*** 7.640 7.281-8.018*** 6.213 5.955 ‒ 6.482*** 

1 – 4 years 16.683 16.177-17.206*** 3.220 3.149-3.292*** 9.822 9.400-10.263*** 2.782 2.656-2.913*** 3.492 3.348 ‒ 3.643*** 

5 – 14 years 1.983 1.915-2.054*** 0.871 0.851-0.891*** 1.879 1.794-1.966*** 0.791 0.755-0.829*** 1.172 1.123 ‒ 1.223*** 
15-44 years ref ref ref ref ref ref ref ref ref ref 
45-64 years 0.854 0.826-0.883*** 0.670 0.656-0.685*** 0.515 0.492-0.540*** 0.795 0.761-0.831*** 1.032    0.989 ‒ 1.076 
65-74 years 1.372 1.324-1.423*** 0.912 0.892-0.932*** 0.674 0.640-0.709*** 1.247 1.192-1.304*** 1.170 1.122 ‒ 1.221*** 

75 years and over 3.999 3.872-4.130*** 2.673 2.616-2.732*** 2.500 2.388-2.617*** 4.029 3.855-4.211*** 1.500 1.438 ‒ 1.564*** 
Deprivation Quintile ‒ *** ‒ *** ‒ *** ‒ *** ‒ ‒ 

(Most Deprived)                   
1 

1.745 1.561-1.949*** 1.814 1.658-1.985*** 2.704 1.792-4.081*** 2.700 1.892-3.853*** x x 

2 1.382 1.291-1.480*** 1.387 1.313-1.466*** 1.654 1.326-2.062*** 1.659 1.374-2.003*** x x 
3 1.172 1.104-1.245*** 1.179 1.124-1.236*** 1.318 1.089-1.596** 1.231 1.045-1.451* x x 
4 1.075 1.019-1.133** 1.085 1.040-1.132*** 1.153 0.986-1.153 1.200 1.050-1.372** x x 

(Least Deprived)         5 ref ref ref ref ref ref ref ref x x 
Gender ‒ ***  *** ‒ *** ‒ *** ‒ ‒ 

Male ref ref ref ref ref ref ref ref ref ref 
Female 1.588 1.558-1.618*** 1.748 1.722-1.774*** 1.733 1.697-1.770*** 1.711 1.665-1.758 1.949 1.868-2.033*** 

PHE Centre ‒ *** ‒ *** ‒ *** ‒ *** ‒ *** 

Table 3.6: Final model multivariable regression analysis of respiratory and non-respiratory presentations to three healthcare services. Full results and 
overall significance presented for main effects, and overall significance for interaction terms (ns = not significant, * = ≤0.05, ** = ≤0.01, *** = 

≤0.001, x = variable not modelled, - = reference level). 
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Year ‒ *** ‒ *** ‒ *** ‒ *** ‒ ns 
Interaction Effects           
Age:Gender ‒ *** ‒ ** ‒ *** ‒ *** ‒ *** 
Age:Deprivation ‒ *** ‒ *** ‒ *** ‒ *** x x 
R-Squared      

Marginal 0.864 0.813 0.303 0.227 0.993 
Conditional 0.941 0.915 0.959 0.945 - 

Dispersion statistics 1.1572 1.262 1.088 1.025 1.100 

 

 

Table 3.6: Final model multivariable regression analysis of respiratory and non-respiratory presentations to three healthcare services. Full 
results and overall significance presented for main effects, and overall significance for interaction terms (ns = not significant, * = ≤0.05, ** 

= ≤0.01, *** = ≤0.001, x = variable not modelled, - = reference level). 
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Figure 3.4: Standard deviations from the mean of main effects predictions from the multivariable analysis of respiratory presentations to 
NHS111, general practitioner-out-of-hours (GPOOH) and general practitioner-in-hours (GPIH): Each plot describes the standard 

deviations of A) age group, B) gender and C) deprivation. All models had an overall significance ≤0.001. 
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Figure 3.5: Standard deviations from the mean in rates of 

presentations across subgroups defined by age and gender for respiratory and non-respiratory presentations by each system: A) NHS111, 
B) general practitioner-in-hours (GPIH) and C) general practitioner-out-of-hours (GPOOH). All models had an overall significance 

≤0.001. 
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Figure 3.6: Standard deviation from the mean in rates of 

presentations across subgroups defined by age and deprivation quintile for respiratory and non-respiratory presentations by each system: 
A) NHS111 and B) general practitioner-out-of-hours (GPOOH). NHS111 respiratory, GPOOH respiratory and GPOOH non-respiratory 

models had an overall significance ≤0.001. NHS111 non-respiratory model had an overall significance of ≤0.01.
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3.7 Discussion 

3.7.1 Impact 

Here have we presented a large-scale analysis of over 13 million respiratory-related 

presentations to three healthcare services in England. These services deliver healthcare 

to patients at the community level and may be better indicators of overall disease 

patterns as opposed to the relatively small proportion that appear in hospitalisation or 

laboratory-based surveillance. Access to these large syndromic datasets has allowed a 

comprehensive analysis of the demographics using of each service and the impact 

deprivation has on healthcare presentations. It has also allowed the interactions between 

these factors to be explored. By analysing respiratory and non-respiratory presentations, 

we were able to identify differences and similarities in usage patterns. Analysing 

NHS111 and GPOOH presentations at PD, a small level of geography, we have been 

able to explore deprivation patterns to give a thorough analysis of social patterning of 

factors associated with respiratory presentations.  

3.7.2 Main Findings and Comparison to the Literature 

In the three services included in this study, there were higher rates of respiratory and 

non-respiratory presentations in females. Previous research indicates that women are 

more likely to seek healthcare than men, even when female-specific concerns are 

accounted for (Manierre 2015; Thompson et al. 2016). Although we observed higher 

respiratory presentation rates for in females, males have been observed to have higher 

death and burden rates due to respiratory disease (Jordan et al. 2006), highlighting 

possible gender differences in healthcare-seeking behaviour. In terms of age, 

presentations were highest in those under-1 year, followed by the 1-4 and the over-75 

age groups. These trends were observed across all three services, and these observations 

agree with previous research (Liptzin, Landau and Taussig 2015; Salisbury, Trivella 

and Bruster 2000). Although the three services displayed similarities in terms of the age 

groups more likely to use the service, there were differences in the magnitude of the 

rate ratios. In comparison to the reference group (15-44 years) children under-1 year 
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were 37.3, 18.7 and 6.2 times more likely to present to NHS111, GPOOH and GPIH, 

respectively, due to respiratory disease. These differences may reflect the routes to 

access to the different services, and the severe and sudden nature of the respiratory 

illness in very young children requiring urgent health advice.  

When interactions between age and gender were explored, we found that more 

presentations were regarding males in the two youngest age groups for respiratory 

diseases; this effect was observed for all services. Previous studies have reported that 

male children have higher rates of respiratory illnesses (Liptzin, Landau and Taussig 

2015; Vink et al. 2010; de Lusignan et al. 2018). de Lusignan et al. (2018), observed a 

higher incidence of family doctor presentations in male’s under-15 years due to LRTI 

and asthma compared to females of the same age, with the largest gender difference in 

the youngest age group (under-1 year). The reasons for which are unclear, but 

immunologic, genetic and biological differences are thought to increase risk, suggesting 

that the excess in male children is due to genuine predisposition to respiratory illness 

rather than sociological factors (Liptzin, Landau and Taussig 2015). This excess in male 

children was also observed in our data for non-respiratory presentations. The reasons 

for this excess of non-respiratory presentations in male children is unclear. These 

findings suggest that there are similar drivers to presentations in male children 

presenting for all illness types rather than with just respiratory diseases, whether this be 

due to differences in healthcare-seeking behaviours or disease aetiology. Earp et al. 

(2019) observed that adults perceived male children (aged 5-years) experienced more 

pain compared to females of the same age, despite the same clinical circumstances and 

identical pain behaviour. The Infectious Intestinal Disease (IID) Study observed a 

higher rate of IID in the community in females under-1-year compared to males, but a 

higher rate of presentations to family doctors of males compared to females of the same 

age (FSA 2000). This observation suggests that either males were more likely to have 

cases of IID, which required medical intervention, or healthcare was more likely to be 

sought for males compared to females of the same age. There could be gender 

differences in the perception of ill health in young children from parental caregivers, 
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which could influence healthcare-seeking behaviour. The factors which influence 

healthcare-seeking behaviour in young children requires more research.  

Deprivation was significant in both the NHS111 and GPOOH models, with a greater 

risk of respiratory and non-respiratory presentations in those from more deprived areas. 

Similar results were found when looking at gastrointestinal illness presentations to 

NHS111 and deprivation, with more presentations in the most deprived areas (Adams 

et al. 2018). Kelly et al. (2018) observed higher attendances from those from the most 

deprived areas to GPOOH services. The findings observed in this study are similar to 

those described in the literature from more acute healthcare settings, with previous 

studies linking increased deprivation with increased rates of hospitalisations and death 

due to respiratory infection (Jordan et al. 2006; Hawker et al. 2003; Geyer, Peter and 

Siegrist 2002). 

One of the relatively unique elements of our work was the exploration of the interactions 

between deprivation and age. For NHS111, when stratified by age, deprivation appears 

to have a greater impact on non-respiratory presentations than on respiratory 

presentations. The exception is in the youngest age bracket, where deprivation has a 

similarly high impact on both respiratory and non-respiratory presentations, with more 

presentations in most-deprived areas. A similar pattern emerged for GPOOH where 

there were more presentations in the most derived areas; however, this trend was similar 

across age groups and in respiratory and non-respiratory presentations.  

It is important to consider how these results can be generalised outside of England. It is 

difficult to make direct comparisons to other countries due to differences in healthcare 

systems, public health surveillance infrastructure, population demographics and 

deprivation levels. With the rise in the use of syndromic forms of surveillance (such as 

those used in this study), we feel it is important for other counties who use these forms 

of surveillance to undertake similar research.  
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3.7.3 Limitations 

Although the surveillance of these three services allows us to observe a large number 

of healthcare presentations, these are working surveillance datasets from real-time 

surveillance system, with periods where data is not received. The large numbers 

included in the study meant that socioeconomic and demographic patterns could still be 

observed, and omissions are only likely to bias estimates if correlated with independent 

variables. Coverage issues will increase the uncertainty of our estimates, which is 

particularly evident in the wide confidence intervals observed in the GPOOH results.  

The analysis presented here is exploring indicators of disease as opposed to actual 

disease. Therefore, the analyses are reliant on accurate classifications of disease 

indicators. NHS111, GPIH and GPOOH services have different symptom coding 

systems, and although we tried to choose indicators which would allow comparisons, 

the definition of respiratory and non-respiratory may differ between services. The 

deprivation measures used were composites of multiple factors that contribute to 

deprivation and were ecological in nature, are subject to the ecological fallacy whereby 

the associations found at the area level may not hold at the individual level. Data 

obtained from the surveillance systems did not contain information on co-morbidities 

or ethnicity, therefore these factors could not be accounted for in the analysis. Data from 

each surveillance system was available in an aggregated format, and hence it was not 

possible to identify multiple presentations by the same patient to the services during the 

study period.  

3.7.4 Conclusion 

This large-scale study highlights the effects of age, gender and deprivation on 

healthcare-seeking behaviours for respiratory diseases in the community, with more 

healthcare presentations from females, the young and old and those from more deprived 

areas. Similar patterns were observed across the three services, which were in 

agreement with the literature. Comparable results were also observed between 

respiratory and non-respiratory presentations suggesting that even when a wider 
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spectrum of disease is explored, demographic and socioeconomic factors may be the 

strongest influencers of healthcare-seeking behaviours. When broken down by age there 

were more presentations regarding male children under-5 years compared to females. 

This trend was observed in both respiratory and non-respiratory presentations indicating 

there are more healthcare-seeking behaviours in male children across a range of disease 

types. These findings could be influenced by sociological factors as well as disease 

aetiology and requires further research. Further research is required to understand the 

role that age, gender and deprivation has on healthcare-seeking behaviours. 
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Chapter 4 

Estimating the Community Burden of 
Respiratory Syncytial Virus in Children 
Under-Five Years, England 

 
4.1 What is Known About the Subject? 

 Most burden estimates of respiratory syncytial virus (RSV) in young children 

have focused on hospitalisations, while the community burden remains poorly 

defined.  

 High RSV burden has previously been described in children, with the highest 

burden observed in those under-1 year.  

 

4.2 What this Study Adds? 

 We estimate baseline data on the burden of RSV in the community and 

associated direct costs to healthcare services. These are essential for assessing 

the impacts of a future RSV vaccine. 

 Highlights the high burden of RSV in the community, especially in children 

under-1 year. 

 The highest community healthcare service burden was observed in in children 

under-1 year referred to unscheduled care, highlighting the acute nature of RSV 

symptoms in this age group.  

 RSV had a higher burden on community healthcare services compared to 

influenza; this was particularly evident in children under-1 year. 
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4.3 Abstract 

Respiratory syncytial virus (RSV) is a highly contagious viral infection which causes 

acute respiratory tract infections. RSV is a major cause of disease in children 

worldwide, infecting over 80% of children before two years of age. Most burden 

estimates of RSV in young children focus on hospitalisations; with the community 

burden remains poorly defined. We estimate the attributable RSV burden in the 

community for children under-5 years in England, using syndromic data from three 

community healthcare services. With hope for an RSV vaccine in the future, baseline 

RSV burden estimates are essential for assessing vaccine impact. 

The attributable burden of RSV was estimated using syndromic data obtained from 

presentations to three healthcare services, telehealth (NHS111), family doctors (GPIH) 

and unscheduled care (GPOOH) services between 11th of November 2013 and 18th of 

June 2018. Time-series Poisson and negative binomial regression were used to model 

each syndromic indicator of interest against laboratory confirmed cases of RSV, while 

controlling for other respiratory pathogens, unknown seasonal drivers, long-term trends 

and public holidays. Direct healthcare costs were also estimated. 

We estimate almost 200,000 RSV attributable presentations to NHS111, GPIH and 

GPOOH per year in children under-5 years over the study period. The average annual 

presentation rates attributable to RSV in children under-5 years was 1,240, and 2,051 

to NHS111 and GPOOH per 100,000 population and 2,544 per 100,000 registered 

patients to GPIH. Higher presentation rates were observed in children under-1 year 

compared to those of 1-4 years across all services. Compared to influenza, more 

presentations were attributed to RSV among children under-5 years. For every case of 

RSV reported in laboratory surveillance we estimate between 26 and 69 healthcare 

presentations in under 5s in the community. The direct costs attributable to RSV related 

presentations to the three healthcare services were calculated to be almost £10 million 

per year. 

This study highlights the substantial burden of RSV in children under-5 years in the 

community, and the high direct costs to healthcare services. The burden of disease 
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exceeds that of influenza. This study adds to evidence of the burden of RSV, which is 

important in the context of a future vaccine.  

 

4.4 Introduction 

Respiratory syncytial virus (RSV) is a highly contagious viral infection, which can 

cause acute respiratory tract infections (Parrott et al. 1973; Mufson et al. 1973). Clinical 

manifestations can vary in severity according to age, health status, and environmental 

exposure. Common and early signs of infection manifest in the upper respiratory tract 

with cold-like symptoms such as fever and cough. In more severe cases, infection can 

lead to lower respiratory tract involvement with pneumonia and bronchiolitis. RSV is 

the most common cause of lower respiratory tract infections (LRTI) in children under-

2 years (Anderson et al. 1985).  

RSV is a major cause of disease in children worldwide, infecting over 80% of children 

by two years of age (Glezen et al. 1986). In children RSV is estimated to cause 50-90% 

of hospitalisations due to bronchiolitis and 5-40% of hospitalisations due to pneumonia 

(Hall and McCarthy 2000). Worldwide, children under-5 years are most at risk of 

developing severe infection, and there were ~34 million episodes of acute lower 

respiratory infection (ALRI) occurring in children under-5 years in 2015, ~4 million of 

which required hospitalisation (Shi et al. 2017). It is estimated up to 40% of infants 

under-1 year with RSV develop lower respiratory tract involvement and 0.5-2% of 

under-1’s required hospital admission (Cherry et al. 1998).  

RSV in children places a significant burden on healthcare. In the USA, RSV-related 

bronchiolitis resulted in 77,700 hospital admissions annually between 1997 and 2002 

and was the leading cause of hospitalisations in children under-1 year (Leader and 

Kohlhase 2003). In Canada, RSV was also found to be a leading cause of 

hospitalisations in children, exceeding those related to influenza (Schanzer, Langley 

and Tam 2006). In the United Kingdom (UK) over 450 thousand family doctor (general 

practitioner; GP) consultations, over 29 thousand hospitalisations, and 83 deaths in 

children and adolescents were estimated to be caused by RSV annually between 1995 
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and 2009 (Taylor et al. 2016). RSV was also found to contribute to more GP visits, 

hospitalisations and deaths than influenza in children under-5 years in the UK (Taylor 

et al. 2016). 

For any disease, estimating its total burden is essential to understanding the public 

health impact. This estimate allows policy-makers and health professionals to make 

informed decisions for targeted research, to identify and reduce health inequalities, 

control disease spread, plan and implement effective interventions and, ultimately, 

improve health outcomes (Lajoie 2013). With a RSV vaccine imminent (Higgins, 

Trujillo and Keech 2016), retrospective baseline data on total RSV burden is essential 

for assessing the impact of the vaccine.  

Past studies estimating the health and clinical burden of RSV in the UK have primarily 

focused on laboratory (Ajayi-Obe et al. 2008; Hardelid, Pebody and Andrews 2013) 

and diagnostic surveillance data (Deshpande and Northern 2003; Fleming, Pannell and 

Cross 2005a; Fleming et al. 2015; J. Murray 2013; Reeves et al. 2017) taken during a 

period of hospitalisation. By focusing on diagnostic or laboratory diagnosis given 

during hospitalisation of RSV associated disease, there is an underestimate of the true 

burden of disease, as it will not account for less severe cases in the community who 

have sought healthcare but were not subject to laboratory analyses.  

An alternative method to estimate burden of RSV in the community is through an 

analysis of non-laboratory-based surveillance data such as presentations to telehealth 

services and family doctors. Where data based on clinical symptoms of the patients are 

noted during presentations to healthcare services. By utilising alternative surveillance 

data from healthcare contact that is made before a clinical or laboratory diagnosis is 

given, it may be possible to capture a greater estimate of disease burden. Syndromic 

surveillance data allows for more of the burden of disease to be captured compared to 

traditional data sources such as laboratory or hospitalisation surveillance. Syndromic 

data is defined as non-specific, pre-diagnostic-syndromic health data which can be used 

as an indicator for disease (Triple S Project 2011). A limitation of syndromic 

surveillance is that by focussing upon symptoms, there is an uncertainty as to whether 

individuals have RSV or another respiratory illness with similar symptoms.  
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Here, we estimate the relationship between syndromic data potentially indicative of 

RSV (e.g., calls to a telehealth system for Difficulty Breathing), and laboratory data of 

confirmed RSV cases, to estimate the RSV-attributable burden in three community 

healthcare services. The attributable burden of RSV is estimated for children under-5 

years who sought help from three healthcare services: telehealth, family doctors and 

unscheduled care. We estimate the attributable RSV burden in children under-5 years 

in England. Children under-5 years are the focus of this research due to the substantial 

burden of RSV in this age group (Shi et al. 2017). To help put RSV into context, 

comparisons are made to influenza, another common respiratory infection with a high 

healthcare burden. This research can provide better understanding of the community 

RSV burden and allow evaluation of the potential benefits of a vaccine post-

introduction. These estimates can also allow for the further generation of hypotheses 

regarding factors that drive RSV transmission. 

The aims of this study are to: 

1. Estimate the community burden of RSV in England, using syndromic indicators 

of RSV activity. 

2. Investigate the community RSV burden by age group; under-1 year and 1-4 

years. 

3. Compare the community RSV burden to that of influenza. 

4. Estimate the direct healthcare cost of the community burden of RSV. 

 

4.5 Methods 

4.5.1 Data Collection 

Respiratory syndromic data (indicators), potentially linked to RSV, were obtained from 

three healthcare services monitored by Public Health England’s (PHE) national real-

time syndromic surveillance team (ReSST); NHS111 (telehealth service), GPIH 

(general practitioner consultations in hours), and GPOOH (general practitioner 

consultations out-of-hours) (Table 4.1). Data were obtained at weekly intervals for the 
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period 11th of November 2013 and 18th of June 2018. Count data was stratified by age 

group (<1 year and 1-4 years), week, and location. Demographic and location data were 

obtained from information provided when the patient contacted the healthcare services. 

Location was provided at upper tier local authority (UTLA) for NHS111 and GPOOH 

data, and at PHE centre for GPIH data. The demographic detail of these spatial levels 

varies considerably; with 149 UTLA each with an average of 23,050 (5,530-91,830) 

residents under-5 years. PHE Centres (n=9) are much larger in terms of geography and 

population with an average of 378,960 (148,180-628,390) residents under-5 years. For 

the analysis all data was aggregated to the national level (England) as the focus was on 

the overall burden in England. Syndromic indicators were chosen based on expert 

knowledge and previous research (Morbey et al. 2017a; 2017b; 2018). Some syndromic 

indicators from the GPIH and GPOOH surveillance systems were subsets of a broader 

indicator (for example, All Respiratory Disease includes Acute Respiratory Infection).  

Weekly counts of laboratory confirmed cases of RSV and a further nine seasonal 

respiratory pathogens (Table 4.2) were obtained from the PHE Second Generation 

Surveillance System (SGSS) for the same period as the syndromic data. Data on these 

nine other pathogens was collected because the syndromic indicators used in this study 

may be associated with RSV as well as other seasonal respiratory pathogens. Data was 

stratified by age group and week. Pathogen data was based on specimen collection date. 

Time series of laboratory confirmed cases of RSV and influenza per 100,000 resident’s 

under-5 years in England are described in Figure 4.1. 

Mid-year estimates of English population, stratified by age group, for each year 

included in the analysis were obtained at the UTLA level for analysis with the NHS111 

and GPOOH data (ONS 2014). These populations were aggregated to the national level 

for the analysis. Populations for GPIH data were obtained from the average weekly 

number of patients registered at the GP practices that provide data for syndromic 

surveillance, in England, this figure was stratified by age group and year.  
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Service/Syndromic 
Indicator 

Number of Episodes 
 

Weekly Mean 
 

Maximum in a 
Single Week 

 
Age Under 1 

Year 
1-4 Years Under 

1 Year 
1-4 

Years 
Under 
1 Year 

1-4 
Years 

NHS111        
Difficulty Breathing 221,396 351,801 907.4 1,441.8 2,406 3,589 
Fever 163,578 344,427 670.4 1,411.6 921 2,651 
Cough 278,891 534,077 1,143.0 2,188.8 3,644 6,353 
Sore Throat 196 176,399 0.8 722.9 8 1,667 
Cold/Flu 126 90,314 0.5 370.1 9 1,057 
GPOOH       
All Respiratory Disease 322,939 870,191 1,323.5 35,66.4 4,389 8,703 
Difficulty 
Breathing/Wheeze/Asthma 

291,50 69,304 119.5 284.0 449 769 

Asthma 337 12,321 1.4 50.5 8 162 
Acute Respiratory Infection  253,339 705,842 1,038.3 2,892.8 3,509 7,189 
Influenza Like Illness 1,907 3,971 7.8 16.3 33 78 
Bronchitis/Bronchiolitis 19,937 8,674 81.7 35.5 434 154 
Pharyngitis/Scarlet Fever 483 2,649 2.0 10.9 8 34 
GPIH       
Upper Respiratory Tract 
Infection 

825,666 2,477,967 3,383.9 10,155.6 7,369 23,920 

Influenza Like Illness 2,724 14,139 11.2 58.0 36 237 
Pharyngitis or Scarlet 
Fever 

65,793 311,115 270.0 1,275.1 542 2,845 

Scarlet Fever 300 5,042 1.2 20.7 10 66 
Lower Respiratory Tract 
Infection 

189,201 414,071 775.4 1,697.0 2,707 5,066 

Pneumonia 712 4,016 2.9 16.5 13 52 
Severe Asthma 136 18,595 0.6 76.2 6 190 
Bronchitis/Bronchiolitis 8,052 6,215 33 25.5 75 61 
Table 4.1: Number of syndromic indicator presentations received by ReSST between 

11th November 2013 and 18th June 2018.
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Pathogen Total 
 

Weekly Mean 
 

Maximum in a 
Single Week 

 
Age Under 

1 Year 
1-4 

Years 
Under 

1 
Year 

1-4 
Years 

Under 
1 Year 

1-4 
Years 

Respiratory Syncytial 
Virus 13,966 3,485 57.2 14.3 474 123 
Rhinovirus 6,677 3,979 27.4 16.3 63 40 
Parainfluenza 1,896 1,511 7.8 6.2 34 23 
Influenza A 844 1,638 3.5 6.7 21 69 
Human 
Metapneumovirus 1,118 830 4.6 3.4 30 22 
Influenza B 314 651 1.3 2.7 19 35 
Coronavirus 416 337 1.9 1.4 15 13 
Streptococcus 
Pneumonia 262 367 1.1 1.5 5 9 
Haemophilus Influenzae 101 71 0.4 0.3 4 3 
Mycoplasma 
Pneumonia 42 98 0.2 0.4 4 6 

Table 4.2: Laboratory confirmed pathogens samples between 11th November 2013 
and 18th June 2018. 
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Figure 4.1: Time series of laboratory confirmed cases of RSV (solid lines) and Influenza A+B (dashed lines) per 100,000 residents in 
England for the period 11th November 2013 and 18th June 2018.
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4.5.2 Estimating Areas with Poor Surveillance Coverage 

There were multiple periods of incomplete coverage in the NHS111 and GPOOH 

surveillance systems; this meant that the study population was unknown. Our 

experience of running real time surveillance systems over years tells us that these 

periods are due to issues with data transfer to the surveillance systems, as opposed to 

issues with the provision of healthcare services. In order to estimate the study 

population and therefore the RSV burden, it is important to identify these periods when 

data may be incomplete. The periods of poor coverage were detected using the pruned 

exact linear time method (PELT) of change-point analysis (Killick, Fearnhead and 

Eckley 2012). PELT was used to estimate changes in mean and variance of data from 

NHS111 and GPOOH in each UTLA. Change point detection estimates the point at 

which the statistical properties, in this case mean and variance, of a time series change. 

PELT allows the detection of multiple change points over the period of observation 

(Killick, Fearnhead and Eckley 2012). Change point analysis was conducted using the 

R package changepoint (Killick and Eckley 2014). Any change below the mean number 

of presentations over the time-period was identified as a period of poor coverage and 

was excluded from the analysis (example Figure 4.2). In total, 38 of 149 UTLAs had 

periods of poor coverage for NHS111; this constituted 10.5% (3,827 of 36,499) of the 

total number of weeks included the analysis. In total, 54 of 149 UTLAs had periods of 

poor coverage for GPOOH; this constituted 53.1% (19,379 of 36,505) of the total 

number of weeks included the analysis. Once the periods of poor coverage were 

identified and excluded at the UTLA level, the data was aggregated at the national level. 

Population estimates used in the statistical models of NHS111 and GPOOH data, were 

adjusted to remove the periods where poor coverage was identified. Detection of poor 

coverage was not required for the GPIH data because the number of registered patients 

was available; therefore, the population of study was known. The total number of 

residents registered per day were available for the GPIH data, a weekly average, which 

accounted for public holidays, was taken to estimate the mean number of residents per 

week. Population estimates for NHS111, GPOOH and GPIH services changed weekly 

to reflect the number of institutions reporting to the surveillance service. The outcome 
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measures of interest were presentations to NHS111, GPIH and GPOOH coded as the 

syndromic indicators listed in Table 4.1, which are associated with RSV in children 

under-5 years for the time period 11th of November 2013 and 18th of June 2018.  

 

 

Figure 4.2: Results from pruned exact linear time method (PELT) change point 
analysis for NHS111 syndromic data of Norfolk for the period 11th November 2013 

and 18th June 2018. Black solid lines indicate the number of calls. Red lines indicated 
periods of similar mean and variance. Dotted line indicates mean. 
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4.5.3 Statistical Analysis 

Poisson and negative binomial generalised linear models (GLM) were used to model 

each syndromic indicator of interest separately (Equation 1). The models associate the 

temporal trend of laboratory confirmed cases of RSV to the syndromic indicators of 

interest, while controlling for other laboratory confirmed seasonal respiratory 

pathogens, unknown seasonal drivers of the outcome of interest, long-term time trends 

and public holiday effects. Laboratory data of nine seasonal respiratory pathogens, other 

than RSV, (Table 4.2) were included in the model as independent variables to account 

for their potential confounding effects with the outcome of interest, where circulation 

of these other seasonal respiratory pathogens could result in respiratory presentations to 

the healthcare services monitored by syndromic surveillance. All models included 

population as an offset. A directed acyclic graph (Figure 4.3) was created using the R 

package dagitty (Textor et al. 2016) to identify possible causal mechanisms for the 

syndromic data, and to identify independent variables for inclusion in the study. Factors 

identified as having a relationship on the outcome of interest (the syndromic indicators) 

were included in the models, where possible, to reduce bias and to account for potential 

confounding effects. We also estimated the burden of influenza using the same methods 

described, to allow for comparisons with RSV. Public holidays were included in the 

model to account for different healthcare usage during holidays with a lag of one week 

included to account for delayed healthcare-seeking behaviours. To account for 

unknown seasonal factors three sine/cosine pairs were included in the model; the 

number of pairs included in the model were based on goodness of fit metrics, and 

temporal autocorrelation. A cubic polynomial of time (each week included in the study) 

was included in the models to account for long-term time trends. To account for residual 

temporal autocorrelation an auto-regressive term of the residuals was included in the 

model (Cameron and Trivedi 2013; Imai et al. 2015). 

Seasonality needs to be controlled for as both the dependant (syndromic indicators) and 

independent variables of interest (RSV and influenza) have a seasonal component, that 

cannot be solely explained by the variables included in the models (Christiansen et al., 
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2012). For example, other seasonal factors such as temperature, humidity or changes in 

behaviour might drive trends in the data (D’Amato et al., 2018; Peppa et al., 2017) and 

cannot be accounted for by the observed independent variables (other repertory 

pathogens and public holidays). If seasonality is not adequately controlled for, the 

relationship between the relationship between the syndromic indicators and RSV and 

influenza could be overestimated, however over-accounting for seasonality might 

underestimate the relationship with the parameters of interest, especially when they 

have a highly cyclic pattern such as RSV. Here we included Fourier terms and a cubic 

polynomial of time to account for seasonality as described by Bhaskaran et al., (2013). 

Other commonly used methods to control for seasonality and long terms trends include 

time stratified models and flexible spline functions, however these methods tend to be 

a more stringent methods to account for seasonality, attribution a higher degree of the 

variability on the data to seasonality and long terms trends (Bhaskaran et al., 2013).  

During model development the inclusion of up to three Fourier terms was included in 

the model to establish the impact of different parametrisations of seasonality on model 

fit and the variables of interest (Table 4.3). In general, AIC was lowest when three 

Fourier terms were used in the models. There were very modest differences in the 

deviance explained and dispersion statistics observed with different seasonality 

parameterisations. When looking at the results of a cross- validation analysis, when one 

Fourier term was used there tended to be a higher degree of overfitting (higher RME 

and MAE values) compared to when two or three Fourier terms were included. There 

were substantial differences in RSV and influenza predictions when different 

parameters of seasonality were included. Although the highest number of RSV cases 

were observed when only one Fourier term was included in the models, however these 

models were not flexible enough to detect influenza trends because there were not 

enough inflexions within the sine wave masking the trends of influenza (this mainly 

occurred in ARD, URTI, LRTI, cough and difficulty breathing  indicators). When two 

Fourier terms were included in the model, RSV estimates tended to be much lower than 

when one or three terms were included in the models, suggesting an underestimation of 

the relationship. Although the number of RSV cases, tended to be lower when three 
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Fourier terms was included compared to one, this parametrisation also captured 

influenza trends. In summary, there was clear differences in terms of model metrics, 

cross validation, and predictions when using different seasonality parameters. However, 

the inclusion of three Fourier terms produced more reliable predictions for both RSV 

and influenza compared to other parametrisations of seasonality as both RSV and 

influenzas trends could be detected, as well as lower AIC values and lower levels of 

overfitting compared to the other seasonality parameters, especially for the broad 

indicators that will capture a higher degree of burden.
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Figure 4.3: Directed acyclic graph to estimate the causal relationship between laboratory cases of RSV and influenza (green), and 
syndromic indicators (blue). Grey circles represent variables that could not be accounted for, and white circles represent the variables that 
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were not adjusted for in the models. Abbreviations: Respiratory Syncytial Virus (RSV), Coronavirus (CV), Rhinovirus (RhV), 
Parainfluenza (PI), Human Metapneumovirus (HMPV), Streptococcus Pneumonia (SP), Haemophilus Influenzae (HI), and Mycoplasma 
Pneumonia (MP). As analysis was conducted on national data, we could not adjust for variables that were spatially defined 
(meteorological conditions, air pollution, deprivation, population density, rurality). Due to data aggregation, we could not account for 
individual characteristics (siblings, underlying health conditions, smoking exposure). Although these variables could not be accounted for 
in the model, these unobserved variables are likely to have been static over time therefore their omission is unlikely to bias our results. 
Data was available by sex, however data was national and there was no evidence the distribution of sex changed over time,  therefore we 
did not account for it in the analysis (Bhaskaran et al., 2013). 
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System Syndrome Age Fourier 
terms 

AIC Deviance 
Explained 

Dispersion MAE RMSE No. RSV 
Predictions 

No. Flu 
Predictions  

No. 
Presentation 
Predictions 

% of Total 
Presentation’s 
attributable to 
RSV 

% of Total 
Presentation’s 
attributable 
Influenza 

N
H

S1
11

 

D
if

fi
cu

lt
y 

B
re

at
hi

ng
 Under 

1 
1 2834 0.96 1.10 80.58 110.30 48584 -2927 255732 19.00 -1.14 

2 2815 0.96 1.10 73.64 101.02 42034 3988 253614 16.57 1.57 

3 2813 0.96 1.10 77.20 105.00 42288 2845 253338 16.69 1.12 

Over 
1 

1 3244 0.88 1.11 179.84 230.81 51863 -15681 400002 12.97 -3.92 

2 3209 0.90 1.12 163.74 210.07 28286 -1704 395006 7.16 -0.43 

3 3200 0.91 1.13 171.32 214.93 34303 1181 394983 8.68 0.30 

Fe
ve

r 

Under 
1 

1 2643 0.66 1.10 53.20 65.95 -606 3793 181974 -0.33 2.08 

2 2643 0.66 1.11 54.24 67.23 -3180 3314 181811 -1.75 1.82 

3 2645 0.67 1.12 55.89 69.00 -3725 2918 181709 -2.05 1.61 

Over 
1 

1 3073 0.85 1.09 137.00 177.45 12690 13629 384189 3.30 3.55 

2 3068 0.85 1.09 143.54 181.71 2447 18779 383292 0.64 4.90 

3 3070 0.85 1.09 153.65 193.76 8505 19486 383510 2.22 5.08 

C
ou

gh
 

Under 
1 

1 2992 0.96 1.08 132.56 185.32 74965 -1064 328263 22.84 -0.32 

2 2956 0.97 1.09 118.58 161.75 54100 9161 322369 16.78 2.84 

3 2958 0.97 1.10 122.48 164.20 54429 7089 322060 16.90 2.20 

Over 
1 

1 3471 0.92 1.08 379.25 521.55 109912 -29689 622349 17.66 -4.77 

2 3427 0.94 1.09 359.79 483.85 58018 1069 609369 9.52 0.18 

3 3424 0.94 1.10 362.04 476.40 65634 4729 609590 10.77 0.78 

So
r

e T
hr oa
t 1 2826 0.83 1.07 83.35 107.42 8105 4991 199001 4.07 2.51 

Table 4.3: Impact of using three seasonality parameterisations on model fit, cross validation, and model predictions. One, two or three Fourier 
terms were introduced into the model, while all other model parameters were kept constant.  
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Over 
1 

2 2821 0.83 1.08 84.63 109.33 3470 7771 198386 1.75 3.92 

3 2811 0.84 1.07 86.59 109.31 8011 8343 198547 4.03 4.20 

C
ol

d/
Fl

u Over 
1 

1 2652 0.92 1.10 61.16 85.33 8123 6078 103301 7.86 5.88 

2 2626 0.93 1.11 60.18 82.72 1028 10972 101757 1.01 10.78 

3 2624 0.93 1.11 61.58 82.18 2809 11389 101775 2.76 11.19 

G
P

O
O

H
 

A
R

D
 

Under 
1 

1 3071 0.93 1.07 210.76 312.52 300798 -1637 1045563 28.77 -0.16 

2 2998 0.95 1.09 170.47 250.93 183680 45003 911724 20.15 4.94 

3 2999 0.95 1.10 185.68 275.12 172224 39863 886592 19.43 4.50 

Over 
1 

1 3639 0.88 1.07 444.83 572.42 377290 -38727 2343376 16.10 -1.65 

2 3566 0.91 1.09 353.69 450.08 192655 186035 2291762 8.41 8.12 

3 3559 0.92 1.10 357.68 451.06 183842 205278 2282076 8.06 9.00 

IL
I 

Under 
1 

1 1233 0.53 1.11 3.49 4.66 1565 782 7061 22.16 11.07 

2 1234 0.53 1.12 3.62 4.80 1634 938 6918 23.62 13.56 

3 1234 0.54 1.11 4.11 5.56 1782 960 7015 25.40 13.68 

Over 
1 

1 1477 0.74 1.13 5.55 7.72 1122 3653 13184 8.51 27.71 

2 1476 0.75 1.14 5.95 8.24 251 5119 13973 1.80 36.63 

3 1474 0.75 1.15 5.70 7.83 748 5773 14650 5.11 39.40 

D
B

W
A

 

Under 
1 

1 2085 0.89 1.09 31.03 45.69 42707 -3143 91933 46.45 -3.42 

2 2036 0.92 1.11 24.46 34.49 28060 705 76798 36.54 0.92 

3 2036 0.92 1.11 27.20 39.21 26598 -39 74941 35.49 -0.05 

Over 
1 

1 2620 0.76 1.11 47.12 58.55 31978 -13421 168626 18.96 -7.96 

2 2558 0.82 1.19 38.71 46.74 17398 1359 157513 11.05 0.86 

3 2545 0.83 1.19 39.41 48.24 15064 2969 155550 9.68 1.91 

A
R I 1 2950 0.93 1.07 157. 51 234.58 226438 6352 813427 27.84 0.78 

Table 4.3: Impact of using three seasonality parameterisations on model fit, cross validation, and model predictions. One, two or three Fourier 
terms were introduced into the model, while all other model parameters were kept constant.  
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Under 
1 

2 2882 0.95 1.10 128.78 189.13 137033 40677 712025 19.25 5.71 

3 2883 0.95 1.10 139.43 206.02 128213 36475 692502 18.51 5.27 

Over 
1 

1 3523 0.89 1.08 356.67 460.10 308218 -18385 1900177 16.22 -0.97 

2 3456 0.92 1.09 281.59 364.72 156487 167341 1868103 8.38 8.96 

3 3451 0.92 1.10 283.14 365.12 153573 181854 1862522 8.25 9.76 

B
ro

nc
hi

tis
 

Under 
1 

1 1948 0.94 1.11 21.48 34.68 73704 -2913 102731 71.74 -2.84 

2 1851 0.96 1.18 19.92 31.37 33816 2519 64450 52.47 3.91 

3 1844 0.97 1.20 40.87 68.80 29008 1367 59737 48.56 2.29 

Over 
1 

1 1667 0.89 1.13 8.21 11.13 9882 -3070 25575 38.64 -12.00 

2 1592 0.92 1.17 5.96 7.61 6306 -309 22944 27.48 -1.35 

3 1588 0.92 1.19 6.04 7.64 5635 -171 22543 25.00 -0.76 

G
P

IH
 

A
cu

te
 B

ro
nc

hi
ti

s 

Under 
1 

1 1416 0.86 0.68 6.28 8.07 396 -420 7985 4.96 -5.26 

2 1414 0.89 0.53 4.07 5.17 -168 -259 7985 -2.10 -3.24 

3 1416 0.89 0.52 4.29 5.56 -383 -928 30358 -1.26 -3.06 

Over 
1 

1 1387 0.83 0.64 3.96 4.97 272 -336 6144 4.43 -5.47 

2 1369 0.85 0.56 3.59 4.30 -36 -152 6144 -0.59 -2.47 

3 1371 0.85 0.55 3.60 4.35 -160 -303 15234 -1.05 -1.99 

IL
I 

Under 
1 

1 1318 0.70 1.12 4.57 6.19 130 278 2699 4.82 10.30 

2 1309 0.71 1.15 4.44 5.78 130 356 2696 4.82 13.20 

3 1303 0.72 1.14 4.32 5.60 165 725 5735 2.88 12.64 

Over 
1 

1 1834 0.92 1.10 15.10 19.91 37 4365 14051 0.26 31.06 

2 1814 0.93 1.07 14.71 19.25 37 4508 14035 0.26 32.12 

3 1807 0.93 1.06 15.62 19.98 1031 8209 26194 3.94 31.34 

Pn
e

um on
i

a 1 934 0.39 1.04 4.41 5.72 105 41 706 14.87 5.80 

Table 4.3: Impact of using three seasonality parameterisations on model fit, cross validation, and model predictions. One, two or three Fourier 
terms were introduced into the model, while all other model parameters were kept constant.  
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Under 
1 

2 938 0.39 1.05 4.20 5.30 112 44 706 15.86 6.23 

3 941 0.39 1.06 4.07 5.06 224 85 1440 15.56 5.90 

Over 
1 

1 1420 0.74 1.11 3.65 4.75 808 145 3982 20.29 3.64 

2 1416 0.75 1.13 3.68 4.69 666 213 3981 16.73 5.35 

3 1418 0.75 1.16 3.77 4.80 1250 399 7489 16.69 5.33 

PS
F

 

Under 
1 

1 2462 0.82 1.07 38.28 48.70 1444 -1116 65194 2.21 -1.71 

2 2420 0.85 1.09 33.32 41.06 940 792 65125 1.44 1.22 

3 2417 0.85 1.10 34.46 42.73 2278 1157 144263 1.58 0.80 

Over 
1 

1 3114 0.86 1.06 139.90 179.26 15545 4667 308234 5.04 1.51 

2 3094 0.87 1.06 135.55 170.80 5046 12382 308006 1.64 4.02 

3 3084 0.88 1.06 138.67 175.55 18353 27293 591438 3.10 4.61 

U
R

T
I 

Under 
1 

1 3555 0.91 1.07 367.20 471.64 45948 -12126 817813 5.62 -1.48 

2 3510 0.93 1.08 313.77 396.10 24023 12427 816752 2.94 1.52 

3 3511 0.93 1.09 329.44 418.71 53716 20663 1811400 2.97 1.14 

Over 
1 

1 4143 0.90 1.05 1316.95 1734.42 235543 -26429 2453092 9.60 -1.08 

2 4110 0.92 1.06 1225.57 1561.91 93382 61036 2450100 3.81 2.49 

3 4109 0.92 1.06 1249.03 1604.44 240344 132155 4685317 5.13 2.82 

L
R

T
I 

Under 
1 

1 2848 0.96 1.09 107.64 145.54 43276 -8606 188197 22.99 -4.57 

2 2749 0.97 1.09 78.94 107.61 30413 1479 187255 16.24 0.79 

3 2755 0.97 1.09 83.52 113.03 65250 1603 415633 15.70 0.39 

Over 
1 

1 3290 0.93 1.06 243.40 330.68 72693 -17398 410051 17.73 -4.24 

2 3236 0.95 1.07 207.09 269.84 40980 3431 408754 10.03 0.84 

3 3236 0.95 1.08 217.15 287.12 83359 9093 781626 10.66 1.16 

A
st

hm a 1 2021 0.76 1.10 15.22 18.68 1505 -497 18411 8.17 -2.70 

Table 4.3: Impact of using three seasonality parameterisations on model fit, cross validation, and model predictions. One, two or three Fourier 
terms were introduced into the model, while all other model parameters were kept constant.  
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Over 
1 

2 1994 0.79 1.11 13.62 16.83 329 155 18406 1.79 0.84 

3 1989 0.80 1.12 13.78 17.23 380 415 34073 1.12 1.22 

SF
 

Over 
1 

1 1378 0.84 0.92 4.15 5.07 25 178 4994 0.50 3.56 

2 1372 0.84 0.88 4.19 5.13 -56 272 4994 -1.12 5.45 

3 1372 0.85 0.87 4.36 5.37 -82 603 12286 -0.67 4.91 

Table 4.3: Impact of using three seasonality parameterisations on model fit, cross validation, and model predictions. One, two or three 
Fourier terms were introduced into the model, while all other model parameters were kept constant.  
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Each syndromic indicator was modelled separately by age group, to allow for different 

syndromic data-pathogen leads by age group. Where syndromic indicators had a low 

number of counts (<500) over the study period, analysis was not undertaken for that age 

group, as a low number indicates that the syndromic indicator may not have been 

routinely used to describe disease for children in that age group. Data was first modelled 

using the Poisson distribution, if the model was over-dispersed, the negative binomial 

distribution was used. Over-dispersion was tested by comparing the sum of squared 

Pearson residuals to the residual degrees of freedom. Models were deemed as acceptable 

when the over-dispersion statistics <1.5 (Payne et al. 2018). A combination of 0-2 week 

leads for all pathogens was modelled, with the best combination of leads decided by the 

percentage of deviance explained. Leads of the laboratory data were included in the 

models to investigate if changes in trends in the syndromic data occurred before the 

laboratory data. We explored non-linearities in the relationship between the seasonal 

pathogens and syndromic indicators, by including the seasonal pathogens as quadratic 

polynomial functions, to account for possible threshold effects. However, this resulted 

in overfitting, consequently, the pathogens were included as linear terms. Model 

selection was based on Akaike Information Criterion (AIC), and percentage of deviance 

explained.  

The algebraic definition of the model is given by: 

Yt | µt,∼ F(µt), 

where µt is the is the age-specific number of presentations per syndromic indicator at 

time t, F is the likelihood of the model (Poisson or negative binomial). A logarithmic 

link function of the expected number of cases is modelled as: 

, 

where α corresponds to the intercept; log(Pt) denotes the logarithm of the population P 

at risk for week t included as an offset to adjust counts by population; ρ is an auto-

regressive coefficient of the residuals R lagged one week to account for potential 

temporal autocorrelation; t’ represents a third degree polynomial of time with coefficient 
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λ; F is a matrix of j Fourier terms with coefficients ϵ to account for seasonal trends that 

may be related to factors other than RSV such as temperature and rainfall; H denotes a 

Boolean variable indicating the presence of public holidays on the current (t) or previous 

week (t − 1) with coefficients τ or θ accordingly; X is a matrix of k = 10 infectious 

disease co-variates with regression coefficients β. Models were fitted in R version 3.5.2 

using the MASS package (Venables and Ripley 2002). 

Block time series cross validation was used to test model robustness and to identify 

overfitting in the models (Roberts et al. 2017). For the cross-validation analysis, each 

dataset was split into 10 folds, which are blocks of data of 24-25 continuous weeks, and 

data was trained and tested on future data in sequential linear time with nine iterations. 

With the cross-validation first iteration comprising of 10% training and 90% testing 

data, and the final iteration comprising of 90% training and 10% testing data. To assess 

overfitting mean absolute error (MAE) was used. A graphical representation of block 

time series cross validation is described in Figure 4.4.  

 

 

Figure 4.4: Graphical representation of the Block time series cross validation 
algorithm 
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4.5.4 Estimating RSV Burden 

To estimate the attributable burden of RSV we estimated the relationship between each 

syndromic indicator and laboratory cases of RSV, while accounting for other effect 

modifiers described in Figure 4.3. The models were then used to estimate the casual 

relationship between laboratory cases of RSV and syndromic indicators. The key 

regression coefficients for RSV, influenza A and influenza B are presented in Table 4.4. 

To estimate the attributable burden of RSV from the NHS111 and GPOOH syndromic 

indicators, first the number of weekly episodes for each syndromic indicator was 

predicted using the models, with the total study population in England. For the GPIH 

data, a linear extrapolation was undertaken of the predicted number of attributable cases 

of RSV with the total study population. This was done due to the poor surveillance 

coverage over some time periods and in some areas, using the model to predict the 

number of presentations using the population of the study population allows us to 

estimate the true absolute number presentations attributable to RSV. These predictions 

are the number of presentations to each service at total population level and will be 

referred to as the total predictions.  

To estimate the causal relationship between RSV and the respiratory indicators we used 

a counterfactual approach, where we compare the outcome (number of presentations) 

when the variable of interest (RSV) was not present against when it was present. In this 

case we simulated an environment with zero RSV circulation (Emukule et al., 2017; 

Thompson et al., 2009; Yang et al., 2011), by setting the RSV term to zero. If the 

outcome does not differ when the variable of interest is absent, and other identified 

effect modifiers or confounding factors are accounted for, we can say there is no causal 

relationship between the number of presentations for the syndromic indicators and RSV.  

The number of episodes were then predicted using a dataset where the RSV term was 

set to zero (baseline predictions), to simulate an environment with zero RSV circulation 

(Yang et al. 2011; Emukule et al. 2017). The estimate the number of presentations that 

could be attributed to RSV the difference between the total number of presentations in 

the original model and the number of presentations in the counterfactual model. This 
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gave us the total number of syndromic indicator presentations that could be attributable 

to RSV.  The same method was used to estimate the attributable burden of influenza, 

where influenza A and influenza B terms were set to zero.  

To calculate uncertainty ranges for the number of syndromic indicator presentations 

attributable to RSV and influenza, 95% confidence intervals were calculated for each 

set of predictions using the model, those with the pathogen of interest and those without 

the pathogen of interest in circulation. The difference was then taken between the upper 

bound of the two prediction datasets, and the lower bound of the two prediction datasets. 

Absolute number of episodes were calculated for each syndromic indicator, as well as 

presentation rate per 100,000 that were attributable to RSV and influenza. 

Using these estimates, the percentage of presentations for each syndromic indicator 

attributable to RSV were estimated. To obtain results by healthcare service, we 

calculated the sum value of results from all individual indicators. In the case of GPOOH 

and GPIH services, multiple syndromic indicators were subsets of other broader 

indicators also analysed, for these systems, the broader syndromic indicators were used 

to estimate the healthcare service attributable burden (Figure 4.5). Burden estimates 

were calculated for each influenza season (1st October to 31st April), as this is the 

period when outbreaks of RSV occur in England (PHE, 2021). In the laboratory data, it 

was observed that 96.5% of RSV cases occurred within the influenza season. 

Henceforth, the data calculated for this period will be referred to as the annual figures. 
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 Under 1 year 1-4 years 
System Indicator Pathogen Coefficient (95%CI) Significance  Coefficient (95%CI) Significance  
NHS111 Difficulty 

Breathing 
RSV 1.0022 (1.0018-1.0025) *** 1.0036 (1.0019-1.0053) *** 
Influenza A 1.0056 (1.0015-1.0098) ** 0.9988 (0.9957-1.0019) NS 
Influenza B 0.9942 (0.9895-0.9991) * 1.0018 (0.9976-1.006) NS 

Cough RSV 1.0020 (1.0016-1.0023) *** 1.0045 (1.0026-1.0064) *** 
Influenza A 1.0056 (1.0010-1.0102) * 0.9998 (0.9964-1.0033) NS 
Influenza B 1.0014 (0.9953-1.0076) NS 1.0010 (0.9964-1.0058) NS 

Cold/Flu RSV - - 1.0005 (0.9985-1.0026) NS 
Influenza A - - 1.00787 (1.0042-1.0116) *** 
Influenza B - - 1.0081 (1.0029-1.0134) ** 

Fever RSV 0.9997 (0.9994-1.0000) * 1.0005 (0.9992-1.0017) NS 
Influenza A 1.0061 (1.0025-1.0096) *** 1.0054 (1.0035-1.0074) *** 
Influenza B 0.9972 (0.9930-1.0014) NS 1.0023 (0.9995-1.0052) NS 

Sore Throat RSV - - 1.0013 (0.9998-1.0028) NS 
Influenza A - - 1.0052 (1.0026-1.0079) *** 
Influenza B - - 0.9993 (0.9957-1.0030) NS 

 
GPIH 

Acute 
Bronchitis 

RSV 0.9998 (0.9993-1.0002) NS 0.996 (0.9993-1.0002) NS 
Influenza A 0.9955 (0.9887-1.0023) NS 0.9833 (0.9887-1.0023) NS 
Influenza B 0.9917 (0.9832-1.0003) NS 0.9948 (0.9832-1.0003) NS 

ILI RSV 1.0006 (0.998-1.0015) NS 1.0002 (0.9977-1.0026) NS 
Influenza A 1.0206 (1.0082-1.0331) ** 1.0107 (1.0056-1.0157) *** 
Influenza B 1.0347 (1.0181-1.0514) *** 1.0294 (1.0225-1.0364) *** 

Pneumonia RSV 1.0028 (1.0012-1.0044) *** 1.0099 (1.0071-1.0128 *** 
Influenza A 1.0134 (0.9892-1.0378) NS 1.0105 (1.0045-1.0165) *** 
Influenza B 1.0194 (0.9866-1.0522) NS 0.9907 (0.9820-0.9933) * 

URTI RSV 1.0004 (1.0000-1.0007) * 1.0020 (1.0006-1.0034) ** 
Influenza A 1.0056 (1.0013-1.0099) * 1.0045 (1.0015-1.0074) ** 
Influenza B 0.9940 (0.9886-0.9994) * 0.9965 (0.9924-1.0006) NS 

LRTI RSV 1.0018 (1.0014-1.0021) *** 1.0047 (1.0032-1.0062) *** 
Influenza A 1.0038 (0.9993-1.0082) NS 1.0021 (0.9994-1.0047) NS 

Table 4.4: Regression coefficients of RSV, influenza A and influenza B with 95% confidence intervals for each syndromic 
indicator model.  NS = not significant, * = ≤0.05, ** = ≤0.01, *** = ≤0.001, - = indicator not modelled. 
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Influenza B 0.9936 (0.9881-0.9993) * 0.9976 (0.9938-1.0014) NS 
GPOOH ARD RSV 1.0025 (1.0019 -1.0030) *** 1.0050 (1.0025 -1.0066) *** 

Influenza A 1.0083 (1.0011-1.0155) * 1.0058 (1.0014 -1.0103) ** 
Influenza B 1.0087 (0.9981-1.0195) NS 1.0091 (1.0021-1.0161) * 

ARI RSV 1.0024 (1.0018- 1.0029) *** 1.0046 (1.0027-1.0066) *** 
Influenza A 1.0098 (1.0026- 1.0171) ** 1.0067 (1.0023-1.0111) ** 
Influenza B 1.0092 (0.9986- 1.0200) NS 1.0087 (1.0019-1.0157) * 

ILI RSV 1.0031 (1.0013-1.0049) *** 1.0012 (0.9954- 1.0071) NS 
Influenza A 1.0113 (0.9851- 1.0380) NS 1.0123 (0.9992-1.0255) NS 
Influenza B 1.0406 (0.9983- 1.0832) NS 1.0470(1.0258- 1.0691) *** 

DBWA RSV 1.0045 (1.0038- 1.0052) *** 1.0055 (1.0024-1.0086) *** 
Influenza A 0.9976- (0.9875-1.0077) NS 0.9999 (0.9930-1.0069) NS 
Influenza B 1.0137 (0.9978- 1.0299) NS 1.0035 (0.9928-1.0145) NS 

Bronchitis RSV 1.0053 (1.0044- 1.0061) *** 1.0112 (1.0083 -1.0140 *** 
Influenza A 1.0145 (1.0018- 1.0274) * 1.0016 (0.9940- 1.0092) NS 
Influenza B 0.9786 (0.9602- 0.9973) * 0.9912 (0.9797- 1.0027) NS 

Table 4.4: Regression coefficients of RSV, influenza A and influenza B with 95% confidence intervals for each syndromic indicator 
model.  NS = not significant, * = ≤0.05, ** = ≤0.01, *** = ≤0.001, - = indicator not modelled. 
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Figure 4.5: Schematic hierarchy of the syndromic surveillance indicators used in the study, and the services they relate to. 
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4.5.5 Estimating the Direct Cost of RSV 

An estimated direct cost to the NHS was calculated using the number of presentations 

attributable to RSV for each service. Direct costs to each service per consultation were 

obtained from the literature, and only account for the consultation time and do not 

account for any additional resources such as prescriptions, practitioner travel time or 

parental loss of work. Calls to NHS111 were estimated to cost the NHS £12.26 per call 

(Turner et al. 2012) based on an average cost, but a high variability of cost has been 

observed across the call centre sites. Consultations to GPIH were estimated to cost 

£37.00 (Curtis 2013) based on a consultation time with a GP of 9.22 minutes for the 

financial year 2016/17. Previous estimates from the financial year 2013/14 have 

estimated this figure to be £46.00 based on a slightly longer consultation time of 11.7 

minutes (Curtis 2018). Due to the study period covering between these years, cost 

estimates were calculated based on both of these figures to give an upper and lower 

bound of potential costs. Finally, consultations to GPOOH were estimated to cost 

£68.30 per case based on data for the financial year 2013/14, this figure is based on a 

report on Out-of-hours GP services in England by the Department of Health and NHS 

England (NAO 2014). The report noted the high level of variation in the cost of 

consultations for each case with 95% of costs between £28.30 and £134.30. Due to the 

high variability in cost to this service, estimates were calculated based on the average 

cost and the upper and lower estimates.  

In this paper we used presentations to services monitored by syndromic surveillance to 

estimate community burden. Therefore, comparisons between the rate of laboratory 

testing and the rate of episodes attributed to RSV for each service were made.  

4.5.6 Model Description and Fit  

Full descriptions of model fit are provided in Table 4.5. Due to low counts (<500) over 

the study period; Sore Throat, Cold/Flu, Asthma (GPOOH), Pharyngitis/Scarlet Fever 

(GPOOH), Scarlet Fever (GPIH) and Severe Asthma (GPIH) syndromic indicators were 

not modelled for children under-1 year. Model distribution was chosen based on how 

adequately over-dispersion was controlled for. The Poisson distribution was used for 
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models that did not display high levels of over-dispersion (dispersion statistic >1.5). If 

a high level of overdispersion was observed, then the indicators were modelled using 

the negative binomial distribution.  

Models were excluded if they displayed low deviance explained (<75%), as this 

indicated that the covariates did not explain the dependent data. Given this, models 

fitted to Fever (NHS111-under 1 year), Influenza Like Illness (GPOOH and GPIH–

under 1 year), and Pneumonia (GPIH – under 1 year) syndromic indicators were not 

considered further. 

A high percentage of deviance explained (>90%) was observed in the models for 

Difficulty Breathing, Cough (NHS111), All Respiratory Disease, Acute Respiratory 

Infection, Bronchitis/Bronchiolitis (GPOOH), Upper Respiratory Tract Infection and 

Lower Respiratory Tract Infection indicators for both age groups. In addition to these, 

there was also a high percentage of deviance explained in the Difficulty 

Breathing/Wheeze/Asthma (GPOOH) model in under-1’s and Cold/Flu and Influenza 

Like Illness (GPIH) models in 1-4-year olds. In children under-1 year, the majority of 

models (11/15; 73%) had a best fit when the syndromic data led the RSV laboratory 

data by one week. However, in the 1-4-year age group, there was less agreement 

between the services, with leads ranging from 0-2 weeks. To assess overfitting, MAE 

was calculated using K-fold time series cross validation (Table 4.6). This analysis 

suggests that most of the models had low levels of overfitting, with MAE values <30% 

of mean observed values (28/31).  
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 Ages 
Modelled 

Model Distribution Deviance Explained Over-dispersion RSV Leads 

   Under 1 
Year 

1-4 
Years 

Under 1 
Year 

1-4 
Years 

Under 1 
Year 

1-4 
Years 

NHS111         
Difficulty Breathing Both negative binomial 0.96 0.91 1.11 1.13 1 1 
Fever Both negative binomial 0.67 0.85 1.12 1.09 0 2 
Cough Both negative binomial 0.97 0.94 1.10 1.10 1 1 
Sore Throat 1-4 years negative binomial - 0.84 - 1.07 - 2 
Cold/Flu 1-4 years negative binomial - 0.93 - 1.11 - 1 
GPOOH  negative binomial       
All Respiratory Disease Both negative binomial 0.95 0.92 1.09 1.10 1 0 
Difficulty 
Breathing/Wheeze/Asthma 

Both negative binomial 0.92 0.83 1.11 1.20 1 0 

Asthma 1-4 years negative binomial - 0.79 - 1.14 - 0 
Acute Respiratory Infection  Both negative binomial 0.95 0.92 1.10 1.10 1 0 
Influenza Like Illness Both negative binomial 0.54 0.75 1.11 1.15 1 2 
Bronchitis/Bronchiolitis Both negative binomial 0.97 0.92 1.20 1.19 1 0 
Pharyngitis/Scarlet Fever 1-4 years negative binomial - 0.51 - 1.14 - 2 
GPIH  negative binomial       
Upper Respiratory Tract Infection Both negative binomial 0.93 0.92 1.09 1.06 1 1 
Influenza Like Illness Both negative binomial 0.72 0.93 1.14 1.06 1 2 
Pharyngitis or Scarlet Fever Both negative binomial 0.85 0.88 1.10 1.06 1 1 
Scarlet Fever 1-4 years Poisson - 0.85 - 0.87 - 1 
Lower Respiratory Tract Infection Both negative binomial 0.97 0.95 1.09 1.08 0 1 
Pneumonia Both negative binomial 0.39 0.75 1.06 1.16 1 1 
Severe Asthma 1-4 years negative binomial - 0.80 - 1.20 - 0 
Bronchitis/Bronchiolitis Both Poisson 0.89 0.85 0.52 0.55 2 2 

Table 4.5: Model distributions and summary statistics.
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 Mean MAE (% of Mean) 
 Under 1 

Year 
1-4 

Years 
Under 1 

Year 
1-4 Years 

NHS111     
Difficulty Breathing 907.4 1441.8 77.2 (8.5)  171.3 (11.9) 
Fever - 1411.6 - 153.7 (10.9) 
Cough 1143.0 2188.8 122.5 (10.7) 362.0 (16.5) 
Sore Throat - 723.3 - 86.6 (12.0) 
Cold/Flu - 370.1 - 69.1 (18.8) 
GPOOH     
 All Respiratory Disease 1323.5 3566.4 186.7 (14.1) 357.7 (10.0) 
Difficulty 
Breathing/Wheeze/Asthma 

119.6 284.0 27.2 (22.7) 39.4 (13.9) 

Asthma - 50.5 - 10.2 (20.2) 
Acute Respiratory Infection  1038.3 2891.8 139.4 (13.4) 283.1 (9.8) 
Influenza Like Illness - 16.3 - 5.7 (35.0) 
Bronchitis/Bronchiolitis 81.7 35.5 21.5 (26.3) 6.0 (16.9) 
Pharyngitis/Scarlet Fever - 10.8 - 3.3 (30.6) 
GPIH     
Upper Respiratory Tract Infection 3383.9 10155.6 329.4 (9.7) 1249.0 

(12.3) 
Influenza Like Illness - 57.9 - 15.6 (26.9) 
Pharyngitis or Scarlet Fever 269.6 1275.1 34.5 (12.8) 138.7 (10.9) 
 Scarlet Fever - 20.7 - 4.4 (21.3) 
Lower Respiratory Tract Infection 775.4 1697.0 83.5 (10.8) 217.1 (12.8) 
Pneumonia 2.9 16.5 4.1 (141.4) 3.8 (23.0) 
Severe Asthma - 76.2 - 13.8 (18.1) 
Bronchitis/Bronchiolitis 33.0 25.5 4.3 (13.0) 3.6 (14.11) 

Table 4.6: Time Series K Fold cross validation results.
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4.6 Results 

4.6.1 Estimating the Community Burden of RSV  

Our models indicate that, during an average year, RSV-accounted for 21.7% and 20.8% 

of all Difficulty Breathing and Cough calls to NHS111 in children under-1 year, and 

11.6% and 13.1% of calls in children 1-4 years (Table 4.7). RSV accounted for 52.3% 

of all Bronchitis/Bronchiolitis consultations to GPOOH in children under-1 year, and 

13.0% of consultation in children 1-4 years. When looking at the broader GPOOH 

syndromic indicators, RSV accounted for 24.3% of All Respiratory Disease 

consultations in the under-1’s, and 10.2% in children 1-4 years. In children under-1 

year, RSV accounted for 19.0% of all presentations for Lower Respiratory Tract 

Infection to GPIH, and 13.3% in children 1-4 years. Further estimates of burden per 

syndromic indicator are presented in Table 4.8. 

To estimate the attributable burden of RSV for each service, indicators were summed. 

In the case of NHS111, the indicators summed were Difficulty Breathing and Cough for 

the under-1 age group, and Difficulty Breathing, Fever, Cough, Sore Throat and 

Cold/Flu for those aged 1-4 years. Both GPOOH and GPIH data comprised of more 

specific indicators that were a subset of broader indicators of RSV. For both GPOOH 

and GPIH the broader indicators were found to detect a higher burden of RSV in 

comparison to the more specific indicators and were therefore used to calculate the total 

burden for the services. For GPOOH All Respiratory Disease was used and for GPIH 

Upper Respiratory Tract Infection and Lower Respiratory Tract Infection was used. 

Annual seasonal burden and a time series of burden for each service is presented in 

Figure 4.6 and Figure 4.7. 

In total, we estimate that there were almost 200,000 presentations to NHS11, GPOOH 

and GPIH annually, in children under-5 years attributable to RSV over the five-year 

study period (Table 4.9); in children under-5 years there were a total of 9,047, 16,122, 

and 14,638 presentations per 100,000 population attributable to RSV to NHS11, 

GPOOH and GPIH, respectively. On average, there were 1,240, 2,051, and 2,544 

presentations attributable to RSV per 100,000 residents per year to NHS111, GPOOH 
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and GPIH, respectively (Table 4.9). We estimate that, during the influenza season, 3.1% 

(1.8%-5.5%) of all presentations to NHS111 and 2.1% (1.0%-4.2%) of all presentations 

to GPOOH were attributable to RSV in children under-5 years (Table 4.9). The 

percentage of all GPIH consultations attributable to RSV could not be calculated 

because the total number of all consultations to GPIH was not available. 
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 Percentage (%) of All Events  
Attributable to RSV (Range) 

Percentage (%) of All Events  
Attributable to Influenza (Range) 

Ratio of 
RSV:Influenza 

 < 1 year 1-4 years < 1 year 1-4 years < 1 year 1-4 years 
NHS111       
Difficulty Breathing 21.71 (20.88-22.55) 11.57 (10.81-12.33) 1.48 (1.10-1.86) 0.38 (0-0.91) 14.7:1 30.3:1 
Cough 20.78 (19.77-21.79) 13.06 (12.19-13.94) 2.71 (2.36-3.06) 0.94 (0.43-1.56) 7.7:1 13.9:1 
Fever - 3.11 (2.56-3.66) - 7.34 (6.92-7.76) - 1:2.4 
Cold/Flu - 3.27 (2.17-4.38) - 13.36 (11.94-14.79) - 1:4.1 
Sore Throat - 5.63 (5.11-6.16) - 6.15 (576-6.55) - 1:1.1 
GPOOH       
 All Respiratory Disease 24.34 (20.05-28.64) 10.19 (8.35-12.02) 5.59 (3.67-7.51) 11.34 (8.42-14.27) 4.4:1 1:1.1 
Difficulty 
Breathing/Wheeze/Asthma 

43.36 (33.58-53.14) 13.02 (9.70-16.32) 0 2.50 (0.67-4.33) 309:1 5.2:1 

Asthma - 0.57 (0.04-2.09) - 1.01 (0.36-2.09) - 1:1.8 
Acute Respiratory Infection  23.19 (19.08-27.30) 10.37 (8.56-12.18) 6.55 (4.48-8.62) 12.27 (9.18-15.35) 3.5:1 1:1.2 
Influenza Like Illness 30.21 (11.44-48.74) 5.72 (3.13-8.39) 16.05 (0.79-

31.23) 
44.13 (16.06-72.21) 1.9:1 1:7.7 

Bronchitis/Bronchiolitis 52.53 (38.42-66.61) 29.28 (23.16-35.44) 4.36 (0-6.54) 0 (0-0.52) 20.8:1 36.2:1 
Pharyngitis/Scarlet Fever - - - - - 1:2.9 
GPIH       
Upper Respiratory Tract Infection 3.94 (3.06-4.81) 6.63 (5.89-7.37) 1.89 (1.28-1.89) 3.78 (3.44-4.21) 2.5:1 1.8:1 
Influenza Like Illness 3.56 (1.04-6.30) 4.45 (3.06-5.85) 15.49 (12.47-

18.05) 
39.73 (34.81-44.74) 1:4.3 1:8.9 

Pharyngitis or Scarlet Fever 2.19 (0.93-3.45) 4.28 (3.65-4.90) 1.16 (0.74-1.57) 6.44 (5.99-6.88) 1.9:1 1:1.5 
 Scarlet Fever - -0.97 (-2.55-0.31) - 6.95 (6.10-7.97) - 1:7.1 
Lower Respiratory Tract Infection 18.95 (18.37-19.55) 13.30 (12.66-13.94) 0.50 (0.12-0.87) 1.50 (1.22-1.78) 37.9:1 8.8:1 
Pneumonia - 21.56 (19.73-23.76) - 6.92 (5.70-8.09) - 3.1:1 
Severe Asthma - 1.62 (-0.03-3.40) - 1.96 (1.46-2.41) - 1:1.2 
Bronchitis/Bronchiolitis -1.68 (-4.48-0.87) -1.47 (-4.10-1.08) -4.07 (-5.22- -

2.91) 
-2.76 (-3.70 - -1.79) 0.41:1 0.53:1 

Table 4.7: Comparison of presentations attributable to RSV or Influenza during an average year (1st of October to 31st of April). 
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Total No. of Presentations 
(Range) 

Annual Average of Presentations 
(Range) 

Episodes per 100,000 Population 
per Week (Range) 

 < 1 year 1-4 years < 1 year 1-4 years < 1 year 1-4 years 
NHS111       
Difficulty Breathing 41,511 (39,919-

43,109) 
33,365 (31,180-

35,559) 
8,302 (7,984-

8,622) 
6,673 (6,236-

7,112) 
43 (41-45) 8 (8-9) 

Cough 53,704 (51,085-
56,313) 

64,521 (60,197-
68,835) 

10,741 (10,217-
11,263) 

12,904 (12,039-
13,767) 

56 (53-58) 16 (15-17) 

Fever - 8,107 (6,664-
9,541) 

- 1,621 (1,333-
1,908) 

- 2.0 (1.6-2.4) 

Cold/Flu - 2,759 (1,827-
3,690) 

- 552 (366-738) - 0.7 (0.5-0.9) 

Sore Throat - 7,600 (6,892-
8,313) 

- 1,520 (1,378-
1,663) 

- 1.9 (1.7-2.0) 

GPOOH       
All Respiratory Disease 169,733 (139,779-

199,677) 
180,296 (147,837-

212,748) 
33,947 (27,956-

39,935) 
36,059 (29,567-

42,550) 
176. (145-207) 44 (37-53) 

Difficulty 
Breathing/Wheeze/Asthma 

26,258 (20,336-
32,182) 

14,736 (10,988-
18,478) 

5,252 (4,067-
6,436) 

2,947 (2,198-
3,696) 

27 (21-33) 3.7 (2.7-4.6) 

Asthma - 110 (7-403) - 22 (1-81) - 0.03 (0.00-0.10) 
Acute Respiratory Infection 126,362 (103,960-

148,762) 
150,635 (124,321-

176,956) 
25,272 (20,792-

29,752) 
30,127 (24,864-

35,391) 
131 (108-154) 38 (31-44) 

Influenza Like Illness 1,769 (670-2,854) 737 (403-1,081) 354 (134
 -571) 

147 (81-216) 1.8 (0.7-2.9) 0.2 (0.1-0.3) 

Bronchitis/Bronchiolitis 28,881 (21,123-
36,626) 

5,579 (4,412-
6,753) 

5,776 (4,225-
7,325) 

1,116 (882-
1,351) 

30 (22-38) 1.4 (1.1-1.7) 

Pharyngitis/Scarlet Fever - 482 (278-6,84) - 96 (56-137) - 0.1 (0.1-0.2) 
GPIH       
Upper Respiratory Tract 
Infection 

52,728 (40,978-
64,414) 

234,864 (208,625-
261,098) 

10,546 (8,196-
12,883) 

46,973 (41,725-
52,220) 

55 (43-67) 59 (52-65) 

Influenza Like Illness 165 (48-292) 1,023 (702-1,343) 33 (10-58) 205 (140-269) 0.2 (0.1-0.3) 0.3 (0.2-0.3) 

Table 4.8: Presentations attributable to RSV for each syndromic indicator during the average year (1st of October to 31st of April). 
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Pharyngitis or Scarlet Fever 2,260 (957-3,563) 17,777 (15,157-
20,374) 

452 (191-713) 3,555 (3,031-
4,075) 

2 (1-4) 4.4 (3.8-5.1) 

Scarlet Fever - -82 (-215-26) - -16 (-43-5) - -0.02 (-0.05-
0.00) 

Lower Respiratory Tract 
Infection 

64,649 (62,653-
66,684) 

81,870 (77,925-
85,833) 

12,930 (12,531-
13,337) 

16,374 (15,585-
17,167) 

67 (65-69) 20 (19-21) 

Pneumonia - 1,247 (1,141-
1,374) 

- 249 (228-275) - 0.31 (0.28-0.34) 

Severe Asthma - 380 (-8-799) - 76 (-2-160) - 0.10 (0-0.2) 
Bronchitis/Bronchiolitis -383 (-1020-198) -160 (-447-118) -77 (-2-40) -32 (-89-24) -0.4 (-1.0-0.20) -0.04 (-0.11-

0.03) 
Table 4.8: Presentations attributable to RSV for each syndromic indicator during the average year (1st of October to 31st of April). 
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 Average Events Per 
Year  

 (total) 

Average Events Per Year  
(per 100,000 population) 

Total Number of Events Over 
Study Period 

 (per 100,000 population) 

Percentage of All 
Presentations (%)* 

Ratio of 
RSV:Influenza 

NHS111      
< 1 year 19,043 (18,200-19,884) 2,882.5 (2,754.9-3,009.8) 13,867.3 (13,067.6-14,666.6) 4.2 (3.0-5.9) 7.2:1 
1-4 years 23,720 (21,352-25,187) 861.8 (775.8-915.1) 4,227.5 (3,879.0-4,575.8) 2.6 (1.3-5.3) 2.6:1 
<5 years 42,313 (39,552-45,071) 1,239.8 (1,158.9-1,320.6) 9,047.4 (8,473.3-9,621.2) 3.1 (1.8-5.5) 5.1:1 
GPOOH      
< 1 year 33,947 (27,956-39,935) 5,138.5 (4,231.7-6,044.9) 25,692.2 (21,158.1-30,224.8) 2.9 (1.8-4.4) 4.3:1 
1-4 years 36,059 (29,567-42,550) 1,310.2 (1,074.3-1,546.0) 6,550.8 (5,371.5-7,729.9) 1.8 (0.7-4.1) 1:1.1 
<5 years 70,006 (57,523-82,485) 2,051.2 (1,685.5-2,416.9) 16,121.5 (13,264.8-18,977.4) 2.1 (1.0-4.2) 2.4:1 
GPIH      
< 1 year 23,475 (20,726-26,220) 3,553.4 (3,137.3-3,969.9) 17,767.2 (15,686.5-19,844.1) - 5.1:1 
1-4 years 63,347 (57,310-69,386) 2,301.6 (2,082.3-2,521.5) 11,508.11 (10,411.4-

12,605.3) 
- 2.2:1 

<5 years 86,822 (78,036-95,606) 2,543.9 (2,286.5-2,801) 14,637.7 (13,049.0-16,224.7) - 3.4:1 
All 
Systems 

     

< 1 year 76,465 (66,882-86,039) 11,574.4 (10,123.8-
13,023.6) 

57,326.7 (49,912.3-64735.5) - 5.1:1 

1-4 years 123,126 (108,229-
137,123) 

4,473.6 (3,932.4-4,982.2) 22,286.4 (19,661.9-24,911.0) - 1.6:1 

<5 years 199,591 (175,111-
223,162) 

5,848.1 (5,130.8-6,538.8) 39,806.6 (34,787.1-44,823.3) - 3.1:1 

Table 4.9: RSV attributable events to NHS111, GPOOH, GPIH and All Systems. *Total number of presentations only available for 
NHS111 and GPOOH. 
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Figure 4.6: Estimated number of RSV episodes per 100,000 population per year by service monitored by syndromic surveillance; a) 
NHS111, b) GPOOH, c) GPIH, d) All services. Error bars indicate the error range based on upper and lower estimates of RSV. 
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Figure 4.7: Time Series of RSV (solid lines) and influenza (dashed lines) episodes per 100,000 residents by service monitored by 
syndromic surveillance for the period 11th November 2013 and 18th June 2018; a) NHS111, b) GPOOH, c) GPIH, d) All services. Light 

shaded areas indicate the error range based on upper and lower estimates of RSV. 
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4.6.2 Community RSV Burden by Age Group 

Across all three services, the burden was higher in children under-1 year compared to 

the 1-4 years age group. To NHS111 there were 3.3 times the rate of presentations in 

children under-1 year compared to those aged 1-4 years over the study period. To GPIH 

the presentation rate was 1.5 times greater in those under-1 year and to GPOOH the rate 

was 3.9 times higher in that under-1 year compared to those aged 1-4 years.  

4.6.3 Comparing Community RSV Burden to that of 
Influenza 

Compared to influenza A+B, there were more RSV presentations to NHS111, GPOOH 

and GPIH in children under-5 years, with 5.1, 2.4, and 3.4 the rate of presentations, 

respectively (Table 4.9). The largest disparity between RSV and influenza A+B was 

seen in the under-1 year age group, with 7.2 times more presentations attributable to 

RSV across all services. 

4.6.4 Estimating the Direct Healthcare Cost of Community 
RSV Burden to the NHS 

Calls to NHS111 attributable to RSV in children under-5 years were estimated to have 

a direct cost £520,000 per year (Table 4.10). The RSV attributable cost of GPIH 

consultations was estimated to be £4,073,000 per year for children under-5 years. RSV 

attributable consultations to GPOOH cost £5,327,000 in children under-5 years per 

year. The total direct attributable cost of RSV to these services amounts to £9,920,000 

per year in all children under-5 years. Due to the variability of the costs for each system 

per episode further estimates have been made in Table 4.10, as well as cost breakdowns 

by age group.  
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 Cost Source Reference Cost per 
Episode 

< 1 Year 
(£1,000s) 

1-4 Years 
(£1,000s) 

< 5 Years 
(£1,000s) 

NHS111 Pilot study of 
four sites in 
20121 

Turner et 
al. (2012) 

£12.26 228 (215-
241) 

292 (268-
316) 

520 (483-
558) 

GPOOH Report on Cost 
per case to 
GPOOH in 
2013/14: 
Average (95% 
lower & upper 
cost)2 

National 
Audit 

Office 
(2014) 

£68.50 
(£28.30-
£134.30)  

2,359 (975-
4,626) 

2,967 
(1,226-
5,818) 

5,327 
(2,201-
10,780) 

GPIH Unit of care 
cost 2016/17 & 
2013/143 

Curtis 
(2013; 
2018) 

£37.00 -
£46.00  

880-1,094  2,395-
2,978  

3,276-4,073  

All 
Services 

NHS111: 
£12.26 
GPOOH: 
£68.50 
GPIH: £46.004 

  3,682  6,238  9,920  

Table 4.10: Estimated direct cost (£) per year to NHS111, GPOOH and GPIH by age 
group. Estimates are based on central estimates of average annual number of RSV 

related episodes.1 No range of values available for NHS111. 2 Value range based on 
the cost of 95% of consultations to GPOOH. 3 Values based on unit of care cost at 
start and end of study period. 4 2013/14 GPIH chosen for final cost as this cost was 

based on a longer consultation time. 

 

4.6.5 Comparison Between Syndromic and Laboratory 
Detections of RSV  

The rate of episodes attributable to RSV to each service was compared to the rate of 

laboratory cases over the study period to estimate how many more episodes of RSV 

could be detected through syndromic surveillance (Table 4.11). For every one 

laboratory confirmed case in children under-5 years, 12.4, 20.7, 25.8 RSV related 

presentation was detected by NHS111, GPOOH and GPIH, respectively. The ratio 

between number of cases detected through syndromic surveillance to laboratory cases 

was highest in the 1-4 years age group, with the largest disparity in GPIH where 95 

presentations were detected for every laboratory confirmed cases in this age group 

(Table 4.11). Time series of RSV attributable laboratory, NHS111, GPIH and GPOOH 

detections in children under-5 years is visualised in Figure 4.8.  
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System Age Group Ratio of Syndromic 
Episodes for One 
Laboratory Cases 

NHS111 <1 Year 6.8 (6.4-7.2) 
1-4 Years 34.9 (32.1-37.8) 
<5 Years 12.4 (11.5-13.2) 

GPOOH <1 Year 12.6 (10.4-14.8) 
1-4 Years 53.8 (44.2-63.4) 
<5 Years 20.7 (17.1-24.4) 

GPIH <1 Year 8.7 (7.7-9.7) 
1-4 Years 94.8 (85.8-103.8) 
<5 Years 25.8 (23.2-28.4) 

Table 4.11: Ratio of RSV attributable episodes to syndromic surveillance systems for 
one laboratory confirmed case of RSV by age group and system. 

 

 

 

 

Figure 4.8: Time series of rate per 100,000 of RSV attributable episodes detected 
by syndromic surveillance and laboratory confirmed cases in children under-5 

years for the period 11th November 2013 and 18th June 2018. 
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4.7 Discussion 

4.7.1 Impact  

This work comprises one of the most comprehensive analyses of respiratory syndromic 

surveillance data with over seven million healthcare presentations recorded. We used 

this rich data set to estimate the attributable burden of RSV from three healthcare 

services in England. These services focus upon healthcare at the community level and 

provide a broader estimate of attributable burden of disease compared to 

hospitalisations or laboratory-based surveillance. Our estimates of RSV risk were 

extrapolated to a full population providing an estimate for the community burden in 

children under-5 years in England. These estimates allow policy-makers and health 

professionals to make meaningful and informed decisions for targeted research, to 

identify and reduce health inequalities, control disease spread, plan and implement 

effective interventions and, ultimately, improve health outcomes. Our methods may be 

used to estimate other community burdens of disease in other settings. 

4.7.2 Main Findings 

We estimate that there were almost 200,000 RSV attributable presentations to NHS111, 

GPIH and GPOOH per year in children under-5 years over the five-year study period. 

Out of the three healthcare systems analysed, GPOOH had the highest rate of 

presentations in children under-1 year, and GPIH had the highest presentation rate in 

children aged 1-4 years. We observed that presentation rates were higher in children 

under-1 year compared to children ages 1-4 years across all three systems. When 

compared to influenza there were more presentations attributable to RSV, this was 

observed across the three systems.  

Estimating the Community Burden of RSV in England 

Morbey et al. (2017a; 2018) investigated the association between respiratory pathogens 

and presentations to NHS111, GPIH and GPOOH. Although their studies used different 

methods and time periods, the results were broadly comparable to those presented in 

this paper, with RSV associated with Difficulty Breath and Cough calls to NHS111, 
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Lower respiratory Tract Infection consultations to GPIH and All Respiratory Infection 

consultations to GPOOH in children. However, the focus of both the Morbey et al. 

(2017a; 2018) studies was to explore the associations between respiratory pathogens to 

specific syndromic indicators. Our research is a notable advance on this work as we 

estimate the number of RSV-associated presentations for each syndromic indicator, and 

for each healthcare service. This has allowed us to produce burden estimates for RSV 

in the wider community, essential in public health terms, for understanding the current 

burden, exploring the potential impact of an RSV vaccine, and making informed 

decision on targeted research and public health interventions. These burden estimates 

also permit comparisons between age groups, comparisons to influenza and economic 

burden estimates to be produced. 

Two studies have produced RSV burden estimates for England in children, Taylor et al. 

(2016) and Cromer et al. (2017). Both studies focused on data from clinical settings; 

GPIH, hospitalisation and deaths, whereas our research provides a comprehensive study 

of RSV in the community, but using NHS111, and GPOOH in addition to GPIH. Taylor 

et al. (2016) estimated that the RSV-attributable GP presentation rate annually for 

infants <6 months was 11,000-17,000 per 100,000, 10,000-15,000 per 100,000 in 

children 6-23 months and 5,000-10,000 per 100,000 in children 2-4 years over the 14-

year study period. A similar study by Cromer et al. (2017) estimated 12,000 per 100,000 

annual GPIH presentations in children under-5 years attributable to RSV in England. 

These estimates are higher than our estimates which are between 2,282-5,138 RSV 

related presentations per 100,000 in children under-1 year and 861-2,301 presentations 

per 100,000 in children ages 1-4 years. Although Taylor et al. and Cromer et al. used 

similar statistical methods, there are several reasons why our study may have produced 

lower estimates.  

A key factor is that we accounted for more seasonal respiratory pathogens in our 

analysis than both Taylor et al. (2016) and Cromer et al. (2017). Taylor et al. (2016) 

only accounted for influenza in their model, and although Cromer et al. (2017) 

accounted for more pathogens (n = 8), backwards stepwise regression was used to 

remove the pathogens that were not significant in the model. Backwards stepwise 
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regression to remove non-significant variables is often criticised as it can result in 

explanatory variables with casual effects being removed from the analysis (Smith 

2018). It is unclear which pathogens were accounted for in the final models used by 

Cromer et al. (2017). Rhinovirus is a common seasonal virus and is the second most 

common cause of viral bronchiolitis in children under-1 year after RSV (Lo et al. 2018; 

Kotaniemi-Syrjänen et al. 2008; Turunen et al. 2014), with 20-40% of children under 

one-year diagnosed with bronchiolitis are infected with rhinovirus (Jartti et al. 2009). It 

was unclear if Rhinovirus was accounted for in Cromer et al. (2017) and was it not 

accounted for by Taylor et al. (2016). The omission of other seasonal respiratory 

pathogens would overestimate the impact of RSV on presentations to NHS111, GPIH 

and GPOOH.  

Our study included more Fourier terms to account for a higher degree of seasonality 

compared to Taylor et al. (2016). Cromer et al. (2017) did not account for seasonality 

when estimating the burden of RSV. Our results assume that less of the temporal 

variation in the data is explained by the respiratory pathogens, hypothesising other 

seasonal factors such as temperature and humidity might also contribute to presentations 

to the healthcare services studied. Therefore, Taylor et al. (2016) and Cromer et al. 

(2017) will produce higher burden estimates for RSV, by not account for seasonality 

adequately. 

In Taylor et al. (2016), the study period was from 1995-2009; and in Cromer et al. 

(2017) the study period was from 2001 to 2008. GPOOH was introduced in 2004, and 

NHS111 in 2013. The introduction of these services has changed the way healthcare is 

sought in the community and may have led to a decrease in GPIH presentations, 

especially for acutely presenting illnesses. When estimating burden, it is an imperative 

to have recent data as this more accurately reflects current trends in both RSV and 

healthcare-seeking behaviours. There has been no previous research into the RSV-

attributable burden to GPOOH and NHS111 services so a direct comparison to the 

literature could not be made.  
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Community RSV Burden by Age Group 

Compared to 1-4-year olds, children under-1 year had a substantially higher attributable 

burden of RSV in all of the three healthcare services, with between 1.5 and 3.9 more 

presentations. This is in agreement with previous research (Reeves et al. 2017; Zhou et 

al. 2012; Ajayi-Obe et al. 2008; Taylor et al. 2016; Hall et al. 2009). The highest 

attributable burden of RSV in children under-1 year was observed in the GPOOH 

service and in those aged 1-4 years the highest burden was observed in the GPIH 

service. The high burden of RSV in GPOOH for children under 1 year may be due to 

the acute nature of RSV in young children (Glezen et al. 1986), highlighting the severity 

of illness in children under-1 year with the first infection associated with more severe 

lower respiratory tract infection, and reinfections often restricted to the upper 

respiratory tract. This may lead to enhanced use of GPOOH in children under-1 year in 

comparison to GPIH which is, generally, used for more routine illnesses, and NHS111 

which is used as a non-emergency helpline.  

Comparing Community RSV Burden to that of Influenza 

In both age groups, the attributable burden of RSV to all three systems was larger than 

those attributable to influenza A and B. Higher burden of healthcare usage due to RSV 

compared to that of influenza has previously been described by several other European 

and North American studies (Schanzer, Langley and Tam 2006; Taylor et al. 2016; 

Heiden, Buchholz and Buda 2019; Bourgeois et al. 2009).  

The disparity between RSV and influenza presentations was highest in children under-

1 year compared to those aged 1-4 years in all three systems. Previous studies have 

estimated that 100% of children are infected with RSV by two years and up to 40% of 

children are infected with influenza before the age of three years (Glezen et al. 1986; El 

Guerche-Séblain et al. 2019), suggesting that there is more circulation of RSV than 

influence in young children. Influenza outbreaks are also less predictable, in terms of 

both magnitude and timing, compared to RSV, therefore it may be harder to estimate 

influenza burden using the methods described in this study. During the study period, all 

children aged 2-3 years were offered the influenza vaccine in primary care facilities and 
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there was a phased introduction of in school vaccination for all primary school children 

(4-10 years) (Green et al. 2015). By 2017/18 44.4% of children aged 3 years, and 59% 

of eligible school children had received the influenza vaccine. Vaccination in those aged 

two and over will reduce the influenza burden observed in this age group during the 

study period. It may also confer indirect protection from influenza to others, including, 

children under-2 years, through the vaccine herd effect, especially to those within the 

same household (Yin et al. 2017).  

Estimating the Direct Healthcare Cost of Community RSV Burden to 
the NHS 

The direct costs attributable to RSV related presentations to the three services were 

calculated to be almost £10 million per year. This consists of over £3.7 million per year 

in children under-1 year and over £6.2 million per year in children aged 1-4 years. These 

are based on average consultation costs but are subject to variability due to multiple 

factors including consultation length, and type and severity of illness (Turner et al. 

2012; Curtis 2018; 2013; NAO 2014). A vaccine cost-effectiveness study estimated the 

direct cost of RSV to GPIH services for children under-5 years, as £16 million annually 

(Cromer et al. 2017), this figure is higher than the cost we estimated for GPIH services. 

However, we have already discussed, the methodology used in this study will lead to a 

greater number of RSV cases in comparison to the results presented here.  

Comparison Between Syndromic and Laboratory Detections of RSV  

By comparing the number of RSV episodes attributed to RSV for each healthcare 

service to the number laboratory confirmed cases of RSV, we can estimate the potential 

under-reporting (symptomatic cases who have sought healthcare but are not captured 

by surveillance systems) in laboratory surveillance. In children under-5 years every 

laboratory confirmed detection of RSV is estimated to result in 12, 21 and 26 

presentations to NHS111, GPOOH and GPIH, respectively. This gives an overall ratio 

of laboratory to community healthcare presentations of between 1:26 and 1:69 

depending upon the number of presentations to multiple systems. When stratified by 

age, more episodes were detected in the 1-4 year age group compared to the under-1 
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year age group across all services, in comparison to laboratory cases. This was 

particularly evident in GPIH, where 95 episodes were detected for every one laboratory 

detection. This age group difference reflects the much higher testing rate in children 

under-1 year due to disease severity, and the complication risk in infants. These ratios 

are unique and to our knowledge there are no other studies in the literature that measure 

the level of under-reporting of RSV in the community. This study highlights the high 

level of under-reporting of RSV in the community, with the level of under-reporting 

influenced by age. Further research is needed to understand the level of underreporting 

of RSV in other age groups.  

4.7.3 Limitations 

The syndromic data obtained for this research came from a real-time passive 

surveillance service. Consequently, there are periods where data is not received, or data 

reporting is incomplete. Coverage issues would likely increase the uncertainty around 

our estimates. We tried to reduce this effect by using change point analysis to identify 

and exclude areas with poor coverage and denominator populations were adjusted 

accordingly. Analysis was reliant on accurate classification of disease indicators by 

medical professionals. Although coding by medical professionals can lead to more 

specific diagnosis, coding practices are likely to vary between individuals, and by 

healthcare service provider. This limitation was accounted for by including broad 

coding terms in the analysis, such as All Respiratory Disease and Upper Respiratory 

Tract Infection, which will capture much of this variation. NHS111 is potentially less 

prone to variations in coding practises due to the structured coding system in place.  

Although symptoms of RSV are predominantly respiratory, some non-respiratory 

symptoms, such as ear infections (otitis media), are associated with RSV. Although, 

several studies have observed the high prevalence of this symptom in young children 

with RSV; with 40-50% of hospitalised cases were observed to display this symptom 

(Heikkinen, Ojala and Waris 2017; Papenburg et al. 2012), most episodes of otitis media 

are thought to results from complications of URTI (Heikkinen and Chonmaitree 2003). 

From the surveillance systems utilised in this study we could only obtain respiratory 
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indicators that were associated with RSV. Hence, we may have underestimated the true 

RSV burden. However, it is not clear what proportion of RSV cases have otitis media 

only, and this will only influence our results if this is the only symptom that presented. 

In a time-series study of any seasonal illness, the level of seasonal adjustment in the 

model can greatly influence the results. In this study seasonal adjustments (three 

sin/cosine pairs) were adopted to control for unobserved seasonal confounders. 

However, due to the highly cyclic nature of RSV in temperate regions, the addition of 

this component may have resulted in an underestimation of the RSV burden. This 

problem can be highlighted with the observations from the Bronchitis indicator from 

GPIH. When seasonality was accounted for, no RSV episodes attributable to Bronchitis 

were detected. Yet bronchitis is a common symptom of RSV. If seasonal trends were 

not accounted for in the model, we would have assumed that all the seasonal variation 

in the data is due to the respiratory infections included in the model, which may not be 

correct. Future research may evaluate the effects of using different seasonal terms on 

this data set. 

In children under-1 year, periods of influenza burden were observed to be negative for 

GPIH, this was a particular problem for seasons 2015/16 and 2017/18. These negative 

predictions arise from the predicted number of episodes being higher if no influenza 

was in circulation compared to the dataset with influenza in circulation. These negative 

predictions could be due to the unpredictability of influenza activity and the relatively 

low number of confirmed cases on influenza in children under-1 year. The model relates 

the temporal trends of the syndromic data to that of the laboratory data, during these 

periods of negative predictions the temporal trends between the two datasets did not 

follow the same relationship as expected. This is only an issue with the GPIH prediction 

in children under-1 year, and the other services and age group are not affected by this 

issue. These negative estimates may result in a higher observed difference between RSV 

and influenza in this age group.  

Only healthcare services in the community were included in the study. Therefore, 

children attending hospitals, and those who did not seek one of our three healthcare 

services (e.g., seeking advice from a pharmacist only) are excluded from our burden or 
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cost estimates. Our costs are also focussed on direct costs and other costs, such as 

prescription costs and costs resulting from parents having to take time of work to care 

for a sick child, are not included. Given the possibility that a patient can present to 

multiple services, or the same service more than once, one syndromic episode 

attributable to RSV does not necessarily equal a case of RSV detected through 

laboratory testing. 

4.7.4 Conclusion 

Here, we present a thorough investigation of the community RSV burden in England. 

We use one of the most comprehensive sets of respiratory syndromic surveillance data 

comprising seven million reports from a telehealth system and two general practitioner 

systems. Our results highlight that there is a substantial burden of RSV in children 

under-5 years in England and it exceeds that of influenza. Burden estimated in children 

under-1 year was found to be highest in GPOOH services, which could reflect the acute 

and severe nature of the illness in that age group. Compared to previous studies in the 

field, our inclusion of two novel data sources (i.e., GPOOH and NHS111), highlights 

the need to use additional forms of healthcare data sources to capture changes healthcare 

usage. This research provides an estimate for RSV-attributable burden from three 

community healthcare services, which can be used for vaccine impact studies. We argue 

that these estimates are meaningful to inform decision-making and planning public 

health processes. 
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Chapter 5 

Identifying Differences in Regional RSV 
Burden and Seasonality in Children 
Under-One Year, England 

 
5.1 What is Known About the Subject? 

 RSV is a seasonal viral pathogen that causes respiratory tract infections and has 

a high health and economic burden in young children and infants. 

 In temperate regions, such as England, RSV has distinct seasonal patterns with 

most infections occurring during the winter, between November and April. 

 An association between RSV seasonality and latitude has previously been 

observed, with RSV activity peaking in the south and moving north. Peak timing 

has been observed to be later in more northernly latitudes.  

 

5.2 What this Study Adds? 

 We estimate the regional burden and activity timing of RSV in the community 

in children under-1 year in England. 

 We observed spatial patterns in RSV burden, but not RSV activity timing, 

although some variation was observed. Further research is required to 

investigate the reasons behind these differences.  

 This study provides a framework for further investigations of spatial variations 

in RSV burden and activity timing in the community.  
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5.3 Abstract 

Respiratory syncytial virus (RSV) has a high health and economic burden on infants 

worldwide. Evidence from the literature suggests that RSV epidemics are associated 

with latitude and, in temperate countries, RSV has distinctive winter seasonal outbreaks. 

It is important to understand the timing of these epidemics in order to implement 

targeted public health measures. In England, seasonal epidemics occur between 

November and April. Here, were aim to describe the spatial variation of RSV burden 

and epidemic timing across England in children under-1 year.  

Poisson regression models, using a Bayesian approach, were used to estimate the 

number of RSV attributable presentations from syndromic indicators to two community 

healthcare services; a telehealth service (NHS111) and family doctors (GPIH) at Public 

Health England (PHE) centre level (n=9). The models regressed syndromic indicator 

data against laboratory confirmed cases of RSV, while accounting for other seasonal 

respiratory pathogens, gender, public holidays, seasonality, and temporal 

autocorrelation. Model estimates were used to calculate seasonal burden of RSV, peak 

timing, start week, and epidemic length of RSV activity at each PHE centre for both 

NHS111 and GPIH. These burden estimates and timings were compared to identify 

spatial patterns of RSV.  

RSV Burden per 100,000 people was observed to be highest in the southern regions 

compared to the rest of England for both services. Mean peak week of RSV activity was 

observed to vary, regionally, by 1.7 weeks for NHS111 presentations, and half a week 

for GPIH presentations. For both healthcare services RSV activity mean start week was 

observed to vary, regionally, by two weeks. Mean activity length had regional variations 

of a week, from epidemic activity lasting 9-10 weeks for both services. In the metrics 

used to measure RSV timing there was little distinctive evidence of spatial patterns of 

RSV activity. 

We observed RSV burden was highest in the south of England, but we could not identify 

specific spatial patterns in the timing of RSV activity, although variations were 
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observed. Further research is required to investigate the reason behind these variations. 

This study provides a framework for future research. 

 

5.4 Introduction 

There is evidence of a seasonal component to global respiratory syncytial virus (RSV) 

activity and disease transmission which are thought to be driven by geographical and 

environmental factors (Obando-Pacheco et al. 2018). Outbreaks of RSV have distinct 

annual patterns of disease, which are determined by latitude. In tropical regions, 

typically warm and humid, RSV is endemic and occurs throughout the year with peaks 

in summer and early autumn (Yusuf et al. 2007). In temperate regions, RSV outbreaks 

have a seasonal trend and occur during the winter (Yusuf et al. 2007), with seasonal 

outbreaks of RSV in the northern hemisphere between November and April, and 

between March and October in the Southern hemisphere. 

A global study of 27 countries investigated at the seasonality of RSV to understand the 

timing of epidemics worldwide. This study used data sources from official surveillance 

of laboratory confirmed cases of RSV (n=26), or official syndrome-based surveillance 

of Bronchiolitis diagnoses (n=1) when laboratory data was not available. RSV 

epidemics were observed to start in southern countries and move north. With activity 

starting in countries in the southern hemisphere between March and June and in the 

Northern Hemisphere between September and December. Seasons typically lasted 5-6 

months, with shorter seasons seen in Spain, United Kingdom and Israel. In countries 

with wet/humid seasons, RSV activity lasted up to 10 months. Regional seasonality of 

RSV appeared constant, with RSV activity differing by only 1-3 weeks. Germany and 

Finland displayed different patterns in activity, with a late and early season observed in 

Germany, and a two-year cycle of alternating subgroups (A and B) in Finland (Obando-

Pacheco et al. 2018). Another global study investigated RSV circulation in seven 

countries: Bangladesh, Guatemala, Thailand, China, Egypt, South Africa and Kenya. 

Each country experienced 1-2 epidemic periods each year and RSV peaked in wet 

months in countries with high precipitation, and during cooler months in countries 
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where the climate is hot and arid. There was no seasonal peak in countries on the equator 

(Haynes et al. 2013). A European study of 15 countries that reported RSV surveillance 

data to the European Centre for Disease Prevention and Control found similar results to 

the previous studies described with RSV activity peaking in southern countries first and 

moving north. RSV epidemics were observed to last longer in more northerly countries 

(Broberg et al. 2018). These studies suggest that RSV activity is linked to latitude 

gradient, which is supported by Bloom-Feshbach et al. (2013) who observed that peak 

RSV timing occurred later with increasing latitude.  

Intra-country variation in RSV activity has been demonstrated in several studies. 

Mullins et al. (2003) used laboratory confirmed cases of RSV to determine the timings 

of RSV activity in the United States of America (USA). In southern regions, RSV 

activity began significantly earlier and lasted longer than other regions, and in the 

Midwest RSV, activity began significantly later and the seasons were shorter. Oren et 

al. (2018) used internet search engine queries associated with RSV to estimate spatial 

and temporal peak RSV activity across the USA. Seasonal peak of RSV related search 

queries was observed to move from South-East to North-West. A study conducted in 

Australia looked at the spatial spread of RSV laboratory confirmed cases and 

bronchiolitis hospitalisations across eight administrative regions that spanned several 

climatic zones. It was found that RSV activity, from both the RSV and bronchiolitis 

presentations, showed winter epidemic peaks in July/August in the southern regions 

which are of temperate climate. There were less identifiable seasonal peaks in the 

northern tropical regions (Hogan et al. 2016).  

Although it is not entirely clear why these global and regional seasonal variations in 

RSV activity occur, RSV activity does appear to correlate with environmental 

conditions such as air pollution, temperature, rainfall and humidity. A study conducted 

in Greece by Sirimi et al. (2016) found a significant negative correlation between mean 

monthly temperature and RSV activity. Yusuf et al. (2007) observed that RSV activity 

is inversely related to UVB radiance and temperature in temperate regions, with RSV 

activity higher in cooler temperatures (in winter) in temperate climates. In more tropical 

climates, RSV activity was associated with high ambient temperatures and humidity. 
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Haynes et al. (2013) observed that RSV activity was associated with periods of high 

rainfall, humidity and temperature in Thailand, and with humid and warm months in 

Bangladesh and Thailand. RSV peaks occurred during cooler months in China and 

Egypt. Paynter (2015) observed that cold, dry conditions of temperate winters 

encourage RSV transmission by increasing the survival time of the virus on surfaces. 

In tropical regions, wet conditions are associated with increased RSV activity by 

increasing virus survival in droplets. A study by Belderbos et al. (2011) found an 

association between vitamin D deficiency in umbilical cord blood plasma of healthy 

neonates and lower respiratory tract infections due to RSV in the first year of life. 

Vitamin D deficiency has previously been associated with latitude, with higher risk in 

more northernly regions (Leary et al. 2017; Huotari and Herzig 2008). Although there 

is growing evidence highlighting the association between environmental variables and 

RSV activity, it is likely that human physiology, human behaviour and virus-

environment interactions play a significant role in disease activity (Jackson et al. 2013; 

Sloan, Moore and Hartert 2011). 

The majority of research investigating RSV activity within countries has focused on 

large countries with a large climatic spread, such as the USA and Australia (Hogan et 

al. 2016; Mullins et al. 2003). Although England is a small county, there can be 

substantial variations in regional climates due to topography, land use, latitude, 

proximity to the mid-latitude westerly wind belt in the Atlantic Ocean, and proximity 

to the continental influences of Europe (Met Office 2020) (Figure 5.1). The latitude of 

England ranges from around 50° north to 56° north, encompassing the same latitude as 

Germany, Poland, The Netherlands, Ireland and Denmark, where differences in RSV 

seasonality have been observed (Broberg et al. 2018). Given the associations with RSV 

activity and latitude, and subsequent environmental conditions, there could be 

substantial variation in burden and timing of RSV activity in England.  
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Figure 5.1: Regions of England with their generalised climatic conditions (Met Office 
2020). 

 

Data sources used in sub-national burden estimates have their limitations. Many studies 

have focussed on laboratory confirmed cases, but these data are highly influenced by 

hospital protocol, where hospitals will have different policies on whom to test for 

infection and when. In some cases, a patient will not be tested and diagnosis will be 

based on clinical findings. Using laboratory and hospitalisation data for estimating 

disease burden can also be skewed towards those who are most at risk of disease. This 

is particularly evident with RSV where premature birth, co-morbidities and 

immunosuppression can increase the risk of severe illness. Focusing on laboratory and 

hospitalisation data will limit the number of cases studied, which could lead to larger 

standard errors around estimates, increase the influence of anomalies in the data or bias 

the results to more severe cases. This makes it more difficult to detect seasonal or 

geographical trends. An alternative is the use of syndromic data, defined as non-specific 

pre-diagnostic-syndromic health data, which can be used as an indicator for disease and 
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is obtained from the surveillance of healthcare systems. By using a broader estimate of 

RSV and utilising data from healthcare systems more likely to be used earlier as the 

disease progresses, the spatial and temporal trends of its spread may be more likely to 

be observed. 

Using syndromic indicators from two community healthcare services; NHS111 (a 

telehealth service) and GPIH (family doctors) this research aims to identify variations 

in RSV activity at regional level. Spatial-temporal analysis will be used to estimate the 

relationship between the syndromic data from NHS111 and GPIH services and 

laboratory confirmed cases of RSV, during the time period the week beginning the 30th 

June 2014 to 25th June 2018 in children under-1 year. Only data from children under-1 

year were analysed in this research because, as observed in chapter four, RSV 

attributable burden was proportionally higher in this age group in the indicators used in 

this study. When analysis was conducted on the 1-4 year age group at a regional level, 

only small RSV signals were detected, making comparisons between regions difficult. 

Here, we will build of the methods used in chapter four; by using the syndromic 

indicators that were most associated with RSV for NHS111, Difficulty Breathing and 

Cough, and GPIH, lower respiratory tract infection (LRTI). Using these indicators, we 

will produce a regional estimate of RSV burden using the methods described in chapter 

four; and this will allow us to investigate how burden and activity timing differs by 

region and if there is a latitudinal aspect to these differences. For this analysis we 

decided to run models that are able to capture the differences at regional level, rather 

than rely on using the proportion of each indicator associated with RSV for each region 

as estimated in chapter four because these proportions may be different by region. A 

further comparison between the methods and rationale of chapter four and this study is 

provided in Table 5.1.  

Given the strong correlation with latitude and RSV activity reported in the literature, it 

might be expected that RSV activity in England would start in the south and move north. 

The regional variations of climate within England may also influence RSV activity. The 

observations from this research can be used for hypothesis generation of future research 

to investigate factors that influence variations in RSV activity. By focusing on data 
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sources from the community, we can detect cases before laboratory or hospital 

surveillance. Two services were included to allow us to assess consistency in the 

findings between systems. RSV activity will be assessed by looking at the regional 

burden, the start and peak of each seasonal outbreak and the length of outbreak. 

The aims of this research are to:  

1. Estimate the regional RSV attributable presentations to NHS111 and GPIH at 

Public Health England (PHE) centre level. 

2. Detect the regional timing of RSV activity using the metrics; burden per 

100,000, activity peak week, start week and activity length. 

3. Compare the regional RSV burden and timing of RSV activity.      
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Study Title  Rationale Aims Metrics 
Estimated 

Healthcare 
Systems 

Indicators Temporal 
Scale 

Syndromic 
Spatial 
Scale 

Laboratory 
Spatial 
Scale 

Age 
Group 

Estimating 
the 
Community 
Burden of 
Respiratory 
Syncytial 
Virus 
(RSV) in 
Children 
Under-Five 
Years, 
England. 

Estimate community 
burden of RSV in children 
under-5 years in England to 
provide a better 
understanding of burden for 
targeted public health 
measures and to allow the 
evaluation of the potential 
benefits of a vaccine post-
introduction. 

1. Identify which 
syndromic indicators 
are associated with 
RSV. 
2. Estimate the 
burden by age group 
3. Compare burden 
to that of influenza. 
4.Estimate the 
healthcare cost. 

-Burden per 
100,000.  
-Ratio to 
Influenza. 
-Cost to 
each 
healthcare 
service. 
-Comparison 
to number of 
laboratory 
detections. 

NHS111, 
GPOOH, 
and GPIH 

All 
respiratory 
indicators 
to 
NHS111 
and GPIH 

Week National 
(England) 

National 
(England) 

Under-
1 year 
and 1-
4 
years 

Estimating 
Differences 
in Regional 
RSV 
Burden and 
Seasonality 
in Children 
Under-1 
Year, 
England 

Investigate if there are 
differences in the regional 
burden and timing of 
seasonality measures of 
RSV in the community in 
England in children under-1 
year. RSV timing has been 
observed to have a strong 
latitude association; and 
this study aims to 
investigate if a difference in 
timings can be detected in 
England. This will provide 
a better understanding of 
RSV for targeted public 
health measures 

1.Estimate the 
regional burden. 
2. Estimate the 
regional seasonality 
of estimates. 
3.Compare 
seasonality and 
burden between 
regions.  

-Burden per 
100,000.  
-Peak week 
of activity. 
-Start week 
of activity. 
-Length of 
activity. 
 

NHS111, 
and GPIH 

NHS111 – 
Difficulty 
Breathing 
+ Cough; 
GPIH – 
Lower 
respiratory 
tract 
infection 

Week PHE Centre 
(nine areas 
in England) 

National 
(England) 

Under-
1 year 

Table 5.1: Comparison between chapter four and chapter five methods and rationale. 
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5.5 Methods 

5.5.1 Data Sources 

Epidemiological Data 

Data was obtained from two healthcare systems monitored by PHE’s real-time 

syndromic surveillance team (ReSST): NHS111 (a telephone helpline) and GPIH 

(general practitioner in-hours; a family doctor service). 

Data comprised of weekly counts from 30th June 2014 to 25th June 2018, of syndromic 

indicator presentations that have previously been associated with RSV in children 

under-1 year. The syndromes included in the study were chosen based on the outcomes 

of chapter four, where the attributable burden of RSV for each indicator was estimated 

at a national level. In the case of NHS111, RSV was attributable to 20.8% and 21.7% 

of Cough and Difficulty Breathing presentations. The attributable proportion of RSV 

related presentations was similar between Cough and Difficulty Breathing indicators 

and only one indicator could be attributed to a healthcare-seeking contact at any time, 

therefore counts were summed to produce one set of counts from both indicators. Lower 

Respiratory Tract Infection (LRTI) was used to estimate RSV activity for the GPIH 

data, RSV was estimated to cause 19.0% of GPIH presentations coded as LRTI. 

Descriptive statistics of each indicator by each PHE centre are outlined in Table 5.2.  

Count data was stratified by gender (male/female) and PHE centre, for both NHS111 

and GPIH data. PHE centres are regional localities at which public health advice and 

support are provided from PHE. This geographical level consists of nine areas; with an 

average population of children under-1 year of 73,378 (range= 28,358-127,000).  
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System PHE Centre Total 
contact 

over study 
period  

(7/2014 to 
6/2018) 

Weekly 
Mean 

Weekly 
Minimum 

Weekly 
Maximum 

Mean Weekly 
Population 
Over Study 

Period  

N
H

S
11

1 
 (

D
if

fi
cu

lty
 B

re
at

hi
ng

 +
 

C
ou

gh
) 

East Midlands 50,255  206.0  50  667  26,545  
East of England 44,872  183.9  34  703  28,195  
London 60,934  249.7  66  738  63,500  
North East 24,829  101.8  23  296  14,179  
North West 60,041  246.1  33  864  32,102  
South East 86,030  352.6  60  1,340  41,061  
South West 59,931  245.6   65  831  28,266  
West Midlands 59,293  243.0  52  766  34,330  
Yorkshire and 
the Humber 

61,960  253.9  64  707  31,672  

G
PI

H
 

 (
L

R
T

I)
 

East Midlands 10,118  40.6  8  152  8,683 
East of England 11,546  46.4  8  157  13,409  
London 31,752  127.5  20  470  31,442  
North East 7,798  31.3  3  117  5,855  
North West 43,970  176.6  21  594  23,194 
South East 31,383  126.0  15  485  21,986  
South West 15,191  61.0  5  260  11,710  
West Midlands 28,174  113.1  18  403  18,039  
Yorkshire and 
the Humber 11,726  47.1  11  152  12,870  

Table 5.2: Summary statistics of syndromic data at each PHE Centre, in children 
under-1 year from 30th June 2014 to 25th June 2018. 

 

Demographic Data 

Population data used in the analysis of data from GPIH were based on the total number 

of registered patient’s under-1 year at each GPIH practice monitored by syndromic 

surveillance at the PHE centre level, stratified by gender. The syndromic surveillance 

systems collect the daily number of registered patients, with the weekly number of 

registered patients calculated as the average number of patients for each week, 

accounting for the number of public holidays that occurred during that week. Population 

data for children under-1 year in England for NHS111 analysis, were obtained at the 

upper tier local authority (UTLA) level from mid-year estimates from the Office for 

National Statistics (ONS) (ONS 2014), and were stratified by gender. For the analysis, 
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population data was summed to PHE centre level. Population data was obtained at the 

UTLA level to account for areas with poor or no coverage by the surveillance system.  

Estimating Periods of Poor Coverage 

As described in chapter four, change point analysis was used to detect periods of poor 

coverage UTLA. This analysis was used to detect changes in the mean and variance of 

NHS111 syndromic data. Periods of poor coverage are due to periods were the 

surveillance system or healthcare systems had not been introduced and periods where 

data was not received by the surveillance systems. Weekly changes due to poor 

coverage were identified at the UTLA level, and consequently excluded from the 

analysis. Population data from ONS of corresponding UTLAs with poor coverage were 

also excluded, this allowed us to estimate the underlying study population. Syndromic 

and population data were summed to PHE centre level for analysis. As data on the 

underlying study population, the number of registered patients, was obtained through 

the GPIH surveillance system, we did not need to estimate periods of poor coverage this 

dataset. A full description of the methods used to estimate areas of poor coverage is 

provided in chapter four.  

Pathogen Data 

Weekly counts of laboratory confirmed cases of 10 seasonal respiratory pathogens 

(Table 5.3) were obtained from the PHE Second Generation Surveillance System 

(SGSS). This data was stratified by gender. Pathogen data was based on specimen 

collection date.  
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Pathogen Total 
 

Weekly Mean 
 

Maximum in a 
Single Week 

 
Respiratory Syncytial 
Virus 7,440 46.21 336.0 
Rhinovirus 3,812 23.68 47.0 
Parainfluenza 1,070 6.65 22.0 
Influenza A 414 2.57 21 
Human 
Metapneumovirus 530 3.29 19.0 
Influenza B 141 0.88 13.0 
Coronavirus 283 1.76 15.0 
Streptococcus 
Pneumonia 166 1.03 5.0 
Haemophilus Influenzae 48 0.30 3.0 
Mycoplasma Pneumonia 37 0.23 4.0 

Table 5.3: Summary statistics of laboratory confirmed pathogens in children under-1 
year in England from 30th June 2014 to 25th June 2018 

 

5.5.2 Statistical Analysis 

A Bayesian Approach 

There are several motivations for using a Bayesian approach in this study. Bayesian 

inference assigns probabilities as a measure of confidence in the occurrence of an event, 

whereas in the frequentist approach probabilities are based on the long-run frequency 

of events when experiments are repeated. These experiments are not repeated and 

therefore the bases of the frequentist approach are not based on reality. Fundamentally, 

Bayesian and frequentist models have different ways of fitting the data. Bayesian 

models fit the model to the data, whereas the frequentist approach fits the data to the 

model, therefore the Bayesian approach is seen as more data driven. With the frequentist 

approach there is a reliance on p-values and confidence intervals. The p-value, the 

probability of obtaining the observed test statistics as extreme as the under a null 

hypothesis, is of particular issue due to its common misuse or misinterpretation (Kim 

and Bang 2016). With Bayesian approaches prior knowledge of the data can be 

incorporated into analysis, although this has resulted in criticism of this approach as this 

prior knowledge can lead to models no longer being objective. Finally, data with 
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complicated spatial and temporal dependency structures, whereby observations are not 

independent and are related in systematically over space and/or time, can be hard to 

model using traditionally frequentist approaches and packages in R that can handle this 

data are limited. The primary motivation for using a Bayesian approach to the analysis 

in this study was due to the spatial and temporal structures of the syndromic data. 

Integrated Nested Laplace Approximations (INLA) 

The development of the Markov chain Monte Carlo (MCMC) methods for probability 

distribution sampling allowed for the development of Bayesian approaches to handle 

data with spatial, temporal and spatial-temporal dependencies (Metropolis et al. 1953; 

Hastings 1970; Gelfand and Smith 1990). Although MCMC has allowed for the growth 

of Bayesian statistics in spatial and spatial temporal modelling, this method has a high 

computational burden, with large or complex datasets taking several days to undertake 

Bayesian inference. The integrated nested Laplace approximations (INLA) for 

probability distribution sampling, developed by Rue, Martino and Chopin (2009), is 

capable of fast and accurate Bayesian inference, overcoming some of the computational 

limitations of the MCMC method. The Bayesian inference using the INLA method can 

be implemented using the R package R-INLA (Martins et al. 2012). Here we describe 

the use of a Bayesian approach, using INLA, to model data with a temporal dependency 

at multiple levels (regions).  

Model Development 

GPIH and NHS111 data was analysed at the PHE centre level. Given these regions are 

considerably large with a mean of 14,772 km2 (range: 1,594-24,392 km2), a mixed 

effects model was constructed with a temporal dependency without consideration of 

potential spatial dependencies.  

Inclusion of the laboratory data at regional level (PHE centre) was explored, with 

analysis run using both national and regional laboratory counts. Due to the small 

number of positive cases of the pathogens analysed in certain areas, the regional 

laboratory did not detect RSV trends as well as data at the national level. This was most 

likely due to differences in laboratory testing policy at regional levels, rather than 
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differences in pathogen burdens. We calculated leads between the national laboratory 

data and the regional syndromic data to account for the syndromic data detecting 

pathogen activity before the laboratory data. For every combination of leads between 0 

and 2 weeks for each pathogen and each region, models were run to estimate the 

combination of leads that fit the syndromic data best, based on deviance explained. The 

combination of leads found to have the highest deviance explained for NHS111 and 

GPIH data is described are Table 5.4. 
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 Pathogen 
System/PHE 

Centre 
RSV Influenza 

A 
Influenza 

B 
Coronavirus Rhinovirus Parainfluenza Streptococcus 

pneumoniae 
Haemophilus 

influenzae 
Mycoplasma 
pneumoniae 

HMPV 

NHS111           
East Midlands 1 2 1 2 0 1 2 2 0 1 

East of England 1 1 0 0 0 1 1 2 1 2 
London 1 0 1 0 2 1 1 0 0 0 

North East 0 0 2 2 2 2 2 2 0 1 
North West 0 1 0 0 1 0 1 0 0 1 
South East 1 0 1 1 0 1 1 0 1 1 

South West 1 1 0 0 0 1 2 0 2 2 
West Midlands 1 0 1 2 0 1 1 0 0 0 
Yorkshire and 

the Humber 
1 2 0 0 2 1 2 1 0 0 

GPIH           
East Midlands 1 0 1 2 0 2 0 1 1 0 

East of England 0 1 2 2 2 2 2 2 2 2 
London 0 2 0 0 2 2 1 2 0 0 

North East 0 2 1 0 2 2 1 0 0 2 
North West 0 2 0 0 2 2 1 2 2 2 
South East 0 0 2 2 2 2 2 0 1 0 

South West 0 0 1 2 2 1 0 0 2 0 
West Midlands 0 0 2 0 2 2 0 0 2 2 
Yorkshire and 

the Humber 
0 0 2 1 2 1 1 1 2 0 

Table 5.4: Number of week-leads between the syndromic data and each pathogen.
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Mixed effect models with a Poisson specification were constructed with PHE centre 

treated as a random effect to account for potential pseudoreplication, where by the are 

multiple observations of some independent variables from the same location due to the 

repeated observations by gender, and to account for regional differences that may 

influence presentations. An autoregressive effect of time (each week of the study 

period) was applied for each PHE centre, to account for temporal autocorrelation. 

Annual and weekly variations were accounted for through the inclusion of random 

effects for year and week. An interaction between RSV and PHE centre was included 

in the model to allow for varying RSV trends by PHE centre. The nine other respiratory 

pathogens, public holidays, and gender were also accounted for.  

The general algebraic definition of the models is given by: 

Yg,i,t | µg,i,t,∼ F(µg,i,t), 

Where µg,i,t is the is the gender g, specific number of contacts at each geographical 

location (PHE centre) i at time t, F is the Poisson likelihood of the model. 

A logarithmic link function of the expected number of cases is modelled as:  

 

Where α corresponds to the intercept; log(Pg,i,t) denotes the logarithm of the population 

at risk for gender g and geographical location i at time t included as an offset to adjust 

counts by population; ρ is an auto-regressive coefficient of the residuals R lagged one 

week (t − 1) to account for potential temporal autocorrelation and to account for 

different time trends by location i; H denotes a Boolean variable indicating the presence 

of public holidays on the current (t) or previous week (t − 1) with coefficients τ or θ 

accordingly; X is a matrix of k infectious disease co-variates with regression coefficients 

β. Unstructured random effects of week (uw) and year (νy) were included to account for 

seasonal trends that maybe related to factors other than RSV such as temperature and 

rainfall. ζg ·γi ·χr denotes the interaction between gender, geographic location and RSV 
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to account for different RSV trends by gender and region. Models were fitted in R 

version 3.5.2 (R Core Team 2018) using the R-INLA package (Martins et al. 2012). 

Model Validation 

To assess the predictive ability of the model and identify overfitting block cross-

validation was used (Roberts et al. 2017). Each dataset was split into 10 equal sized 

blocks of continuous weeks. The model was trained and tested in linear time. The same 

method as described in chapter four was used for cross validation of the models used in 

this chapter. 

RSV Estimation and Prediction 

Using the methods described in chapter four, RSV was estimated by predicting the 

number of contacts to NHS11 and GPIH when RSV was in circulation compared to the 

number with zero RSV. The attributable burden of RSV was calculated as the difference 

between the predictions where RSV was present and those where RSV was not present. 

These predictions were calculated as rates per 100,000 residents for NHS111 and as rate 

per 100,000 registered population for GPIH predictions for every week over the study 

period.  

Measures of RSV Activity 

Using the estimated number of presentations attributable to RSV for each service, RSV 

activity and seasonality for each region was estimated. Four metrics for RSV activity 

were calculated to investigate possible regional differences; seasonal burden, peak 

week, activity start week, and activity length, a summary of these metrics is provided 

in Table 5.5. Seasonal burden was calculated as the regional number of presentations 

per 100,000 children under-1 year during the influenza season (October to April), as 

this is when most of the RSV activity occurs in the UK, for each year included in the 

study. Peak week was calculated as the week at which the rate of RSV was highest for 

each region. Activity start week and length were estimated from the identification of 

epidemic thresholds using the moving epidemic method (MEM) (Vega et al. 2015), 

which is used to approximate epidemic and intensity thresholds of seasonal respiratory 
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infections. This method was developed to further understand the intensity of influenza 

activity, but has previously been used to estimate thresholds for RSV activity (Harcourt 

et al. 2019; Vos et al. 2019). For each region, RSV activity thresholds were identified, 

using MEM, for each of the four seasons included in this study. MEM was applied using 

the MEM web application (Lozano 2018). Activity start week was estimated from the 

first week that RSV activity was above pre-epidemic levels, and activity length was 

calculated as the number of weeks at which RSV activity was at above the pre-epidemic 

threshold. All 4 metrics were then averaged to produce seasonal means over the study 

period.  

 

RSV 
Activity 

Definition Method for Calculation 

Burden 
per 
100,000 

Rate of indicator 
presentations attributable 
to RSV per 100,000 
during influenza season 
for each region. 

Predictions of indicators made where RSV was 
present and absent. To estimate weekly RSV 
burden, the difference between these predictions 
was taken. This burden estimate was summarised to 
influenza season and a rate per 100,000 was 
calculated based on the regional populations for 
each surveillance systems.  

Peak 
Week  

Week number at which 
rate of RSV was highest 
for each region. 

From burden estimates the rate was plotted as a 
timeseries, and the week at which rate was highest 
for each year was estimated.  

Start 
Week 

First week number at 
which RSV rate was 
above the epidemic 
threshold for each 
region. 

Epidemic thresholds identified using the moving 
epidemic method of burden estimates (Vega et al. 
2015). 

Activity 
Length 

Length of time, in 
weeks, at which the rate 
of RSV was above the 
epidemic threshold for 
each region. 

Epidemic thresholds identified using the moving 
epidemic method of burden estimates (Vega et al. 
2015). 

Table 5.5: RSV activity metrics, definition and method for calculation. 
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5.6 Results 

5.6.1 Population Coverage During Study Period 

Prior to modelling the data from the two healthcare services it was essential to 

understand the denominator population. This can vary because, due to the passive nature 

of the surveillance systems monitoring these healthcare services, there are periods 

where data transfer does not occur, resulting in variations in the underlying study 

population. The denominator population for the GPIH data is recorded through the 

surveillance system as the number of registered patients to the GPIH services submitting 

data, and therefore takes account of varying underlying population and data supply 

issues. For the NHS111 surveillance system this was estimated using change point 

analysis at the UTLA level. Over the study period there were variations in population 

coverage of this surveillance system due the system not being introduced in some areas 

during the early study period and data transfer issues. UTLA areas that were identified 

as having poor coverage were excluded from the analysis, with corresponding 

population estimates from ONS and were then summarised at the PHE centre level.  

The PHE centre population coverage of both surveillance systems over the study period 

can be seen in Figure 5.2, and the national figures are described in Table 5.6. GPIH had 

a much lower level of coverage over the study period with 44.6% of the population 

monitored by this surveillance system, compared to NHS111 which had a total coverage 

of 92.3% (Table 5.6). Over time, NHS111 had increasing population coverage, going 

from 83.6% in the first year of the study to 95.0% in the final year. Whereas, population 

coverage decreased from 47.0% to 36.0% of the population over the study period for 

the GPIH surveillance system (Table 5.6).  
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Figure 5.2: Average surveillance coverage of the two systems monitored by 
syndromic surveillance; GPIH and NHS111 coverage is the estimated total population 

monitored by the syndromic surveillance systems from 30th June 2014 to 25th June 
2018.  

 

 

 

 

 Year  
System 2014/15 2015/16 2016/17 2017/18 Total Study 

Period 
NHS111 83.6 95.9 94.7 95.0 92.3 
GPIH 47.0 48.4 46.7 36.0 44.6 

Table 5.6: Percentage coverage (%) of the two systems monitored by syndromic 
surveillance system by year included in the study. 
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5.6.2 Model Development and Validation 

Both NHS111 and GPIH datasets were modelled using the Poisson distribution, as the 

data was under-dispersed (dispersion statistic <1) (Table 5.7). The predictive ability of 

the models was evaluated using mean absolute error (MAE), which is an estimate of the 

difference between observed and predicted values, with smaller values indicative of a 

smaller difference. MAE values for NHS111 and GPIH were estimated using block 

cross-validation. There were small discrepancies between the observed and fitted values 

with an average MAE value of 7.5 presentations per fold for the NHS111 model and 

8.43 presentations per fold for the GPIH model. These values are small compared to the 

mean number of Cough and Difficulty Breathing presentations to NHS111 of 115.7 and 

LRTI presentations to GPIH of 43.1 over the study period.  

 

Model Dependent Variable DIC Dispersion Mean number 
of contacts  

MAE (number 
of contacts) 

NHS111 Cough + Difficulty 
Breathing 

33891.8 0.78 115.7 7.45 

GPIH Lower Respiratory 
Tract Infection 

28500.2 0.83 43.10 8.43 

Table 5.7: Model metrics of NHS111 and GPIH models. 

 

5.6.3 Seasonal Burden 

For each influenza season included in the study, burden maps (burden per 100,000 

residents) were created to identify and compare the regional distribution of RSV across 

England for NHS111 and GPIH over multiple seasons. The average burden per 100,000 

residents for the total study period was also mapped to identify the overall regional 

distribution of RSV (Figure 5.3). Over the four-year study period there were clear 

patterns of areas with consistently higher and lower burdens of RSV attributable 

presentations to both NHS111 and GPIH. For GPIH there was an east-west divide, with 

higher burdens observed in the west coast compared to the east coast, where the burden 

was consistently low. High burdens were also observed in the southern and northern 

regions. Over the four-year study period the southern regions had a consistently higher 
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burden compared to the other regions. Although there was some level of consistency 

over the study period, NHS111 did not show the same level of consistency as the GPIH 

data. Higher burdens were observed in the southern regions, the North East and 

Yorkshire and the Humber, consistently during the study period. London had the lowest 

burden during the study period. There were some similarities between the two systems, 

with the southern regions and the North East consistently showing the highest burden 

in both healthcare services.  

Table 5.8 describes the actual burden for each year and region during the study period, 

and a total for the study period. From this table it can be observed that the same regions 

are consistent in where they have high or low burdens of RSV, especially observations 

from GPIH. RSV attributable presentations to GPIH were consistently highest in the 

South East and South West, and lowest in the East Midlands, East of England and 

Yorkshire and the Humber. There was slightly more variation in which region had the 

highest burden of RSV attributable presentations to NHS111, with the South West, 

South East and North East having the highest burdens of the study period; London 

consistently had the lowest burden.  
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  Year   

System 2014/15 2015/16 2016/17 2017/18 
Mean for All 
Study Period 

NHS111           
East Midlands 947 1,285 1,146 1,278 1,164 

East of England 902 1,254 1,252 1,364 1,168 
London 445 608 558 592 551 

North East 1,092 1,466 1,366 1,928 1,462 
North West 812 1,279 1,024 1,115 1,098 
South East 1,127 1,525 1,490 1,373 1,410 

South West 1,264 1,742 1,437 1,518 1,491 
West Midlands 944 1,246 1,082 1,226 1,126 

Yorkshire and the 
Humber 

1,116 1,409 1,229 1,407 1,290 

GPIH           
East Midlands 921 840 740 711 808 

East of England 828 786 681 602 726 
London 1,459 1,387 1,355 982 1,285 

North East 1,809 1,624 1,598 1,276 1,566 
North West 1,757 1,756 1,700 1,232 1,600 
South East 2,167 2,037 1,970 1,448 1,895 

South West 2,583 2,374 2,361 1,643 2,235 
West Midlands 1,773 1,651 1,616 1,235 1,550 

Yorkshire and the 
Humber 

644 608 520 468 562 

Table 5.8: Estimated burden per 100,000 residents of RSV attributable presentations 
to NHS111 and GPIH. Colour depicts whether burden was high or low for that year 
(red = high, green = low), and was assigned based on the ranking of each region for 

each year. NHS111 and GPIH were ranked separately. 
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Figure 5.3: Estimated burden per 100,000 residents of RSV attributable presentations to NHS111 (top) and GPIH (bottom). Maps 
presented for each year of study and a mean for the total study period. 

 



167 
 

5.6.4 Activity Peak Week 

Peak week, the week number at which the rate of RSV attributable presentations was 

highest, for each season included in the study was mapped by region to identify if there 

were spatial patterns of peak RSV activity (Figure 5.4). For both NHS111 and GPIH 

there are no clear spatial patterns of when activity was at its highest between the season, 

with very little variation between regions in when the peak occurred. When looking at 

the average peak week across all years, there was little variation in RSV attributable 

presentations to GPIH, with the average peak week between week 50 and 51. There was 

slightly more variation in the peak week of activity of RSV attributable presentations to 

NHS111, with the peak slightly later in the South West and Northern regions.  

Table 5.9 describes the actual peak week for each season, and the average over the study 

period. From this you can see there is very little variation in peak week by season, this 

is especially true for GPIH where peak week only varied by half a week. There are no 

consistent spatial patterns in peak for RSV activity in GPIH, whereas some 

consistencies can be observed from NHS111 peak week with North West consistently 

later, and the West Midlands earlier compared to the other regions. Average peak week 

was comparable between the two services.  
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  Year   

System 2014/15 2015/16 2016/17 2017/18 
Mean for All 
Study Period 

NHS111           
East Midlands 51 49 48 49 49.3 

East of England 50 49 48 49 49.0 
London 50 49 49 49 49.3 

North East 51 50 49 49 49.8 
North West 52 50 49 49 50.0 
South East 50 49 48 48 48.8 

South West 51 50 48 49 49.5 
West Midlands 49 48 48 48 48.3 

Yorkshire and the 
Humber 

50 49 48 49 49.0 

GPIH           
East Midlands 51 50 48 50 49.8 

East of England 51 50 49 50 50.0 
London 50 50 49 49 49.5 

North East 51 51 49 49 50.0 
North West 51 50 49 49 49.8 
South East 51 50 49 49 49.8 

South West 51 51 49 49 50.0 
West Midlands 51 50 49 49 49.8 

Yorkshire and the 
Humber 

51 50 49 50 
50.0 

Table 5.9: Estimated peak week of RSV attributable presentations to NHS111 and 
GPIH. Colour depicts whether peak week was earlier or later in the year (red = later, 
green = earlier), and was assigned based on the ranking of each region for each year. 

NHS111 and GPIH were ranked separately. 
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Figure 5.4: Estimated peak week of RSV attributable presentations to NHS111 (top) and GPIH (bottom). Maps presented for each year 
of study and a mean for the total study period. 
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5.6.5 Activity Start Week 

Start week, the week at which RSV activity was estimated to be above pre-epidemic 

levels, was mapped to identify spatial patterns at each region and season (Error! 

Reference source not found. 5.5). In NHS111 services, RSV activity appeared to start 

at the same time for most regions during the time period, around week 43, apart from 

in the North East where activity started later for most years and on average was two 

weeks after the rest of England. Start week was more varied in GPIH services, with 

activity starting later in the southern regions and the North East. There was little 

consistency between the two services, although in the first year of the study, 2014/15, 

RSV activity appeared to start later than average for all regions, this finding was 

observed from both NHS111 and GPIH services.  

Table 5.10 describes the activity start week for each year and region, as well as the 

average over the study period. From this table we can observe that there is some 

consistency in timing in the North East, where start week is later compared to the other 

regions in both GPIH and NHS111 systems. For the most part activity start week in all 

regions tends to be the same, with activity starting earlier in NHS111 services, 

compared to GPIH.   
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  Year   

System 2014/15 2015/16 2016/17 2017/18 
Mean for All 
Study Period 

NHS111           
East Midlands 46 43 43 43 43 

East of England 45 43 44 43 43 
London 45 43 43 43 43 

North East 47 45 43 44 45 
North West 47 44 43 43 43 
South East 46 43 43 43 43 

South West 46 43 43 43 43 
West Midlands 46 43 43 43 43 

Yorkshire and the 
Humber 

46 43 43 43 43 

GPIH           
East Midlands 46 43 43 43 43 

East of England 46 43 44 44 44 
London 46 44 44 44 44 

North East 47 45 44 44 45 
North West 46 44 43 43 43 
South East 46 45 44 44 45 

South West 46 45 44 44 45 
West Midlands 47 44 43 44 44 

Yorkshire and the 
Humber 

46 44 43 44 44 

Table 5.10: Estimated start week of epidemic activity from RSV attributable 
presentations to NHS111 and GPIH. Colour depicts whether start week was earlier or 
later in the year (red = later, green = earlier), and was assigned based on the ranking of 

each region for each year. NHS111 and GPIH were ranked separately. 
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Figure 5.5: Estimated start week of epidemic activity from RSV attributable presentations to NHS111 (top) and GPIH (bottom). Maps 
presented for each year of study and a mean for the total study period. 
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5.6.6 Activity Length 

Activity length, the number of weeks at which RSV activity was above the pre-epidemic 

level, is mapped in Figure 5.6 to illustrate the spatial and yearly patterns of activity 

length. There does not appear to be any consistent spatial patterns in activity length, for 

both NHS111 and GPIH. It does appear that there are similar lengths between seasons 

for each region and this can be observed in both NHS111 and GPIH.  

From Table 5.11 it can be observed that there is very little variation in outbreak length 

by year and between the two services, with the majority of outbreaks occurring for 8-

11 weeks. There is consistency of activity length between years, with similar lengths 

observed between NHS111 and GPIH for each year.  
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  Year   

System 2014/15 2015/16 2016/17 2017/18 
Mean for All 
Study Period 

NHS111           
East Midlands 8 9 11 11 10.0 

East of England 9 9 10 10 9.5 
London 9 9 11 10 9.5 

North East 8 8 11 10 9.0 
North West 8 9 11 11 10.0 
South East 8 9 11 10 9.5 

South West 8 9 11 10 9.5 
West Midlands 8 9 11 10 9.5 

Yorkshire and the 
Humber 

8 9 11 11 10.0 

GPIH           
East Midlands 9 9 11 10 9.5 

East of England 9 9 10 10 9.5 
London 9 9 10 10 9.5 

North East 8 8 10 10 9.0 
North West 9 9 11 11 10.0 
South East 9 8 10 10 9.5 

South West 9 8 10 10 9.5 
West Midlands 8 9 11 10 9.5 

Yorkshire and the 
Humber 

9 9 11 10 9.5 

Table 5.11: Estimated outbreak length of epidemic activity from RSV attributable 
presentations to NHS111 and GPIH. Colour depicts whether outbreak length was 

shorter or longer in the year (red = longer, green = shorter), and was assigned based 
on the ranking of each region for each year. NHS111 and GPIH were ranked 

separately. 

 



175 
 

 

Figure 5.6: Estimated epidemic activity length of epidemic activity from RSV attributable presentations to NHS111 (top) and GPIH 
(bottom). Maps presented for each year of study and a mean for the total study period.
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5.7 Discussion 

5.7.1 Impact 

Here, we present an analysis of the regional burden and timing of RSV activity in 

children under-1 year in England from two community healthcare services, using a 

Bayesian approach. This is the first study to investigate the within country variation of 

RSV activity timing in England. The two services included in the study, NHS111 and 

GPIH, are based in the community, therefore provide a larger number of cases for 

analysis compared to traditional data sources (hospitalisations and laboratory cases) and 

reflects the community burden of disease, rather than the more severe cases captured by 

traditional sources. Using two healthcare services has allowed us to compare and 

contrast the finding from this study, adding further robustness. The surveillance of 

NHS111 and GPIH was estimated to monitor around 92.3% and 44.6% of the 

population over the study period. We used four metrics in this study to look at the timing 

and spatial differences of RSV activity; burden per 100,000, peak week, start week and 

outbreak length. This has allowed us to fully investing the possible regional differences 

in RSV activity. The methods and findings used in this study can allow policy-makers 

to make targeted decisions on where resources are most effective in order to improve 

healthcare outcomes. This research has laid the framework for further research on 

spatial variations in RSV activity or of other pathogens.  

5.7.2 Main Findings 

There appeared to be consistent patterns in regional variation of RSV burden, with, on 

average, a higher rate of presentations in the southern regions, this finding was observed 

in both the GPIH and NHS111 services. Over the four-year study period there were very 

constant patterns from the GPIH services, with more presentations in the south and a 

clear east-west divide in presentation rate. Although, more presentations to NHS111 

were observed in the south, there was not as much consistency in the other regions 

compared in presentations to GPIH. This inconstancy in NHS111 presentations may be 

due genuine difference in healthcare-seeking behaviours or the introduction of NHS111 
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as a new healthcare service. A study by Lewis, Stavola and Hardelid (2020) investigated 

the spatial and seasonal variation in hospitalisations due to bronchiolitis, a common 

complication of RSV, in children under-1 year in England. Similar to our observations, 

there was a large spatial variation in rate of admission with London having the lowest 

rate and the North West of England had the highest. This is similar to our observations 

with London having the one of lowest rates per 100,000 presentations attributable to 

RSV for both NHS111 and GPIH. Although we observed the southern regions (South 

East and South West) as having the highest rate per 100,000, high rates were also 

observed in the northern regions (North East and North West) in our study. Higher rates 

of hospitalisation were associated with a higher deprivation score, and a higher log of 

population density was associated with a lower rate of admission. The Lewis, Stavola 

and Hardelid (2020) study was conducted at a lower level of geography, clinical 

commissioning group, which allowed the authors to explore the effects of deprivation 

and population density on rate of hospital admission. Due to the large area of the 

geography used in our analysis, PHE centre, population density and deprivation data 

was too aggregated to be explored. Therefore, further research is needed to explore these 

factors using our data.  

It is not clear why higher presentation rates were observed in southern regions, from the 

observations of other metrics of RSV activity there was no evidence to suggest that 

timing of activity is different in these regions. In the literature, lower population density 

and higher deprivation has been associated with a higher rate of hospitalisations due to 

bronchiolitis in England (Lewis, Stavola and Hardelid 2020). This is the opposite 

associated as would be expect through our observations, as the southern regions of 

England tend to have a higher population density and lower levels of deprivation. The 

Lewis study focused on hospitalisations, whereas our study used presentations from the 

community, which may explain differences in the observations. Environmental factors, 

such a meteorological or social condition, may also contribute to the higher burden of 

RSV in the south. In temperate regions with low humidity and low temperatures in 

winter, RSV has been observed to survive better in both aerosols and on surfaces (Yusuf 

et al. 2007; Paynter 2015). Other environmental factors such as deprivation (Foley et 

al. 2019) and household crowding/siblings (Simoes 2003) have been associated with 
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severity of RSV infection. Further research needs to be conducted to investigate whether 

these factors contribute to differences in RSV burden across England.  

Mean peak week of RSV activity was observed to vary by about two weeks for NHS111 

presentations and one week for GPIH presentations. For both healthcare services, RSV 

activity mean start week was observed to vary by about two weeks and mean activity 

length had mean regional variations of a week. But for these three metrics there was 

little distinctive evidence of consistent regional patterns of RSV activity timing. From 

the literature, peak week of bronchiolitis hospitalisations in children under-1 year in 

England was also observed to only vary, on average, by a week; with activity peaking 

first in London and last in the North East (Lewis, Stavola and Hardelid 2020). We 

observed earlier peak activity timings for both NHS111 and GPIH compared to those 

observed in hospitalisations, but this will be due to the timeliness of outbreak detection 

when using syndromic data in comparison to hospitalisation or laboratory data 

(Ziemann et al. 2016). For NHS111 peak week was observed to vary by 1.7 weeks 

between the first peak, on average, in the West Midland and the last peak, on average, 

in the North West. There was much less variation in peak timing for the GPIH data, 

with peak week only varying by 0.5 weeks. Although our findings differ from those 

from Lewis, Stavola and Hardelid (2020) in terms of where the variation in peak timing 

occurred, there was agreement in how little variation in average peak week there was. 

Differences observed in the geographical patterns could be due to the different time 

period used. Lewis, Stavola and Hardelid (2020), observed that earlier peak week was 

associated with areas with higher population densities, and both high and low 

deprivation scores. Lewis, Stavola and Hardelid (2020) observations are supported by 

an American study that investigated the local variation in peak timing of RSV 

hospitalisations in children under-2 year; earlier peak timing was associated with higher 

population density (Noveroske et al. 2016). Average Peak timing was first in the West 

Midlands, an area of high population density, and last in the north, where there are areas 

of low population density for the NHS111 data. From the GPIH there was too little 

variation in the peak timing to make conclusions regarding variations in peak timing. 

But these observations require further investigation using smaller geographical areas to 

make more conclusive observations.  
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From the literature, it would be expected that in a temperature country like England, 

that RSV activity would start and peak earlier in the south of the country and later in 

the North, as RSV start and peak has been observed to follow a northwards movement 

in temperate climates (Broberg et al. 2018). RSV activity length had also been observed 

to last longer in more northernly locations (Broberg et al. 2018; Bloom-Feshbach et al. 

2013). These trends cannot conclusively be observed from our data, with the start week 

of epidemic activity where start week was observed to be later, on average, in the south 

compared to other regions in the GPIH data, and no difference, on average, between 

regions was observed in the NHS111 data. A European study explored the geographical 

variations in RSV activity timing (peak week, start week and length) in 15 European 

countries, including the UK and countries of similar latitude: Germany, Poland, 

Netherlands, Ireland and Denmark. Between these countries median start week varied 

from week 44 to week two (10 weeks), median peak week varied from week 50 to week 

6 (eight weeks) and activity length varied from 15 to 20 weeks (five weeks). Typically, 

the UK was observed to have an earlier start and peak week compared to these other 

countries. The UK, Netherlands and Ireland also showed little variation in timings, and 

these countries are the most similar in terms of size, and latitudinal range (Obando-

Pacheco et al. 2018). Although the European study observed an association between 

latitude and RSV activity timing these observations could not be replicated in our data 

at a region level within England, this could be because there is not enough latitudinal 

variation within England or there may be other factors that explain differences in RSV 

activity. This European study used data from the UK rather than just England which 

could influence these observations. This European study also primality used 

surveillance of acute respiratory infections (ARI) and influenza like illness (ILI) which 

could pick up other infections in circulation at the same time as RSV.  

This work provides a framework for further exploration of regional timing and burden 

of RSV activity in England when data is available for a longer time period and at a finer 

level of geography. This will provide a much more definite answer to regional 

differences of RSV activity. From the literature there is evidence of a latitudinal effect 

on RSV timing in temperate regions, which we could not replicate using data from 

England. However, some potential regional differences were observed but there was no 
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spatial pattern to these differences; further research is required to explore the possible 

other reasons (such as deprivation, population density and meteorological conditions) 

that may explain some regional differences in RSV activity.  

5.7.3 Limitations 

The syndromic data obtained for this research came from the real-time passive 

surveillance of NHS111 and GPIH. Consequently, there were periods of no or 

incomplete data recording. For GPIH the underlying population is reported, for 

NHS111 this was estimated using change point analysis It was estimated that the 

NHS111 surveillance systems monitored a very high proportion (92%) of the 

population over the study period. Although the underlying population for the GPIH 

surveillance system was known and covered around 45% of the English population of 

children under-1 year, GPIH data was not available at a geography smaller than PHE 

centre. Due to this we could not determine how representative the populations 

monitored by the GPIH surveillance system was of the population in each region. 

NHS111 data was available at a small geographical level (UTLA), and from this we 

could determine that the coverage was even across England.  

In a time-series analysis of any seasonal illness, the degree of seasonal adjustment in 

the model can influence the results. In this study, seasonal adjustments, through the 

inclusion of a random effect for week and year, were adopted to control for unobserved 

seasonal confounders. However, due to the highly cyclic nature of RSV in temperate 

regions, the addition of this component may have resulted in an underestimation of the 

RSV burden. If seasonal trends were not accounted for in the model, we would have 

assumed that all the seasonal variation in the data is due to the respiratory infections 

included in the model, which may not be correct. Due to computational power 

limitations, seasonal adjustments were applied at the national level and not the regional 

level. Therefore, we assume that regional trend in RSV and other respiratory pathogen 

activity follow the national trend.  

In this analysis we applied a timeseries regression between the national laboratory 

pathogen data and the regional syndromic data. This assumes that regional RSV trends 
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follow the same national trend, only differencing by timing of RSV activity. We tried 

to use regional laboratory in the analysis, but due to a low number of laboratory 

confirmed cases of both RSV and the other respiratory pathogens we accounted for, the 

output had large errors around the predictions. We attempted to reduce the impact of 

using the national laboratory trends by allowing the laboratory data to lag behind the 

syndromic data to different degrees by region. This will have allowed us to detect if the 

timing of the national trends differed by region.  

Previous studies that have investigated the timing of RSV activity, both globally and 

within countries have, typically, had over 10 years of data (Obando-Pacheco et al. 2018; 

Haynes et al. 2013; Broberg et al. 2018; Oren et al. 2018; Hogan et al. 2016), whereas 

our study only included four years. Although we managed to detect some differences in 

the timing of RSV activity, the findings were generally inconclusive. If we had analysed 

data for a longer period of time, more distinct patterns may have emerged. The small 

study period used in this analysis is because NHS111 was fully introduced in 2014. 

Consequently, this study can be seen as a frame work for future analysis when more 

data is available.  

Similar studies from the literature use either laboratory confirmed cases of RSV 

(Haynes et al. 2013; Broberg et al. 2018; Noveroske et al. 2016), or syndromic data of 

indicators associated with RSV, such as acute respiratory infections (Broberg et al. 

2018), infleunza-like-illness (Broberg et al. 2018), and bronchiolitis (Lewis, Stavola 

and Hardelid 2020; Noveroske et al. 2016). Our approach estimated the number of 

presentations attributable to RSV from syndromic indicators (Difficulty Breathing + 

Cough and LRTI) that have previously been associated with RSV infection. Although 

our approach relied on modelling the data to provide estimates of RSV, and therefore 

will have introduced some error into our estimates; the syndromic indicators used have 

previously been associated influenza and rhinovirus (Morbey et al. 2017a; 2017b), 

therefore using this approach will reduce the influence of these other pathogens on our 

observations.  

The data used in this study was analysed at a highly aggregated level of geography, 

PHE centre, with only nine separate areas in England. A similar study which 
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investigates the geospatial and seasonal variation in bronchiolitis timing in England 

analysed data at both regional level (similar regions to those used in this study) and 

clinical commissioning group, with 209 areas in England (Lewis, Stavola and Hardelid 

2020). This allowed the authors to explore the possible reasons for different regional 

timings of activity. While we were able to explore the differences, due to the highly 

aggregated nature of the geography used, we could not explore the potential reasons 

behind any variations observed. GPIH data was only available at PHE centre, therefore 

could not be analysed at a lower level of geography. However, NHS111 data was 

available at a lower level of geography, upper tier local authority level (UTLA). We 

estimated the number of presentations that were attributable to RSV were estimated at 

UTLA level, of which there are 149 areas in England, for the NHS111 data, however 

this produced estimates with large errors when using the methods described. We also 

explored using the unadjusted syndromic data, but at this level there was a lot more 

variation within the data, and often peaks from the Difficulty Breathing + Cough 

syndromes were observed to be during times at which RSV was not circulation. Which 

can be attributed to the lower specificity of these indicators, and the detection of 

illnesses that occur at different times of the year. Further research is required to 

investigate the possible reasons behind the geographical variation in RSV timing in the 

community.  

5.7.4 Conclusion 

Here were have presented an investigation into the geographical variation in RSV 

timing in children under-1 year in England, using data from two community healthcare 

services. We hypothesised that due to the latitudinal association with RSV timing, RSV 

activity would move northwards. Our results could not support this hypothesis. 

Although we could not identify specific geographical patterns in RSV activity, some 

variation was identified which required further research to investigate the reason behind 

these variations. This study provides a framework for future research when more data 

is available for a longer timeframe, to provide more conclusive observations and when 

the data can be analysed at a lower level of geography to explore the reasons behind 

any variations observed.  
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Chapter 6 

Exploring the Effect of Meteorological 
Conditions on Acute Respiratory 
Infections in Children Under-Five 
Years, England 

 
6.1 What is Known About the Subject? 

 The meteorological conditions temperature and humidity play an important role 

in the transmission of acute respiratory infections through aiding virus stability 

and changing social behaviours.  

 Children are particularly vulnerable to both acute respiratory infections and 

fluctuations in meteorological conditions.   

 

6.2 What this study adds? 

 Many studies that estimate the relationship between meteorological conditions 

and respiratory infections focus on hospitalisations, here we estimate 

relationships using wider burden of respiratory presentations from healthcare 

services in the community.  

 The influence of temperature and humidity on respiratory infections is described 

in the literature; here we extend on what is known to explore the influence of 

rainfall and wind speed.  

 We explore the spatial relationships between the meteorological conditions and 

respiratory presentations to identify areas that are particularly vulnerable to 

changing conditions; an aspect not explored in the literature.  

 We also explored the monthly relationships between the meteorological 

conditions and respiratory presentations. Temperature and humidity have an 
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influence on respiratory presentations throughout the year, suggesting similar 

drivers of transmission.  
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6.3 Abstract 

Acute respiratory infections (ARI) are a major contributor to the burden of disease and 

mortality in children under-5 years, globally. In children, a variety of pathogens cause 

ARI, with the most common being respiratory syncytial virus, influenza viruses and 

rhinovirus. ARI display seasonal patterns in temperate regions with the number of 

infections increasing in the autumn and winter, and decreasing in the spring. Here we 

explore the relationship between respiratory presentations to three community 

healthcare services and meteorological conditions in children under-5 years in England. 

These results can inform decision-making in public health processes and the 

observations can be used to understand how a changing climate may impact respiratory 

infections in the future.  

A Bayesian spatial-temporal Poisson regression was used to estimate the relationship 

between respiratory presentations in children under-5 years to the three healthcare 

services: telehealth (NHS111), family doctors (general practitioner in-hours) and 

unscheduled care (general practitioner out of-hours) services from 11/11/2013 to 

18/06/2018, and average meteorological conditions in the current week and previous 

week: temperature, rainfall, humidity and wind speed. We explored both linear and non-

linear relationships, as well as the spatial and monthly associations. 

Most respiratory indicators studied had a negative relationship with temperature and 

rainfall, and positive relationship with humidity and wind speed. The Cold/Flu had the 

strongest relationship to temperature with a 5.6% (95%CI: 5.0-6.2%) increase in weekly 

presentation rate for every 1°C decrease in average temperature over the previous two 

weeks. The Bronchitis indicator had the strongest relationship with wind speed, with an 

increase in weekly presentation rate of 4.7% (95%CI: 2.4-7.0%) for every 1m/s2 

increase in average wind speed. Rainfall was observed to have a small positive 

association with respiratory presentations, with a 0.03% - 2.2% increase in weekly 

presentation rates for every 1mm decrease in average rainfall. Humidity was observed 

to have between 0.03% - 0.1% increase in weekly respiratory presentation rates for 

every 1% increase in average humidity. The monthly influence of these meteorological 
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conditions was explored, we observed that for many of the indicators, temperature and 

humidity had an influence of presentations all year round.  

These observations are important in understanding the relationship between respiratory 

presentations in the community in children under-5 years and meteorological 

conditions. In terms of the relationship between respiratory presentations and the 

metrological conditions studied, the association were in line with the literature. When 

monthly relationships were explored were found that these conditions have an influence 

all year round. We propose these observations are due to similar social behaviours in 

response to changes in meteorological conditions in both summer and winter months. 

We could not account for those who did not present to healthcare services, or those who 

presented to services not included in the analysis, such as hospitals or pharmacies. Due 

to the nature of the data used in the study we could not account for co-morbidities or 

ethnicity.  

 

6.4 Introduction 

Acute respiratory tract infections (ARI), are caused by a variety of pathogens, and are 

classified into upper respiratory tract infections (URTI) and lower respiratory tract 

infections (LRTI). URTI are typically mild and include symptoms such as coughing, 

sneezing, nasal congestion, and fever (Dasaraju and Liu 1996). Often URTI infections 

are self-limiting but can become more serious and progress to LRTI. Manifestations of 

LRTI include pneumonia, and bronchiolitis, with symptoms including cough, fever, and 

difficulty breathing (Dasaraju and Liu 1996).  

Previous research has shown that rates of ARI peak in children aged 1-2 years (Monto 

and Sullivan 1993). In terms of URTI, children aged 0-4 years have on average 6-8 

episodes per year and adults 2-4 episodes per year (Monto 1994; Monto and Ullman 

1974). Males aged 0-3 years have been observed to have a higher number ARI 

compared to females of the same age (Monto 1994), as well as more severe infection 

(de Lusignan et al. 2018). 
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In children aged 0-4 years, the highest proportion of ARI are caused by rhinoviruses, 

followed by respiratory syncytial virus (RSV) and parainfluenza viruses, which have 

been observed to account for 39%, 19% and 18% of isolates, respectively (Monto and 

Sullivan 1993). In children, a variety of viruses can cause LRTI infections, including; 

RSV, influenza viruses, parainfluenza viruses, and rhinovirus, (Dasaraju and Liu 1996; 

van Woensel, van Aalderen and Kimpen 2003). Bacterial causes of LRTI include S. 

pneumoniae, Mycoplasma pneumoniae and H. influenzae (Dasaraju and Liu 1996). 

RSV is the most common cause of LRTI in children (Simoes 1999; Anderson et al. 

1985), accounting for around 75% of hospital admissions due to bronchiolitis (Izurieta 

et al. 2000). Children are particularly vulnerable to complications of respiratory 

infections, with LRTI causing significant morbidity and mortality in children (Murdoch 

and Howie 2018; Troeger et al. 2018). In 2016, LRTI was estimated to result in over 68 

million episodes, 5 million hospitalisations and 650,000 deaths in children under-5 

years globally, the majority (75%) of these deaths occurred in children under-1 year. 

LRTI accounted for 13.1% of deaths in children under-5 years in 2016 (Troeger et al. 

2018).  

ARI display clear seasonal patterns, in temperature regions, with the number of 

infections increasing in the autumn and winter and decreasing in the spring. However, 

the different viral pathogens responsible for ARI display different seasonal oscillations. 

Influenza, coronavirus and RSV typically peak in winter months (Tamerius et al. 2011; 

Midgley et al. 2017; Landes et al. 2013; Morikawa et al. 2015; Killerby et al. 2018). 

Adenovirus, Human metapneumovirus (HMPV), and rhinovirus can be detected 

throughout the year (Landes et al. 2013; Morikawa et al. 2015), although the severity 

of rhinovirus increases in winter (Lee et al. 2012; Monto 2002). Some enteroviruses 

have increased occurrence during the summer (Abedi et al. 2018) and the seasonality of 

parainfluenza varies according to type (Abedi et al. 2016). An illustration of the 

seasonal patterns of respiratory syncytial virus, influenza A, adenovirus, and 

parainfluenza virus is provided in Figure 6.1 for the Netherlands. Even when pathogens 

are prevalent at the same time, peaks occur at different times and some pathogens can 

display negative associations with each other (Anestad 1982; Linde et al. 2009; 

Casalegno et al. 2010). Metrological conditions have been shown to drive these seasonal 
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patterns both directly, by increasing virus stability, and indirectly through changes in 

human behaviour and immunity (Moriyama, Hugentobler and Iwasaki 2020).  

 

 

 

Figure 6.1: Epidemiology of respiratory syncytial virus, influenza A, adenovirus, and 

parainfluenza virus in the Netherlands, 1997-2003. Taken from van Woensel, van 

Aalderen and Kimpen (2003). 

 

du Prel et al. (2009) explored the influence of climate on hospitalisations due to ARI in 

children (<16 years) in Mainz, Germany. Hospitalisations due to ARI were negatively 

associated with temperature and positively associated with relative humidity, wind 

velocity and atmospheric pressure. A study conducted in Mexico investigated the 

relationship between weekly meteorological conditions and primary care presentations 

due to ARI in the Monterrey metropolitan area. A positive relationship between relative 

humidity and accumulated rainfall, and negative relationship with temperature and 
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presentations due to ARI was observed (Costilla-Esquivel et al. 2014). As previously 

discussed, ARI can be caused by multiple pathogens. Using more specific indicators for 

disease, the relationship between pathogens and meteorological conditions may be 

estimated. Studies in Italy, Australia and New Zealand have investigated the association 

between hospitalisations due to bronchiolitis in children under-1 year and the 

meteorological conditions. These studies observed a decrease in temperature and an 

increase in humidity was associated with hospitalisations due to bronchiolitis (Nenna et 

al. 2017; Hoeppner et al. 2017). Price, Graham and Ramalingam (2019) investigated 

the associations between meteorological conditions and viral respiratory pathogens in 

Edinburgh, Scotland. Adenovirus, influenza viruses, RSV and HMPV were associated 

with low temperatures; RSV and influenza A virus were associated with a narrow 

humidity-range, and Human parainfluenza viruse (HPIV) type 3 was associated with 

seasons with lower humidity. du Prel et al. (2009) investigated the relationship between 

meteorological conditions and children hospitalised due to specific pathogens. RSV, 

influenza A, rhinovirus and adenovirus were inversely correlated with temperature, and 

were positively correlated with humidity. Several studies have focused on the 

association between confirmed RSV infection and meteorological conditions in 

children. RSV has been consistently inversely associated with temperature and 

positively associated with humidity in temperate climates (du Prel et al. 2009; Hervás, 

Reina and Hervás 2012; Meerhoff et al. 2009; Yusuf et al. 2007; Welliver 2007). A 

summary of the associations between the meteorological variables and respiratory 

pathogens or syndromic indicators is provided in Appendix Table A1. 

Here, we present an in-depth study of the associations between presentations due to ARI 

to three community healthcare services in children under-5 years and meteorological 

conditions in England between 21st October 2013 to 25th June 2018. We explore both 

broad syndromic indicators (such as ARI, URTI and LRTI) and specific indicators (such 

as Cold/Flu, Influenza-Like-Illness and Bronchitis). This allows us to explore the 

relationship between meteorological conditions and presentations due to all ARI and 

symptoms that are associated with specific pathogens. The three community healthcare 

services are NHS111, a non-emergency medical telephone helpline; general 

practitioners in-hours (GPIH), a routine family doctor service; and general practitioners 
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out-of-hours (GPOOH), an unscheduled care service. By focusing on these services, we 

can get an understanding of the relationship between respiratory infections (proxied by 

respiratory presentations) and meteorological conditions in the community. Previous 

studies have primarily focused on data from hospitalisations and laboratory surveillance 

(Price, Graham and Ramalingam 2019; du Prel et al. 2009; Hervás, Reina and Hervás 

2012; Meerhoff et al. 2009; Yusuf et al. 2007; Welliver 2007), which capture a fraction 

of the true number of cases and often only detect the most severe cases. The focus of 

this study is children under-5 years given their vulnerability to ARI (Nair et al. 2013; 

WHO and UNICEF 2013) and changes in meteorological conditions (Xu et al. 2012; 

CSMF 2011; Xu, Hu and Tong 2014). A better understanding of the relationship 

between ARI and meteorological conditions will allow us to make reliable predictions 

on the incidence of presentations related to paediatric respiratory infections in response 

to changes in meteorological conditions. Our results can aid policy makers and health 

professionals prepare and target public health measures. With observable changes in 

our weather related to climate change, this research can also be used to understand how 

a changing climate may impact ARI in the future. 

Most studies presented in this review have assumed a linear relationship between 

meteorological conditions and respiratory presentations. Several studies have 

demonstrated a more complex relationship when non-linear relationships are explored 

(Nyoka et al. 2017; Liu et al. 2015; Mäkinen et al. 2009). We will explore both linear 

and non-linear relationships. The majority of studies previously discussed have focused 

on the relationship between ARI and meteorological conditions in localised areas such 

as cities (Xu et al. 2012; CSMF 2011; Xu, Hu, and Tong 2014). Given that our data is 

available from regions across the whole of England, we can explore if there are spatial 

variations in the associations between ARI and meteorological conditions. Different 

respiratory pathogens circulate at different times of the year (Moriyama, Hugentobler 

and Iwasaki 2020). Therefore, we will explore how the relationship between ARI and 

meteorological conditions changes throughout the year. For this analysis gender, 

deprivation, urbanicity and public holidays, will be accounted for as they have 

previously been associated with presentations due to respiratory illness (chapter three).  
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The aims of this study are:  

1. To characterise the relationship between ARI syndromic indicators to NHS111, 

GPOOH and GPIH healthcare services and the meteorological conditions: 

temperature, relative humidity, rainfall, and wind speed, in England in children 

under-5 years. 

2. To investigate if the associations between ARI and the meteorological 

conditions differ spatially across England. 

3. To evaluate if the associations between ARI and the meteorological conditions 

change over the year.  

 
 

6.5 Methods 

6.5.1 Data Sources 

Epidemiological Data 

Syndromic surveillance data was obtained from three healthcare systems monitored by 

Public Health England (PHE) real-time syndromic surveillance team (ReSST): NHS111 

(a telephone helpline), GPIH (general practitioner in-hours; a family doctor service) and 

GPOOH (general practitioner out-of-hours; an unscheduled care service). Data 

comprised of respiratory indicators (Table 6.1) that have previously been associated 

with ARI and its causative pathogens including RSV, influenza viruses, rhinovirus and 

HMPV in young children (Morbey et al. 2017a; 2017b; 2018; chapter four). Summary 

statistics and descriptions of each indicator are provided in Table 6.1. Time-series of 

each indicator at the national level are provided in Figures 6.2, 6.3 and 6.4, where the 

seasonal trends of each indicator can be observed.  

The syndromic data comprised of weekly counts, to remove day of the week effects, of 

each indicator in children under-5 years between 21st October 2013 and 25th June 2018. 

The count data was stratified by week, gender, and geographical location. Data was 

obtained at the lowest possible geography. For the GPIH data this was PHE centre and 
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for NHS111 and GPOOH data this was upper tier local authority (UTLA). Due to issues 

with small populations (<1,900 residents under-5 years), data could not be obtained for 

three UTLA: City of London, the Isles of Scilly, and Rutland.  
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 Indicator Mean weekly 
count (Min - Max) 

Total number of 
presentations  

Percentage of weeks 
with Zero counts 

Average weekly 
population under 5 years 

Location 
(n) 

N
H

S
11

1 

Difficulty Breathing 8.8 (0-169) 573,197 5.46 3,405,10 UTLA 
(149) 

Cough 12.4 (0-284) 812,968 4.15 3,405,10 UTLA 
(149) 

Cold/Flu 1.38 (0-28) 90,440 43.49 3,405,10 UTLA 
(149) 

G
PO

O
H

 

All Respiratory Disease 
(ARD) 

31.6 (0-346) 1,193,130 1.74 2,664,454 UTLA 
(149) 

Acute Respiratory 
Infection (ARI) 

25.5 (0-303) 959,181 2.80 2,664,454 UTLA 
(149) 

Difficulty Breathing with 
Asthma (DBWA) 

2.7 (0-44) 69,304 29.03 2,664,454 UTLA 
(149) 

Bronchitis 0.8 (1-21) 28,611 64.89 2,664,454 UTLA 
(149) 

G
PI

H
 

Upper Respiratory Tract 
Infection (URTI) 

752.2 (46-3,969) 3,303,633 0.0 1,723,424* PHE Centre 
(9) 

Lower Respiratory Tract 
Infection (LRTI) 

137.3 (5-951) 603,272 0.0 1,723,424* PHE Centre 
(9) 

Influenza Like Illness 
(ILI) 

3.8 (0-74) 16,863 33.9 1,767,734* PHE Centre 
(9) 

Acute Bronchitis 3.25 (0-10) 14,267 18.8 1,239,448* PHE Centre 
(9) 

Table 6.1: Summary and descripton of weekly syndromic indicator data included in the study, between 21st October 3013 and 25th June 
2018. * Number of registered populations differ for GPIH indicators because GP practices submit different syndromic indicator data 

depending on the system they use. 
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Figure 6.2: National time-series of NHS111 syndromic indicators over the period 21st 
October 2013 to 25th June 2018 in England: a) Difficulty Breathing, b) Cough and, c) 

Cold/Flu. 

 

 

Figure 6.3: National time-series of GPOOH syndromic indicators over the period 21st 
October 2013 to 25th June 2018 in England: a) Acute Respiratory Disease, b) Acute 

Respiratory Infection, c) Difficulty Breathing with Asthma, and d) Bronchitis.
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Figure 6.4: National time-series of GPIH syndromic indicators over the period 21st October 2013 to 25th June 2018 in England: a) Upper 
Respiratory Tract Infection, b) Lower Respiratory Tract Infection, c) Influenza-Like-Illness, and d) Acute Bronchitis.
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Estimating Areas with Poor Coverage 

There were periods of time when no or very low numbers of respiratory presentations 

were observed for individual UTLA for NHS111 and GPOOH. This is due to periods 

where there were data transfer issues between the providers and PHE (ReSST, personal 

communication, July 2019). Therefore, the true number of cases was unknown and these 

data needed to be excluded. The periods of poor coverage were detected using the 

pruned exact linear time method (PELT) of change-point analysis (Killick, Fearnhead 

and Eckley 2012). PELT estimates periods of poor coverages based upon changes in 

mean and variance of the data. PELT was conducted using the R package changepoint 

(Killick and Eckley 2014). If an UTLA was found to have poor or no coverage, it was 

excluded from the analysis for that period of time. A more thorough description of how 

we estimated periods of poor coverage can be found in chapter four.  

Demographic Data 

Population data for children under-5 years in England used for NHS111 and GPOOH 

analysis were obtained at the UTLA level from mid-year population estimates stratified 

by gender (ONS 2014). Population used in GPIH analysis was the average number of 

daily registered patients each week, stratified by gender. Populations for the GPIH data 

were obtained directly from the surveillance system. Further explanation of the 

demographic data used in this study is provided in chapter four. 

Socioeconomic Data 

Deprivation scores for each UTLA were obtained from the English Indices of 

Deprivation 2015 (DCLG 2015). The Office for National Statistics Rural Urban 

Classification were used to obtain the percentage of UTLA classified as urban (DEFRA 

2016). Due to the highly aggregated nature of deprivation and urbanicity data at PHE 

centre these variables were not accounted for in the analysis of GPIH data. Further 

descriptions of the deprivation and urbanicity data are provided in Table 6.2.  
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Metrological Data 

Based on their association with ARI as described from previous studies: temperature 

(Price, Graham and Ramalingam 2019; du Prel et al. 2009; Hervás, Reina and Hervás 

2012; Meerhoff et al. 2009; Yusuf et al. 2007; Welliver 2007; Hoeppner et al. 2017; 

Nenna et al. 2017; Costilla-Esquivel et al. 2014; Sennerstam and Moberg 2004), relative 

humidity (Welliver 2007; Mäkinen et al. 2009; Lowen et al. 2007; Shaman and Kohn 

2009), rainfall (Costilla-Esquivel et al. 2014; Agrawal et al. 2009; Brooks et al. 2007) 

and wind speed (Hoeppner et al. 2017) were selected as independent variables of 

interest. Hourly relative humidity (%), data were obtained from the ERA5-hourly 

gridded dataset on pressure levels, at 31km2 resolution, and hourly rainfall (mm), 

temperature (°C) and wind speed (m/s-1) data was obtained from the ERA5-Land hourly 

dataset, at 9km2 resolution, from the Copernicus Climate Data Store (C3S 2019; 2017). 

Hourly data was averaged to obtain a weekly average, and then a spatially weighted 

average of values in each UTLA and PHE centre were calculated. This produced a 

weekly mean of relative humidity, rainfall, temperature and wind speed for each spatial 

(UTLA or PHE centre) area. For the purposes of this thesis, they will be referred to as 

humidity, rainfall, temperature and wind speed. Details of these variables and how they 

were generated in presented in Table 6.2. Spatial variation and time-series of each 

weather variable over the study period is illustrated in Appendix 2. A moving average 

(MA) of the weather variables of the current week and the previous week were 

calculated and used for the analysis as we hypothesised that the weather from the current 

week and previous week would have an effect on ARI presentations and to account for 

a lag time between exposure and development of symptoms.
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 Original Data Data Used in Analysis 
Covariate Data Source  Definition of 

Original Data 
Time 
Resolution 

Space 
Resolution 

Definition of 
Data Used in 
Analysis 

Time 
Resolution 

Space 
Resolution 

Method to obtain data for analysis 

Mean 
weekly 
temperature 
(°C) 

Copernicus 
atmospheric 
reanalysis of 
the global 
climate – 
ERA5-Land 
hourly dataset 
(C3S 2019). 

Hourly 
temperature 
at 2m above 
the surface of 
land.  

Hourly 
 

9km grid Weekly 
mean of 
daily mean 
temperature 
at 2m above 
the surface 
for each area 
(UTLA or 
PHE Centre) 
in °C. 

Weekly UTLA and 
PHE Centre 

1. Using Python 3 (Van Rossum and Drake 
2009), climate data was downloaded using 
the Climate Data Store API.  
2. Using the Python package xarray (Hoyer 
and Hamman 2017), hourly data was 
resampled to a daily time period to calculate 
the daily mean of temperature. 
3. In R version 3.5.2 (R Core Team 2018), 
for each grid point the average weekly daily 
temperature was calculated. 
4. A weighted mean for each area was 
calculated. Weighted means were based on 
the proportion of each raster grid square in 
the UTLA5. Data was converted from K to 
°C. 

Mean 
weekly 
humidity 
(%) 

Copernicus 
atmospheric 
reanalysis of 
the global 
climate – 
ERA5- hourly 
gridded dataset 
on pressure 
levels (C3S 
2017). 

Hourly water 
pressure as a 
percentage at 
which the air 
becomes 
saturated. 
This data was 
obtained at 
1000hPa 
pressure 
levels which 
is around the 

Hourly 
 

31km grid Weekly 
mean of 
daily mean 
of water 
pressure as a 
percentage at 
which the air 
becomes 
saturated for 
each area. 

Weekly UTLA and 
PHE Centre 

1. Using Python 3 (Van Rossum and Drake 
2009), climate data was downloaded using 
the Climate Data Store API. 
2. Using the Python package xarray (Hoyer 
and Hamman 2017), hourly data was 
resampled to a daily time period to calculate 
the daily mean of humidity. 
3. In R version 3.5.2 (R Core Team 2018), 
for each grid point the average weekly daily 
humidity was calculated. 
4. A weighted mean for each area was 
calculated. Weighted means were based on 

Table 6.2: Description of independent data included in analysis. 
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average 
surface 
pressure 
level. 

the proportion of each raster grid square in 
the UTLA. 

Mean 
weekly 
rainfall 
(mm/day) 

Copernicus 
atmospheric 
reanalysis of 
the global 
climate – 
ERA5-Land 
hourly dataset 
(C3S 2019). 

Hourly total 
liquid fall to 
the earth’s 
surface. This 
includes rain 
and snow.  

Hourly 
 

9km grid Weekly 
mean of 
daily sum of 
total liquid 
fall to the 
earth’s 
surface for 
each area in 
mm. 

Weekly UTLA and 
PHE Centre 

1. Using Python 3 (Van Rossum and Drake 
2009), climate data was downloaded using 
the Climate Data Store API. 
2. Using the Python package xarray (Hoyer 
and Hamman 2017), hourly data was 
resampled to a daily time period to calculate 
the daily sum of rainfall. 
3. In R version 3.5.2 (R Core Team 2018), 
for each grid point the average weekly daily 
rainfall was calculated. 
4. A weighted mean for each area was 
calculated. Weighted means were based on 
the proportion of each raster grid square in 
the UTLA. 
5. Rainfall was converted from meters to 
millimetres.  

Mean 
weekly 
wind speed 
(m/s-1) 

Copernicus 
atmospheric 
reanalysis of 
the global 
climate – 
ERA5-Land 
hourly dataset 
(C3S 2019) 

Data obtained 
from 10m u- 
and 10m v-
component of 
wind – 
Eastward and 
northward 
components 
of the 10m 
wind. 
Horizontal 

Hourly 9km grid Weekly 
mean of 
daily wind 
speed at 10m 
above the 
earth’s 
surface in 
m/s-1. 

Weekly UTLA and 
PHE Centre 

1. Using Python 3 (Van Rossum and Drake 
2009), climate data was downloaded using 
the Climate Data Store API. 
2. In Python using the u and v components 
of wind, wind speed was calculated (uv): (u2 

+ v2)1/2. 
3.Using the Python package xarray (Hoyer 
and Hamman 2017), hourly data was 
resampled to a daily time period. 

Table 6.2: Description of independent data included in analysis. 
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speed of air 
moving 
towards the 
east and 
north, at a 
height of ten 
metres above 
the surface of 
the Earth.  

4. In R version 3.5.2 (R Core Team 2018), 
for each grid point the average weekly daily 
winds peed was calculated. 
5. A weighted mean for each area was 
calculated. Weighted means were based on 
the proportion of each raster grid square in 
the UTLA 

Deprivation Department 
Communities 
& Local 
Government 
(DCLG 2015) 

Mean index 
of multiple 
deprivation 
score at 
UTLA 
(2015). 

- UTLA Mean index 
of multiple 
deprivation 
score at 
UTLA. 

Whole 
study 
period 

UTLA As obtained from DCLG 

Percentage 
(%) of 
UTLA that 
is urban 

Department 
for 
Environment, 
Food & Rural 
Affairs 
(DEFRA 
2016) 

Percentage of 
UTLA 
population 
living in 
urban 
environments 
(2011). 

- UTLA Percentage 
of UTLA 
population 
living in 
urban 
environments
. 

Whole 
study 
period 

UTLA As obtained from DEFRA 

Table 6.2: Description of independent data included in analysis. 
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6.5.2 Data Exploration  

The underlying aim of this study is whether the meteorological variables; temperature, 

humidity, wind speed and rainfall, are associated with the respiratory indicators. Before 

we could test for this aim, we had to identify whether collinearity between these 

variables exists. Collinearity was investigated using the variance inflation factors (VIF), 

with a threshold > 2.5 indicating collinearity (Dormann et al. 2013; Johnston, Jones and 

Manley 2018). Pairwise correlations between each variable were also calculated, with 

a value higher than 0.5 indicating collinearity (Dormann et al. 2013). All VIF values 

were calculated to be <2 (Table 6.3) and no issues with high correlations were observed 

(Figure 6.5). 

A high number of zeros were observed in some of the syndromic indicators of interest 

(Table 6.1), syndromic indicators that displayed a high number of zeros were modelled 

using both Poisson and zero-inflated Poisson distributions to ensure the models were 

accounted for zeros adequately. Distribution was chosen based on deviance information 

criterion (DIC) and how well the zeros were accounted for. To identify outliers in the 

model predictions, residual plots were examined.  

 

Variable VIF Value  
(UTLA) 

VIF Value 
 (PHE Centre) 

Rainfall 1.18 1.24 
Humidity 1.40 1.39 
Temperature 1.40 1.41 
Wind Speed 1.19 1.25 
Percentage Urban 1.32 - 
Average Deprivation Score 1.31 - 

Table 6.3: VIF values for variables included in analysis. VIF values provided for both 
analysis at UTLA and PHE centre. 

 



202 
 

 

Figure 6.5: Pairwise correlations of variables included in analysis; a) variables at 
UTLA and b) variables at PHE centre. 

 

6.5.3 Statistical Analysis 

A Bayesian approach was used for statistical inference in this study using the R package 

R-INLA (Martins et al. 2012). This approach, using the R-INLA package, allows us to 

account for both spatial and temporal dependency as part of the analysis; other packages 

that allow us to account for these dependency structures are limited in R. R-INLA uses 

the integrated nested Laplace approximation (INLA) for probability distribution 

sampling which is capable of much faster Bayesian inference compared to other 

Bayesian approaches for distribution sampling. The Bayesian inference using the INLA 

approach through the package R-INLA has successfully been demonstrated in several 

epidemiological studies where this methodology has allowed complex spatial and 

temporal studies to be undertaken at national and subnational levels (Dwyer-Lindgren 

et al. 2019; Sparks 2015; Librero et al. 2017).  

The aims of this study are to explore the relationships between the respiratory indicators 

and weather variables, and to investigate how the relationship with these weather 

variables vary spatially and monthly. To meet these aims we followed a series of steps 

to understand the effect of the observed covariates (temperature, humidity, wind speed 
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and rainfall), on respiratory presentations in the community in children under-5 years, 

while controlling for gender, deprivation, urbanicity, and seasonality. These models 

controlled for deprivation, rurality and public holidays to reduce the impact of other 

causes of health seeking behaviours on our observations.  

Accounting for Spatial Autocorrelation in NHS111 and GPOOH Data 

Spatial autocorrelation was accounted for when modelling NHS111 and GPOOH 

syndromic indicators. Through the neighbourhood structure, information on an area and 

its nearest neighbours are used in the analysis to control for spatial autocorrelation. 

Nearest neighbours are those that share a border with the given area, the neighbourhood 

structure of the 149 UTLA in this analysis are illustrated in Figure 6.6. The Besag-York-

Mollie (BYM) model was used to model this spatial dependency using this 

neighbourhood structure (Besag, York and Mollié 1991). This model estimates the 

conditional mean of the random effects as an average of an area’s neighbours to account 

for spatial correlations, while also accounting for variation that is not spatially 

correlated.  

 

Figure 6.6: Nearest neighbours at UTLA level, England. 
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The Base Model  

This model explores the influences of the fixed continuous covariates (i.e., temperature, 

wind speed, humidity, and rainfall) on the dependent variables (respiratory syndromic 

indicators), while accounting for deprivation, urbanicity, gender, public holidays, 

seasonality, and spatially and temporally structured random effects. The meteorological 

covariates (temperature, wind speed, humidity, and rainfall) vary by both space and 

time, deprivation and urban percentage vary spatially, and public holidays vary by time. 

Given that GPIH data was only available at a high level of geography (nine coarse 

separate areas) spatial dependency was not accounted for.  

To allow for different time trends by space (UTLA or PHE Centre), an interaction 

between space and time (week) was included in the model. The interaction comprised 

of an unstructured spatial effect and a structured temporal effect, with a first order 

autoregressive term for the residuals of time. By including a structured temporal effect, 

temporal dependency could be accounted for. An autocorrelation term of the residuals 

was included when accounting for these time trends to adjust for the communicable, 

person-to-person, nature of respiratory infections (Allard 1998). Annual and weekly 

variation was accounted for by including a random effect for year and week to account 

for unobserved temporal effects and seasonality of exposures (Fisman 2012). Public 

holidays, as well as a one-week lag of public holidays, were included in the model to 

account for the closure of medical facilities during the study period, and changes in 

healthcare-seeking behaviours, as well as their lag effects. Gender, deprivation, and 

urbanicity were also accounted for as these were identified as possible confounding 

factors. The variables of interest (an average the current week and previous week of 

temperature, humidity, wind speed and rainfall) were included in the model as 

continuous fixed covariates.  

The general algebraic definition of all the NHS111, GPOOH and GPIH models is given 

by: 

Yg,i,t | µg,i,t,∼ F(µg,i,t), 
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Where µg,i,t is the is the gender g, specific number of contacts at each UTLA i at time t, 

F is the Poisson likelihood of the model. 

A logarithmic link function of the expected number of cases for NHS111 and GPOOH 

data is modelled as: 

log(µg,i,t) = α + log(Pg,i,t) + βXi,t + ζdi + ηki + γg + τHi,t + θHi,t−1 + πRi,t−1 

+ uw + nuy + ωi + ψi 

where α corresponds to the intercept; log(Pg,i,t) denotes the logarithm of the gender g and 

geographical location i specific population P at risk for each time point (week) t. This 

was included as an offset to adjust counts by population; X is a matrix of moving average 

of the mean weekly meteorological variables: temperature, rainfall, humidity and wind 

speed, at each time point t and geographical location i with regression coefficients β to 

account for their delayed effects on the syndromic indicators; d denotes a continuous 

variable for deprivation score with coefficient ζ, at each geographical location i; k 

denotes a continuous variable to represent the percentage of geographical location i that 

is classified as urban with coefficient η. g denotes a categorical variable gender with 

coefficient γ; H denotes a Boolean variable indicating the presence of public holidays on 

the current (t) or previous week (t−1) with coefficients τ or θ accordingly; π is a random 

effect of the auto-regressive coefficient of the residuals R lagged one week at each 

geographical location i to account for potential temporal autocorrelation; unstructured 

random effects of week (uw) and year (νy) were included to account for unobserved 

seasonal trends. Unknown spatial confounding factors and spatial dependency structures 

were incorporated using structured (ωi), and unstructured (ψi) spatial random effects for 

each geographic location i. Spatial random effects were specified using a Besag-York-

Mollie model (Besag, York and Mollié 1991). 

A logarithmic link function of the expected number of cases for GPIH data is modelled 

as: 

log(µg,i,t) = α + log(Pg,i,t) + βXi,t + γg + τHi,t + θHi,t−1 + πRi,t−1 + uw + nuy 
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where α corresponds to the intercept; log(Pg,i,t) denotes the logarithm of the gender g and 

geographical location (PHE centre) i specific population P at risk for time t. This was 

included as an offset to adjust counts by population; X is a matrix of the MA of the mean 

weekly meteorological variables: temperature, rainfall, humidity and wind speed, at each 

time point t and geographical location i with regression coefficients β to account for their 

delayed effects on the syndromic indicators; g denotes a categorical variable gender with 

coefficient γ; H denotes a Boolean variable indicating the presence of public holidays on 

the current (t) or previous week (t−1) with coefficients τ or θ accordingly; π is a random 

effect of the auto-regressive coefficient of the residuals R lagged one week at each 

geographical location i to account for potential temporal autocorrelation; unstructured 

random effects of week (uw) and year (νy) were included to account for unobserved 

seasonal trends. 

Within the model non-linearities were also explored but the results indicated that, 

although small non-linearities between the respiratory indicators and meteorological 

conditions were observed, linear models are adequate at describing the associations.  

Spatially Varying Covariates 

To investigate whether the relationships between the respiratory indicators and 

meteorological conditions varied by location an interaction term between each covariate 

of interest and space was introduced into the base model. The NHS111 and GPIH base 

models were extended to allow spatially varying relationships with the meteorological 

conditions by including the term βXt ·δit which denotes an interaction between each of 

the meteorological conditions (temperature, rainfall, humidity and wind speed) and a 

categorical variable for each geographical location i. Given the inconsistent spatial 

availability of data from the GPOOH surveillance system (Table 6.4), we did not 

analyse the data using this method for GPOOH. 

Monthly Varying Covariates 

By investigating how the relationship between the response variable and the covariates 

of interest vary by month, we can observe if there is any difference in the relationships 
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across the year. The NHS111, GPOOH and GPIH base models were extended to allow 

monthly varying relationships with the meteorological conditions by including the term 

βXt · δmt which denotes an interaction between each of the meteorological conditions 

(temperature, rainfall, humidity and wind speed) and a categorical variable for each 

month m. 

Model Diagnostics 

Models were chosen based on the deviance information criterion (DIC), a method 

described by Spiegelhalter and Best et al. (2002) (Spiegelhalter et al. 2002), with the 

best fitting model having the lowest DIC value. Models were described as different 

when the DIC value difference was greater than seven, weakly different with a value 

between three and seven, and not different when the difference in DIC values was 

below. 

 

6.6 Results 

6.6.1 Population Coverage During Study Period 

The coverage of each surveillance system during the study period is described in Table 

6.4. NHS111 had a high level of surveillance coverage, with 90.7% of the total under-

5 population in England during the study period, and GPOOH monitored 61.1% of the 

total under-5 population in England. The population coverage of the GPIH surveillance 

system ranged from 37.6-52.2% depending on the respiratory indicator. Different 

practices would submit information on different indicators; therefore, the underlying 

number of registered patients was different.  
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Surveillance System Percentage (%) of 
Population Monitored 

Percentage (%) of Spatial 
Areas with Surveillance 

Coverage 
NHS111 90.7 77.2 

GPOOH 61.1 43.6 

GPIH 37.6-52.21 1002 

Table 6.4: Coverage by the surveillance systems over the study period, 21st October 
2013 to 25th June 2018. 

1Syndromic indicators had different populations depending on the GPIH system 
2All GPIH PHE centres had coverage over the study period, but we do not know how 

representative of the population it is 
 

 

6.6.2 Model Selection 

The variables included in the models were chosen prior to analysis based on hypothesis 

generation and biological plausibility. Spatial autocorrelation was accounted for in the 

NHS111 and GPOOH through the inclusion of a BYM model, and temporal 

autocorrelation was accounted for by including an autoregressive term for time in each 

spatial area. Temporal autocorrelation was assessed in all models using partial 

autocorrelation function plots which were found to be satisfactory. Residual plots were 

also inspected to ensure there were no underlying patterns in the error terms and these 

were observed to be satisfactory. 

NHS111 indicator Cold/Flu, GPOOH indicators DBWA and Bronchitis, and GPIH 

indicators ILI and Acute Bronchitis were modelled using both zero-inflated and non-

zero inflated Poisson distributions, with models selected based on the lowest DIC (Table 

6.5). In all cases, the Poisson distribution was found to be the best model, with the zero-

inflated models either no different or slightly worse based on DIC. Dispersion 

adequately accounted for in all models, with a dispersion statistic < 1 (Table 6.5).  
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 Indicator Model  DIC Dispersion 

N
H

S1
11

 Difficulty Breathing Poisson 309812.9 0.93 
Cough Poisson 333139.8 0.90 
Cold/Flu 
 

Poisson 168588.4 0.91 
Zero-inflated Poisson  168597.7 - 

G
PO

O
H

 

ARD Poisson 247440.3 0.92 
ARI Poisson 236698.7 0.92 
DBWA Poisson 131388.5 0.95 

Zero-inflated Poisson 131394.5 - 
Bronchitis Poisson 69970.5 0.82 

Zero-inflated Poisson 69973.8 - 

G
PI

H
 

URTI Poisson 42566.7 0.80 
LRTI Poisson 33744.7 0.71 
ILI Poisson 14238.4 0.87 

Zero-inflated Poisson 14280.0 - 
Acute Bronchitis Poisson 14329.4 0.57 

Zero-inflated Poisson 14333.7 - 
Table 6.5: Summary statistics of linear models. 

 

6.6.3 The Base Model  

When exploring linear relationships there was a large amount of agreement between the 

respiratory indicators as to which meteorological conditions were identified as 

important by the models (Rate ratios (RR) and 95% credible intervals (CI) are presented 

in Table 6.6). Bayesian analysis does not infer statistical significance as no hypothesis 

testing is undertaken, instead analysis identifies the variables that have an important 

relationship with the dependant variable.  A relationship is considered important when 

the 95% CI does not cross one. Ten out of 11 of the respiratory indicators had an 

important relationship with temperature, with all displaying an inverse relationship 

indicating that as temperature decreases, respiratory presentations increase. Eight out of 

11 respiratory indicators had an important relationship with rainfall, with all displaying 

an inverse relationship. Nine out of 11 respiratory indicators had an important 

relationship with humidity and wind speed, all displaying a positive relationship.  

In terms of the size of the relationship between the meteorological conditions and 

respiratory indicators most estimates were similar between the respiratory indicators 

(Table 6.6 and Figure 6.7). Temperature RR were between 0.944-0.993 indicating a 0.7-

5.6% decrease in presentation rates for every 1°C increase in average temperature over 
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the previous two weeks, with Cold\Flu having the strongest relationship with 

temperature compared to the other indicators (Table 6.6 and Figure 6.7). Again, rainfall 

estimates were similar among respiratory indicators where rainfall was important within 

the models, with most estimates showing negative associations between 0.978-0.997, 

indicating a 0.3-2.2% decrease in weekly presentation rate for every 1mm/day increase 

in average rainfall over the previous two weeks. Again, Cold/Flu had the strongest 

relationship with rainfall compared to the other indicators (Table 6.6 and Figure 6.7). 

All estimates of humidity were between 1.003- 1.010, indicating an increase in weekly 

presentation rate of 0.3-1.0% for every 1% increase in average humidity over the 

previous two weeks (Table 6.6 and Figure 6.7). Estimates for wind speed were between 

1.009-1.053, indicating an increase in weekly presentation rate of 0.9-5.3% for every 

1m/s2 increase in average wind speed over the previous two weeks. The GPOOH 

indicator Bronchitis had the strongest relationship with wind speed (Table 6.6 and 

Figure 6.7).  
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 Indicator Temperature (°C) Rainfall (mm) Humidity (%) Wind Speed (m/s) 

N
H

S
11

1 
Difficulty 
Breathing 

0.975 (0.972-0.978) 0.999 (0.996-1.002) 1.004 (1.004-1.005) 1.016 (1.010-1.022) 

Cough 0.979 (0.976-0.982) 0.991 (0.989-0.994) 1.003 (1.003-1.004) 1.016 (1.011-1.022) 
Cold/Flu 0.944 (0.938-0.950) 0.978 (0.972-0.984) 1.008 (1.006-1.010) 1.042 (1.030-1.055) 

G
PO

O
H

 ARD 0.979 (0.976-0.981) 0.995 (0.993-0.997) 1.006 (1.005-1.006) 1.018 (1.013-1.023) 
ARI 0.980 (0.977-0.983) 0.995 (0.992-0.997) 1.005 (1.005-1.006) 1.018 (1.013-1.023) 
DBWA 0.965 (0.960-0.971) 0.995 (0.990-1.001) 1.009 (1.008-1.011) 1.030 (1.018-1.041) 
Bronchitis 0.976 (0.965-0.987) 0.984 (0.974-0.994) 1.009 (1.006-1.011) 1.053 (1.030-1.076) 

G
PI

H
 

URTI 0.993 (0.990-0.995) 0.995 (0.993-0.997) 1.000 (1.000-1.001) 1.001 (0.996-1.005) 
LRTI 0.999 (0.996-1.003) 0.997 (0.994-0.999) 1.000 (0.999-1.001) 1.001 (0.994-1.007) 
ILI 0.972 (0.956-0.988) 0.989 (0.977-1.002) 1.010 (1.004-1.017) 1.039 (1.008-1.071) 
Acute Bronchitis 0.971 (0.959-0.984) 0.998 (0.983-1.012) 1.006 (1.003-1.009) 1.028 (1.001-1.055) 

Table 6.6: Rate ratios with 95% credible intervals. Variables that were considered important in the models are in bold. 
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Figure 6.7: Rate ratios and 95% credible intervals. 
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6.6.4 Spatially Varying Covariates 

The spatial distribution of the relationships between the meteorological conditions and 

indicators from NHS111 and GPIH was explored to identify areas that are vulnerable 

to changes in meteorological conditions. This spatial distribution could not be explored 

in GPOOH data due to the inconsistent and low surveillance systems coverage in some 

areas.  

The spatial distribution of the relationship between each respiratory variable and 

meteorological condition is described in Figures 6.8-6.11. Here, maps are presented for 

the importance of the relationship within each area. A relationship is considered 

important when the 95% credible interval did not cross one, the direction of the 

relationship is also described in the importance map, which highlights the areas where 

the models identified the relationships between the meteorological conditions and 

respiratory indicator as important.  

The spatial distribution of the relationship between temperature and all the NHS111 

indicators was important in the models with a negative relationship in the majority of 

UTLAs in England (Figure 6.8). In most areas in England, there was a negative 

relationship between the NHS111 indicator Cough and temperature, except from the 

north where temperature was not important in the model. The relationship between 

temperature and GPIH indicators URTI, ILI and Acute Bronchitis was important in most 

PHE centres (Figure 6.8). The relationship between temperature and the GPIH indicator 

URTI, was not identified as important by the model in the north and west, but there was 

an negative relationship in the south and east. 

Rainfall was not identified as important by the models in the majority of England for 

the four NHS111 indicators, but clusters of negative relationships were observed in the 

northwest, west and south of England (Figure 6.9). Rainfall was not identified as 

important by the models for most regions for the GPIH indicators LRTI and ILI and 

Acute Bronchitis. Rainfall was identified as important by the model in the western, 

middle, and southern areas of England for URTI, this relationship was negative (Figure 

6.9).  
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Although clusters of positive relationships between humidity and NHS111 indicators 

can be observed, there are few clear spatial patterns (Figure 6.10). Most English areas 

have a positive relationship between humidity and Cold/Flu, with large clusters in the 

north. For the GPIH indicators there was a clear spatial pattern with humidity, with an 

positive relationship in the west and south. URTI and LRTI also had a negative 

relationship on the east coast (Figure 6.10).  

For the majority of English areas, we were unable to find a relationship that was 

identified as important by the models between wind speed and NHS111 and GPIH 

indicators (Figure 6.11).
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Figure 6.8: Spatial distribution of the relationship between temperature and NHS111 and GPIH syndromic indicators. 
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Figure 6.9: Spatial distribution of the relationship between rainfall and NHS111 and GPIH syndromic indicators. 



217 
 

 
Figure 6.10: Spatial distribution of the relationship between humidity and NHS111 and GPIH syndromic indicators. 
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Figure 6.11: Spatial distribution of the  relationship between wind speed and NHS111 and GPIH syndromic indicators. 
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6.6.5 Monthly Varying Covariates 

The relationship between month and meteorological conditions was explored for each 

syndromic indicator to investigate if the relationship between these factors changed over 

the year.  

The monthly relationship between the NHS111 respiratory indicators and temperature 

was similar (Figure 6.12), with a, mostly, inverse relationship throughout the year but 

a stronger relationship with temperature was observed in the late spring and summer 

months, indicating that a 1°C decrease in temperature during this time period led to a 

higher change in presentation rate compared to a 1°C decrease in temperature during 

the winter months. The relationship between Cold/Flu presentations and humidity was 

consistent over the year, with a positive relationship. Similar monthly relationships 

between rainfall and the three NHS111 indicators was observed, with a negative 

relationship in the winter and a relationship that was not identified as important by the 

models during the summer months. The monthly relationship between humidity and the 

NHS111 indicators Difficulty Breathing and Cough was similar, with humidity having 

a greater positive relationship on presentation rates in the summer months (June-

August) and lower positive relationship during the spring (March – May). The monthly 

relationship between wind speed and the three NHS111 indicators was largely similar, 

with a strong positive relationship in the late autumn/winter months and no relationship 

in the other months (Figure 6.12).  

A similar monthly relationship between temperature and the respiratory indicators to 

GPOOH was observed (Figure 6.13) with a stronger negative relationship in the 

summer, although for Bronchitis this relationship was mostly not identified as important 

by the models. The monthly relationship between rainfall and the four GPOOH 

indicators was similar and highly variable throughout the year, with an inverse 

relationship in early winter. The observed monthly relationship between GPOOH 

indicators ARD, ARI, and DBWA and humidity had a stronger positive relationship in 

the summer months compared to winter and spring. The monthly relationship between 

Bronchitis presentations and humidity was largely not identified as important except 
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from in late autumn/early winter where it was positive. The respiratory indicators to 

GPOOH had a similar monthly relationship with wind speed, with a non-important 

relationship throughout the year apart from in early winter (Figure 6.13).  

For the GPIH indicators URTI and LRTI (Figure 6.14), the monthly relationship with 

temperature was negative during the summer months, for ILI and Acute Bronchitis this 

relationship with temperature was largely not identified as important over the year. For 

the four GPIH indicators no monthly relationship with rainfall was observed. URTI, 

LRTI, ILI and Acute Bronchitis display similar monthly trends in their relationship with 

humidity, with a negative or non-important relationship for most of the year, and a 

positive relationship in early winter. No monthly relationship between wind speed and 

Acute Bronchitis and ILI was observed. Although the relationship between URTI, and 

LRTI and wind speed was not important for most of the year, positive relationships were 

observed in March and April. A summary of all the results is described in Appendix 

Table A2.
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Figure 6.12: Monthly relationship between meteorological conditions and NHS111 syndromic indicators. 
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Figure 6.13: Monthly relationship between meteorological conditions and GPOOH syndromic indicators. 
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Figure 6.14: Monthly relationship between meteorological conditions and GPIH syndromic indicators. 
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6.7 Discussion 

6.7.1 Impact 

Here, we present an exploration of the relationship between meteorological conditions 

and respiratory presentations to three community healthcare services in England in 

children under-5 years, using a spatial-temporal Bayesian approach. Three community 

healthcare services were analysed to allow us to fully explored these relationships in the 

community oppose to the more severe cases that are captured by more traditional 

surveillance programmes of laboratory cases and hospitalisations. We also captured 

healthcare-seeking behaviours from a much larger proportion (between 38% and 91%) 

depending on the surveillance system) of the English population compared to traditional 

data sources. Utilising data from three healthcare services has allowed us to compare 

our findings, adding to the robustness of our observations. Similar previous research 

has focused on localised areas when exploring the relationship between meteorological 

conditions and respiratory infections; our use of syndromic data has allowed us to obtain 

data from the whole of England. We have explored the spatial and monthly distribution 

of the relationship between meteorological conditions and respiratory presentations 

associated with infections. The findings from this study, which used data from 

syndromic surveillance, were similar to research that has used hospitalisation or 

laboratory data. This highlights how data from syndromic sources may be used when 

other data is unavailable. Given that syndromic data was available over a large 

geographic area, while covering a large population, it also allows us to draw wider 

conclusions compared to data with less population and geographical coverage. The 

observations from this study can allow policy makers to make targeted decisions on 

where resources are most effective in relation to meteorological conditions, to improve 

health outcomes.  
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6.7.2 Main Findings 

The Base Model 

The relationship between respiratory presentations to NHS111, GPIH and GPOOH and 

meteorological conditions were observed to be similar when comparing different 

respiratory indicators. All respiratory indicators included in the analysis, except LRTI, 

was identified by the models as having an important inverse relationship with 

temperature. Most previous studies have focussed on hospitalisations, here we estimate 

relationships using wider burden of respiratory presentations in the community. Our 

observations are similar to these studies and comparable relationships have been well 

described in the literature. A decrease in temperature is associated with an increase in 

the incidence of influenza (Price, Graham and Ramalingam 2019; du Prel et al. 2009), 

and adenovirus (Price, Graham and Ramalingam 2019; du Prel et al. 2009), HMPV 

(Price, Graham and Ramalingam 2019; du Prel et al. 2009), coronavirus (du Prel et al. 

2009), RSV (Price, Graham and Ramalingam 2019; du Prel et al. 2009; Meerhoff et al. 

2009; Yusuf et al. 2007), and presentations due to all ARI (du Prel et al. 2009; Costilla-

Esquivel et al. 2014) and bronchiolitis (Hoeppner et al. 2017; Nenna et al. 2017). A 

decrease in temperature has also been associated with an earlier onset of influenza 

epidemic timing (Sundell et al. 2016; Jaakkola et al. 2014). There are several factors 

that may explain the association between temperature and respiratory presentations. 

Reduced temperatures may extend the period of which an infectious droplet remains 

airborne, increasing its ability to infect a new host (Sundell et al. 2016; Harper 1961). 

Low temperatures also appear to be critical for viral stability, with the lipid encasing of 

viruses, such as influenza, remaining intact for longer at low temperatures, aiding 

airborne transmission (Polozov et al. 2008). Eccles (2002) proposed that breathing in 

cold air results in a fall in respiratory epithelium temperature and therefore causes a 

decrease in the effectiveness of respiratory defences. Changes in social contact 

behaviour are also known to be an important factor in infectious disease transmission 

(Mikolajczyk et al. 2008; Mossong et al. 2008; Hens et al. 2009; Eames et al. 2012) as 

people spend longer time indoors during periods of cold weather (Mccurdy and Graham 

2003; Graham and McCurdy 2004) and have longer indoor contact times (Willem et al. 
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2012). Prolonged social contact has been observed to be dependent on weather 

conditions, and this type of contact is important for disease transmission and it tends to 

be more intrusive and involves closer contact (Smieszek 2009).  

Rainfall was identified as having an important inverse relationship with most respiratory 

indicators, except Difficulty Breathing, DBWA, ILI and Acute Bronchitis. Although the 

relationship between rainfall and ARI has been previously investigated (Hoeppner et al. 

2017; Costilla-Esquivel et al. 2014), but not in studies exploring the wider burden of 

respiratory presentations in the community, there is contradicting evidence of its 

relationship with respiratory infections. A study conducted in Mexico has previously 

linked accumulated rainfall to an increase in ARI consultations (Costilla-Esquivel et al. 

2014). Other studies have proposed a link between increased rainfall and the respiratory 

infections RSV and influenza (Chan et al. 2002; Robertson et al. 2004; Brooks et al. 

2007). Although study conducted in India observed an inverse relationship between 

rainfall and RSV, but a positive relationship with influenza (Agrawal et al. 2009). Most 

of these studies have focused on countries with tropical climates, therefore their 

relevance to the UK may be uncertain. It is unclear why we have observed an inverse 

relationship between rainfall and respiratory presentations, research has proposed that 

increased rainfall leads to more time spent indoors, increasing prolonged exposure to 

others (E. Murray et al. 2012), but this does not explain our findings. Further research 

is required to understand this relationship. More research needs to be conducted in 

temperate countries to explore the relationship between ARI and rainfall to explore if 

there are differences due to geography.  

A positive and important relationship was identified by the models between humidity 

and wind speed, and all respiratory indicators apart from URTI and LRTI. It is 

unexpected that LRTI and URTI were not associated with humidity and wind speed, as 

the other respiratory indicators were associated with these conditions. These 

observations could be due to the lack of specificity of these indicators or the highly 

aggregated nature of the data at PHE level. A similar relationship with humidity has 

previously been described in the literature for all ARI (du Prel et al. 2009), RSV (du 

Prel et al. 2009; Hervás, Reina and Hervás 2012; Meerhoff et al. 2009; Yusuf et al. 
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2007; Welliver 2007) and its associated symptoms (Hoeppner et al. 2017; Nenna et al. 

2017), influenza, rhinovirus, and adenovirus (Price, Graham and Ramalingam 2019). 

Higher relative humidity is associated with increased survival of RSV and influenza 

aerosols. Higher humidity promotes virus survival in aerosols by slowing the 

evaporation of droplets (Paynter 2015). There is less research into the relationship 

between respiratory infections and wind speed, compared to those that investigate 

temperature and humidity. But previous research has described a similar relationship 

between wind speed and bronchiolitis hospitalisations (Hoeppner et al. 2017) and 

hospitalisations due to ARI (du Prel et al. 2009). A study by Feng et al. (2020) 

investigated the influence of wind on COVID-19 airborne transmission, they observed 

that microdroplets of virus can transport in the air further due to wind convection. 

Higher wind speeds could influence the airborne distribution and spread of respiratory 

pathogens, but further research is required to explore this mode of transmission. Periods 

of high wind may also influence social behaviour, with people more likely to spend 

prolonged periods inside, where pathogen transmission is more likely to occur 

(Smieszek 2009).  

A notable consistency with the literature is the meteorological conditions that were 

associated with the RSV manifestation bronchitis. In our study, both bronchitis 

indicators from GPOOH and GPIH services were negatively associated with 

temperature and rainfall, and positively associated with humidity. These associations 

have been previously described in the literature for both RSV and bronchitis (Price, 

Graham and Ramalingam 2019; du Prel et al. 2009; Hervás, Reina and Hervás 2012; 

Meerhoff et al. 2009; Hoeppner et al. 2017; Nenna et al. 2017).  

In summary, seasonal patterns of respiratory infections appear to be influenced by 

several contributing factors including changes in temperature, absolute humidity, 

sunlight, vitamin status, and host behaviour (Dowell 2001; Fisman 2012; Cannell et al. 

2006; Sloan, Moore and Hartert 2011; Shaman and Kohn 2009; Azziz Baumgartner et 

al. 2012; Tamerius et al. 2011), it is likely that each of these factors play a modulating 

influence on disease transmission. Further research is required to determine the 

causative pathway between meteorological conditions and respiratory infections. Here 
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we estimated relationships using wider burden of respiratory presentations in the 

community, but the results were comparable to other studies which have estimated the 

relationship between meteorological conditions and respiratory infections. 

Spatially Varying Covariates 

The spatial distribution of the relationship between the respiratory indicators and 

meteorological conditions were explored to investigate whether specific areas were 

more susceptible to changes in meteorological conditions. There were spatial patterns 

between temperature and respiratory indicators from both NHS111 and GPIH services. 

Yusuf et al. (2007) explored the relationship between temperature and RSV in ten cities 

spanning different latitudes and climatic regions. A strong relationship between 

temperature and RSV was observed in eight of the cities, with all but one displaying a 

negative relationship. This highlights how temperature can have different influences in 

different climatic regions. Here we observe a number of spatial patterns in the 

relationship between the respiratory indicators and temperature than may be useful for 

hypothesis generation. However, the spatial patterns do not appear consistent between 

indicators making overall conclusions challenging.  

URTI was the only indicator to have a clear pattern in spatial distribution with rainfall; 

which was observed to have an important inverse relationship in most regions apart 

from those in the east. There is very little literature describing region differences in the 

relationship between rainfall and respiratory infections, therefore it is difficult to 

interpret why these relationships were observed.  

In contrast to the other meteorological indicators, spatial patterns were observed 

between humidity and respiratory indicators. However, for GPIH data, there was a 

consistent pattern of apositive association with humidity in the west and south east for 

all indicators. The patterns were less consistent for NHS111. In England, the west coast 

tends to be more humid compared to the east (Met Office 2020) which could explain 

the observations for the GPIH data.  

Previously, we observed that windspeed had a positive relationship with all respiratory 

indicators except URTI and LRTI, however, no spatial patterns between wind speed and 
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the respiratory indicators were observed. This suggest that no area is particularly 

vulnerable to higher presentations of respiratory infections as a result of wind speed.  

The spatial distribution of the relationship between respiratory infections and 

meteorological conditions is not well explored in the literature. Many patterns were 

observed in our data, but interpreting these was challenging as they often varied by 

indicator with patterns observed, however there was no consistency. This made it 

difficult to draw conclusions about the patterns were observed. These spatial patterns 

may be emerging due to regional differences in social behaviour, regional climatic 

differences or differences in meteorology across England. More research is required to 

explore why these spatial differences are being observed.  

Monthly Varying Covariates 

Most respiratory indicators demonstrated an inverse relationship with temperature in 

the autumn and/or winter. Surprisingly, the more specific indicators; ILI, and Bronchitis 

was observed to have no relationship with temperature in the autumn and winter. It is 

unclear why we have observed this as it would be expected that there would be a 

negative relationship with ILI and bronchitis in autumn winter. These observations 

could be due to small number of presentations (with 16,863 ILI and 14,267 Acute 

Bronchitis presentations over the study period compared to 3.3 million URTI 

presentations) for these indicators resulting in large uncertainty around the estimates. 

Another surprising observation was that for the indicators Difficulty Breathing, Cough, 

Cold/Flu, ARD, ARI, DBWA, URTI and LRTI the negative relationship with temperature 

was strongest in summer. Respiratory syndromes that are associated with the summer 

have been related to higher temperatures, such as hay fever or asthma (Soneja et al. 

2016; Bodaghkhani et al. 2019; Upperman et al. 2017; Ziska et al. 2019). This 

observation may reflect host behaviours with people more likely to stay inside when it 

is colder, where they may be exposed to more allergens (Gaffin and Phipatanakul 2009; 

Sheehan and Phipatanakul 2016) or are able to spread disease through close contact 

(Zhang et al. 2020; Pica and Bouvier 2012). 
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Difficulty Breathing, Cough, Cold/Flu, ARD, ARI, DBWA, Bronchitis, URTI, and LRTI 

were observed to have an inverse relationship with rainfall, mainly in the autumn and 

winter. There is little in the literature regarding the relationship between rainfall and 

respiratory syndromes. Given there is very in the literature on this topic it is difficult to 

hypothesis why this relationship was observed.  

Cold/Flu was observed to have a consistent positive relationship with humidity 

throughout the year. For Difficulty Breathing, Cough, ARD, ARI and DBWA humidity 

was observed to be positive for most months, but the relationship was stronger in the 

summer, with a higher change in presentations rate for each 1% increase in humidity. 

This could be because these indicators are detecting non-infectious respiratory 

symptoms that are worse in the summer due to high humidity, such as asthma (Lam et 

al. 2016; Romaszko-Wojtowicz et al. 2020). This contrasts with URTI, LRTI, 

Bronchitis, Acute Bronchitis, and ILI where an positive relationship in the autumn and 

winter was observed. The positive autumn and winter relationship for Acute Bronchitis, 

Bronchitis, URTI and LRTI may be due to the strong association between these 

indicators and RSV, influenza and other respiratory infections. The relationship 

between humidity and both the onset of outbreaks, and the number of presentations of 

respiratory infections such as RSV and influenza has been well described in the 

literature (Price, Graham and Ramalingam 2019; du Prel et al. 2009; Hervás, Reina and 

Hervás 2012; Meerhoff et al. 2009; Yusuf et al. 2007; Welliver 2007). In temperate 

climates such as England these viruses circulate in the late autumn and winter (Janet, 

Broad and Snape 2017; Fleming, Cross, and Pannell 2005b). The less specific 

indicators: Difficulty Breathing, Cough ARD, ARI and DBWA demonstrated a positive 

relationship with humidity in both winter and summer, but this relationship was stronger 

in summer.  

Wind speed was observed to have a positive relationship with Difficulty Breathing, 

Cough, Cold/Flu, ARD, ARI, DBWA, and Bronchitis in the late autumn and winter 

months. Spikes of importance were observed in Spring for URTI, LRTI ARD, and ARI. 

There has been little research into the relationship between wind and respiratory 

pathogens. Especially in regards to when the relationship between these factors is 
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strongest. We observed that the relationship between respiratory indicators and wind 

was strongest in the late autumn and winter. We hypothesis that during this period 

respiratory pathogens such as influenza and RSV are in circulation, and during period 

of high wind people may congregate indoors, where higher rates of spread of these 

pathogens can occur (Zhang et al. 2020; Pica and Bouvier 2012).  

Respiratory season pathogens that have a large health burden in children and have been 

observed to circulate at different times during the year in temperate regions and have 

different relationships with meteorological conditions, with influenza, RSV and 

coronavirus circulating in the winter, rhinovirus and HMPV circulating in the spring 

and autumn, non-rhinovirus enteroviruses circulating in the summer and adenovirus 

circulating all year round (Moriyama, Hugentobler and Iwasaki 2020). One of the 

interesting observations from this study is that for many of the respiratory variables the 

relationship with temperature and humidity had a stronger influence in the summer 

months. There could be several factors that contribute to this observation. The viruses 

that circulate in the summer and spring, HMPV, rhinovirus and non-rhinovirus 

enteroviruses may be more influenced by meteorological changes compared to those 

that circulate at different times of the year (Tamerius et al. 2011; Midgley et al. 2017; 

Landes et al. 2013; Morikawa et al. 2015; Lee et al. 2012; Monto 2002; Abedi et al. 

2018; 2016; Moriyama, Hugentobler and Iwasaki 2020). The syndromic indicators used 

in this study are associated with different diseases at different times of the year, adding 

to the complexity in interpreting these findings. For example, Difficulty Breathing, an 

indicator from the NHS111 system, is associated with RSV and influenza in the winter 

(Morbey et al. 2017a; chapter four), but when these viruses are not circulating in the 

summer this indicator may be more associated with other illnesses such as asthma, heat 

related illness and hay fever. Fluctuations in meteorological conductions could result in 

similar social behaviours in both summer and winter, for example a drop in temperature 

may result in people spending more time indoors where disease transmission is more 

likely (Zhang et al. 2020; Pica and Bouvier 2012).  
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6.7.3 Limitations 

The data obtained from the healthcare services monitored by the syndromic surveillance 

service are pre-diagnostic and do not directly relate to specific pathogens. Although 

from previous research we can infer which pathogens are associated with the syndromic 

indicators used in this study, we cannot make a direct inference about the relationships 

observed and respiratory pathogens. The literature also states that respiratory pathogens 

circulate at different times. Therefore, the relationships observed between the 

syndromic data and meteorological conductions may result from different pathogens at 

different times of the year. Some of the syndromic indicators used are more likely to be 

associated with pathogens, for example Bronchitis is highly correlated with RSV in 

children under-5 years. Whereas other syndromic indicators are less specific and are 

likely to detect multiple pathogens; for example, URTI, or may detect both respiratory 

pathogens and non-infections respiratory symptoms such as Difficulty Breathing. 

Therefore, inference of the relationship between the indicators and meteorological 

conditions needs to be taken in the context of each syndromic indicator. However, 

irrespective of aetiology respiratory presentations are still experienced by individuals 

and put pressures on healthcare systems, therefore it is important to explore the factors 

that can influence these presentations.  

At the community level there are multiple pathways to obtain healthcare and people 

may seek it in different ways and for different reasons. We have tried to counteract these 

effects by including three commonly used healthcare services in the community, to 

capture different pathways of access. We could not account for those who did not 

present to healthcare services, or those who presented to services not included in the 

analysis, such as hospitals or pharmacies. 

GPIH data was only available at PHE centre, a geography of only nine very coarse 

regions, and so. the meteorological conditions included in the analysis at this geography 

were highly aggregated. This situation made comparisons to the NHS111 and GPOOH 

data difficult and may have impacted the relationship between the GPIH data and 

meteorological conditions. Although the underlying population for GPIH was known 
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(the number of registered patients), because GPIH data was not available at a geography 

smaller than PHE centre, we could not determine how representative the study 

population was of each region. We could not investigate potential non-linear 

relationships between GPIH data and the meteorological conditions, likely due to the 

highly aggregated nature of the data at PHE centre level. Although GPOOH data was 

available at a low level of geography, the coverage of this system was not equally 

distributed over England. Consequently, we could not investigate the spatial distribution 

of the relationship between GPOOH data and the meteorological conditions.  

Seasonal adjustments were made through the inclusion of a random effect for year and 

week to control for unobserved seasonal confounders. These components may have 

resulted in an underestimation of the relationships with the meteorological conditions. 

Other studies that have explored the relationship between ARI and meteorological 

conditions have not accounted for unobserved seasonal effects (Price, Graham and 

Ramalingam 2019; du Prel et al. 2009; Meerhoff et al. 2009; Yusuf et al. 2007; 

Hoeppner et al. 2017). However, if seasonal trends were not accounted for in the model, 

we would have to assume that all the seasonal variation in the data is due to the known 

variables included in the model, which may not be correct. Given the inclusion of these 

seasonal covariates, we still observed similar relationships between ARI and 

metrological conditions to what is described in the literature. It requires a careful 

balance when accounting for seasonality as to not over or underestimate its influence. 

Despite these limitations, this study provides evidence to support the influence of 

meteorological conditions on respiratory presentations to community healthcare 

services in children under 5 years.    

This study has focused on children under-5 years due to their vulnerability to 

meteorological conditions and respiratory infections. Observations may reflect 

associations that are unique to this age group. Therefore, further research is required to 

investigate if these relationships hold true in other age groups.   
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6.7.4 Conclusion 

We present a comprehensive analysis of the influence of the meteorological conditions: 

temperature, humidity, rainfall and wind speed on respiratory presentations to three 

community healthcare services in England in children under-5 years. We use one of the 

most comprehensive sets of respiratory syndromic surveillance data assembled for 

England comprising seven million reports from a telehealth system and two General 

Practitioner systems. Analysis was conducted using a spatial-temporal Bayesian 

approach which allowed for the inclusion of spatial and temporal dependency 

structures. Our results highlight the influence of meteorological conditions on 

respiratory presentations across England. Most respiratory indicators studied have a 

negative relationship with temperature and rainfall, and a positive relationship with 

humidity and wind speed. We present a novel aspect of research by exploring changes 

in the spatial and temporal associations between these indicators and the meteorological 

conditions. This allows us to identify areas that are of particular risk to fluctuations in 

meteorological conditions and the time periods where changes in meteorological 

conditions have the strongest influence. These results can guide policymakers and 

health professionals in their preparation and targeting of public health measures and to 

inform decision-making and planning in public health processes. These observations 

may also be used to understand how a changing climate may impact respiratory 

infections in the future.  
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Chapter 7 

Discussion 

 
7.1 Chapter Findings 

In chapter three we investigated the demographic and socioeconomic patterns (age, 

gender and deprivation) of healthcare-seeking behaviour due to respiratory illnesses in 

England, using over 13 million respiratory related presentations to NHS111 (telehealth 

service), GPIH (general practitioner consultations in hours), and GPOOH (general 

practitioner consultations out-of-hours) services. It was observed that those from more 

deprived backgrounds and young males (under-5 years) were most likely to present to 

the three healthcare services studied. These observations were compared to non-

respiratory presentations to establish if the findings were specific to respiratory 

diseases, or due to a wider trend in healthcare-seeking behaviours for all illnesses. 

Comparable results, in terms of which factors and their magnitude were observed 

between respiratory and non-respiratory presentations, suggesting similar influences on 

healthcare-seeking behaviour between respiratory and non-respiratory presentations.   

Given the high burden of respiratory syncytial virus (RSV) in children under-5 years 

and the lack of estimates of disease burden in the community, in chapter four, we used 

syndromic surveillance data from three healthcare services (NHS111, GPIH and 

GPOOH) to estimate the attributable RSV burden in England in the community. We 

estimated there was almost 200,000 RSV attributable presentations to NHS111, GPIH 

and GPOOH per year in children under-5 years over the study period. Higher 

presentation rates were observed in children under-1 year compared to those of 1-4 

years. In comparison to influenza, more presentations were attributable to RSV. For 

every confirmed case of RSV notified by laboratories we estimated there was up to 69 

healthcare presentations to NHS111, GPIH or GPOOH in children under-5 years. 
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In temperate countries, such as England, RSV has distinctive winter activity. The timing 

of RSV activity is associated with latitude, as well as environmental conditions such as 

air pollution, temperature, rainfall and humidity. Given this, in chapter five we 

attempted to establish if there were regional differences in RSV activity (burden, and 

outbreak peak week, start week and length) in England by using data from syndromic 

surveillance of NHS111 and GPIH. With the metrics we used there was little evidence 

for regional patterns in the timing of RSV activity, although burden was observed to be 

highest in the southern regions of England.  

In chapter six we estimated the relationship between the meteorological conditions: 

temperature, rainfall, humidity and windspeed, and acute respiratory infection related 

presentations to NHS111, GPIH and GPOOH in children under-5 years. To fully 

explore these relationships, we investigated both linear and non-linear relationships, as 

well as the spatial and monthly associations. We observed that the majority of 

respiratory indicators studied had a statistically important negative relationship with 

temperature and rainfall (presentations increased with decreasing temperature and 

rainfall), and statistically important positive relationships with humidity and wind speed 

(presentations increased as humidity and wind speed increased). The monthly influence 

of these meteorological conditions was explored and we observed that for many of the 

indicators, temperature and humidity had an influence on presentations all year round. 

Although some spatial relationships were observed between the respiratory syndromic 

indicators and meteorological conditions, we concluded these were, currently, of little 

public health importance.  

 

7.2 Recurring Themes in Syndromic Surveillance 

Healthcare-seeking behaviour vs healthcare need 

Syndromic surveillance primarily detects healthcare-seeking behaviours which is not 

the same as healthcare need, as we cannot establish a confirmed diagnosis or the severity 

of illness from the data. This is highlighted in chapter three where we observed similar 
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social and demographic patterns in healthcare presentations in both respiratory and non-

respiratory presentations. This suggested that the demographics of healthcare-seeking 

behaviours may have an influence on the way healthcare is sought, irrespective of 

symptoms.  

Healthcare-seeking behaviour is the process by which a person perceives themselves or 

a dependant to have a health problem, and the action they undertake to find an 

appropriate healthcare solution. Healthcare need is where an individual’s health would 

benefit from healthcare. Individuals may have different perceptions of what their 

healthcare need is, leading to different healthcare-seeking behaviours (MacKian 2003; 

Latunji and Akinyemi 2018; Olenja 2003; Poortaghi et al. 2015). This decision-making 

process is influenced by two main factors: i) how severe or potentially severe the illness 

is perceived to be, and ii) how effective the healthcare-seeking behaviour is perceived 

to be (Oberoi et al. 2016). Other factors not related to illness including sex, age, race, 

socio-economic status, cultural background and their lived experiences of health and 

healthcare may also influence healthcare-seeking behaviour (Oberoi et al. 2016). A 

review by Zeng and Wagner (2002) proposed that healthcare-seeking behaviours 

comprised of four phases: recognition of symptoms, interpretation of symptoms, 

cognitive representation of illness, and seeking treatment. During each of these phases 

the final outcome of seeking treatment can be influenced by demographic, cultural, 

economic and psychological factors, and can vary over time. Given the anonymous and 

passive nature of syndromic surveillance the only factors we could explore in relations 

to healthcare-seeking behaviour were sociodemographic (age, gender and deprivation). 

External factors can also influence if and how healthcare is sought by an individual. For 

example, in 2015, media reporting of a possible exposure of Cryptosporidium in 

drinking water in North West England led to a 28.5% increase in rate of presentations 

due to diarrhoea to GP services, despite no laboratory cases linked to drinking water 

being detected (Elliot et al. 2016b). The media’s impact was also observed during a 

mumps outbreak in England and Wales between 2003 and 2004. The incidence rate of 

mumps appeared to be influenced by the level of newspaper coverage, leading the 

authors to hypothesis that the increased coverage led to an increased awareness of both 
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the public and clinicians (Olowokure et al. 2007). The recent COVID-19 pandemic has 

also highlighted the impact of external influences on healthcare usage and healthcare-

seeking behaviour. There was increase in media reporting, vast changes to the advice 

on how to seek healthcare, and stay-at-home orders were put in place to prevent the 

spread of disease. At the same time there were large changes in national health service 

(NHS) activity, changes in patient behaviour, and a reduction in other infectious 

diseases (The Health Foundation 2020b). Changes in healthcare usage were highlighted 

by a 57% reduction in accident and emergency visits in April 2020 compared to April 

2019 in England (The Health Foundation 2020b). Although this reduction will in part 

be due to changing patterns of need, reductions in infections due to stay-at-home orders 

and patients being directed elsewhere, there are concerns people are delaying seeking 

healthcare to avoid being infected with COVID-19, which may lead to poor long-term 

outcomes particularly in cancer and cardiovascular disease (The Health Foundation 

2020a). These examples emphasise how complex the decision to seek healthcare is, 

what the influences are, and how it can be difficult to determine at what point 

individuals will seek healthcare.  

Given that the data used in this thesis is aggregated and anonymised we cannot ascertain 

why healthcare is being sought. Individuals’ presenting with the same symptom, for 

example Cough, might have different levels of disease severity and perception of the 

severity of their disease. Their perceived illness severity, as well as a complex mix of 

other factors, lead to the decision to seek healthcare. Therefore, we were unable to 

separate healthcare need from healthcare-seeking behaviours in our data. This is 

highlighted in our observations from chapter three, where similar demographics (young 

males, all females and those from more deprived backgrounds) had higher presentation 

rates for both respiratory and non-respiratory illness. This was a somewhat surprising 

result and could be due to similar aetiologies for disease in their demographics or similar 

healthcare-seeking behaviours, or both. Sex differences in morbidity and mortality in 

children has been observed to be due to genetic and biological factors, with young males 

seen as biologically weaker (Waldron 1983). Adult females may be more likely to seek 

healthcare due to sex specific concerns, such as pregnancy and gynaecological issues, 

or be more likely to present to healthcare for the same illness compared to males due to 
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gender specific factors (Thompson et al. 2016; Mackenzie, Gekoski and Knox 2006; 

Matheson et al. 2014; Nabalamba and Millar 2007; Galdas, Cheater and Marshall 2005; 

Cornally and McCarthy 2011; Deeks et al. 2009). A review by Galdas, Cheater and 

Marshall (2005) found there was a growing number of studies highlighting delayed 

healthcare-seeking behaviour in men which leads to worse health outcomes, and they 

hypothesised that was due to masculine beliefs about seeking help. Those from more 

deprived backgrounds are more likely to suffer ill health as a result of their environment, 

but may be less likely to seek healthcare compared to their less deprived counterparts 

(Fiscella and Holt 2007; Haroon, Barbosa and Saunders 2011; Edwards and Pill 1996). 

The research in this thesis comprises of ecological studies, whereby associations have 

been observed between certain demographics and symptoms of disease, further research 

is required to investigate the specific behaviours and decision that drive individuals to 

seek healthcare from the services monitored by syndromic surveillance.  

Complementing Laboratory Surveillance 

Surveillance of diseases can be separated into two categories, disease-specific and 

syndromic (Abat et al. 2016). Disease-specific surveillance is typically diagnostic and 

includes: laboratory data, statutory infectious disease notifications, hospital episode 

statistics and discharge data, and it monitors specific diseases or public health threats 

(Abat et al. 2016; Koski 2011; Wagner, Moore and Aryel 2011). Syndromic 

surveillance is, typically pre-diagnostic, and data sources can range from medical 

records, telehealth systems, pharmacies, web searches and absenteeism from work or 

school (Triple-S Project 2011; H. Chen, Zeng and Yan 2010). Both these types of 

surveillance play a vital role in the surveillance of public health threats, but it important 

to recognise their strengths and limitations to understand the role they play. Disease-

specific surveillance, typically, uses standardised tools and diagnostic criteria for 

diagnosis of the target disease, allowing for global trends and comparisons of trends 

between different geographical locations. Prior to starting disease-specific surveillance, 

pathogens and diseases need to be clearly defined in order to develop diagnostic criteria 

and tools to target these diseases. The use of laboratories is costly, limiting its use in 

low-income countries, they require highly trained staff to run effectively and the 
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diagnostic ability is limited to the capacity of the laboratory. In disease-specific 

surveillance good reporting systems need to be in place once a diagnosis in made in 

order to capture cases of disease. In the United Kingdom (UK) there is a statutory duty 

to notify public health authorities of suspected cases of specified notifiable diseases and 

organisms (PHE 2021). However, these cases need to be actively reported to the 

notification system, and although statutory, under-reporting can occur, negatively 

impacting the effectiveness of these surveillance systems (Brabazon et al. 2008; 

Davison et al. 2003; Herbert et al. 2015). Limited laboratory capacity, lack of trained 

staff, and poor reporting systems can result in the true prevalence of the disease of 

interest being underestimated (Abat et al. 2016). Although syndromic surveillance is 

not disease-specific, steps can be taken to capture and utilise symptoms that have strong 

associations with specific disease. When the surveillance systems that are operated by 

the real-time syndromic surveillance team (ReSST) in Public Health England (PHE) 

were first developed, syndromic indicators of interest were selected by trained medical 

personnel based on common symptoms of diseases of interest. For example, the 

indicator Influenza-Like-Illness from the GPIH surveillance system was selected for the 

suitability to detect cases of influenza. As previously discussed, many diseases have 

similar symptoms, therefore these indicators will be associated with multiple diseases. 

Analysis can be conducted to estimate the association between syndromic indicators 

and specific diseases. In chapter four, we used regression analysis to identify which 

syndromic indicators were most associated with RSV and influenza in children under-

5 years. Morbey et al. (2017a:2017b; 2018) used similar statistical techniques to 

estimate which respiratory indicators were most associated with respiratory infections. 

Although these steps can help us infer which specific diseases might be causing trends 

in the data, care needs to be taken as other infectious diseases or non-infectious diseases 

can also cause similar symptoms, and these symptoms can differ by age. In some cases, 

it may not be possible to distinguish between specific diseases due to their similar 

symptoms.    

In chapter four we used the example of RSV in children to explore how syndromic 

surveillance can be used to estimate disease burden. Data were obtained from three 

community healthcare services (NHS111, GPIH and GPOOH). This allowed us to gain 
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a wider estimate of RSV burden in the community compared to the other data sources 

such as GP and hospital attendances, and laboratory notifications (PHE 2019). Although 

these estimates provided a wider burden of disease, we could not account for those who 

did not seek healthcare. The majority of children are infected with RSV by two years 

(Andeweg et al. 2021), with a high burden of disease in children under-5 years (Fleming 

et al. 2015; Goldstein et al. 2018; Shi et al. 2017), there are several risk factors that 

increase the risk for hospitalisation and severe outcomes due to RSV. These risk factors 

include being aged under-1 year, underlying respiratory and cardiovascular disorders, 

low birth weight, and preterm birth (Cai et al. 2020). With the majority of laboratory 

reports coming from hospitals, this introduced significant bias into the laboratory 

surveillance system, with severe illness being over represented in laboratory 

surveillance data for RSV. This is highlighted in our research where the ratio between 

laboratory cases and presentations to NHS111, GPIH and GPOOH was higher in the 1-

4 age group compared to the under-1 age group who are more likely to be captured by 

traditional surveillance. Syndromic surveillance can be used to detect and monitor 

disease in populations that might be overlooked by traditional surveillance systems.   

One of the main strengths of syndromic surveillance is its timeliness, it utilises data 

sources which are often used before an official diagnosis is made, therefore public 

health threats can be detected earlier (Triple-S Project 2011). Given it does not require 

high-cost laboratory facilities, syndromic surveillance can be deployed in low-income 

countries provided they have the human and technological resources required. 

Syndromic surveillance has low specificity and high sensitivity, as it deploys a broad-

brush approach of using non-specific indicators of disease (Lateef 2012). This results 

in surveillance detecting those with the targeted disease, as well as those who do not 

have the targeted disease. The level of these false positive detections will depend on the 

disease of interest (with those with more specific symptoms having lower false positive 

rates), and the amount of information available and the analysis undertaken (Abat et al. 

2016; Lateef 2012).  

Under-ascertainment occurs when someone does not seek healthcare for their illness, 

this can be due to lack of or mild symptoms, a self-limiting illness or difficulty accessing 
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services. Under-ascertainment can also be influenced by health literacy, healthcare 

availability and culture (Gibbons et al. 2014). The level of under-ascertainment varies 

considerably based on the type of illness, as well as population affected; although the 

level of under-ascertainment varies by disease, a significant proportion of people with 

infections do not seek healthcare. These undetected cases will not be notified by either 

syndromic or diagnostic surveillance, consequently a proportion of the true burden of 

disease will be missed by routine surveillance.  

Under-reporting of disease occurs when those with an illness seek healthcare, but the 

event is not captured by surveillance. Under-reporting can occur due to multiple factors; 

a disease might not be reported due to lack of knowledge by healthcare professionals, 

budget constraints or restrictions in laboratory usage. Furthermore, the surveillance 

systems might not be in place for reporting certain diseases. During disease outbreaks, 

reporting may be more likely due to heightened awareness and need for diagnosis (Sethi 

et al. 1999; Gibbons et al. 2014; Hardnett et al. 2004; MacDougall et al. 2008; O’Brien 

et al. 2010). In chapter four we observed that for every laboratory confirmed case 

reported in children under-5 years, 12.4, 20.7, 25.8 RSV related presentations were 

detected by NHS111, GPOOH and GPIH syndromic surveillance systems, respectively. 

This observation highlights how syndromic surveillance can be used to complement 

other forms of surveillance to reduce the level of under-reporting.  

Both diagnostic and syndromic surveillance have their strengths and weaknesses, but 

both can be used together to strengthen public health surveillance which monitors and 

detects public health threats.  

What are we detecting?  

By definition, syndromic surveillance monitors people seeking healthcare information, 

such as through internet searches, or those presenting to healthcare services, such as 

family practitioners, with signs and symptoms of disease rather than confirmed clinical 

or laboratory diagnosis (Triple-S Project 2011). Although this can result in earlier 

detection of outbreaks, or the detection of more cases of disease, these signs and 
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symptoms may not be disease-specific. This can make it difficult to ascertain which 

disease is causing changes in syndromic indicator trends.  

The inclusion of broad indicators in syndromic surveillance (for example Acute 

Respiratory Infection (GPOOH)) is part of the design of syndromic surveillance, in 

order to capture as many cases of the disease of interest as possible. More specific 

indicators are available (for example Bronchitis/Bronchiolitis (GPIH)) but due to the 

lower number of presentations related to these indicators there is more noise in this data. 

Although similar syndromic indicators occur across the systems (for example Difficulty 

Breathing (NHS111) and Difficulty Breathing/Wheeze/Asthma (GPOOH)) they are not 

directly comparable and will detect slightly different diseases. This is because different 

factors, such as disease severity and demographics will lead to different healthcare-

seeking behaviours to different services, and due to differences within the healthcare 

systems, for example GPs have a wider range of tools available to diagnose in 

comparison to NHS111. This can be observed from the results in chapter four, where 

30% of Influenza-Like-Illness presentations to GPOOH in children under-1 year were 

estimated to be associated with RSV, compared to only 4% of Influenza-Like-Illness 

presentations to GPIH.  

In chapter four we observed that Acute Respiratory Infection (GPOOH), and Influenza-

Like-Illness (GPOOH), are both associated with RSV and influenza in children under-

5 years. This is also highlighted by Morbey et al. (2017a), where influenza and RSV 

were found to be associated with both Cold/Flu and Difficulty Breathing presentations. 

Human Metapneumovirus, influenza and RSV were associated with Cough 

presentations to NHS111 in all age groups. In chapter four and five we related trends in 

respiratory indicators to laboratory confirmed cases of respiratory pathogens, allowing 

us to identify which pathogens were most likely to be associated with presentations for 

specific indicators. This method to identify with pathogens are associated with specific 

syndromic indicators is useful when retrospective studies are being conducted, but 

cannot be used for routine surveillance as trends in the syndromic data occur before 

they can be confirmed by laboratory data (Cooper et al. 2009).  
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To further obscure the interpretation of syndromic indicator trends, different age groups 

can present with different clinical manifestations for the same disease and some diseases 

are more likely to affect certain age groups. This can be observed in chapter four where 

RSV was associated with 43% of Difficulty Breathing/Wheeze/Asthma presentations to 

GPOOH in children under-1 year, but only 13% of presentations in children aged 1-4 

years. Similar results were obtained by Morbey et al. (2017a), with rhinovirus 

associated with 18% of Cold/Flu presentations to NHS111 in those over 64 years, but 

was not associated with Cold/Flu presentations in any other age group. By 

understanding how different pathogens affect different age groups prior to analysis, 

accounting for this effect by analysing a variety of syndromic indicators and conducting 

sub-analysis by age, the impact of differing symptoms can be alleviated. For example, 

although RSV can infect all age groups, children under-5 years are at higher risk of 

severe disease and lower respiratory tract involvement (Shi et al. 2017). When 

estimating the burden of RSV using syndromic surveillance in chapter four, we limited 

the analysis to those under-5 years due to the more distinct symptoms and the higher 

burden of disease. In older age groups, it may have been more difficult to differentiate 

RSV trends from other pathogens using syndromic data. 

Different seasonal pathogens, which manifest with similar symptoms typically circulate 

at different times of the year. For, example RSV, influenza and coronavirus typically 

circulate in the winter, adenovirus, rhinovirus, metapneumovirus and parainfluenza 

circulates all year, and enterovirus circulating in the summer (Moriyama, Hugentobler 

and Iwasaki 2020). Applying biological plausibility to the interpretation of trends can 

help identify responsible pathogens, for example, relating influenza and RSV to changes 

in respiratory indicator trends in winter when those viruses circulate, as we did in 

chapter four and five.  

The ultimate aim of the ReSST suite of syndromic surveillance systems is to provide 

early warning of seasonal increases of disease, situational awareness during incidents, 

and reassurance of a lack of impact of risks, by primarily focusing on indicators related 

to respiratory and gastrointestinal infectious diseases, air pollution and heat waves 

(Elliot et al. 2017). Given the broad nature of some syndromic indicators, for example 
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Cough, and Difficulty Breathing, inevitably syndromic surveillance will detect diseases 

not within their remit. For example, Cough and Difficulty Breathing could be related to 

influenza (Monto et al. 2000), chronic obstructive pulmonary disease (COPD), or 

seasonal allergies (J. Smith and Woodcock 2006; Molinari, Colombo and Celenza 

2014). In addition to this, the specific illness that is associated with a syndromic 

indicator will vary throughout the year. 

Currently, only one syndromic indicator is received by ReSST per presentation, even if 

a patient presents with more than one symptom. In the case of NHS111 only one chief 

complaint is allocated per call, whereas the other healthcare systems monitored by 

syndromic surveillance (GPIH, GPOOH, ambulance and emergency departments) can 

have more than one clinical finding, although this is not reported to ReSST. Combining 

clinical findings may help differentiate between diseases. For example, if GPIH 

presentations for Difficulty Breathing could be combined with Acute Respiratory 

Infection, there would be the potential to differentiate presentations for respiratory 

infections from those for other illnesses that are not of interest.  

Although steps can be taken to relate specific diseases to specific indicators, ultimately 

there will be uncertainty around which disease is causing changes in indicator trends. 

This was highlighted by G. E. Smith et al. (2019) who stated there needs to be 

“increased clarity” about the capabilities of syndromic surveillance due to the non-

specific nature of some of the syndromic indicators.  

Data Quality 

Data quality is paramount to a successful public health surveillance system. Inadequate 

data quality can lead to poor understanding of disease epidemiology, and can undermine 

the surveillance systems ability to meet the aims of the programme and detect outbreaks 

of disease (Venkatarao et al. 2012; CDC 1988). It is imperative to continuously monitor 

and evaluate these systems to ensure data quality and performance are at optimum levels 

(CDC 1988). 
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Several factors that may result in fluctuations in data quality were identified by the 

Triple-S Project and include: sites failing to report data, lack of training, a reduction in 

the incidence of a presenting symptom, lack of motivation or involvement by the data 

providers and lack of data from specific areas resulting in a system that is not 

representative of the population and the diseases being monitored (Triple-S Project 

2013). If syndromic surveillance remains a passive service, then in terms of ensuring 

data quality, there is little syndromic surveillance services can do, other than monitor 

data quality and provide feedback to data providers. Steps taken to monitor data quality 

should include estimating whether the number of records received is expected, 

estimating percentage completion of each field within a record, and checking the 

structure of the data (Triple-S Project 2013). As data from syndromic surveillance is 

used for other epidemiological purposes (such as spatial analysis chapters three and six) 

data quality issues become increasingly apparent. The data used in syndromic 

surveillance can be inconsistent and incomplete, although these issues in data quality 

can be accounted for in routine purposes of syndromic surveillance, especially when 

data is analysed at the national level. However, any data quality issues can be 

problematic for surveillance systems and can result in missing outbreaks, especially at 

the local level. These issues with the data do not result in the data being unusable, but 

they must be understood for the data to be used its full capability.  

In terms of monitoring data quality, ReSST will evaluate the data for gross errors, such 

as data missing from whole regions. However due to the passive and timely nature of 

syndromic surveillance little can be done to correct these quality issues apart from trying 

to account for them in the analysis or acknowledging them when disseminating the data. 

For example, when analysing data from NHS111 the total number of calls was used as 

the denominator to account for the instability of the system as the healthcare service 

was rolled out across England. However, in chapter three we observed that while data 

on the total number of calls were submitted for several regions, indicator data was not, 

meaning disease trends or outbreaks could not be observed in those regions. Under the 

definition described by the Triple-S Project, syndromic surveillance data should already 

be collected for purposes other than surveillance and is generated as to not create an 

additional burden to healthcare providers (Triple-S Project 2011). This passive nature 
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can make data quality hard to ensure, because any data quality issues identified by 

ReSST cannot be corrected retrospectively by the data providers. The Triple-S Project 

highlighted that unspecific data with diagnostic mistakes is an inherent feature of 

syndromic surveillance, but as long as the quality of the data is stable, trends can still 

be identified (Triple-S Project 2013). However, it is important to highlight that it is only 

the transfer of data between the data providers and ReSST that is passive, the access to 

this data is not mandated, therefore these systems were established and are maintained 

through continuous cooperation between the data providers and ReSST providing some 

mechanism for feedback. 

Little research has been conducted into whether data received by ReSST surveillance 

have been stable over time, primarily not to put addition burden on the healthcare 

services, and because over the period that ReSST have been operational there have been 

continuous changes to the healthcare services monitored. As the frequency of data 

submitted by the data providers in each geographical location has changed over time, 

this has created some problems when comparing across geographies. This is highlighted 

in chapter three, where large areas were excluded from analysis due to poor surveillance 

coverage, and large confidence intervals around the estimates were observed due to 

uncertainty in the data. However, this would only result in errors in the estimates if areas 

of poor surveillance coverage are correlated with the variables of interest, of which there 

was no evidence. In chapter five, data from GPOOH was excluded from the analysis 

due to the inconsistencies in the frequency of data submission which resulted in large 

geographical areas with no data, and variable coverage in some areas.    

Evidence of Data Quality Issues in the Syndromic Surveillance Systems.  

Representativeness of the population is a key aspect in surveillance; without which a 

disease’s incidence and its distribution by person, place and time, is unknown (CDC 

1988). Representativeness can be assessed by comparing the characteristics of the event 

to all events, and is based on the knowledge of population characteristics (age, location, 

gender and socioeconomic status), aetiology of the disease of interest, and healthcare 

services being monitored (CDC 1988). Comparing multiple sources of data can help 

identify whether a surveillance system is representative of the population (CDC 1988).  



248 
 

In chapter three, for the period between 1st January 2015 and 31st December 2016, 3.0% 

of NHS111 reports, where a chief symptom and age were present, were excluded due 

to lack of information on geographic location and gender. When the NHS111 was first 

developed between 2013 and 2014, it was observed that 20-30% of reports did not have 

syndromic information, and less than 2% lacked geographical location (Harcourt et al. 

2016). Data issues based on population characteristics comprised a small proportion (2-

3%) of received reports from NHS111, and this has remained stable from when the 

surveillance system was first introduced in 2013, to 2016 the last year of the data that 

was analysed for this thesis (Harcourt et al. 2016; chapter three). For the same period 

9.8% of GPOOH reports where a chief complaint was present were excluded due to 

lack of information on age, geographic location or gender (chapter three). The data 

issues observed in the GPOOH system would only have an impact if they were clustered 

in a specific area, or this proportion fluctuated over time; however, we could not assess 

whether these exclusions occurred randomly. When surveillance of GPOOH was first 

introduced in 2010, problems with data quality were observed in between 10% and 90% 

of reports containing read codes, the number received depended on the GPOOH 

providers (Harcourt et al. 2012b). Further observation of the GPOOH surveillance 

system is required to monitor changes in the missing data. When a patient registers with 

a GP practice, they are required to provide demographic information, including age and 

gender, therefore all data from GP services included corresponding age and gender 

information. Due to the large volume of data and high proportion of population 

monitored by the three healthcare services, the surveillance systems are likely to be 

representative of the population in terms of age and gender despite the missing data 

based on these characteristics from NHS111 and GPOOH. 

It was difficult to assess the representativeness of the surveillance coverage of the GPIH 

surveillance system. The denominator used from this system is currently the total daily 

number of registered patients in each PHE region, which comprise of nine large areas 

in England. It is not known where the practices that submit data are located, therefore, 

it is unknown if they are clustered in one area within the region or spread out. This has 

implications when interpretating observations from spatial analysis of the GPIH system. 

Data from GPIH services is available at a lower level of geography (postcode district) 
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from another data provider, but this data is not aggregated by age and gender, making 

it impractical for the epidemiological purposes of this thesis. Again, due to the passive 

nature of syndromic surveillance and the aim not to create additional pressure on the 

healthcare services, ReSST cannot retrospectively change their data agreements to 

collect this data. However, it is important to highlight that it is only geographical 

representativeness that is unknown, the GPIH surveillance system monitors over 40% 

of the population in England (chapter three), and therefore the data is highly likely to 

be representative in terms of age and gender. In contrast to the ReSST GPIH 

surveillance system, the Royal College of General Practitioners Research and 

Surveillance Centre has a surveillance network (RCGP 1957) of 1,700 GP practices 

across England and Wales, which was designed to monitor a representative sample of 

the population (Correa et al. 2016). This sentinel network collects syndromic data on 

presentations due to communicable and respiratory diseases, as well as conducting 

influenza virology screening, where those who are suspected of having influenza are 

tested. Data from this sentinel network is reported at weekly time points, and timely 

information at subnational level is not available, unlike with the ReSST GPIH system 

(G. E. Smith et al. 2007). This means it will be slower to detect public health threats, 

and temporal analysis will be limited compared to GPIH system operated by ReSST. 

Despite the uncertainty in the representativeness of GPIH data at the local level, we still 

included regional data from this service in our spatial analysis. However, it is important 

to highlight that the results observed at the regional level might not hold true at a finer 

geography, and the observations may contain bias toward certain areas. This uncertainty 

cannot be quantified.  

In contrast to a report that is received with missing spatial information, poor coverage 

occurs where there the healthcare service is not operating in a geographical location, 

the surveillance systems are not operational, or surveillance services are operational but 

the data is not received due to issues with data transfer. In chapter four the coverage of 

the surveillance systems was estimated using change point analysis to identify periods 

where there were large changes in the mean and variance in the quality of data received 

by the NHS111 and GPOOH surveillance systems at the UTLA geographical level. In 

total, 38 out of the 149 UTLA studied had at least one week where NHS111 surveillance 
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system was not operational (where there was no data submitted from the providers or 

the healthcare system was not operational in an area) between the 11th November 2013 

and 18th June 2018. Most of the issues with coverage were clustered at the beginning of 

the study period, when the service was first introduced. More specifically, coverage of 

the population in England was 83.6% in 2013/14, and this rose to 95% in 2017/18. 

NHS111 was the most stable system, with a consistent proportion of the population 

monitored over the study period. There were larger issues with surveillance coverage 

with the GPOOH surveillance system, with 54 of the 149 UTLA studied having periods 

of poor surveillance coverage. This poor coverage occurred throughout the study period 

and while most of the areas of poor coverage occurred randomly, there were large areas, 

such at the North East of England, where the coverage was constantly poorer than the 

rest of the country. Some areas were also inconsistent, and would drop in and out of 

providing data. This is particularly true for the GPOOH services, where some providers 

were inconsistent in transferring data to ReSST, and the landscape of GPOOH 

provisions changed over the study period. Data from the GPOOH surveillance system 

was not used to estimate the burden of RSV at the regional level in chapter five or when 

estimating the effect on meteorological conditions on respiratory indicators at the 

subnational level, in chapter six, due to inconsistencies in frequency of data submission 

from some geographical areas. Data from GPOOH was used in chapter three because 

there was no evidence to suggest that the areas of poor coverage were clustered by 

socioeconomic status, and the results were similar to what was observed from NHS111 

data. This not only highlights the importance of representative geographical coverage 

in surveillance systems, but also the passiveness of the surveillance systems. One of the 

main principles of syndromic surveillance is that it does not create additional burden on 

healthcare services (Triple-S project 2013), therefore, they cannot retrospectively 

request data issues to be resolved. Research using syndromic surveillance has to be 

conducted within the limits of the data and the principles of syndromic surveillance.  

Here, we have discussed how issues in poor coverage in the GPOOH surveillance 

system and lack of knowledge of geographical representativeness in the GPIH 

surveillance system have resulted in limitations in spatial analysis in this thesis and also 

led to questions about their representativeness when evaluating their use in routine 
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surveillance. This was emphasised by Colón-González et al. (2018), who noted that the 

effectiveness of data streams varied nationally, and an increase in coverage was required 

to improve the ability to detect local outbreaks of cryptosporidiosis. Although 

observations may not be as influenced by missing data at the national level, due to data 

quality issues there are limitations in the spatial analysis that can be conducted at the 

local level using data from syndromic surveillance.   

Gaps in What we are Detecting 

In chapter three we observed that those from more deprived backgrounds and young 

males (under-5 years) were the demographics that were most likely to present to the 

three healthcare services studied. This observation was true for those presenting with 

respiratory symptoms but also for all presentations. By identifying populations 

characteristics that are more likely to exhibit healthcare-seeking behaviours, targeted 

public health interventions can be aimed at these subgroups. Understanding who uses 

these services can also be used to identify baseline demographic patterns of healthcare-

seeking behaviour. It is important to understand these underlying patterns to allow us 

to detect changes in healthcare-seeking behaviour, changes in the population at risk 

from certain diseases, and determine whether disease burden is increasing or decreasing 

in certain demographics (Soucie 2012; Nsubuga et al. 2006; Thacker et al. 1996). When 

making comparisons to historical data to detect changes in trends in the daily syndromic 

data, the data are, typically, aggregated into age subgroups. Although our analysis has 

identified that deprivation and gender are also important characteristics when looking 

at trends in the data, this may not be practical as part of routine surveillance. Our data 

was analysed at an annual time period, with reports from ReSST reported at a daily or 

weekly time period. This approach results in lower number of presentations and more 

noise in the data, further subdividing of the data by gender and deprivation would add 

additional noise which could result in false alerts to possible public health threats. This 

highlights how observations from academic research may not be practical in the real 

world.  

Ethnicity has been observed to play in important role in disease (CDC 2021; Wang et 

al. 2020; Apea et al. 2021), although it is not common for surveillance systems to 
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monitor differences in disease trends by ethnicity or race. Differences in disease trends 

and outcomes can occur due to genetic factors linked to race, or environmental, social, 

religious or cultural factors linked to ethnicity. Ethnic disparities in disease prevalence 

and health outcomes have previously been well observed in chronic illness. In the UK, 

South Asian populations have been observed to have a higher prevalence of diabetes 

(Hanif Wasim and Susarla 2018), and cardiovascular diseases (Zaman and Mangtani 

2007; Bhopal et al. 2005) such as angina, myocardial infarction (Bansal et al. 2013) and 

heart disease, and a lower prevalence of cancer (Harding and Rosato 1999) compared 

to the general population. The incidence of stroke is highest among black populations 

(Stewart et al. 1999), as well as the risk of dementia poststroke (Shiekh et al. 2020) 

compared to white populations in the UK. Those from black and minority ethnic 

backgrounds have also been observed to present later with cancer symptoms, leading to 

poorer survival when compared to white ethnic groups (Department of Health 2007). In 

terms of infectious diseases, a study in Scotland found Pakistani and African ethnic 

groups had a higher rate of infection-related hospitalisations/deaths compared to white 

and Chinese ethnic groups, even when accounting for socioeconomic status (Gruer et 

al. 2021). Ethnic disparities in health and disease came to the forefront during the 

COVID-19 pandemic. After taking other confounding factors into account, such as age, 

sex, income, education, housing tenure, and deprivation, those from ethnic minority 

groups were more likely to contract severe COVID-19, and twice as likely to die from 

COVID-19 compared to white British ethnic groups in England (Raisi-Estabragh et al. 

2020; PHE 2020; Apea et al. 2021).  

The reasons why those from non-white ethnic groups have a higher risk of disease is 

multifactorial, with a complex combination of biological, religious, cultural, and 

societal factors. Although the research highlights higher rates of chronic diseases in 

black and minority ethnic (BAME) groups, few studies have associated these 

differences to genetic factors linked to race (Karter 2003). Environmental factors that 

can lead to higher rates of disease in BAME groups include; vitamin deficiencies, higher 

rates of smoking and comorbidities, more likely to live in urban deprived areas and in 

overcrowded housing, and are more likely to working in lower paid jobs. Societal 

factors linked to health disparities include poor access to healthcare, poor experience of 
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healthcare and racial discrimination and marginalisation (Hanif Wasim and Susarla 

2018; Razai et al. 2021; PHE 2018; Mindell et al. 2014; Wang et al. 2020).  

Therefore, the collection of data on ethnicity in public health surveillance is important 

to identify and reduce health inequalities and improve health outcomes. Ethnicity has 

been shown to play an important role in disease, ReSST does not receive this data 

primality because many of the healthcare services monitored do not collect this data. 

Although it has been identified why it is important to collect information on ethnicity, 

barriers can make this data difficult to obtain for surveillance systems. Healthcare 

services where information is obtained may not collect ethnicity data, patients may not 

be willing to disclose their ethnicity or service providers may not be willing to provide 

this information.  

Currently routine data disseminated from ReSST is not subdivided by gender, 

deprivation or ethnicity. However, information on gender is collected and if trends are 

identified, the information is disseminated appropriately. When conducting 

epidemiological research, studies using data from ReSST include both gender and age 

information. Deprivation cannot, currently, be directly obtained from patient 

information. However, an ecological measure can be provided using the geographical 

location provided. Again, deprivation data is not included in routine surveillance, but 

has been included in some epidemiological studies from ReSST (Todkill et al. 2017a; 

Adams et al. 2019; Morrison et al. 2020). Ethnicity data is not collected by ReSST and 

cannot be estimated using the information provided. In practical terms, as part of routine 

daily surveillance with ReSST, having data stratified by age, gender, deprivation and 

ethnicity has the potential to create too much noise in the data, making trends difficult 

to detect. Analysing ethnicity (if collected in the future) and deprivation data may be 

more suited to analyses using longer time periods (weeks, months or months) or for ad 

hoc epidemiological analysis.  
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7.3 Reflections on Syndromic Surveillance  

Future of Syndromic Surveillance 

Adapting to Changes Post-COVID-19  

Since the start of the COVID-19 pandemic in 2020 there have been vast changes to the 

way people live and seek healthcare. Although some of these changes in behaviour may 

revert to as they were before the pandemic started, there could be equally permanent 

changes across the health and social care sectors in the UK, as well as changes in 

society. One of the recent changes that could have the biggest impact on the syndromic 

surveillance systems is way people are seeking healthcare, and the way services are run. 

In order to protect patients and staff, less face-to-face consultations were held, therefore 

more telehealth technologies were introduced. As well as the additional telehealth 

telephone service NHS111, a new NHS111 online service was introduced. This online 

service allows users to find the right healthcare in their area, get advice on self-help, or 

speak to a medical professional if needed (NHS Digital 2021b). In addition to this, GP 

services used telehealth technologies by offering telephone or video consultations, and 

specialist services also used video consultations where appropriate (Car et al. 2020). 

This adapting model of care and advancement in technologies used in healthcare will 

undoubtably impact the data collected by ReSST. Syndromic surveillance services need 

to constantly adapt to changes in the way healthcare is sought and to new healthcare 

services that are introduced. The flexibility of the syndromic surveillance infrastructure 

has allowed it to adapt to the pandemic. A new surveillance system was developed to 

monitor NHS111 online live, a healthcare service which was introduced within two 

months of the start of the pandemic, and new COVID-19 specific indicators were 

monitored from the existing services (Elliot et al. 2020). In addition to these 

organisational changes, there have been large changes within society in response to the 

pandemic, with people working from home where possible, using face masks in public 

and reducing social contact. These changes have not only reduced the transmission of 

COVID-19, but also other infectious diseases (Iacobucci 2020). Although some of these 

practises may end post-pandemic, changes to the way people work are expected to stay. 
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A survey of 4,933 adults in the UK found that 57% of respondents wanted to continue 

working from home in some way (YouGov 2020). With infections spread more easily 

indoors (Zhang et al. 2020), and allowing people to work from home when ill, future 

changes in work practice could reduce the long-term burden of infectious diseases and 

change the way people seek healthcare. Although, inherently, syndromic surveillance 

is able to adapt to changing behaviours, any change has a large impact on the ability to 

detect trends, as this crucially depends on making comparisons to historic data. In this 

thesis we analysed data at weekly time points of multiple years where the indicators 

were used routinely, this provided us with more data and therefore gave us more 

certainty in our observations. Elliot et al. (2010) highlighted how changes in healthcare-

seeking behaviours resulted in some syndromic indicators being unusable during the 

COVID-19 pandemic. Given the flexibility of syndromic surveillance and that ReSST 

monitors a broad range of healthcare services (NHS111 online, NHS111, GP in and out-

of-hours, ambulances, and emergency departments), surveillance should adapt to the 

changing behaviours in the way people seek healthcare post-pandemic and to changes 

in society. In comparison, hospitalisation and laboratory diagnostics and surveillance is 

less flexible, and as it might only detect the most serious cases it may not adapt to 

healthcare-seeking behaviours or changes in health of wider society that may come from 

changing work practices.    

The primary advantage of syndromic surveillance is its timeliness in comparison to 

surveillance of hospitalisations and laboratory data. Its timeliness comes at the cost of 

confirmatory ability, with syndromic surveillance detecting signs and symptoms 

associated with disease. Home or self-test allow users to collect and test their own 

specimens without intervention from health professionals. In recent years the use of 

home testing kits in diagnosing infectious diseases, such as STIs, HIV and HPV, has 

been growing (Ibitoye et al. 2014; Kpokiri et al. 2020; Mahase 2021), but their use 

during the COVID-19 pandemic has brought them to the forefront of disease 

surveillance. The COVID-19 rapid lateral flow test kits allow people to test themselves 

at home and receive results within 30 minutes. These tests were developed to help detect 

cases in those who do not show symptoms, and prevent the transmission of the virus. 

From April 2021, the UK government made millions of these tests available to the 



256 
 

public even if they did not have symptoms of coronavirus (UK Government 2021). A 

study examining the usability and acceptability of COVID-19 self-test kits, observed a 

high degree of acceptability with 91.5% and 94.4% of users obtaining a valid result, 

depending on which test used (Atchison et al. 2021). Although currently home testing 

kits are not available for other common seasonal illnesses, such as influenza and RSV, 

their use during the pandemic raises questions on how they can be used in the future. 

Their rapid and diagnostic nature could provide timely and confirmatory results either 

at home or a healthcare setting, However, the targeted disease would have to be severe 

enough for the patient to seek healthcare and get tested, therefore, like syndromic 

surveillance, rapid testing might not reduce under-ascertainment in disease surveillance. 

They could also be deployed to both symptomatic and non-symptomatic populations, 

allowing the detection of previously undetectable cases, reducing under-ascertainment 

in disease surveillance. In real terms, home testing is currently not available for other 

seasonal infections, a large-scale disease surveillance network based on home testing 

would be expensive and currently there is no infrastructure to capture data from these 

kits. Syndromic surveillance also provides vital information on severity of disease, and 

who is seeking healthcare, which may not be available from rapid testing. During the 

2009 influenza A/H1N1 pandemic syndromic surveillance was used in conjunction with 

respiratory virus self-sampling to monitor community transmission of influenza. 

Patients who called NHS Direct (pre-cursor to NHS111) with cold or flu like symptoms 

were sent self-sampling kits which were then tested by microbiology laboratories. This 

study provided a less biased estimate of community transmission of influenza A/H1N1, 

as well as providing a reliable indication of local transmission (Elliot et al. 2009b). This 

highlights how self-testing can be used to compliment syndromic and laboratory 

surveillance.  

Syndromic Surveillance in Epidemiological Research 

Routine and Ad Hoc Analysis 

When syndromic surveillance was first introduced its primary focus was to detect 

bioterrorism events. Since then, syndromic surveillance systems have developed to 

encompass many more public health threats. Currently, the underlying aim of ReSST is 
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to provide early warning of seasonal increases of disease, situational awareness and 

reassurance of a lack of impact during incidents, mass gatherings and public health 

threats (Elliot et al. 2017). Previous examples of routine surveillance include monitoring 

extreme weather events (Elliot et al. 2014; S. Smith et al. 2016a; S. Smith et al. 2016b; 

Hughes et al. 2014), mass gatherings (Severi et al. 2012; Todkill et al. 2016), air 

pollution (Elliot et al. 2016a) and norovirus activity. It has also played a vital role in 

monitoring influenza and other respiratory viruses’ activity along with other public 

health surveillance programmes (PHE 2019). Recently there has been a move to conduct 

ad hoc analysis on the data from syndromic surveillance for epidemiological purposes 

not in the current remit of ReSST. This includes monitoring the impact of vaccinations 

on subsequent morbidity using GP consultations, and estimate the association between 

socioeconomic status and healthcare-seeking behaviours (Todkill et al. 2017a; Adams 

et al. 2018). In this thesis we have also highlighted how this data can be successfully 

used in ad hoc epidemiological studies outside the current remit of ReSST. It was stated 

by G. E. Smith et al. (2019) that the primary purpose of syndromic surveillance should 

“remain on public health utility”, “that public health action needs to drive the scope and 

outputs of syndromic surveillance” and “syndromic surveillance should complement 

and augment a variety of traditional surveillance systems in order to provide wider 

intelligence about a public health issue or incident”. Data from ReSST are from 

healthcare services not routinely monitored by traditional forms of surveillance 

providing a unique insight into healthcare-seeking behaviours. Traditional forms of 

surveillance, such as hospitalisation episodes and laboratory notifications, capture a 

small proportion of disease prevalence, typically the more severe cases who have sought 

hospital care, or those with underlying health condition which puts them at more risk of 

severe diseases. Whereas the healthcare services monitored by ReSST which are 

described in this thesis, capture cases of disease in the community and less severe cases 

of disease. These syndromic surveillance systems monitor a large proportion of the 

population of England, as well as data availability at small levels of geography, allowing 

analysis and comparisons at a subnational level. This is a vast, unique and rich data 

source. In this thesis we used data from over 39.5 million presentations to NHS111, 

GPIH and GPOOH, from several geographical areas including postcode district, upper 
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tier local authority and PHE centre. In addition, data is available from many symptoms 

of disease allowing the exploration of a variety of diseases and illnesses. This has 

allowed us to utilise this data in diverse ad hoc epidemiological studies to estimate RSV 

burden (chapter four) and activity in the community at national and regional level 

(chapter five), estimate the relationship between socioeconomic status (chapter three) 

and respiratory presentations, and estimate the association between meteorological 

conditions and respiratory presentations (chapter six).  

Previously, when estimating the burden of RSV in children in England, the data has 

primarily originated from hospitalisations or positive samples from laboratories 

(Müller-Pebody et al. 2002; Deshpande and Northern 2003; Heikkinen, Ojala and Waris 

2017; Reeves et al. 2017; Chavez et al. 2019). Although, recent burden estimates have 

been made using additional data from GP practices (Taylor et al. 2016; Cromer et al. 

2017; C. Murray 2013), these data sources can introduce bias into estimates, capturing 

only those with severe disease or underlying health conditions that puts them at risk of 

severe disease. By utilising other data sources, such as those monitored by syndromic 

surveillance, not only can more of the burden be estimated, but the impact of this bias 

can potentially also be reduced. The high level of geographical coverage of some of the 

syndromic surveillance systems may also help reduce bias in burden estimates caused 

by differences in hospital reporting and laboratory testing. In this thesis we look 

specifically at the burden of RSV in children under-5 year, but there is scope to utilise 

this method on other age groups or diseases. Although the highest burden of RSV is 

among children under-5 years, Fleming et al. (2015) highlighted that there is still 

substantial disease burden in adults, which is poorly characterised. The burden of 

influenza in the UK has been well explored and characterised, but again estimates 

primarily focus on primary care and hospitalisations (Cromer et al. 2014; Fleming et al. 

2016). Gastrointestinal diseases are also a potential area of research to estimate burden 

of disease using the method described in this thesis. Two large-scale studies on 

infectious diseases in the community in the UK were published in 1999 and 2012, and 

these were designed to estimate the true number of infections in the community of 

several gastrointestinal infectious (Tam et al. 2012; Wheeler et al. 1999). Although of 

robust design and analysis, the large-scale nature of the studies meant they required a 
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lot of resources (Sethi et al. 1999). Data from syndromic surveillance could be an 

efficient way to continually estimate and monitor gastrointestinal diseases rates in the 

community in conjunction with these studies. 

In this thesis, we have highlighted how syndromic surveillance data can be successfully 

used in ad hoc epidemiological studies outside the current remit of ReSST. When 

estimating the relationship between respiratory presentations and meteorological 

conditions using syndromic surveillance, observations were similar to those estimated 

using other, more traditional forms of data (Z. Chen et al. 2014; du Prel et al. 2009; 

Hervás, Reina and Hervás 2012; Jaakkola et al. 2014; Lam et al. 2016; Liu et al. 2015; 

Oliveira-Santos et al. 2016; Price, Graham and Ramalingam 2019; Sirimi et al. 2016). 

This validates the observations and highlights how data from syndromic surveillance is 

a viable data source for these study types. Given the volume and resolution of the data, 

we were able to investigate regional and temporal relationships, which is something not 

previously done. There is a growing interest about how syndromic surveillance can be 

used to develop forecasting models (Elliot et al. 2017; G. E. Smith et al. 2019) to predict 

future presentations to healthcare services, this research highlights the importance of 

meteorological conditions on presentations to healthcare services. It also highlights the 

potential for disease forecasting at the regional level.  

Big Data 

Data obtained through ReSST can be described as “Big Data”. Although there is no 

widely accepted definition of Big Data in epidemiology, Roski, Bo-Linn and Andrews 

(2014) emphasised there were three generally accepted features: volume, variety, and 

velocity.  

Volume refers to the amount of data, and is a key characteristic of Big Data (Roski, Bo-

Linn and Andrews 2014). Data from the healthcare services monitored by ReSST has 

the potential to receive data covering the whole English population; with NHS111, 

which has the largest coverage, monitoring over 95% of the population in the last year 

of data available for this thesis. Data is received at daily time points and is sub-divided 

by age, gender, and depending on the system, data is available at a low level spatial and 
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temporal resolution. This has the potential to create huge amounts of data. As 

highlighted by Mooney, Westreich and El-Sayed (2015), with this larger volume of data 

comes the increased use of statistical and computational techniques and programmes. 

With larger datasets, developing directed acyclic graphs can be used to help visualise 

theorized data relations and possible causal relationships. With the use of DAGitty, a 

browser-based environment for creating, editing, and analysing directed acyclic graphs, 

such acyclic graphs were created to visualise possible causal relationships in the data 

used in this thesis (Textor et al. 2016). With the large samples size that accompany data 

from syndromic surveillance, significant or important results may be accompanied by 

low p-values and small effect sizes. Expert knowledge is required to separate these 

findings from a highly precise finding, with little significance to wider public health 

and one with potential importance (Mooney, Westreich and El-Sayed 2015; Robins 

2001; Poole 2001; Siontis and Ioannidis 2011). This was highlighted in chapter six 

when looking at the spatial patterns in the relationship between meteorological 

conditions and respiratory presentations in children under-5 years. Although important 

relationships were observed, the lack of spatial clustering and small credible intervals 

led to the conclusion that they were of little importance to wider public health. However, 

this information may be more useful in the future with the growing interest in using 

syndromic surveillance in forecasting presentations to healthcare services. Big data 

requires flexible and easily expandable data storage (Roski, Bo-Linn and Andrews 

2014), but also appropriate hardware to analyse the data to its full capabilities. In this 

thesis we attempted to undertake spatial and temporal analysis on the data provided by 

ReSST. Due to the data sharing agreements between ReSST and the data providers, data 

for this thesis could only be analysed on PHE infrastructure. Due to these constraints, 

analysis could not be conducted to its full potential. With the large capabilities of the 

data from ReSST, the ability to conduct comprehensive analysis will depend of the IT 

infrastructure available.   

Variety refers to incorporating data from different sources into one for combined 

analysis (Mooney, Westreich and El-Sayed 2015), for example linking of patient data 

between healthcare services, or linking area characteristics to patient data. The data 

from the surveillance systems are not linked, research could be conducted to investigate 
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if combining data streams of specific indicators from different services could increase 

the sensitivity and specificity of the detection capabilities of the systems (G. E. Smith 

et al. 2019). Using multiple data sources in epidemiological studies, as done in this 

thesis, can add robustness of findings due to similar observations. The availability of 

these unique data sources from syndromic surveillance has allowed us to explore 

healthcare usage in populations not routinely captured by traditions forms of 

surveillance. G. E. Smith et al. (2019) highlighted that as new potential sources of data 

become available (such as twitter or school absences), there must be a clear need for 

them and they must add value within syndromic surveillance. In addition, they 

established that data sources should be dis-established if they add little to public health 

intelligence. Suggesting that data should only be collected for a comprehensive and 

cost-effective syndromic surveillance service that adds value to public health. 

Velocity refers to data generation, compilation and analysis in real time (Mooney, 

Westreich and El-Sayed 2015). In the case of ReSST, data is available at daily time 

steps, from the previous day, and analysed on the same day using algorithms, with 

results interpreted by epidemiologists. Although data in this thesis was analysed at 

annual and weekly time steps, data availability at a daily time point gives huge potential 

for rapid epidemiological analysis, such as, when researching events that happen over 

a short period of time or have immediate effects such as heatwaves, or air pollution (S. 

Smith et al. 2016a:2016b; Elliot et al. 2016a). Not only does timely data generation and 

analysis allow for the early detection of public health threats, but it also allows for the 

quick implementation and evaluation of interventions (Mooney, Westreich and El-

Sayed 2015).  

Although typically messy, Big Data has enormous potential in a variety epidemiological 

research designs to identify population health threats, targets and evaluating 

intervention targets (Mooney, Westreich and El-Sayed 2015). Previous research and 

results from this thesis have demonstrated the potential use of syndromic data in a 

variety of epidemiological studies, with more potential capabilities with further 

expansion of ReSST and IT infrastructure.   

Data Sharing and Continuing Work with Data Providers 
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The relationships between ReSST, the data providers, public health users and external 

organisations were highlighted by G. E. Smith et al. (2019) as being imperative to the 

sustainability and success of syndromic surveillance, but there is a delicate balance, 

with the most important relationship being that between the data providers and ReSST. 

The relationship is often based upon the ‘public good’ of syndromic surveillance and is 

underpinned by trust, with providers needing to be aware of any release of raw data, or 

interpretation of data (G. E. Smith et al. 2019). In addition to this, a fundamental 

responsibility of syndromic surveillance is to not create additional burden on front-line 

healthcare services by requesting additional data once an agreement has been made, 

therefore it is imperative this relationship is strong from the offset. Given the 

considerable amount of data available, ReSST are often asked by external organisations, 

such as academia, for raw data (G. E. Smith et al. 2019). There is an increased trend 

towards making and ensuring transparency of data, which includes making datasets 

freely available, to allow for reproducible research to verify published findings and 

toughen scientific rigor (Coughlin 2017). Elliot et al. (2017) emphasised how 

collaboration between academia research and public health organizations can allow the 

development of new ideas, methods and can bring external research funding. However, 

this collaboration needs to occur under clear data governance arrangements between the 

data providers and ReSST. Under such agreements in place in England at the moment, 

data cannot be removed from PHE data servers, due to the IT infrastructure available 

this can limit the possibilities in research capabilities. Although working within the 

constraints of the data agreement between ReSST and the data providers can be 

difficult, it is imperative for ReSST to maintain this relationship for continued access 

to the data. 

 

7.4 Final Thoughts 

Main Contributions and How We Filled Research Gaps 

In this thesis we aimed to quantify how data from syndromic surveillance can be used 

outside its principle aims of detecting public health threats, situational awareness and 

for reassurance to the lack of threat from large events (G. E. Smith et al. 2019). We 



263 
 

primarily focused on spatial and temporal analysis, because data from ReSST was 

available at multiple geographical (postcode district, UTLA and PHE centre) and 

temporal (annual, monthly and weekly) resolutions, allowing us to explore healthcare-

seeking behaviours over time and at the local level. Previously, these aspects of the data 

have not been fully explored in epidemiological studies, with the majority of the ReSST 

research output focusing on their aims and disease trends at the national level. All 

analysis included in this thesis incorporated a spatial or temporal element, and we 

highlighted how this data can be used successfully for this type of analysis, while 

emphasising the considerations that need to be made, especially in terms of issues with 

inconsistent coverage.   

The primary aim of this thesis was to highlight how this data can be used in 

observational epidemiological studies. Much of the literature on observational 

epidemiological studies primarily focuses on diagnostic data, such as hospitalisations 

or laboratory notifications. The use of these datasets can introduce significant bias in 

these studies towards more severe disease in acute healthcare settings. The healthcare 

services used in this thesis: NHS111, GPIH and GPOOH operate in the community, and 

will therefore capture a higher proportion, and less severe cases of disease. These cases 

may not be included in diagnostic surveillance figures but they place a significant 

burden on healthcare, and society; therefore, it is important to capture and quantify these 

previously unreported cases. In addition to this, ReSST monitor healthcare services 

which are not commonly used in epidemiological research. In this thesis the inclusion 

of NHS111 and GPOOH data provided a unique insight into healthcare-seeking 

behaviour in the community. 

Here, we successfully explored how data from syndromic surveillance can be 

successfully used in observational epidemiological studies, while also expanding the 

literature on specific public health issues. In chapter three we explored the demographic 

and socioeconomic factors in healthcare-seeking behaviour to NHS111, GPIH and 

GPOOH for respiratory illnesses. This research allowed us to understand who is more 

likely to use these services, and how this compared to more acute services and other 

diseases. In chapter four we estimated the burden of RSV that can be attributable to 
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NHS111, GPIH and GPOOH. Previous research on RSV burden typically uses data 

from hospitalisations or laboratory notifications, here we were able to quantify the 

community burden. In this chapter we also observed higher presentations in younger 

children, and RSV had a higher burden than influenza in children under-5 years, which 

is similar to what has been observed using diagnostic data, but have not previously been 

described using syndromic data. In chapter five we attempted to identify differences in 

regional seasonality and burden of RSV in children under-1 year. Although higher 

burdens were observed in the south of England in both NHS111 and GPIH services, no 

regional differences in RSV seasonally were observed. This chapter highlighted the 

limitations of the data, particularly in terms of surveillance coverage issues of the 

GPOOH surveillance system and the lack of geographical granularity of the GPIH data. 

Finally, in chapter six we explored the association between meteorological conditions 

(temperature, humidity, rainfall and wind speed) and NHS111, GPIH and GPOOH 

presentations due to acute repository illness in children under-5 years. The observations 

were similar to what has been described in the literature using diagnostic data, 

highlighting similar meteorological effects on presentations in the community and in 

acute healthcare setting. Due to the unique features of the data, we were also able to 

explore spatial and temporal relationships between presentations and the meteorological 

data, demonstrating that meteorological conditions have an effect all year, and have 

higher significance in some areas.  

Sources of Uncertainty 

The focus of this thesis is the utility of data from syndromic surveillance in 

observational epidemiological research, previously we have discussed the possible 

sources of uncertainty from syndromic data sources. However, it is important to 

highlight other possible sources of uncertainty in our research.  

Although the inclusion of data from the healthcare services monitored by syndromic 

surveillance can reduce the level of under-reporting of disease, by capturing cases of 

disease that would not have previously been identified through laboratory notifications, 

hospitalisation data or notifiable disease reports, the use of syndromic data does not 

reduce the rate of under-ascertainment in the surveillance data. Under-ascertainment 
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occurs when an individual with the disease of interest does not attend healthcare 

services, and therefore are not captured by surveillance systems that monitor healthcare 

usage (Gibbons et al. 2014). The level of under-ascertainment varies by disease, 

population subgroups, and geographical area (Gibbons et al. 2014), and is a source of 

uncertainty in most epidemiological datasets (Delgado-Rodríguez and Llorca 2004). 

Reasons an individual might not seek healthcare include: no or mild symptoms, self-

limiting illness, lack of access to healthcare or religious or cultural factors (Gibbons et 

al. 2014). Under-ascertainment can introduce bias into the data if the cases captured by 

the surveillance systems do not represent those that occur in the population, for example 

those who might not be captured due to lack of access to healthcare, or population 

subgroup who are less likely to seek healthcare (Delgado-Rodríguez and Llorca 2004). 

Lake et al. (2009) highlighted that under-ascertainment can vary geographically, with 

differences in healthcare attendance (Farmer et al. 2006) and diagnosis (Sethi et al. 

1999) in more urban areas compared to more rural areas, and diagnostic protocols in 

laboratories differing by geography. This can lead to bias in our observations, however 

we attempted to alleviate this by including geographical level fixed effects in our spatial 

analysis.  

The level of spatial precision of the data can have an impact of how accurately the trends 

and relationship can be identified (Jeffery, Ozonoff and Pagano 2014; Jeffery et al. 

2009). Due to the inherent design of the surveillance systems or to reduce noise in the 

datasets, the data used in this thesis was aggregated to multiple geographical 

resolutions. The lowest level of geography available for NHS111 and GPOOH data was 

postcode district, and for the GPIH data it was PHE centre. PHE centre is a very large 

geographical area with only nine regions in England, each with millions of residents. In 

this thesis, NHS111 and GPOOH data was also analysed at UTLA and PHE centre 

geographical levels. Corresponding independent variables were also aggregated to the 

geographical levels that the syndromic data were analysed at. These aggregations may 

have resulted in loss of information from the data and the masking of relationships 

between the dependent and independent variables (Jeffery, Ozonoff and Pagano 2014). 

This is particularly true of the meteorology data aggregated to PHE centre in chapter 
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six, there is likely to be climatic variations within each PHE centre which will not be 

captured in this dataset.  

The use of data aggregation gives rise to ecological fallacy, whereby inferences about 

an individual are based upon observations from the group from which they belong 

(Robinson 1950). Portnov, Dubnov and Barchana (2007) emphasised that the use of 

aggregated data in epidemiological research should not be avoided, primarily because 

aggregated data is more readily available in this field, but it is important for the 

researcher to identify when ecological fallacy might occur and address it where 

possible. In the analysis conducted in this thesis we tried to reduce the effect of 

confounding factors, by denying them through the use of directed acyclic graphs, and 

including them in the analysis where possible. By analysing several data sources at 

different geographies can also identify similar observations. However, it is important to 

acknowledge that aggregated data may result in the identification of relationships that 

are not present at the individual level, this is particularly true of the highly aggregated 

GPIH data.  

Seasonality is an important feature of infectious diseases, with many having cyclic 

change in occurrence over a year (Dowell 2001; Grassly and Fraser 2006; Christiansen 

et al. 2012). In this thesis we focus on respiratory diseases, selecting syndromic 

indicators that have been previously associated with respiratory infections (Morbey et 

al. 2017a;2017b; 2018), which are known to have a strong seasonal element (Moriyama, 

Hugentobler and Iwasaki 2020). It was important for us to control for seasonality in our 

analysis in chapters four to six, because there was a seasonal component to both the 

outcome (syndromic indicators) and the exposures (respiratory pathogens, 

meteorological condition and unknown seasonal factors), therefore seasonality was a 

confounding factor (Christiansen et al. 2012). However, the level of seasonal 

adjustment in the model can greatly influence the results, not accounting for it properly 

can overestimate the relationship between the exposure and outcome variables, and over 

accounting for seasonality can mask the relationship between the exposure and outcome 

variables. To further complicate matters, as syndromic indicators can be associated with 

more than one pathogen or disease, and this relationship can vary overtime, the 
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syndromic data often have more than one seasonal cycle over a year, which needs to be 

accounted for the statistical analysis.  

Future Research 

In chapter three we demonstrated that young males and those from the most deprived 

areas were more likely to seek healthcare in the community for respiratory illnesses, 

with similar findings observed for all non-respiratory presentations. The approach here 

could be applied to other surveillance systems or disease groups because the 

observations from this chapter are an important step in understanding who uses these 

services and are important for public health decision making. In chapter four we 

successfully estimated the healthcare burden attributable to RSV in the community in 

children under-5 years. Fleming et al. (2015) highlighted that RSV also had a substantial 

burden in adults, especially in the elderly. Therefore, the methods described in chapter 

four could be used to estimate the community burden of RSV in adults. The surveillance 

systems have been designed to detect trends in other infectious illness such influenza, 

norovirus and rotavirus, this method could be used to estimate and monitor trends for 

other infectious diseases. In chapter four we demonstrated that different degrees of 

seasonality can influence observations. Although we explored the impact of different 

parameterisations on our findings, we highlight this as an area for further research. 

Future research could be conducted to explore the impacts of different seasonality 

approaches and accounting for different degrees of seasonality in time-series 

epidemiological modelling, while considering the most appropriate methods for 

different diseases.  The observation we found in chapter five were inconclusive. We had 

only four RSV seasons worth of data in this analysis, therefore when more data is 

available the research could be conducted again. In chapter six we focused on the 

relationship between meteorological conditions and respiratory presentations in 

children under-5 year, this work could be extended to look at other age groups or 

diseases.  
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Supplementary Material 
Pathogen/Indicator Meteorological 

Condition 
Author Age of Cases Clinical Setting Place of Study Association 

Rhinovirus Temperature (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant negative 
association 

Dew point (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

Relative humidity (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Humidity-range (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

Wind velocity du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Relative atmospheric 
pressure 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Adenovirus Temperature (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant negative 
association 

Dew point (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

Relative humidity (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Humidity-range (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

Wind velocity du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Table A1: Summary of respiratory pathogen or syndromic indicator associations with meteorological variables from the literature. 
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Relative atmospheric 
pressure 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Human 
Metapneumovirus 

Temperature (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant negative 
association 

Dew point (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

Relative humidity (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

Du Prel et al. (du 
Prel et al. 2009) 

< 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Humidity-range (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

Wind velocity du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Relative atmospheric 
pressure 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Influenza A Temperature (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant negative 
association 

Dew point (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

Relative humidity (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant positive 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Humidity-range (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

Wind velocity du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Relative atmospheric 
pressure 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Table A1: Summary of respiratory pathogen or syndromic indicator associations with meteorological variables from the literature. 
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Influenza B Temperature (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant negative 
association 

Dew point (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

Relative humidity (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Humidity-range (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

Wind velocity du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Relative atmospheric 
pressure 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Parainfluenza-1 Temperature (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Dew point (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

Relative humidity (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant positive 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Humidity-range (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

Wind velocity du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant negative 
association 

Relative atmospheric 
pressure 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Parainfluenza-2 Temperature (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

Table A1: Summary of respiratory pathogen or syndromic indicator associations with meteorological variables from the literature. 
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Dew point (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

Relative humidity (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

Humidity-range (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

Parainfluenza-3 Temperature (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant negative 
association 

Dew point (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

No significant 
association 

Relative humidity (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Humidity-range (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant positive 
association 

Wind velocity du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant negative 
association 

Relative atmospheric 
pressure 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Enterovirus Temperature (°C) du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Relative humidity (%) Significant positive 
association 

Wind velocity No significant 
association 

Relative atmospheric 
pressure 

No significant 
association 

Coronavirus Temperature (°C) du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant negative 
association 

Relative humidity (%) Significant positive 
association 

Table A1: Summary of respiratory pathogen or syndromic indicator associations with meteorological variables from the literature. 
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Wind velocity Significant positive 
association 

Relative atmospheric 
pressure 

Significant positive 
association 

Respiratory 
Syncytial Virus 

Temperature (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant negative 
association 

Yusuf et al. (2007) All ages Multiple laboratories Mexico City 
(Mexico), Miami 
(USA), Delhi 
(India), Houston 
(USA), Tucson 
(USA), Santiago 
(Chile), Buffalo 
(USA), Winnipeg 
(Canada), Bethel 
(USA) 

Significant positive 
association in Miami. 
Significant negative 
association in Delhi, 
Houston, Tucson, 
Buffalo, Winnipeg, 
Bethel and Santiago. 

Dew point (°C) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

Yusuf et al. 2007) All ages Multiple laboratories Mexico City 
(Mexico), Miami 
(USA), Delhi 
(India), Houston 
(USA), Tucson 
(USA), Santiago 
(Chile), Buffalo 
(USA), Winnipeg 
(Canada), Bethel 
(USA) 

Significant positive 
association in Mexico 
City, and Miami. 
Significant negative 
association in Delhi, 
Houston, Tucson, 
Buffalo, Winnipeg, 
and Bethel. 

Relative humidity (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Table A1: Summary of respiratory pathogen or syndromic indicator associations with meteorological variables from the literature. 
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Yusuf et al. 2007) All ages Multiple laboratories Mexico City 
(Mexico), Miami 
(USA), Delhi 
(India), Houston 
(USA), Tucson 
(USA), Santiago 
(Chile), Buffalo 
(USA), Winnipeg 
(Canada), Bethel 
(USA) 

Significant positive 
association in Mexico 
City, Miami, and 
Santiago. No 
significant association 
at other sites 

Humidity-range (%) Price, Graham, and 
Ramalingam (2019) 

All ages Samples from 8 hospitals and 
126 primary care centres 

Edinburgh, 
Scotland 

Significant negative 
association 

Wind velocity du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Meerhoff et al. 
(2009) 

All ages Data from 11 laboratories Netherlands No significant 
association 

Relative atmospheric 
pressure 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Prevailing wind 
direction (°) 

Meerhoff et al. 
(2009) 

All ages Data from 11 laboratories Netherlands No significant 
association 

Minimum temperature 
(°C) 

Meerhoff et al. 
(2009) 

All ages Data from 11 laboratories Netherlands Significant negative 
association 

Maximum sunshine 
duration (%) 

No significant 
association 

Precipitation (mm) Meerhoff et al. 
(2009) 

All ages Data from 11 laboratories Netherlands Respiratory Syncytial 
Virus 

Yusuf et al. 2007) All ages Multiple laboratories Mexico City 
(Mexico), Miami 
(USA), Delhi 
(India), Houston 
(USA), Tucson 
(USA), Santiago 
(Chile), Buffalo 
(USA), Winnipeg 

Significant positive 
association in Miami 
only. No significant 
association at other 
sites 

Table A1: Summary of respiratory pathogen or syndromic indicator associations with meteorological variables from the literature. 
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(Canada), Bethel 
(USA) 

Mean surface air 
pressure (hPa) 

Meerhoff et al. 
(2009) 

All ages Data from 11 laboratories Netherlands No significant 
association 

Cloud cover (octants) Meerhoff et al. 
(2009) 

All ages Data from 11 laboratories Netherlands Significant positive 
association 

Mean relative 
atmospheric humidity 
(%) 

Meerhoff et al. 
(2009) 

All ages Data from 11 laboratories Netherlands Significant positive 
association 

UVB radiance 
(W/m2/nm)  

Yusuf et al. 2007) All ages Multiple laboratories Mexico City 
(Mexico), Miami 
(USA), Delhi 
(India), Houston 
(USA), Tucson 
(USA), Santiago 
(Chile), Buffalo 
(USA), Winnipeg 
(Canada), Bethel 
(USA) 

Significant negative 
association (only 
measured in Miami, 
Buffalo, Winnipeg) 

Acute Respiratory 
Infections 

Temperature (°C) du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant negative 
association 

Mäkinen et al. (2009) Military 
recruits (17-
19 years)  

Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant negative 
association 

Relative humidity (%) du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Costilla-Esquivel et 
al. (2014) 

All ages 11 Primary care centres Apodaca and 
Guadalupe, 
Mexcio 

Significant negative 
association 

Absolute humidity Mäkinen et al. (2009) Military 
recruits (17-
19 years)  

Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant positive 
association 

Wind velocity du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany Significant positive 
association 

Table A1: Summary of respiratory pathogen or syndromic indicator associations with meteorological variables from the literature. 
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Relative atmospheric 
pressure 

du Prel et al. (2009) < 16 years Hospitalisations at one 
children’s hospital 

Mainz, Germany No significant 
association 

Maximum 
Temperature (°C) 

Mäkinen et al. (2009)  Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant positive 
association 

Minimum temperature Costilla-Esquivel et 
al. (2014) 

All ages 11 Primary care centres Apodaca and 
Guadalupe, 
Mexcio 

Significant positive 
association 

Rainfall Costilla-Esquivel et 
al. (2014) 

All ages 11 Primary care centres Apodaca and 
Guadalupe, 
Mexcio 

Significant positive 
association 

URTI Temperature (°C) Mäkinen et al. (2009) Military 
recruits (17-
19 years)  

Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant negative 
association 

Maximum 
Temperature (°C) 

Mäkinen et al. (2009) Military 
recruits (17-
19 years)  

Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant negative 
association 

Absolute humidity Mäkinen et al. (2009) Military 
recruits (17-
19 years)  

Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant positive 
association 

Temperature Change Liu et al. (2015)  Children <16 
years 

Children who visited the 
Department of Paediatrics at 
Guangzhou Women and 
Children’s Medical Centre for 
symptoms of an RTI. 

Guangzhou, 
China 

Significant positive 
association (at 3.5 °C 
temperature change 
and with no lag) 

LRTI Temperature (°C) Mäkinen et al. (2009) Military 
recruits (17-
19 years)  

Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant negative 
association 

Maximum 
Temperature (°C) 

Mäkinen et al. (2009) Military 
recruits (17-
19 years)  

Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant positive 
association 

Absolute humidity Mäkinen et al. (2009) Military 
recruits (17-
19 years)  

Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant positive 
association 

Table A1: Summary of respiratory pathogen or syndromic indicator associations with meteorological variables from the literature. 
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Temperature Change Liu et al. (2015)  Children <16 
years 

ll children who visited the 
Department of Paediatrics at 
Guangzhou Women and 
Children’s Medical Centre for 
symptoms of an RTI. 

Guangzhou, 
China 

Significant positive 
association (at -6.2, -
3.5. 2.9 and 3.8°C 
temperature change 
and with lag of 5, 10 
and 15 days) 

Common Cold Temperature (°C) Mäkinen et al. (2009) Military 
recruits (17-
19 years)  

Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant negative 
association 

Maximum 
Temperature (°C) 

Mäkinen et al. (2009) Military 
recruits (17-
19 years)  

Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant negative 
association 

Absolute humidity Mäkinen et al. (2009) Military 
recruits (17-
19 years)  

Those who presented with 
respiratory symptoms 

Kajaani garrison 
in northern 
Finland 

Significant positive 
association 

Bronchiolitis Minimum temperature Hoeppner et al. 
(2017) 

Patient aged 
2month – 2 
years 

Hospitalisations due to 
bronchiolitis at seven 
paediatric centres 

Australia and 
New Zealand 

Significant negative 
association 

Wind speed Hoeppner et al. 
(2017) 

Patient aged 
2month – 2 
years 

Hospitalisations due to 
bronchiolitis at seven 
paediatric centres 

Australia and 
New Zealand 

Significant positive 
association 

Nenna et al. (2017) < 1 year Hospitalisations due to 
bronchiolitis at University 
Hospital of the "Sapienza" 
University 

Rome, Italy No significant 
association 

Relative humidity Hoeppner et al. 
(2017) 

Patient aged 
2month – 2 
years 

Hospitalisations due to 
bronchiolitis at seven 
paediatric centres 

Australia and 
New Zealand 

No significant 
association 

Nenna et al. (2017) < 1 year Hospitalisations due to 
bronchiolitis at University 
Hospital of the "Sapienza" 
University 

Rome, Italy Significant positive 
association 

Rainfall Hoeppner et al. 
(2017) 

Patient aged 
2month – 2 
years 

Hospitalisations due to 
bronchiolitis at seven 
paediatric centres 

Australia and 
New Zealand 

No significant 
association 

Table A1: Summary of respiratory pathogen or syndromic indicator associations with meteorological variables from the literature. 
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Temperature (°C) Nenna et al. (2017) < 1 year Hospitalisations due to 
bronchiolitis at University 
Hospital of the "Sapienza" 
University 

Rome, Italy Significant negative 
association 
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System Indicator Meteorological 
Condition 

Relationship 
Direction 

Spatial Pattern Monthly Pattern 
N

H
S1

11
 

Difficulty 
Breathing 

Temperature Negative Majority of England with important negative 
association. Association appears stronger around 
the south coast 

Negative important relationship except 
in February and March. Relationship 
stronger in summer.  

Rainfall Not important Not important in the majority of England, apart 
from small clusters in the North West and South 
East, where there is an important negative 
relationship. 

Important negative relationship in 
December only.  

Humidity Positive Clusters of important positive relationships, but no 
clear spatial pattern.  

Important positive relationship every 
month except March-May. Relationship 
strongest in the summer.  

Wind Speed Positive Clusters of important positive relationships, but no 
clear spatial pattern. 

Important positive relationship in 
December.  

Cough Temperature Negative Majority of England with important negative 
association. Relationship not important in the 
North of England. Association appears stronger 
around the South West coast.  

Negative important relationship except 
in February and March. Relationship 
stronger in summer.  

Rainfall Negative Not important in the majority of England, apart 
from clusters in the North, midlands and South 
West, where there is an important negative 
relationship. 

Important negative relationship in 
November, December January and 
April.  

Humidity Positive Clusters of important positive relationships, but no 
clear spatial pattern. 

Important positive relationship every 
month except April, May and October. 
Relationship strongest in the summer. 

Wind Speed Positive Majority of England with important negative 
association. Association appears stronger around 
the South West coast and in the north.  

Important positive relationship in 
September, October and December. 
Important negative relationship in 
March.  

Cold/Flu Temperature Negative Majority of England with important negative 
association. Association appears stronger around 
the south coast 

Negative important relationship all 
year. Relationship stronger in summer.  

Rainfall Negative Not important in the majority of England, apart 
from clusters in the West Midlands and south, 
where there is an important negative relationship. 

Important negative relationship in 
autumn, winter and spring.  

Table A2: Summary of results from chapter six. 
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Humidity Positive Important positive relationship in large areas on 
England, primarily in the north, midlands and 
south of England.  

Important positive relationship all year 
except May, July and August. 
Relationship similar all year.  

Wind Speed Positive Clusters of important positive relationships, but no 
clear spatial pattern. 

Important positive relationship from 
September-December.  

G
PO

O
H

 

ARD Temperature Negative - Negative important relationship all 
year. Relationship stronger in summer. 

Rainfall Negative - Important negative relationship in 
November and December. 

Humidity Positive - Important positive relationship all year 
except May. Relationship strongest in 
the summer.  

Wind Speed Positive - Important positive relationship from 
September-January, and in April. 
Important negative relationship in July.  

ARI Temperature Negative - Negative important relationship all 
year. Relationship stronger in summer. 

Rainfall Negative - Important negative relationship in 
November, December January and 
April. Important positive relationship in 
May. 

Humidity Positive - Important positive relationship all year 
except May. Relationship strongest in 
the summer. 

Wind Speed Positive - Important positive relationship from 
September-January, and in April. 
Important negative relationship in July. 

DWBA Temperature Negative - Negative important relationship except 
January-April. Relationship stronger in 
summer. 

Rainfall Not important - Important negative relationship in 
November and December. 

Humidity Positive - Important positive relationship all year 
except March-May. Relationship 
strongest in the summer. 

Table A2: Summary of results from chapter six. 
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Wind Speed Positive - Important positive relationship in 
December.  

Bronchitis Temperature Negative - Important negative relationship in June 
and August.  

Rainfall Negative - Important negative relationship in 
October, November and December. 

Humidity Positive - Relationship only important in the 
winter (October – January) where it 
was positive.  

Wind Speed Positive - Important positive relationship in 
December. 

G
PI

H
 

URTI Temperature Negative Relationship not important in the north and west; 
but important in the south and east of England. 
Relationship strongest in the East of England.   

Important negative relationship in 
summer only.  

Rainfall Negative Important in all areas of England with an 
important negative relationship, expect North East, 
Yorkshire and the Humber and the East of 
England. Relationship strongest in the South East.  

Important negative relationship in 
December, January March and April. 
Important positive relationship in July.  

Humidity Not important Positive relationship in the west and South East of 
England, negative relationship in the east.  

Important positive relationship in 
November and December. Important 
negative relationship in April, June, and 
October.  

Wind Speed Not important Important negative relationship in the East of 
England only.  

Important positive relationship in 
January and April. Important negative 
relationship in September.  

LRTI Temperature Not important No important relationship in any region of 
England 

Important negative relationship in 
summer only. 

Rainfall Negative Relationship only important in the East Midlands, 
where the relationship is negative.  

Important negative relationship in 
December, January, and April. 

Humidity Not important Positive relationship in the west and South East of 
England, negative relationship in the east. 

Important positive relationship in 
November and December. Important 
negative relationship in April, June, and 
October. 

Wind Speed Not important No important relationship in any region of 
England 

Important positive relationship in 
December, January and April. 

Table A2: Summary of results from chapter six. 
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Important negative relationship in 
February, March, May and September.  

ILI Temperature Negative Important negative relationship in all areas except 
London and West Midlands. Relationship 
strongest in the North East.  

Important negative relationship in 
March, July and September only.  

Rainfall Not important Relationship only important in Yorkshire and the 
Humber, where the relationship is negative. 

No important relationship for any 
month.  

Humidity Positive Positive relationship in the west and South East of 
England. 

Important positive relationship from 
November-March.  

Wind Speed Positive Important positive relationship in the East of 
England ad South West only. 

No important relationships all year.  

Acute 
Bronchitis 

Temperature Negative Important negative relationship in all areas except 
the East of England and Yorkshire and the 
Humber. Relationship strongest in the North West 
and south of England. 

Important negative relationship in June, 
July, September and October only. 

Rainfall Not important Relationship not important in any region.  No important relationship for any 
month. 

Humidity Positive Important positive relationship in all areas except 
Yorkshire and the Humber and the East of 
England.  

Important positive relationship in 
November and December.  

Wind Speed Positive Important positive relationship in London and the 
West Midlands only.  

No important relationships all year. 

Table A2: Summary of results from chapter six. 
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Figure A1: Map and time-series of the weekly mean of the meteorological conditions at UTLA and 
as a time series throughout study period (21st October 2013 to 25th June 2018
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