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b Institut de Ciències del Mar (ICM), CSIC, Barcelona 08003, Spain 
c Monterey Bay Aquarium Research Institute, 7700 Sandholdt Road, Moss Landing, CA 95039, USA 
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A B S T R A C T   

Understanding the ocean carbon sink and its future acidification-derived changes requires accurate and precise 
measurements with good spatiotemporal coverage. In addition, a deep knowledge of the thermodynamics of the 
seawater carbonate system is key to interconverting between measured and calculated variables. To gain insights 
into the remaining inconsistencies in the seawater carbonate system, we assess discrete water column mea-
surements of carbon dioxide fugacity (fCO2), dissolved inorganic carbon (DIC), total alkalinity (TA), and pH 
measured with unpurified indicators, from hydrographic cruises in the Atlantic, Pacific, and Southern Oceans 
included in GLODAPv2.2020 (19,013 samples). An agreement of better than ± 3% between fCO2 measured and 
calculated from DIC and pH is obtained for 94% of the compiled dataset, while when considering fCO2 measured 
and calculated from DIC and TA, the agreement is better than ± 4% for 88% of the compiled dataset, with a 
poorer internal consistency for high-CO2 waters. Inspecting all likely sources of uncertainty from measured and 
calculated variables, we conclude that the seawater carbonate system community needs to (i) further refine the 
thermodynamic model of the seawater carbonate system, especially K2, including the impact of organic com-
pounds and other acid-base systems on TA; (ii) update the standard operating procedures for the seawater 
carbonate system measurements following current technological and analytical advances, paying particular 
attention to the pH methodology that is the one that evolved the most; (iii) encourage measuring discrete water 
column fCO2 to further check the internal consistency of the seawater carbonate system, especially given the new 
era of sensor-based seawater measurements; and (iv) develop seawater Certified Reference Materials (CRMs) for 
fCO2 and pH together with seawater CRMs for TA and DIC over the range of values encountered in the global 
ocean. Our conclusions also suggest the need for a re-evaluation of the adjustments applied by GLODAPv2 to pH, 
which were based on DIC and TA consistency checks but not supported by fCO2 and DIC consistency.   

1. Introduction 

Since the industrial revolution, the global ocean has absorbed 
approximately 30% of anthropogenic carbon dioxide (CO2) emissions 
(Gruber et al., 2019; Friedlingstein et al., 2022). The resulting increase 
in seawater CO2 has caused an unprecedented, rapid, and long-term 
change in ocean chemistry, a process known as ocean acidification (e. 

g., Caldeira and Wickett, 2003; Raven et al., 2005; Gattuso et al., 2014; 
Williamson and Widdicombe, 2018). Monitoring such changes in the 
interior ocean and the air-sea CO2 fluxes requires accurate and precise 
measurements with good spatiotemporal coverage. To that end, the 
seawater carbonate system community has devoted huge efforts to 
compile and quality control measurements of the seawater carbonate 
system to produce internally-consistent and quality-controlled products 
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that are easily usable, coherent, and readily available, such as SOCAT 
(Surface Ocean CO2 Atlas) and GLODAP (Global Ocean Data Analysis 
Project). SOCAT compiles quality-controlled measurements of surface 
CO2 fugacity (fCO2) with wide spatiotemporal coverage (Bakker et al., 
2016). GLODAP compiles water column measurements from trans-
oceanic cruises of twelve core variables, including discrete water col-
umn measurements of dissolved inorganic carbon (DIC), total alkalinity 
(TA), pH, and, for the first time in GLODAPv2.2020, fCO2 (Olsen et al., 
2020). The relevance and utility of both data products are of utmost for 
stakeholders and the scientific community in evaluating and predicting 
the ocean carbon sink and consequences of global change (Guidi et al., 
2020; Tanhua et al., 2021). 

Surface and water column autonomous systems have been developed 
to improve the spatiotemporal coverage of ocean carbon monitoring, 
although pH and fCO2 are the only seawater carbonate system variables 
routinely measured autonomously (Bushinsky et al., 2019). Great efforts 
have been invested in calibrating sensor-based pH with discrete fCO2 
and pH measurements and/or those derived from DIC and TA (Williams 
et al., 2017; Takeshita et al., 2018), requiring in-depth knowledge of the 
chemistry of the seawater carbonate system to consistently evaluate its 
variables and their interconversion. 

Despite the efforts of the community to improve our understanding 
of the seawater carbonate system, significant inconsistencies remain 
when comparing measured and calculated variables. Among the sources 
of the remaining inconsistencies are the discrepancy between measured 
pH and pH calculated from TA and DIC, the debated existence and 
magnitude of organic alkalinity (OrgAlk), and the parameterization of 
the dissociation constants (e.g., McElligott et al., 1998; Fong and Dick-
son, 2019; Raimondi et al., 2019; Álvarez et al., 2020; Kerr et al., 2021; 
Takeshita et al., 2021; Woosley, 2021). A poor intercomparability be-
tween measured and calculated seawater carbonate system variables 
could generate a lack of temporal coherence for estimates of ocean 
acidification, carbon storage, and air-sea CO2 fluxes derived from non- 
comparable measurements and/or improperly adjusted sensor data. 
For example, a 1.3 μatm systematic bias in fCO2 leads to a 0.2 Pg C yr− 1 

bias in the global integrated air-sea CO2 flux (Wanninkhof et al., 2013a), 
representing about 7% of the total flux of 2.8 ± 0.4 Pg C yr− 1 for 
2011–2020 (Friedlingstein et al., 2022). 

In this work, we exploit the availability of discrete water column 
measurements of fCO2 in GLODAPv2.2020 to gain new insights into the 
causes of the remaining inconsistencies in the seawater carbonate sys-
tem. Measurements of fCO2 can be used to evaluate the internal con-
sistency of the seawater carbonate system when the system is 
overdetermined, i.e., studying the agreement between measured and 
calculated variables when concomitant measurements of at least two of 
the three other main carbonate system variables (DIC, TA, and pH) are 
performed in a seawater sample. The uncertainty of the calculated 
values depends on the uncertainty of the input variables and the ther-
modynamic constants, and the correct accounting for all relevant acid- 
base systems. Using the combination of variables pH, fCO2, and DIC 
for internal consistency exercises does not rely on assumptions about 
OrgAlk or the total boron to salinity ratio (rB). Therefore, pH calculated 
from fCO2 and DIC, and fCO2 calculated from pH and DIC have un-
certainties similar to directly measured values, generating lower un-
certainty than when pH or fCO2 are calculated with the input pair DIC- 
TA, where other acid-base systems affecting TA come into play (e.g., 
Park, 1969; Millero, 2007; Raimondi et al., 2019). 

This work builds on that of McElligott et al. (1998), who evaluated 
the precision and thermodynamic consistency of discrete fCO2 mea-
surements using a database of ~2,500 samples with paired measure-
ments of DIC, TA, pH, and fCO2 from the Equatorial Pacific, where fCO2 
ranged from about 200 to 2,000 μatm. In the present work, we use a 
quality-controlled database of over 19,000 samples from the Atlantic, 
Pacific, and Southern Oceans, with fCO2 ranging from 189 to 2,806 
μatm. Since McElligott et al. (1998), the seawater carbonate system 
community has created and adopted standard operating procedures 

(SOPs) for measurements of DIC, TA, pH, and fCO2 (Dickson et al., 2007) 
and uses Certified Reference Materials (CRMs) for TA and DIC (Dickson, 
2010). Therefore, an updated evaluation of the thermodynamic consis-
tency of discrete fCO2 measurements should highlight the improvements 
the seawater carbonate system community has made and shed light on 
the remaining questions in the seawater carbonate system to be solved. 

2. Materials and methods 

2.1. Seawater carbonate system and ancillary data 

We selected discrete water column measurements of fCO2, DIC, and 
TA from GLODAPv2.2020 (Olsen et al., 2020) with the first quality 
control flag equal to 2 (World Ocean Circulation Experiment, WOCE, 
flag “acceptable”). A total of 19,013 samples from 16 cruises (Fig. 1 and 
Table S1) were selected. Spectrophotometric pH measurements on the 
total scale at 25 ◦C (hereafter pH) with a quality flag of 2 were also 
performed in 9 of the 16 cruises (11,633 samples; Table S1). Other 
ancillary data such as the inorganic nutrients (phosphate and silicic 
acid) were also extracted from GLODAPv2.2020. Missing values from 
phosphate and silicic acid were estimated with CANYON-B (Bittig et al., 
2018), using as predicting parameters latitude, longitude, temperature, 
salinity, and, if possible, oxygen with a first quality control flag equal to 
2. Interpolated inorganic nutrient from CANYON-B allowed us to 
recover 20% of the samples and generated fCO2 values with a discrep-
ancy lower than 0.2%. GLODAPv2.2021 did not contain additional 
cruises with discrete water column fCO2 measurements (Lauvset et al., 
2021). 

The pH measurements were performed spectrophotometrically 
(Clayton and Byrne, 1993) with unpurified indicators from different 
manufacturers (Table S1). DIC samples were analyzed by coulometric 
titration and TA measurements were made by potentiometric titration 
(Dickson et al., 2007). All the selected cruises used CRMs as secondary 
standards for DIC and TA (Table S1), i.e., CRMs were utilized to account 
for instrument drift and maintain measurement accuracy (Dickson, 
2010). Two types of instruments were used to measure discrete fCO2 
samples (Table S1). In both cases, an aliquot of seawater was equili-
brated at a constant temperature (usually 20 ◦C; Table S1) with a 
headspace of known initial CO2 content. Subsequently, the headspace 
CO2 concentration was determined with a non-dispersive infrared 
analyzer (NDIR; Wanninkhof and Thoning, 1993) or by converting the 
CO2 to CH4 and then analyzing the concentration using a gas chro-
matograph with flame-ionization detection (GC-FID; Neill et al., 1997). 
A general precision of ± 0.5 μatm and an accuracy of 2 μatm are 

Fig. 1. Cruises available in GLODAPv2.2020 with discrete water column 
measurements of fCO2, DIC, and TA. Orange circles indicate repeated cruise 
tracks, blue circles indicate one-time cruises, and black dots indicate cruises 
with measurements of all four variables: fCO2, DIC, TA, and pH. (For inter-
pretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 

M.I. García-Ibáñez et al.                                                                                                                                                                                                                      



Marine Chemistry 245 (2022) 104150

3

commonly expected for fCO2 measurements (Wanninkhof and Thoning, 
1993), although the measurement precision varies with the fCO2 content 
of the sample, being within 0.2–1% of the measured value (Chen et al., 
1995; Neill et al., 1997). 

GLODAPv2.2020 contained, for the first time, discrete water column 
fCO2 measurements commonly reported at 20 ◦C (fCO2 hereafter), 
which have been assigned quality flags (first quality control) but have 
not been secondary quality controlled (Olsen et al., 2020). GLODAP 
secondary quality control is performed on DIC, TA, and pH data using 
crossover analyses between overlapping cruises in deep waters, where 
minimum temporal changes are expected (Sabine et al., 2005). The 
secondary quality control aims to identify and correct any significant 
biases in the data while retaining any signal due to temporal changes. In 
the case of pH, due to the scarcity of measurements compared to DIC and 
TA, a combination of crossover and internal consistency analysis using 
pH, TA, and DIC were applied in GLODAPv2.2019 and previous versions 
(Olsen et al., 2019). GLODAPv2.2020 acknowledged that secondary 
quality control of the pH data using internal consistency might generate 
false corrections, so only crossover analysis was performed on the new 
cruises added to GLODAPv2.2020 (Olsen et al., 2020). However, the pH 
adjustments based on internal consistency applied in versions before 
GLODAPv2.2020 were not removed. Table S1 summarizes any adjust-
ment applied to the seawater carbonate system variables by GLODAP. 
We emphasize that all the selected cruises have been secondary quality 
controlled for TA, DIC, and pH, a process aiming to produce a consis-
tency better than ± 4 μmol kg− 1 for DIC and TA and ± 0.01 for pH 
(Olsen et al., 2020). 

2.2. Thermodynamic calculations and sensitivities 

Our results on the internal consistency of the seawater carbonate 
system are presented as residuals or differences between the measured 
and the calculated variable from paired carbonate system measurements 
(Δ, measured minus calculated variable). All calculations were per-
formed using the MATLAB® version of CO2SYSv3 (Sharp et al., 2020), 
with the carbonic acid dissociation constants (pK1 and pK2) of Mehrbach 
et al. (1973) reformulated on the total hydrogen scale by Lueker et al. 
(2000), the bisulfate dissociation constant of Dickson (1990), and the rB 
ratio of Lee et al. (2010). The CO2SYSv3 was modified to include the 
recent pK2 from Schockman and Byrne (2021) combined with pK1 from 
Waters et al. (2014). 

Input variables were perturbed by up to five times the total estimated 
standard uncertainty for the variables and the thermodynamic constants 
following the procedure of Álvarez et al. (2020) to assess the influence of 
input parameter uncertainties in the calculated values. The estimated 
standard uncertainty for the variables and the thermodynamic constants 
used were ± 4 μmol kg− 1 for TA and DIC, ± 0.01 for pH, ± 1% for fCO2, 
± 0.0075 for pK1, ± 0.015 for pK2, ± 0.01 for the borate constant (pKB), 
and ± 2% for rB (Neill et al., 1997; Wanninkhof et al., 2003; Orr et al., 
2018; Olsen et al., 2020). 

Ocean fCO2 and hydrogen ion concentration (10–pH) are almost lin-
early related when both variables are expressed on a logarithmic scale, 
as both variables are pressure- and temperature-dependent (Fig. S1). 
This fact translates into an almost linear effect (in %) of pH uncertainties 
on fCO2 calculated from pH and DIC (fCO2(pH,DIC)) that are inversely 
correlated across the seawater pH range. Uncertainties in fCO2(pH,DIC) 
are mostly dependent on uncertainties in pH and pK1 (Fig. S2). Un-
certainties in pK2 play a minor role in fCO2(pH,DIC) and are significant 
only for high-pH waters (pH > 7.8), and they are about an order of 
magnitude lower than that of pK1 (Fig. S2D). Uncertainties in DIC play a 
minor role in generating uncertainties in fCO2(pH,DIC) (Fig. S2B). 

Calculated fCO2 from TA and DIC (fCO2(TA,DIC)) is more uncertain 
than fCO2(pH,DIC) because of the interplay of additional uncertainties 
in rB and pKB (Fig. S3) and any presence of OrgAlk, which is not included 
in the inorganic carbonate system acid-base model and is usually eval-
uated as inconsistencies between calculated and measured TA (Kerr 

et al., 2021). Unlike fCO2(pH,DIC), uncertainties in pK2 play a major 
role for fCO2(TA,DIC) and are of similar magnitude to the uncertainties 
in pK1. Besides, fCO2(TA,DIC) is highly sensitive to relatively small 
uncertainties in DIC and TA. For high-pH waters (pH > 7.8), un-
certainties in rB and pKB also contribute to uncertainties in fCO2(TA,DIC) 
(Fig. S3). 

The combined propagated standard uncertainty in calculated fCO2 
and other seawater carbonate system variables was estimated using the 
errors routine from Orr et al. (2018), using the total estimated standard 
uncertainties for the thermodynamic constants and variables listed 
above. Considering the uncertainty of 0.01 in pH and 4 μmol kg− 1 in 
DIC, the uncertainty in fCO2(pH,DIC) is about 2.5%, slightly increasing 
with pH (yellow stars in Fig. 2). The uncertainty in fCO2(pH,DIC) in-
creases to about 3% when adding the uncertainty in the thermodynamic 
constants (orange stars in Fig. 2). An uncertainty of 4 μmol kg− 1 in DIC 
and TA generates a combined standard uncertainty in fCO2(TA,DIC) of 
about 2% for high-pH waters (with pH > 8) and about 4% for low-pH 
waters (pH < 7.6) (light-blue stars in Fig. 2). Including the uncer-
tainty in the thermodynamic constants, the combined standard uncer-
tainty in fCO2(TA,DIC) increases to about 4.5% over the entire pH range 
(navy stars in Fig. 2). Including the uncertainty of 1% in measured fCO2, 
the resulting combined standard uncertainty in ΔfCO2(TA,DIC) and 
ΔfCO2(pH,DIC) is about ± 4.5% and ± 3%, respectively, with small 
variations over the oceanic pH range (black lines in Figs. 2 and 3). 
Combined standard uncertainties in the residuals from the other 
seawater carbonate system variables (TA, pH, and DIC using different 
input pairs) are calculated accordingly, considering the uncertainties of 
the input pair, thermodynamic constants and the measured variable. 

We want to highlight that our internal consistency assessment is 
based on measurements under a specific temperature and at atmo-
spheric pressure. However, different outcomes may result when evalu-
ating the variables at in situ temperature and pressure conditions (Ribas- 
Ribas et al., 2014; Raimondi et al., 2019; Sulpis et al., 2020). 

Fig. 2. Standard uncertainty in calculated fCO2 (in %) introduced by the input 
variables and thermodynamic constants versus pH (original unadjusted pH, 
pHunadj). Results derived from the errors routine from Orr et al. (2018) using 
imposed uncertainties in the measurements from GLODAP and zero or default 
uncertainties in the thermodynamic constants. Ascribed measurement un-
certainties from GLODAP: ± 0.01 for pH and ± 4 μmol kg− 1 for DIC and TA. 
Default uncertainties in the dissociation constants: ± 0.002 for pK0, ± 0.0075 
for pK1, ± 0.015 for pK2, ± 0.01 for pKB, and ± 0.01 for pKw (water). (For 
interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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3. Results and discussion 

3.1. Distribution and magnitude of fCO2 residuals (ΔfCO2, measured 
minus calculated) and overall consistency 

Theoretically, the combined standard uncertainty from measured 
seawater carbonate system variables and thermodynamic constants 
precludes estimating fCO2 from other seawater carbonate system vari-
ables with an uncertainty lower than that needed to fulfil the GOA-ON 
climate-quality goal (± 0.5% standard uncertainty) or even the 
weather-quality goal (± 2.5% standard uncertainty) (Newton et al., 
2015) (Fig. 2). However, our results show that 94% of ΔfCO2(pH,DIC) 
and 88% of ΔfCO2(TA,DIC) are comprised within the expected com-
bined standard uncertainty limits (Fig. 3 dashed lines). Particularly, the 
distribution of ΔfCO2(pH,DIC) using original unadjusted pH (fCO2(-
pHunadj,DIC)) centers around zero (ΔfCO2(pH,DIC) = − 0.3 ± 2%; mean 
and standard deviation), which points to measured fCO2 being internally 
consistent with measured pHunadj and DIC, although a slight ΔfCO2 pH- 
dependency appears (Fig. 3A). Surprisingly, ΔfCO2 split into two groups 
when fCO2 is calculated using GLODAP-adjusted pH (fCO2(pHadj,DIC)) 
(Figs. 3B, and S4). The adjustment of pH values in GLODAP (Table S1) 
translates into a constant bias (in %) in calculated fCO2 (Fig. S2A). Note 
that GLODAPv2.2020 nor GLODAPv2.2021 did not study the internal 
consistency of the seawater carbonate system using fCO2 data, so these 
inconsistencies with fCO2 were undetected. For waters with pH < 7.8 
(fCO2 > ~650 μatm), mainly located below 500 m depth, measurements 
are less internally consistent, and the effect of pH adjustments based on 
the internal consistency of pH, DIC, and TA exacerbates the inconsis-
tency between pH, DIC, and fCO2 (Fig. 3A and B), changing the mean 
ΔfCO2(pH,DIC) from − 0.3 ± 2% (using the original unadjusted pH) to 
0.5 ± 2.5% (using pH adjusted by GLODAP). The better internal con-
sistency of fCO2(pHunadj,DIC) suggests the adjustments applied to orig-
inal pH data by GLODAP should be re-evaluated. Consequently, the 
remaining discussion is based on unadjusted pH values (pHunadj). 

The distribution of ΔfCO2(TA,DIC) (Fig. 3C) is slightly biased to-
wards negative values and presents higher dispersion (− 0.8 ± 7.1%; 
mean and standard deviation) than ΔfCO2(pH,DIC) (− 0.3 ± 2%). The 
wider dispersion of ΔfCO2(TA,DIC) is related to the high sensitivity of 
fCO2(TA,DIC) to relatively small uncertainties in DIC and TA, especially 
for high-fCO2 (low-pH) waters, which adds to the effect of uncertainties 
in the thermodynamic constants (Fig. 2 and S3) and the difficulty in 
measuring high-fCO2 waters. An uncertainty about 4 μmol kg− 1 in DIC 

and TA generates a combined standard uncertainty in calculated 
fCO2(TA,DIC) of about 2% for high-pH waters (with pH > 7.8; fCO2 <

~650 μatm) and of about 4% for low-pH waters (pH < 7.8; fCO2 > ~650 
μatm) (light-blue stars in Fig. 2). If the uncertainty in the thermody-
namic constants is also included, the combined standard uncertainty in 
calculated fCO2(TA,DIC) increases to about 4.5% for the entire pH range 
(navy stars in Fig. 2). Accordingly, ΔfCO2(TA,DIC) values for waters 
with pH > 7.8 (fCO2 < ~650 μatm), mainly located in the upper 500 m 
of the ocean, distribute around − 1.1 ± 2.4%, while those with pH < 7.8 
distribute around − 0.1 ± 3% (Fig. 3). 

Patterns in Fig. 4 demonstrate the following facts regarding the 
overall internal consistency in the seawater carbonate system of the 
compiled dataset: (i) 83–87% of the samples are comprised within the 
limits of the combined standard uncertainty, and about 40% of the 
samples are comprised within half the value of the combined standard 
uncertainty (white rectangles in Fig. 4); and (ii) no clear groups of data 
are discerned that could point to biases in the measurements. Systematic 
biases in cruises and/or seawater carbonate system variables could be 
identified using plots like those in Fig. 4. For example, the GLODAP pH 
adjustments create a displacement in ΔfCO2(pHadj,DIC) (Fig. S5A), and 
two groups of data in ΔpHadj, ΔDIC, and ΔTA (Fig. S5 B and D), where 
the inconsistent data is far from the origin point (i.e., zero). 

Comparing our results for ΔTA (Fig. 4C) with those in Fig. 5 in 
McElligott et al. (1998), we can see how the accuracy and precision of 
the TA and DIC measurements have improved by one order of magnitude 
as about 47% of the ΔTA (and also ΔDIC) values are centered in zero 
and < 0.2%; while in McElligott et al. (1998) residuals were < 2%. This 
fact is probably related to the general use of CRMs for DIC and TA 
(Dickson, 2010) and the availability of well-established SOPs (Dickson 
et al., 2007). Probably, the accuracy and precision of pH and fCO2 
measurements have also improved since the work of McElligott et al. 
(1998) but we cannot assess it as the pH data from the cruises used by 
McElligott et al. (1998) was disregarded in GLODAPv2.2020, and fCO2 
data was only maintained for one cruise in GLODAPv2.2020. 

In the following sections, we assess the possible factors required to 
improve the internal consistency of the seawater carbonate system 
variables: the measurements of fCO2, pH, DIC, and TA, and the ther-
modynamic constants. 

Fig. 3. Two-dimensional histograms showing the logarithm of the number of observations (z-axis in color scale) of ΔfCO2/fCO2 (measured minus calculated fCO2 
divided by measured fCO2, all at 20 ◦C; in %; y-axes) versus pH (on the total scale at 25 ◦C; bottom x-axes) and fCO2 (at 20 ◦C; in μatm; top x-axes; note the reverse 
axes) from (A-B) fCO2(pH,DIC) and (C) fCO2(TA,DIC). The bin-width used to count the data is 0.01 pH units on the x-axes and 0.3% on the y-axes. Subplot A shows 
the results using unadjusted original pH data, while subplot B shows the results using GLODAP-adjusted pH data. In subplot C, the pH depicted in the bottom x-axis is 
a reconstruction of pH based on DIC and TA (pH proxy). Dashed lines depict the combined standard uncertainty in calculated fCO2 resulting from the propagation of 
uncertainties in the input variables and thermodynamic constants and the uncertainty of the measured variable (i.e., fCO2). The percentages indicate the number of 
samples within the combined standard uncertainty limits (dashed lines). Calculations were performed at sample salinity and atmospheric pressure. 

M.I. García-Ibáñez et al.                                                                                                                                                                                                                      



Marine Chemistry 245 (2022) 104150

5

3.2. Influence of the seawater carbonate system measurements fCO2 
measurements 

The analytical and calibration particularities of the methodology to 
measure discrete fCO2 in seawater are likely contributors to ΔfCO2 
outside the limits of the combined standard uncertainty in calculated 
fCO2 (Fig. 3). As we will discuss below, they would not explain the slight 
pH-dependency of ΔfCO2(pH,DIC) (Fig. 3A), the abundance of positive 
ΔfCO2(TA,DIC) at low-pH values (Fig. 3C), or the high density of 
negative ΔfCO2 (Fig. 4), which causes will be discussed in the following 
sections. However, the lack of CRMs for discrete fCO2 measurements 
hampers the independent assessment of the accuracy of fCO2 measure-
ment, which is usually assessed using internal consistency checks 
(Wanninkhof et al., 2013c), inherently conditioned by the accuracy and 
precision of the other seawater carbonate system variables and the se-
lection and uncertainty of thermodynamic constants. 

The similar distributions of ΔfCO2(pHunadj,DIC) and ΔfCO2(TA,DIC) 
resulting from fCO2 measurements performed with either GC-FID or 
NDIR (Fig. S6) discard the different techniques as a major contributor to 
ΔfCO2. Besides, the comparative study performed by Chen et al. (1995) 
showed good agreement between measurements obtained with the two 
types of instrumentations. 

The negative ΔfCO2 values (Fig. 3; recall, Δ, measured minus 

calculated variable), especially for high-fCO2 samples, could be caused 
by an underestimation of measured fCO2 resulting from (i) CO2 out-
gassing during sample collection and/or measurement, and/or (ii) 
insufficient equilibration time, the latter being unlikely since the 
equilibration time was long enough to achieve full equilibration (Chen 
et al., 1995). If the outgassing occurred during sample collection and/or 
sample thermostatization to 20 ◦C, this CO2 loss would be proportional 
to sample fCO2 and the difference between in situ and laboratory tem-
perature and atmospheric fCO2 (~400 μatm). We discard sample out-
gassing as a major contributor to ΔfCO2 since (i) there isn’t a significant 
relationship between ΔfCO2 and in situ temperature or the difference 
between sample fCO2 and atmospheric fCO2 (Fig. S7), and (ii) the loss of 
CO2 during the measurement would involve a leak in the loop that 
would invalidate the result, being the measurement flagged as bad. 

Positive ΔfCO2 values could be caused by an overestimation of 
measured fCO2 related to technical and/or calibration issues in the fCO2 
measurement procedure. Water samples for fCO2 measurements are 
equilibrated with a gas phase of known CO2 content before analysis. This 
equilibration perturbs the fCO2 in the water sample, but it is minimized 
by choosing a headspace gas with fCO2 close to that of the water sample. 
In our selected cruises, gas standards with different CO2 mixing ratios 
were used to create the headspace with the minimum fCO2 difference 
from the expected fCO2 in the water sample. For the NDIR system, a 

Fig. 4. Two-dimensional histograms showing the logarithm of the number of observations (z-axes in color scale) of (A) ΔfCO2(TA,DIC)/fCO2 versus ΔfCO2(pHunadj, 
DIC)/fCO2 (both in %); (B) ΔpHunadj(TA,DIC) versus ΔpHunadj(fCO2,DIC) (both in pH units); (C) ΔTA(fCO2,DIC)/TA versus ΔTA(pHunadj,DIC)/TA (both in %); and (D) 
ΔDIC(fCO2,TA)/DIC versus ΔDIC(pHunadj,TA)/DIC (both in %). Δs represent measured minus calculated variables. Unadjusted original pH values were used, and 
calculations were performed at sample salinity and atmospheric pressure. We refer the reader to Fig. S5 for results using pHadj. Dotted diagonal lines are the 1:1 
relationship, and black dashed-delimited squares are the combined standard uncertainty in calculated variables resulting from the propagation of uncertainties in the 
input variables and thermodynamic constants, as well as the uncertainty of the measured variable. The percentage values in black indicate the number of samples 
contained within the limits of the combined standard uncertainty. Lines and percentage values in white correspond to half the combined standard uncertainty. 
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difference of 300 μatm between the fCO2 of the sample and the gas 
standard would generate an uncertainty of about 1 μatm (Kevin Sullivan, 
pers. comm.). Therefore, the equilibration perturbation should be a 
minor contributor to the uncertainty of the measurements. 

3.3. pH measurements 

The negative ΔfCO2(pH,DIC) values (Fig. 3A; recall, Δ, measured 
minus calculated variable) could be derived from an underestimation of 
measured pH (Fig. S2) resulting from (i) the non-use of the DelValls and 
Dickson (1998) correction, and/or (ii) the use of unpurified indicators 
for the pH measurements (Liu et al., 2011). 

Cruise metadata did not state if the pH values in our dataset (Fig. 1; 
Table S1) were corrected according to DelValls and Dickson (1998) (i.e., 
increasing pH by 0.0047 units). Applying the DelValls and Dickson 
(1998)’s correction to our dataset will displace the ΔfCO2 values by 1% 
towards positive values (Figs. S2A, and S8A), therefore worsening the 
internal consistency of the dataset. 

All pH measurements included in this work were performed using 
unpurified indicators (Table S1). The use of unpurified indicators biases 
pH measurements towards lower values with respect to those performed 
with purified indicators, especially at high-pH values (Liu et al., 2011). 
As an approximation of the influence of indicator impurities in our in-
ternal consistency assessment, we applied an unpurified to purified pH 

correction as if all indicators were from the same manufacturer, either 
Acros (since it presented the highest discrepancies in Fig. 2A in Liu et al. 
(2011)) or TCl (since it presented the lowest discrepancies in Fig. 2A in 
Liu et al. (2011)). We corrected the pH values from our compiled dataset 
by subtracting the ΔpH observed by Liu et al. (2011) for each indicator. 
This rough correction into purified indicator pH values shifts the ΔfCO2 
towards positive values, reducing its internal consistency, especially at 
high-pH values and for indicators with a greater effect from impurities 
(changing ΔfCO2(pH,DIC) from − 0.3 ± 2% to 2.5 ± 2% and 0.7 ± 2% 
for the Across and TCl approximations, respectively), and increasing the 
pH-dependency of ΔfCO2 (Fig. S8B). This result points to indicator im-
purities not being the main source of the internal inconsistencies in our 
dataset. 

3.4. DIC and TA measurements 

The group of positive ΔfCO2(TA,DIC) at low-pH values (pH ≈ 7.6; 
Fig. 3C) cannot be uniquely explained by the propagation of the stan-
dard uncertainty in the two input variables (4 μmol kg− 1) or by over-
estimating measured fCO2, which is unlikely for high-fCO2 values. The 
possible causes for the positive ΔfCO2(TA,DIC) (recall, Δ, measured 
minus calculated variable) are (i) the underestimation of DIC linked to 
sample outgassing and/or (ii) the presence of OrgAlk in the samples 
(therefore, overestimating the sample TA). 

Fig. 5. Distribution of the isoline 1.1 of the two-dimensional histograms in Fig. 4 for (A-B) ΔfCO2(TA,DIC)/fCO2 versus ΔfCO2(pHunadj,DIC)/fCO2 (both in %); and 
(C-D) ΔTA(fCO2,DIC)/TA versus ΔTA(pHunadj,DIC)/TA (both in %) resulting from using different carbonic acid dissociation constants and rB. Navy (opt. 1-Roy93) 
represents the results using the carbonic acid dissociation constants of Roy et al. (1993), cyan (opt. 10-Lue00) using those of Mehrbach et al. (1973) refitted by Lueker 
et al. (2000), and yellow (opt. 17-Sch21) using the K1 of Waters et al. (2014) and the K1K2 of Schockman and Byrne (2021). The isoline 1.1 envelopes the region 
where the number of samples per bin (0.3% for ΔfCO2 and 0.02% for ΔTA) is > 101.1, i.e., > 13 samples per bin. Subplots (A) and (C) show the results when using the 
rB of Lee et al. (2010), while (B) and (D) show the results when using the rB of Uppström (1974). Note that the carbonic acid dissociation constants of Roy et al. (1993) 
were determined in artificial seawater, while the others were determined in natural seawater. Calculations were performed at sample salinity and atmospheric 
pressure. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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Inter-laboratory comparison exercises yielded more uncertain DIC 
measurements for the high-CO2 samples than for those with CO2 levels 
closer to current atmospheric values (Bockmon and Dickson, 2015). 
Those results suggested a CO2 loss during analysis yielding DIC under-
estimation proportional to the DIC of the sample. If we model a potential 
CO2 loss by linearly increasing DIC proportionally to the sample DIC by 
up to 5 μmol kg− 1, ΔfCO2(TA,DIC) is displaced towards negative values 
(from − 0.3 ± 2% to − 2.6 ± 3%), thus worsening the internal consis-
tency evidenced by the decrease in the percentage of data comprised 
within limits of uncertainty (from 88% to 72%) (Fig. S9A). However, 
hints for DIC underestimation are observed in some cruises where pos-
itive ΔfCO2 values are present for fCO2(TA,DIC) but not for fCO2(pH, 
DIC) (or for fCO2(pH,TA), results not shown) (scatter plots of the re-
siduals by cruises are not shown; but these hints for DIC underestimation 
can be observed in Figs. S4, and S6A and C). Note that uncertainties or 
biases in DIC measurements play a bigger role in the uncertainty of 
fCO2(TA,DIC) than in fCO2(pH,DIC) (Figs. S2, and S3). Due to the small 
role that uncertainties in DIC play in fCO2(pH,DIC), correcting DIC for 
the possible outgassing of up to 5 μmol kg− 1 does not change the 
ΔfCO2(pH,DIC) distributions (not shown). 

The magnitude, distribution (Millero et al., 2002; Fong and Dickson, 
2019; Álvarez et al., 2020), and detection (Song et al., 2020; Kerr et al., 
2021) of OrgAlk in open ocean waters are controversial. Based on 
comparisons between measured and calculated TA, OrgAlk is estimated 
to be ~4–8 μmol kg− 1 in open ocean waters (Millero et al., 2002; Fong 
and Dickson, 2019) but could be > 100 μmol kg− 1 in estuarine waters 
(Cai et al., 1999). The discrepancy between measured and calculated TA 
is still to be solved by direct measurements of OrgAlk, which remains 
challenging (Kerr et al., 2021). Correcting the compiled dataset for a 
speculative excess in sample TA of 4 μmol kg− 1 results in an increase of 
about 3% in calculated fCO2 (Fig. S3A) and, consequently, the 
ΔfCO2(TA,DIC) distribution is displaced towards negative values, 
reducing the internal consistency of the dataset (Fig. S9B). Therefore, 
OrgAlk is not he main source of the internal inconsistencies in our 
dataset. 

If we assume a combination of the possible biases in TA (reduced in 4 
μmol kg− 1 due to a speculative excess of TA) and DIC (measured DIC 
proportionally increased up to 5 μmol kg− 1 due to CO2 outgassing) and 
correct the compiled dataset for both of them, then the ΔfCO2(TA,DIC) 
distribution is displaced towards negative values outside the area of 
internal consistency (Fig. S9C). 

3.5. Influence of the thermodynamic constants 

Assuming an uncertainty of 4 μmol kg− 1 in DIC and TA and 0.01 in 
pH, the uncertainty introduced in calculated fCO2 is 2–4% (low to high 
pH waters) for fCO2(TA,DIC) and 2.2–2.8% for fCO2(pH,DIC) (Fig. 2). 
However, these uncertainties increase to 4–4.5% and 3–3.5%, respec-
tively, when considering the uncertainties for pK1 (0.0075), pK2 (0.015), 
and the other thermodynamic constants (Orr et al., 2018) (Figs. 2, and 
3). Besides, the effect introduced by uncertainties in the thermodynamic 
constants is larger for high-pH waters (Fig. 2). The interplay between the 
uncertainties in the input variables and thermodynamic constants (pK1, 
pK2, pKB, and rB) involved in calculating fCO2(TA,DIC) makes the DIC- 
TA pair a less suitable option for estimating fCO2 than the pH-DIC 
pair, even when high-quality measurements are used. 

As discussed in previous works (e.g., Lee et al., 2010; Raimondi et al., 
2019; Olafsson et al., 2020; Woosley, 2021), using carbonic acid disso-
ciation constants determined in natural seawater generates the best in-
ternal consistency results (compare blue lines with cyan and yellow lines 
in Fig. 5). We note that the selection of the rB plays a minor role in the 
residuals, with the use of the rB of Uppström (1974) displacing the re-
siduals towards positive values with respect to the use of the rB of Lee 
et al. (2010) (compare left and right plots in Fig. 5), but with no clear 
gain or detriment to the internal consistency of our dataset. The ΔfCO2/ 
fCO2 resulting from using the constants derived by Lueker et al. (2000) 

yield the more internally consistent results highlighted by residuals 
centered around zero, as was already highlighted by Millero et al. 
(2002). The new K1K2 values of Schockman and Byrne (2021) displaces 
the ΔfCO2/fCO2 distribution towards negative values compared to those 
from Lueker et al. (2000) (compare yellow and cyan lines in Fig. 5), 
worsening the internal consistency of our dataset. 

When using DIC and TA as input variables, uncertainties in calcu-
lated fCO2 mostly depend on uncertainties in pK2. However, only a 
reliable pK1 is needed when calculating fCO2 from pH-DIC (or pH-TA). 
The better internal consistency between fCO2, pH, and DIC compared 
to that between fCO2, TA, and DIC (Fig. 3) suggests that the parame-
terization of pK2 needs to be reformulated. However, the new K1K2 
parameterizations of Schockman and Byrne (2021) do not improve the 
internal consistency of the measurements with respect to using the pa-
rameterizations of Lueker et al. (2000). The fact that updated K2 values 
based on spectrophotometric pH determination using purified indicators 
do not improve the internal consistency of the seawater carbonate sys-
tem suggests the need to refine the whole thermodynamic model of the 
seawater carbonate system using natural seawater and the methodolo-
gies used in the measurements of the seawater carbonate system. 

On the other hand, it would be reasonable to suggest the reexami-
nation of the K0 parameterization (Lee et al., 1997; McElligott et al., 
1998). However, the 0.6% offset observed by Lueker (1998) from the 
parameterization recommended by Weiss (1974) is not sufficiently large 
to cause the observed trend in ΔfCO2 (Lueker, 1998). Besides, the in-
fluence of uncertainties in K0 is minor in the internal consistency of the 
seawater carbonate system (Orr et al., 2018). 

3.6. Conclusions and future perspectives 

The agreement between measurements and thermodynamic calcu-
lations of the variables of the seawater carbonate system is fundamental 
to evaluating and understanding the current and future oceanic carbon 
sink and the chemical changes associated with ocean acidification. 
Autonomous measurements of water column pH (Bushinsky et al., 2019) 
and surface fCO2 (Bakker et al., 2016) are becoming increasingly 
important to monitor the oceanic carbon cycle. Accordingly, pH and 
fCO2 should be calculated with reduced uncertainty from TA and DIC, 
and vice versa, as many data-based studies (e.g., Lauvset et al., 2020) 
and global ocean biogeochemical models (e.g., Hauck et al., 2020; 
Mongin et al., 2021) on ocean pH and the oceanic carbon sink are 
derived from DIC and TA. Besides, uncertainties in the thermodynamic 
constants have a larger effect in surface waters (high-pH waters), where 
ocean acidification is to be monitored. Therefore, the reevaluation of the 
thermodynamic constants is necessary, especially K2, which is of utmost 
need for the DIC and TA input pair. 

Overall, the current internal consistency of the seawater carbonate 
system in the selected dataset is better than ± 3% for fCO2 when pH is 
one of the input variables. Using the DIC-TA input pair, the internal 
consistency worsens to about 4% for calculated fCO2. Therefore, if fCO2 
cannot be measured, we recommend calculating it from pH and DIC. 

Our work highlights the good internal consistency between DIC, 
fCO2, and pH measurements performed using unpurified indicators; 
therefore, discarding the indicator impurities as the main source of in-
ternal inconsistencies. However, using unpurified and purified in-
dicators for pH measurements might create a mismatch in ocean 
acidification rates. Correcting pH measurements for indicator impurities 
will be challenging for the community since it requires the availability of 
the unpurified indicator used and the original absorbance data (Liu 
et al., 2011; Douglas and Byrne, 2017). The original unpurified indicator 
used may be unavailable for historical cruises, and the original absor-
bance data is not included in international databases, making it difficult 
or even impossible to correct historical pH measurements performed 
with unpurified indicators to agree with pH measurements performed 
with purified indicators. Besides, the lack of CRMs for pH also precludes 
improving the accuracy and precision of the measurements. 
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Since the creation of the SOPs for the seawater carbonate system 
measurements (Dickson et al., 2007), details on the methodologies have 
evolved, especially for pH (Ma et al., 2019; Álvarez et al., 2020). 
Therefore, to improve the precision and accuracy of the measurements 
of the seawater carbonate system, the SOPs need to be updated ac-
cording to current technological and analytical advances. Besides, the 
production of CRMs for TA and DIC over the range of values encountered 
in the global ocean should be a priority, along with corresponding CRMs 
for fCO2 and pH. High-CO2 CRMs at laboratory temperature represent 
perhaps a major challenge both in their manufacturing phase and in 
their handling in the laboratory, but they would help to tackle the poorer 
internal consistencies for high-fCO2 values. Besides, special attention 
should be devoted to understanding and quantifying the excess alka-
linity ascribed to organic compounds. Last but not least, increasing the 
number of discrete water column fCO2 measurements globally, which 
are even scarcer than pH measurements, would help to detect in-
consistencies in the seawater carbonate system; and help to improve the 
intercomparability of the seawater carbonate system variables. We 
would also recommend that other laboratories use the fCO2 methodol-
ogy, so its applicability and results can be widely tested and validated. 

Our study highlights the need to holistically reassess the seawater 
carbonate system as already proposed by McElligott et al. (1998) more 
than 20 years ago, and not partially as has been done to date. This 
reassessment of the seawater carbonate system as a whole will enable 
detecting changes at the climatic level of all the system variables, both 
from measurements and calculated variables, which is essential to detect 
changes in ocean chemistry related to CO2 uptake and design potential 
ocean-based solutions to mitigate global change. 
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Scott, K., Becker, S., Brown, P.J., Carter, B.R., Cotrim da Cunha, L., Feely, R.A., van 
Heuven, S., Hoppema, M., Ishii, M., Jeansson, E., Jutterström, S., Landa, C.S., 
Lauvset, S.K., Michaelis, P., Murata, A., Pérez, F.F., Pfeil, B., Schirnick, C., 
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