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Abstract

This thesis investigates online, offline and transfer learning for decision making tasks
using a combination of behavioural experiments, computational modelling and Elec-
troencephalography (EEG). Our experiments used a new set of decision-making tasks,
in which the appropriate response depended on the linear or nonlinear combination
of multiple stimulus features, and were developed to have better ecological validity
than many previous tasks in the literature. The first study, in chapter 2, outlines the
contextual settings in which representations of the environment can be learnt online.
We manipulated the temporal structure of trials, and nature of stimulus-response
mappings, and showed their effects on performance and declarative learning. We
fitted a Latent Cause Model (LCM) of participants behaviour and derived measures
that we used to gain insight into the representations formed. In chapter 3 we used
EEG to identify the multiple successive stages of representation learning preceding
decisions and following feedback. We used a Computational-EEG approach in which
subject-specific LCM variables were used to predict a subject’s EEG data, and found
evidence of feature representation in sensory regions and more complex representations
in frontal regions. In chapter 4 we shifted the focus to offline learning, by examining
the effect of a period of quiet wakefulness on performance in the same task. We found
that quiet wakefulness significantly improved the generalization of previously learnt
associations. Finally, in the last study, in chapter 5, we investigated how knowledge
acquired in one task can be transferred to another. We borrowed the concept of shared
subspaces from the multitask learning literature and showed that this provides a useful
framework for the study of human transfer learning. Taken as a whole, the thesis shows
how humans form representations online and offline, and how extracted knowledge can
be transferred to new tasks.
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Chapter 1

Introduction

In our daily life, we make countless decisions. These decisions are based on internal
stimuli, coming from the body, and external stimuli, coming from the world around us.
To make sense of the environment, we scan the flow of information, choose the useful
dimensions, integrate them into actionable representations and try to make sense of
the environment. More formally, every time we are presented with new sensory inputs,
based on the task at hand, we either predict their associated outcome (Gluck et al.,
2002), categorize them (Ashby and Maddox, 2005) or select the action that, in our
experience, is associated with the outcome with the highest value (Sutton and Barto,
1998). All these tasks require compact representations of the environmental features.
These representations might include, for example, the integrated inputs, the actions we
perform on them, and any consequent outcome. The process by which we form them
is known as representation learning (Radulescu et al., 2019, 2021).

The thesis addresses the following broad set of questions. When and how do we
form new representations? Does a period of quiet wakefulness help to consolidate
these representations? Are representations re-organized during this state? Can we
transfer the representation of one task to help learn another? If so, how does this
take place? The thesis uses a set of experimental methodologies including behavioural
studies, computational modelling and Electroencephalography (EEG). As part of our
investigations, we developed novel linear and nonlinear decision-making tasks which
are derived from the well studied "Weather Prediction Task" (WPT) (Knowlton et al.,
1994). We have used these new tasks to probe representation learning in online and
offline contexts, and how acquired representations can affect the learning of a new task
(transfer learning). In what follows in this chapter we define the important constructs
used in the thesis and briefly summarize the content of the different chapters.
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1.1 Background

1.1.1 Investigating representation learning

Representations are models that mediate the relationship between sensory inputs
from the environment and the actions you perform (or decisions you make). In this
thesis, we explore how learners form these representations. Cognitive scientists have
been using different decision-making tasks to investigate representation learning. For
example, in reinforcement learning tasks participants choose between different stimuli
and observe a reward outcome. For example, three different fractal patterns may be
presented and the participant should choose the one they think will lead to a rewarding
outcome. Their task is to maximize reward by learning which stimuli are associated
with the highest value (expected reward)(Sutton and Barto, 1998). In category learning
tasks participants learn how to group stimuli into different categories (Ashby and
Maddox, 2005). Similarly, in the WPT participants are asked to learn the probabilistic
associations between cues and a weather outcome (sun or rain) (Knowlton et al., 1994).
The WPT has been used to investigate different topics such as; classification learning in
amnesic patients (Knowlton et al., 1994), the interaction and competition of different
memory systems (Li et al., 2016; Poldrack et al., 2001), the emergence of declarative
knowledge (Kumaran et al., 2009; Rustemeier et al., 2013) and strategy learning (Gluck
et al., 2002; Meeter et al., 2006).

Task and Strategy

A review of the various strategies employed by learners is provided in Radulescu et al.
(2021). They highlight the role that attention has in defining the strategy used. The
features we pay attention to, drive the process of representation learning. By attending
to different features we can flexibly change and adjust the strategy we are using (Schuck
et al., 2015).

In the context of the WPT, a recent investigation compared two main strategies:
elemental (or linear feature-based) and configural (or object-based) (Duncan et al.,
2018). In the former, the representation is composed of linear combinations of single
elements. Rewards are then predicted from this linear sum. In the latter, a conjunctive
and unique representation is created by binding all the elements together into a
configuration. Rewards are then associated with each configuration. Duncan et al.
(2018) investigated the relationship between task structure and strategy used by
creating two different tasks. One where the outcome could be predicted only based
on the configuration. The other, where the outcome could be predicted by the linear



1.1 Background 3

combination of the single elements of the configuration. They showed that participant’s
strategies changed based on the structure of the task. They also found that half of the
participants used a configural strategy even when the structure of the task permitted
a (computationally simpler - see next section) elemental strategy. The same strategies
were compared in different contexts: Farashahi et al. (2017, 2020) fitted a trial-by-trial
model to show the dynamics of the strategy used. They showed that participants, in a
reinforcement learning task, initially used an elemental strategy and then switched to
a configural strategy.

Nonlinear Decision Making

In this thesis, we describe new linear and nonlinear tasks and define linear and non-linear
learning strategies. This is motivated by the limitations of elemental and configural
strategies. Elemental learning assumes that outcomes (or more precisely, the "log-odds"
of an outcome - see Chapter 2) are always predicted by a linear combination of stimuli,
which is not always the case. A fully configural learning system, on the other hand,
allows for mappings with complex non-linearities, but the number of configurations
grows exponentially with the number of stimuli. In the real world, tasks are never
purely linear nor configural but lie in between. The evidence for this comes from studies
of real world data in the fields of pattern recognition and machine learning. These
models can learn flexible mappings in which the degree of nonlinearity and complexity
can be tuned to the data at hand. It is this nonlinear space of intermediate complexity
that we examine in the thesis.

We used a revised version of the Weather Prediction Task (WPT) to investigate
representation learning. As in the original WPT, participants learnt the probabilistic
association between perceptual features and a weather outcome. Differently from
the original WPT, which (in its original form - (Knowlton et al., 1994)) contained
arbitrary stimulus-outcome associations, we put linear or nonlinear structures into this
mapping (see Fig1.1). This allowed us to address a number of new questions. For
example, in Chapter 4 we ask if a period of quiet wakefulness can improve generalisation.
This would not be possible with a configural learning task because knowledge of the
appropriate response for one configuration tells you nothing about the appropriate
response for another.
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Fig. 1.1 Task structures. Each image plots the reward probability given response
"sun" as a function of stimulus, u. The variables u1 and u2 denote the number of
perceptual features. The reward functions are generated such that the log-odds of an
outcome is linear (Elemental), quadratic (Nonlinear), or maximally nonlinear such
that the mapping contains no pattern (Configural).

However, participant’s performing these tasks may adopt a number of different
strategies to learn these mappings. First, by directly learning a probabilistic mapping
using a flexible nonlinear model (e.g. neural network). This fairly closely models
the process used to define the task and is explored as a formal model in Chapter 5.
Second, in the identification of homogeneous groups of exemplars, where an agent
builds internal beliefs about a task, latent causes, in the shape of clusters. This is
explored as a formal model in Chapters 2 and 3. Third, in the form of a verbalisable
rule. This can be formalised in computational models such as COVIS (Ashby et al.,
2011) and Bayesian rule learning (Ballard et al., 2018). In our behavioural experiments
in chapters 2 to 5, we ask subjects if they are able to declare such a rule which would
then imply that they’d been using such a strategy.

1.1.2 Online and Offline learning

Representation learning can happen online and offline. In this thesis, we define online
learning as the knowledge about the task that participants acquire while doing the
task. This can cover multiple stages of the decision-making process: feature perception,
stimulus representation, action evaluation, feedback learning and encoding (Rangel
et al., 2008). Conversely, we define offline learning as those processes that occur
post encoding, during sleep or quiet wakefulness (also known as the offline wake
state). Offline wake periods are those in which we disengage from the task at hand.
The information we learn and encode while doing a task may be reactivated during
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these "offline" periods. These reactivations have been found to protect memories from
forgetting (Craig and Dewar, 2018; Dewar et al., 2012), facilitate pattern recognition,
leading so to faster learning and generalization (Tambini and Davachi, 2019; Wittkuhn
et al., 2021). These improvements likely reflect a refinement of the representation of
the task at hand.

The concepts of online and offline learning find parallels in the machine learning
literature (Ng, 2017). The first refers to an algorithm where iteratively, at each trial,
data inputs are used to make a prediction, and outcomes are used to update parameters
of the model. Conversely, in offline learning, known also as batch learning, the model
is updated using the inputs and outcomes of the entire training data set. Effectively,
data and outcomes from each trial are repeatedly presented over and over (potentially
for thousands or millions of iterations) until model parameters have converged to a
satisfactory solution. It is this offline learning that has helped drive the recent success
of Deep Learning approaches (Goodfellow et al., 2016).

1.1.3 Transfer Learning

Transfer learning, in psychology, is the learning process by which we make use of
previously learnt representations, strategies and skills to learn a new task (Perkins
and Salomon, 1992; Schubert et al., 2014; Steiner, 2001). There are two key concepts:
positive versus negative and near versus far transfer. Positive and negative transfers
refer to the effect that knowledge has on a new task in terms of performance. Positive
transfer occurs when the knowledge acquired during a task improves performance in a
different task. Negative, on the other hand, occurs when knowledge learnt during a
previous task has a negative impact on a new task. Near and far transfer refers to the
similarity of context between tasks. Near transfer occurs between two similar contexts.
Far transfer, between contexts that seem very different.

The transfer learning field in psychology has homonyms in artificial intelligence.
As in psychology, it focuses on improving learning in a task through the knowledge of
a learnt related task (Torrey and Shavlik, 2010). This can bring a major advantage
compared to the traditional machine learning algorithms. It offers the possibility
of using the same trained set of parameters for multiple tasks so that parameters
don’t have to be trained again. This topic is a very active area in the machine
learning community (Flesh et al., 2018; Kirkpatrick et al., 2017) and integrates different
approaches in artificial intelligence such as reinforcement learning (Sutton and Barto,
1998), deep-learning (LeCun et al., 2015) and multi-task learning (Caruana, 1998).
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1.2 Overview of the Thesis
In Chapter 2, we look at the different contexts in which complex representations
are built online. We manipulated task and temporal structure to investigate which
favour the emergence of complex representations. The first define the relationship
between stimuli and outcome. The second, in this thesis, define the temporal order
in which stimuli are presented. For example, the same stimulus might be presented
multiple times consecutively or it may be interleaved with other stimuli. We develop a
computational model of online learning using a latent-cause approach that we use to
gather insights into the representations that are built.

In Chapter 3, we describe an Electroencephalography (EEG) follow up study where
we use measures derived from the latent-cause model to identify electrophysiological
indices of representation learning. We break down the successive stages of representation
learning preceding decision and following feedback. Our results are informed by findings
from the number perception literature.

Chapter 4 describes a behavioural study in which we operationalized offline learning
as a period of quiet wakefulness post-task. We tested participants performance before
and after this period and were able to measure correct classification rates on old, previ-
ously seen, cues (an index of memorization) and new cues (an index of generalization).
Differences in these measures were then compared between offline and a baseline ”active
wake” condition.

Having observed how we learn complex representation online and offline, in Chapter
5 we investigate how representations can be transferred to new tasks. We borrowed
concepts from the multitask learning literature (Ruder, 2017) to investigate performance
in two consecutive tasks that either shared or did not share the same subspace.

1.2.1 Experimental Methods

We briefly discuss here the experimental methods used in this thesis. We used be-
havioural experiments where participants were instructed to learn to associate a set of
visual stimuli, pairs of geometrical shapes or "pies" comprising a discrete number of
"slices", to a weather outcome (sun or rain) through feedback learning, by pressing a
button to express their decision. We recorded the choice they made, the reaction time
and the feedback they received.

In the study described in chapter 3, we measured the electrical activity of the brain
through EEG. EEG measures voltage fluctuations across multiple electrodes distributed
over the scalp that are driven by changes in electrical currents in cortical pyramidal
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cells in the brain (Rugg and Coles, 1995). EEG data are typically described by time
and frequency. A common analysis describing the time component is the Event-Related
Potential (ERP) which is obtained by averaging the EEG activity time-locked to an
event, like stimulus onset or feedback presentation (Cohen, 2014). Frequency analysis,
on the other hand, describes rhythmic activity. These are usually obtained by running
spectral analyses such as Fourier or Wavelet transforms (Cohen, 2014). We placed 64
channels using elastic caps on the scalp of participants and recorded brain activity
while participants performed our behavioural task.

In chapters 2, 3 and 5 we used computational modelling to gain insight into the
representation learning process. In chapters 2 and 3 we use a latent cause model. This
model assumes that participants are learning the latent, hidden, causal structure of the
environment (Gershman et al., 2010) (effectively grouping together similar trials into
clusters). On each trial, the model either creates a new cluster or updates parameters
of existing clusters (based on a probabilistic similarity measure) (Sanborn et al., 2010).
This model gave us insight into the complexity of the representations formed.

In chapter 5 we compared our new behavioural findings on transfer learning to the
behaviour of a neural network model. Neural networks are a framework of machine
learning inspired by biological neurons. In cognitive neuroscience they are used to
simulate, mimic, the brain processes through a set of algorithms (Saxe et al., 2020).
They get inputs, train themselves to find patterns in data and predict the outputs
(Yang and Wang, 2020). We build a neural network model able to do two tasks
consecutively. These two tasks, as in the behavioural tasks, were divided into several
blocks each. The neural network parameters were updated at the end of each block
through Sequential Bayesian Learning, as defined by Kirkpatrick et al. (2017). This
is a Bayesian algorithm (Bishop, 2006) in the sense that the prior distribution over
parameters in one block is given by the posterior distribution from the previous block.



Chapter 2

The effects of temporal and task
structure on representation
learning

2.1 Introduction
Learning helps us creating representations of the world, which we use to select the
right behaviour for each context. Representations are a function of abstracted sensory
data, or "features". The representations we build might be as simple as the selection
of an individual feature (and suppression of others), or more complex representations
that allow separating and manipulating the features to abstract them into clusters
(Badre et al., 2021). These representations are generally compressed (having a lower
dimension than the original sensory input) and provide an efficient mapping between
observations and outcomes (Radulescu et al., 2021). We can, for example, learn that
there is a relationship between the colour and size of a fruit and its ripeness without
having to learn every single combination of the two features and the related outcome.
The complexity of the representation we build depends on several factors. Here we
briefly review and test the separate and joint effect that the nature of the task at hand,
and the temporal structure of the task, have on the representations that are created.

2.1.1 Task Structure and Declaration

A body of research shows how the complexity of the representations people employ
adapts to the structure of the task at hand. Reinforcement learning studies showed
how, based on the structure of the task, participants tended to use different strategies
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(Duncan et al., 2018; Farashahi et al., 2017). Complex representations allow responses
from previously encoded patterns to be used for new, similar patterns, thereby providing
generalization. This benefited accuracy and learning efficiency in reinforcement learning
task (Badre et al., 2010). The knowledge gained during representation learning can
become explicit and declarable. Structure declaration has been found to improve
performance in a category learning task (Kumaran et al., 2009) and reduce reaction
time in a perceptual decision-making task (Schuck et al., 2015) and in a sequential
associative learning task (Rose et al., 2010).

2.1.2 Temporal Structure

Another body of research focuses on the effect of the presentation order (temporal
structure) of the stimuli (and outcomes) on performance during category learning
tasks.

Interleaving stimuli by increasing delays between a stimulus and its repetition
tend to cause the encoded stimulus to be forgotten, with a subsequent harder recall
(Vlach, 2014). Interleaving stimuli allows for new stimuli to be encoded during this lag.
Recalling and comparing encoded stimuli might be beneficial for pattern recognition
(Carvalho and Goldstone, 2015; Zulkiply and Burt, 2013) hence for the creation of
complex representations, useful for generalization, and performance (Kornell and Bjork,
2008; Kornell et al., 2010; Wahlheim et al., 2011).

Blocking stimuli together by reducing the repetition delay facilitates learning,
encoding, recall of specific stimuli (Wulf and Shea, 2002; Xue et al., 2010) and increases
familiarity (Dellarosa and Bourne, 1985). Since the stimuli encoded are repeated there
is no variation. This leads to simpler representations being developed (Carvalho and
Goldstone, 2015; Zulkiply and Burt, 2013) at the cost of worse pattern recognition
performance (Carvalho and Goldstone, 2015; Wulf and Shea, 2002).

2.1.3 Learning Task

We designed an experiment to jointly assess the effect of task structure and temporal
structure on category learning and declaration during learning. We used a revised
version of the Weather Prediction Task (WPT) in which participants learnt the
association between configurations of geometrical shapes and a weather outcome
(sun or rain). Differently from the original WPT (Knowlton et al., 1994) which
contained arbitrary stimulus-outcome associations we put a structure in this mapping.
Participants could either build a simple representation learning all the one-to-one
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mappings for each stimulus-outcome pair or learn how to manipulate the features to
build a more efficient representation of intermediate complexity.

All the participants did two tasks with two different structures: referred to as
"subtraction" and "addition" - see below. We expected that the "subtraction" structure
would be easy to declare, and that the other would not be. Three different groups of
participants each learnt one of three different temporal structures: one where the order
was interleaved, one where it was blocked and one in which it was mixed (blocked first,
then interleaved).

2.1.4 Latent Cause Model

In the current study, we explain participants behaviour through an online latent cause
model. The model compares the perceptual features of the new input to the encoded
ones. It then picks the action with the highest probability of reward. We use the term
reward to define correct feedback, as in Duncan et al. (2018). Stimuli are encoded in
clusters defined along two continuous dimensions (the perceptual features of the stimuli)
and two categorical (the decision made, and the reward received). The model is initiated
with zero clusters. Trials with similar stimuli on which similar decisions were made and
similar rewards received are then likely to be clustered together. If trials don’t fit into
any cluster, a new cluster is created. If participants learn a unique response for each
unique stimulus configuration, the approach will resemble "configural reinforcement
learning" (Duncan et al., 2018). If, however, participants are able to generalise across
trials more useful representations of intermediate complexity (fewer, broader clusters)
will arise. Our algorithm also defines a mechanism which prunes un-rewarded clusters.
We operationalized the number of clusters created as an independent measure of the
complexity of the representation. Furthermore, we derived two measures from the
model: entropy and recognition. The recognition and entropy measures show, at each
trial, respectively, the probability of a stimulus given the model and the uncertainty
about which cluster a stimulus belongs to (Davis et al., 2012a).

2.1.5 Hypotheses

We hypothesized that performance and the representation formed will vary as a func-
tion of task and temporal structures (i). Task structure would have an impact on the
formation of complex representations and structure declaration, hence a performance
improvement. The difference between task structures would reduce when stimuli are
presented in a blocked structure. This difference would be reduced also between declar-
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ative and non-declarative participants (ii). Finally, the mixed structure should show
a difference in performance and recognition between declarative and non-declarative
participants (iii). We expect them to be higher for declarative participants.

2.2 Materials and Methods

2.2.1 Participants

A total of sixty volunteers from the University of East Anglia (mean age = 20.83,
SD = 3.18, 18 male) participated in the experiment. All of them were naive to the
purpose of the experiment. All participants gave informed written consent, and the
study was approved by the local institutional review board of the University of East
Anglia, UK. At the end of the experiment, participants received course credits for their
participation.

2.2.2 Apparatus and Stimuli

The experiment was performed in a dimly lit room in which participants were seated 60
cm away from the display with their head supported by a chin-rest. Stimuli were created
and presented on a 23-inch HP Elite Display 240c monitor using the Psychophysics
Toolbox (http://psychtoolbox.org/) (Brainard, 1997) for Matlab (Mathworks) running
on Windows 7. Two geometrical shapes (1◦ x 1◦ visual angle) each having three, four,
five, six or seven sides, for a total of twenty-five combinations, were displayed at 1◦

from the central fixation point (see Fig.2.1). The stimuli were presented on a dark grey
background.

http://psychtoolbox.org/
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Fig. 2.1 Experimental Stimuli and Stimulus Reward Mapping. The left panel
depicts all the stimuli: each shape on the y-axis (presented to the participant on the left
side of the computer screen) should be combined with each shape on the x-axis (right
side of computer screen), creating 25 potential configurations. The right panel depicts
gray scale image plots of the reward probability (given button press "sun"), as a function
of stimulus, u. The variables u1 and u2 denote the number of sides in the left and right
geometrical stimuli, respectively.

2.2.3 Procedure

The experiment was composed of two consecutive tasks with two different mappings,
which we refer to as "addition" or "subtraction", in counterbalanced order. Note that
the response of the subject was not to report the sum or difference in the numbers
of sides, but to base their decision on that feature, see Fig.2.1. As shown in Fig.2.2,
each trial started with a black fixation cross presented at the center of the screen for
1000 ms. Afterwards, the stimuli appeared and stayed on screen for 2000 ms maximum
or until response. Response was made on a standard keyboard, the "g" indicated
sun prediction and "j" indicated rain. Responses not given within the required time
constitute ”missed trials”. Right after button press, confirmation of the choice was
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given for 500 ms. Finally, feedback was provided, indicating "correct" if the prediction
was correct, "incorrect" if it was not and "too slow" if they did not respond within
2000ms. In order to test participants knowledge about the task, at the end of each
task, we asked them how they approached it and at which point in time they started
approaching it that way. At the end of the experiment, we probed participants with
two questionnaires, one per task, in order to assess their explicit knowledge. The
experiment took about one hour to complete.

Fig. 2.2 Trial structure. Each trial started with a fixation cross. Afterwards, two
geometrical shapes appeared and participants had up to 2 sec to respond. Confirmation
of the choice was then given and feedback was provided.
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2.2.4 Task Structure

The probabilistic structure of these two tasks was operationalized by making the
log-odds of the outcome a quadratic function of stimulus characteristics, the number
of sides.

log
[
p(yt = 1)
p(yt = 0)

]
= (ut −µ)TW (ut −µ)+w0 (2.1)

W = 2.4×

 −0.71 wd

wd −0.71


µ = [3,3]T

w0 = 2
ut = [ut(1),ut(2)]T

Flipping the sign of wd in this mapping produced either the addition or subtraction
mapping where wd = 0.71 produces the subtraction map and wd = −0.71 produces the
addition map. If the number of sides are the same it is sun. So, if by subtracting the
number of sides in one shape from the other you get zero it is sun (subtraction). On
the other hand, the addition task requires participants also identify a reference value,
10 (addition). Participants then needed to compare the sum of the number of sides to
this value.

In terms of a verbalisable strategy, the subtraction mapping can be described using
a single logical clause (are the number of sides equal?). The addition mapping also
requires comparison to a reference value (is the sum of the number of sides equal
to 10?). Thus, we might expect more participants to declare the "logically simpler"
subtraction mapping.

2.2.5 Temporal Structure

Cues were presented with three different temporal structures. The first was generated
as in the standard weather prediction task (WPT) (Knowlton et al., 1994) such that the
probability of the kth cue pattern occurring was uniform over trials, p(ut = k) = 1/T
where T = 250 is the number of trials per task. We refer to this as an interleaved
structure. The second structure was generated to create a blocked design such that the
probability of the kth cue pattern occurring was concentrated within an interval. We
used the distribution p(ut = k) = N(ut;µk, τ)/∑

j N(ut;µj , τ) where N(u;µ,τ) indicates
a normal distribution with mean µ and precision τ . The third temporal structure
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was a mixture of the first two. The first 175 trials were generated from the blocked
distribution, the last 75 from the interleaved one.

2.2.6 Experimental Design

We assess the effect of different stimulus-response mappings and temporal structures
with a 2x3 mixed design. All the participants did two tasks, with both addition and
subtraction stimulus-response mappings (within factor). Each task was composed of
250 trials (10 repetitions per configuration) divided into 5 blocks. Three groups of 20
participants each did the three different temporal structures (between factor). Given
that participants are required to make Sun/Rain decisions and learn incrementally
via feedback, this is reminiscent of the classic Weather Prediction Task. However, a
major difference is that in our tasks there is a hidden structure in the stimulus-reward
mappings that can be discovered by participants (See Chapter 1).

2.3 A Latent Cause Model of Cues, Rewards and
Actions

The model we used in this paper is a latent cause model in which new observations
are viewed as originating from a latent cause (cluster) made of input features, actions
and reward (Gershman et al., 2010). The number of clusters that the model creates is
unbounded, like the rational model by Sanborn et al. (2010). The model starts with a
single cluster and at each trial, it can flexibly create a new cluster or update the ones
created before based on the similarity of the new event with the encoded ones (Niv,
2018). The algorithm we use is similar to the Fast Gaussian Mixture algorithm by
Pinto and Engel (2015) but revised to accommodate for the multinomial observations
(the various decision-reward combinations) and the removal of clusters. In our model,
a cluster is removed whenever the probability of reward is lower than a fitted threshold
so that encoded information with low reward probability is forgotten, thereby favouring
the prioritization of frequently rewarded clusters (see Braun et al. (2018); Sterpenich
et al. (2011) for the effects of reward on memory encoding).
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2.3.1 The model

The joint density over rewards rt, actions (decisions) at and inputs ut is estimated
using a mixture model

p(rt,at,ut) =
M∑

j=1
p(rt,at,ut|j)p(j) (2.2)

where p(j) is the prior probability of the jth cluster and the likelihood of data under
the jth cluster is

p(rt,at,ut|j) = p(rt,at|j)p(ut|j) (2.3)
p(rt = r,at = d|j) = βj

rd

p(ut|j) = N(ut;mj ,Λj)

where Λj =C−1
j . Thus, the joint probability of reward and actions given j is defined by

a multinomial distribution and the probability of input stimuli given j by a Gaussian
density. We therefore refer to this as a Multinomial-Gaussian Mixture (MGM). The
multinomial distribution is parameterised by "count" variables as

βj
rd = Bj

rd∑
r′,d′Bj

r′,d′
(2.4)

where the Bj
rd parameters count the number of times reward-action pairs occur (for

trials that are soft-assigned to cluster j). This is equivalent to assuming a Dirichlet
prior (Sanborn et al., 2010) over the multinomial variables which is recursively updated
during online learning. Model parameters are θ = {B,m,Λ}.

2.3.2 Online Learning

Here we describe an algorithm that estimates all relevant quantities online, except for
the following. First, we must specify the "encoding precision", λ0, which is the initial
(isotropic) precision of the Gaussian clusters. Two further parameters, ϕ and ψ are
fitted to behavioural data from each subject’s decision time series using a Maximum
Likelihood approach. Here, ϕ, governs the prior probability of creating a new cluster,
with higher values leading to models with more clusters. The other parameter, ψ is a
threshold for pruning clusters, with smaller values leading to less pruning.
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The algorithm we describe is similar to the Fast Incremental Gaussian Mixture
Model (IGMM) by Pinto and Engel (2015) except that we also include updates for
the multinomial parameters. In the below, M is the number of clusters, Nj counts the
number of trials (soft) assigned to cluster j the cumulative posterior distribution, and
Bj

rd counts the number of trials for which the reward was rt = r and the decision was
at = d, for trials assigned to cluster j.

The algorithm starts with an initialisation step

M = 1 (2.5)
B0 = 0.1×1CK

where B0 are the initial count parameters for reward-action pairs.

Online Decision

At each trial, we calculate the probability of reward given (potential) action and
stimulus

πtd ≡ p(rt = 1|at = d,ut) (2.6)

= p(rt = 1,at = d,ut)∑
r′ p(rt = r′,at = d,ut)

This can be evaluated as

πtd = f1d∑
r′ fr′d

(2.7)

frd =
M∑

j=1
p(rt = r,at = d|j)p(ut|j)p(j)

We then perform a softmax function

p(a= d) = exp(πtd)∑
d′ exp(πtd′) (2.8)

and take the action with the highest probability. At trial 1, the probabilities are set to
p(a= d) = 0.5.
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Cluster Creation

If none of the clusters has p(ut|j)>ϕpm and p(rt,at|j)< .25, (where pm is the likelihood
at the cluster mean), a new cluster is created. This is to ensure that the next cluster
created is different enough from previous experiences. Naturally, a new cluster is always
created for the first data point. When creating a new cluster we set

mj = ut (2.9)
Nj = 1

p(j) = 1∑M
k=1Nk

Cj = λ−1
0 ID

Bj = B0

Bj
rd = Bj

rd +1
M = M +1
vj = 1

Cluster Update

If a new cluster is not created then all existing clusters j = 1..M are updated as follows.

γj ≡ p(j|rt,at,ut) (2.10)

= p(rt,at|j)p(ut|j)p(j)∑M
k=1 p(rt,at|k)p(ut|k)p(k)

Nj = Nj +γj

p(j) = Nj∑M
k=1Nk

∆mj = γj

Nj
(ut −mj(t−1))

mj(t) = mj(t−1)+∆mj

ej = ut −mj(t)
Cj(t) = Cj(t−1)+ γj

Nj

[
eje

T
j −Cj(t−1)

]
−∆mj(∆mj)T

Bj
rd = Bj

rd +γj

vj = vj +1

As Nj increases we see that the updates to both mj and Cj both go towards zero,
thus providing convergence. The computational bottleneck in IGMM is computing the
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likelihood p(ut|j) as this requires inverting Cj . Pinto and Engel (2015) have bypassed
this bottleneck by deriving updates of precision rather than covariance matrices, so
that no inversions are required. Our implementation of updates for m and Λ follow
those derived in (Pinto and Engel, 2015) given by the Fast IGMM "Algorithm 2". This
"Fast" implementation is only necessary if one uses full covariances for the Gaussian
likelihood. For models with diagonal covariances the computation of matrix inversions
and determinants is not demanding.

Cluster pruning

After cluster update, a cluster j is removed whenever the probability of reward

p(r = 1|j) =
∑

d′ p(r = 1,a= d′|j)∑
d′

∑
r′ p(r = r′,a= d′|j) (2.11)

is lower than the threshold ψ.

Fitting Model to a Subject’s Behavioural Data

Here we use a Maximum Likelihood approach to fit the above model to a subject’s
time series of decisions (see discussion for a comparison with other approaches).

Subject-specific parameters θ = {ϕ,ψ} are chosen in order to minimize the error
between the action made by the model and action made by participants (or equivalently,
to maximise the likelihood of a subjects behaviour under the model). The likelihood of
a participants decisions, Y = {y1,y2, ...,yT }, is

p(Y |θ) =
T∏

t=1
a

[yt=d]
td (2.12)

The cost function J, the negative log likelihood, is then

J ≡ − logp(Y |θ) (2.13)

=
T∑
t

[yt = d] logatd
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Additional measures

Furthermore, we took two additional measures: entropy (E) and recognition (R) (Davis
et al., 2012a). Recognition is the probability of a stimulus given the model:

Rpre ≡ p(ut) (2.14)
=

∑
j

p(ut|j)p(j)

Entropy is the uncertainty about which cluster the new stimulus belongs to:

Hpre = −
∑

j

p(j|ut) log2[p(j|ut)] (2.15)

p(j|ut) = p(ut|j)p(j)∑M
k=1 p(ut|k)p(k)

Both are computed "pre-feedback" ie before the agent receives feedback.

2.4 Results

2.4.1 Empirical Results

In order to test our hypotheses, we divided the analysis into two parts. First, we
looked at how participants performance varied as a function of our manipulations by
performing a two-way mixed-design ANOVA with dependent variable accuracy and
independent factors of task and temporal structure. Additionally, we were able to
resolve each of the main effects and interactions as a function of time (trial number).
We used a cluster permutation test (Maris and Oostenveld, 2007) to correct for the
multiple comparisons over time.

Second, we calculated how performance varied based on whether participants de-
clared a strategy or not. We restricted this analysis to the subtraction task because only
a single participant declared the correct strategy in the addition task. We performed
an independent sample t-test with dependent variable accuracy and independent factor
declaration. Again, this was implemented as a function of time, and we used cluster
permutation tests to correct for the associated multiple comparisons.
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Effect of Task and Temporal Structures

Accuracy was computed as the correct rate over all 250 trials in each task. We
performed a two-way mixed-design ANOVA with within factor task structure and
between factor temporal structure. This revealed both main effects but not the
interaction (Task structure, F(1) = 21.462, p < 0.001; Temporal structure, F(2) =
3.978, p = 0.024; Interaction, F(2) = 1.026, p = 0.365). As can be seen in Fig.2.3,
participants performed better in the subtraction task compared to the addition task.
Also, participants performance differed based on temporal structure. Participants
in the blocked condition performed better than participants in the interleaved and
mixed conditions. We then performed three separate paired t-tests to compare the
accuracy in the addition and subtraction task for each temporal structure. Performance
significantly differed for participants in both interleaved and mixed temporal structures
(Interleaved, t(19) = 3.0361, p = 0.007; Mix, t(19) = 4.086, p < 0.001) but did not for
participants with blocked trial presentations (t(19) = 1.3613, p = 0.189).

Fig. 2.3 Accuracy per task structure. The left plot shows accuracy for the addition
and subtraction task. Participants performed better in the subtraction task compared to
the addition one. The right plot shows accuracy for each temporal structure. Participants
performed better in the blocked temporal structure compared to the interleaved and
mixed conditions. Error bars indicate the standard error of the mean.
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Accuracy over time

In order to further explore the difference in performance, we run a moving mean of
participants accuracy with a window of 20 trials. We then performed a cluster-based
permutation test to identify when participants performance differed between tasks, for
each temporal structure. As shown in Fig.2.4, we found six significant clusters in the
interleaved condition. Participants performed better for the subtraction task compared
to the addition task. We found two small clusters in the blocked temporal structure at
the beginning of the task, but otherwise performance was not different. Finally, we
found three significant clusters in the mixed condition (in which the first 175 trials are
blocked and the last 75 are interleaved). The biggest cluster we found was after the
switch in temporal structure.

Fig. 2.4 Accuracy over time. The plots show how accuracy evolves as a function of
trial number for each combination of task (addition in green, subtraction in blue) and
temporal structure (left, middle and right panels). Significant clusters are identified
by asterisks at the top of each panel (many of which may merge together to form a
continuous line). The right panel shows a significant difference in accuracy after the
switch from blocked to interleaved trials (at trial 175).
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Declarations

Participants knowledge was categorized as explicit if participants were able to verbalize
the hidden structure. In all other cases, it was classified as implicit. This criterion
indicated that twenty-eight out of sixty participants declared the correct strategy in
the subtraction task. Only one participant out of sixty made a correct declaration for
the addition task - see table 2.1 for a full breakdown.

Interleaved Blocked Mixed
Subtraction 10 8 10
Addition 0 0 1

Table 2.1 Declaration Number of participants who explicitly declared the correct
strategy per task and temporal structures.

Since only one participant declared the correct nature of the addition task, we limited
the declaration analysis to the subtraction task. We performed an independent sample
t-test comparing the performance of participants who declared the correct strategy
against participants who did not. The t-test revealed that declarative participants
performed better than non-declarative ones (t(58) = 2.295, p = 0.025) (See Fig.2.5).

Fig. 2.5 Accuracy per declaration. The plot shows accuracy difference between
participants who declared and did not declare for the subtraction task. Error bars
indicate the standard error of the mean.
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Declaration over Time and Temporal structure

In order to further explore the difference in performance between declarative and
non-declarative participants, we run a moving mean of participants accuracy with a
window of 20 trials. We then performed cluster-based permutation tests to identify
when performance differed between declarative and non-declarative participants, for
each temporal structure, the results are illustrated in Fig2.6.

We found four significant clusters in the interleaved temporal structure condition.
Participants who declared the strategy performed better than participants who did not.
We found a small significant cluster in the blocked temporal structure. Declarative
knowledge of the structure of the task gave no significant advantage for blocked trials.
Finally, we found a significant cluster in the mixed temporal structure condition.
Performance differed between declarative and non-declarative participants around the
time of the switch from blocked to interleaved trials (trial 175).

Fig. 2.6 Declaration over time. The plot shows task accuracy as a function of
declaration (dark green for declared, light green for non-declared) for each temporal
structure (left, middle and right panels). Significant clusters are identified by asterisks
on top of the each panel (many of which may merge together to form a continuous line).
The right panel shows that performance differs between declarative and non-declarative
participants around the time of the switch from blocked to interleaved trials (trial 175).
Error bars indicate the standard error of the mean.
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2.4.2 Modelling Results

We used the latent cause model described earlier and fitted the parameters ϕ and
ψ to each subjects behavioural data using the Maximum Likelihood approach. The
parameters that maximised the Likelihood were identified using grid-search. The grid
dimensions comprised 70 values for ϕ (linearly spaced from 10−9 to 10−3) and 15 values
for ψ (from 0 to 0.7).

We performed ANOVAs and t-tests to test if the total number of clusters, entropy
and stimulus recognition were affected by our manipulations. Further analyses on the
estimated parameters can be found in the appendix A.

Total Clusters

We took the number of clusters that the model identified for each participant and
we performed a two-way mixed-design ANOVA with within-factor task and between-
factor temporal structure, to investigate if the number of clusters varied with our
manipulations. This revealed a significant main effect of temporal structure (Task
structure, F(1) = 3.309, p < 0.074; Temporal structure, F(2) = 25.445, p < 0.001;
Interaction, F(2) = 0.166, p = 0.846). As can be seen from Fig.2.7, participants create
more clusters when trials are blocked.

Fig. 2.7 Total Clusters per Temporal Structure. The plot shows the average total
number of cluster per temporal structure. Error bars indicate the standard error of the
mean.
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Entropy and Recognition

We performed a two-way mixed design ANOVA with dependent variable recognition and
independent within-factors of task and temporal structure. This revealed a significant
main effect of temporal structure (Task, F(1) = 0.175, p < 0.676; Temporal structure,
F(2) = 260.23, p < 0.001; Interaction, F(2) = 0.022, p = 0.978), see Fig.2.8. We
repeated this analysis but with entropy as the dependent measure, but found no
significant results (Task, F(1) = 3.489, p < 0.066; Temporal structure, F(2) = 2.406, p
< 0.099; Interaction, F(2) = 1.557, p = 0.219).

Fig. 2.8 Recognition measure per Temporal Structure. The plot shows the
recognition measure per temporal structure. Cues are more strongly recognised when
the trials are blocked. Error bars indicate the standard error of the mean.

Declaration and Recognition

We furthered explored the difference in recognition between declarative and non-
declarative participants, also as a function of temporal structure. We run a moving
mean of the recognition value with a window of 20 trials. We then performed a cluster-
based permutation test to identify where recognition differed. We found four significant
clusters in the blocked temporal structure. As illustrated in Fig.2.9, participants who
declared the correct strategy had a higher recognition measure in the first half of the
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task. We also found two significant clusters in the Mixed temporal structure, one at the
beginning of the task, and one after the switch to the interleaved temporal structure.
We found no significant clusters in the interleaved temporal structure.

Fig. 2.9 Difference between declarative and non-declarative participants in
Recognition over time per Temporal Structure. The plot shows the difference in
recognition between declarative (dark green) and non-declarative (light green) participants
as a function of temporal structure. Significant clusters are identified by asterisks on
top of the figure (which merge into lines in places). Cues are more strongly recognised
by declarative subjects at the beginning of learning when trials are blocked (middle
panel). Error bars indicate the standard error of the mean.

2.5 Discussion

2.5.1 Task Structure

We found evidence in support of our hypotheses that participants performance and the
number of declarative participants would be higher for the subtraction task compared
to the addition task.

This was evident from several analyses. First, our ANOVA revealed a main effect
of task structure driven by a better performance in the subtraction task as illustrated
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in figure 2.3. Second, a total of 28 participants declared the correct task structure in
the subtraction task but only 1 participant did so for the addition task (see Table 2.1).
Declarative participants performed better than non-declarative ones.

2.5.2 Temporal Structure

We found evidence in support of our hypothesis that participants performance differs
based on the temporal structure. First, our ANOVA revealed a main effect of temporal
structure driven by a better performance in the blocked condition compared to the
mixed and interleaved ones.

We argue that, over the time scale of several trials, the reduced number of stimuli
to encode and recall would benefit performance for non-declarative participants. This
may be because these associations could be held in working memory (Wulf and Shea,
2002).

Second, the model revealed that the total number of clusters created was higher
for the blocked temporal structure suggesting that blocking stimuli together favour
the creation of a simple representation where each distinct cue (and its association
with reward) is represented as a single cluster. This is clear in the example provided in
Fig.2.10 where the clusters produced in the interleaved and blocked temporal structure
are compared. This is consistent with the finding that recognition was also higher
for the blocked structure. In the LCM, repeats of the same cue lead to a tightening
of the Gaussian around the repeated stimulus values, consistent with the notion of
sharpening of neuronal responses (Gerstner and Kistler, 2002).

The temporal structure did not affect the number of participants who declared
the correct strategy. The mixed condition showed the difference in performance
between declarative participants that used a complex representation and non-declarative
participants who used a simple one. When the temporal structure switched from blocked
to interleaved (trial 175) performance of non-declarative participants decayed showing
how the information encoded during the first part was forgotten. This is probably
due to the limited capacity of working memory, once new stimuli are presented they
overwrite the previous ones. This appears to be confirmed by the recognition measures
showing how, after the temporal structure switch in the mixed condition, declarative
participants have a higher recognition.
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Fig. 2.10 Number of clusters produced in interleaved and blocked structure.
The plots show the clusters produced by the model in the subtraction task for two
representative participants, one in the interleaved and the other in the blocked temporal
structure condition. The dots represent the data points, black dots are associated with
the response "sun", white dots with "rain".

2.5.3 Interaction between Temporal and Task Structures

We found evidence of interaction between task and temporal structure. Our post-
hoc tests revealed that participants performance between subtraction and addition
structures differed in the interleaved and mixed conditions but not in the blocked
one. We interpreted this as further evidence of the benefit of the blocked structure for
non-declarative participants.

Our results extend the ones by Noh et al. (2016) who showed the different benefits
of interleaving and blocking stimuli in different task structures during category learning.
They found that blocking stimuli helped participants in identifying the relevant features
whereas interleaving helped them to distinguish between categories.
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2.5.4 Model insights and future directions

The latent cause model we used provided insight into the number of clusters created,
recognition and entropy measures. We interpreted the total number of clusters as an
index of the complexity of the representation created. The bigger the number of clusters
the simpler the complexity of the representation. Recognition was higher for the blocked
versus interleaved condition as participants observed repeated stimuli closely spaced in
time. It was also different for declarative and non-declarative participants in the mixed
temporal structure, showing a better recognition for the former compared to the latter.
Our model results describe the context in which representation learning occurs, thereby
providing a foundation for neuroimaging studies, where derived computationally-derived
measures can be used as regressors (Love, 2020). Model-based analysis in neuroimaging
offers the possibility of testing novel hypotheses as to the role of the medial temporal
lobe in forming representations (Davis et al., 2012b), or the role of the hippocampus and
ventral striatum in retrieving stored representations and assigning stimuli to clusters
(Davis et al., 2012a).

In this chapter, we have taken a rather unsophisticated approach for fitting a
computational model to behaviour, one based on grid search. This was motivated by
the fact that we were fitting only two parameters so grid search was computationally
feasible. More sophisticated methods, such as hierarchical Bayesian modeling (Daw,
2011; Lee and Wagenmakers, 2014), estimate parameters at the group and single subject
levels, allowing group-level estimates to constrain subject-specific estimates, thereby
reducing variance.

2.6 Conclusion
In this chapter, we tested the effects of temporal and task structure on representation
learning and declaration. Blocking same-stimulus trials encourages participants to
create a simple representation and benefits categorisation performance and stimulus
recognition for both declarative and non-declarative participants. Interleaving trials
(interval structure) discouraged simple representations and benefitted declarative
participants only. We used the mixed temporal structure to show the differences in
recognition and performances between declarative and non-declarative participants. We
showed how, after the switch from blocked to interval temporal structure, declarative
participants performance and stimulus recognition was higher than for non-declarative
participants. This might be the result of the decay of information due to working
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memory limits. Many of these results are perhaps not too surprising but they do
provide face validity of the computational modelling approach.



Chapter 3

The Electrophysiology of
Representation Learning

3.1 Introduction
Decisions we make usually depend on abstract representations of the environment.
Lower-level perceptual features are combined and manipulated in order to create,
encode and recall abstract representations. This has the advantage of providing a
compact and efficient mapping between observations and decisions (Radulescu et al.,
2021). Our goal in this chapter is to decompose the successive stages of representation
processing from stimulus onsets to feedback processing using electroencephalography
(EEG) clarifying the temporal dynamics of lower level feature perceptions and more
abstract representations (see also Hubbard et al. (2019)).

3.1.1 Multiple processes

Multiple cognitive processes unfold over time during decision making (Kikumoto and
Mayr, 2020). One of the earliest stages of processing during associative learning tasks
is to identify the stimulus, the dimension along which it varies and its properties.
Different stimuli might be then combined and compared with existent representations
in memory. In model-based perspectives, such as from Latent Causal Models, this
abstraction can then be assigned to an existent cluster. Or based on decisions and
feedback, a new cluster might be created. In the task presented in the previous chapter,
participants had to combine two features into a single representation, in order to predict
an outcome and make a decision. Here we refer to this representation as the feature
subspace. More generally, a subspace is a mathematical concept capturing the idea
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that, although stimuli may be high-dimensional and be presented to a participant in
this high-dimensional space, it is only some lower dimensional part of this space that
will be useful for the task at hand. This is the subspace (Braun et al., 2010; Menghi
et al., 2021). In this chapter the subspace is one-dimensional and comprises the single
feature (combination of stimuli) that is useful for performing the nonlinear decision
making task.

Analogously to the sequence of mental states in our associative learning task,
previous studies have identified the multiple stages underlying elementary arithmetic
tasks (Avancini et al., 2015; Fornaciai et al., 2017; Fornaciai and Park, 2018; Pinheiro-
Chagas et al., 2019). Shortly after the presentation of operands, the visual cortex can
locate each single operand and identify their numerical magnitude over the number line
so that other areas can compute the operations between them (Mazza and Caramazza,
2010; Piazza, 2015).

3.1.2 Model-based EEG

This chapter uses a "model-based EEG" or "Computational EEG" approach to identify
separable processes related to associative learning (Collins and Frank, 2018). This is a
special case of the wider field of computational neuroimaging which fits computational
models to behaviour to identify putative signals underlying neural computations and
then uses imaging data (EEG, MEG, fMRI) to localise that activity (Huys et al.,
2016; Stephan et al., 2017). Here, we use the latent cause model presented in the
previous chapter to identify the various active processes during stimulus and feedback
processing. We compute the probability of a stimulus under the model (Recognition)
and uncertainty about which cluster a stimulus belongs to (Entropy) during stimulus
presentation. These measures allow us to show when, in time, we recall and compare
the new stimulus to the encoded ones, to make a decision. We then derive from
the same model four new measures. We compute Recognition and Entropy after the
onset of the feedback during encoding time, given action and reward. Finally, we also
compute the updates from stimulus to feedback of these two measures. These measures
allow us to show the encoding of the new stimuli after feedback is received and how
the previous information is updated.

3.1.3 Learning Task

We designed an experiment that allowed us to assess the multiple cognitive processes
that unfold over time: feature perception, extraction of a feature subspace, the recall
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of encoded elements, comparison with the new stimulus cues and the final encoding or
update of a new cluster.

We used a revised version of the Weather Prediction Task (WPT) in which partici-
pants learnt the association between configurations of graphical pies and a weather
outcome (sun or rain). However, a major difference is that in our tasks there is a hidden
structure in the stimulus-reward mappings that can be discovered by participants (See
Chapter 1) so that participants could build a complex representation out of the single
features.

All the participants did two tasks with two different structures that required
two different manipulations, hence subspace transformation, to produce the single
discriminatory feature.

3.2 Materials and Methods

3.2.1 Participants

A total of 25 volunteers from the University of East Anglia (mean age = 20.88, SD =
4.94, 7 male) participated in the experiment. All of them were naive to the purpose of
the experiment. Data from one participant became unavailable due to EEG-computer
synchronization errors. A further participant was discarded because of performance
below chance level in both tasks. We performed our analysis on the remaining sample of
23 participants (mean age = 20.86, SD = 5.15, 6 male). All participants gave informed
written consent, and the study procedure was approved by the local institutional review
board of the University of East Anglia, UK. At the end of the experiment, participants
received course credits for their participation.

3.2.2 EEG Acquisition and Preprocessing

BrainProduct actiCAP was used to record EEG signals from 63 electrodes plus one
additional electrode used as a horizontal electro-oculogram (hEOG). EEG electrodes
were placed following the standard 64-channel arrangement, FT9 was used as hEOG
and FT10 as Iz. All electrode impedances were kept below 25 kΩ. EEG signals were
recorded at a sampling rate of 1000Hz. Preprocessing was carried out using Fieldtrip
toolbox for MATLAB (Oostenveld et al., 2011).

Continuous data was highpass filtered at 0.1Hz and re-referenced to the common
average. The data were epoched from 500 ms before the onset of the stimulus to
1.5 s following it and from 500 ms before the onset of feedback to 1.5 s following
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it. We visually inspected these epochs to remove trials containing muscular activity,
electrical artifacts and to identify bad electrodes which were interpolated to the weighted
average of neighbouring electrodes. A maximum of 2 non-neighbouring electrodes were
interpolated per participant. We interpolated one electrode for 9 participants, two for
4 participants and none for the remaining 12.

Fast Independent Component Analysis (fastICA) (Comon, 1994) was then performed
on the epoched data. ICA components were visually inspected to reject eye blinks, eye
movements and sustained high-frequency noise. Furthermore, we performed baseline
correction based on the average of the whole epoch, as the period pre stimulus onset
was meaningful. EEG epochs were then low-pass filtered with a cut-off of 100Hz, notch
filtered at 50Hz to remove mains artefact, and downsampled to 500Hz. Finally, we
visually reinspected the epochs to ensure no artifact remained. Rejected trials and
EOG signal were excluded from all further analyses.

3.2.3 Apparatus and Stimuli

The experiment was performed in a dimly lit room with participants seated 60 cm
away from the display with their head supported by a chin-rest. Stimuli were created
and presented on a 23-inch HP Elite Display 240c monitor using the Psychophysics
Toolbox (http://psychtoolbox.org/) (Brainard, 1997) for Matlab (Mathworks) running
on Windows 7. Two virtual ”pies” (1 x 1 degrees of visual angle) were displayed at 1
degree from the central fixation point. Each pie was divided into six slices with from
one up to five slices that could be filled with red colour, making a total of twenty-five
combinations, as shown in Figure 3.1. The stimuli were presented on a dark grey
background.

http://psychtoolbox.org/
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Fig. 3.1 Experimental Stimuli and Stimulus Reward Mappings. The left panel
depicts the stimuli: the "left side" pies were presented on the left side of the monitor,
and "right side" pies on the right. To perform the task, participants needed to use
information from both pies. Overall, there are (5×5) 25 unique cues or ’configurations’.
The right panel depicts reward probability maps (given button press "sun"), as a function
of stimulus, u. The variables uleft and uright denote the number of slices in the left
and right pies.

3.2.4 Procedure

The experiment was composed of two consecutive tasks with two different mappings,
referred to as "addition" or "subtraction" (a term that describes the subspace - see
earlier), in counterbalanced order. As illustrated in Fig.3.2, each trial started with
a black fixation cross presented at the center of the screen for 1000 ms. Afterwards,
the stimuli appeared and stayed on screen for 2500 ms maximum or until a response
was made. Responses were made on a standard keyboard, the letter "g" indicating a
prediction of sun and "j" predicting rain. Responses not given within the required time
constitute ”missed trials”. Right after button press, confirmation of the choice was
given for 500 ms. Finally, feedback was provided, saying "correct" if the prediction was
correct, "incorrect" if it was not and "too slow" if they missed the trial (no response
within 1500 ms). At the end of each block of trials participants were required to keep
their eyes on a fixation cross for one minute. In order to test participants knowledge
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about the task, at the end of each task, we asked them how they approached it and at
which point in time they started approaching it that way. At the end of the experiment,
we probed participants with two questionnaires, one per task, to assess their explicit
knowledge of the task. The experiment plus preparation took about one hour and a
half to complete.

Fig. 3.2 Trial Structure. Each trial started with a fixation cross. Afterwards, two
pies appeared and participants had up to 2.5 sec to respond. Confirmation of the choice
was then given and feedback was provided.

3.2.5 Stimulus-Reward Mappings

The probabilistic structure of these two tasks was operationalized by making the
log-odds of the outcome a quadratic function of stimulus characteristics, the number
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of slices.

log
[
p(yt = 1)
p(yt = 0)

]
= (ut −µ)TW (ut −µ)+w0 (3.1)

W = 2.4×

 −0.71 wd

wd −0.71


µ = [3,3]T

w0 = 2
ut = [uleft,uright]T

Flipping the sign of wd parameter in this mapping produced either the addition or
subtraction task depicted in Figure 3.1, where wd = 0.71 produces the subtraction map
and wd = −0.71 produces the addition map. In terms of the mathematical complexity
of the mapping the two tasks should be of the same difficulty..

In terms of declarative learning (i.e. to explicitly learn a verbalisable rule), however,
we expect the addition task to be more difficult, for the following reason. The
subtraction task can be verbally described using a single logical clause. If the shapes
are the same it is sun. So, if by subtracting one "number of slices" from the other you
get zero it is sun (subtraction). On the other hand, for the addition task participants
must add the number of slices together, but then additionally compare the sum to a
numerical reference value, 6, or a verbal reference "make a full pie".

3.2.6 Experimental Design

We assess the effect of different task structures with a within-subject design with two
levels of the factor task. All the participants did both addition and subtraction tasks.
Each task was composed of 250 trials (10 repetitions per configuration) divided into 5
blocks. Given that participants are required to make Sun/Rain decisions and learn
incrementally via feedback, this is reminiscent of the classic Weather Prediction Task.
However, a major difference is that in our tasks there is a hidden structure in the
stimulus-reward mappings that can be discovered by participants.

Model and measures

We fitted the Latent Cause Model to subjects behavioural data as described in the
previous chapter, and then derived the same two measures of Recognition and Entropy
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(Davis et al., 2012a). Recognition is the probability of a stimulus given the model:

Rpre ≡ p(ut) (3.2)
=

∑
j

p(ut|j)p(j)

Entropy is the uncertainty about which cluster the new stimulus belongs to:

Hpre = −
∑

j

p(j|ut) log2[p(j|ut)] (3.3)

p(j|ut) = p(ut|j)p(j)∑M
k=1 p(ut|k)p(k)

Both are computed "pre-feedback" i.e. before the agent receives feedback. We also
computed four further measures. The first two are the corresponding quantities after
feedback

Rpost ≡ p(ut|rt,at) (3.4)

= p(ut, rt,at)∑
r′

∑
a′ p(ut, rt = r′,at = a′)

p(ut, rt,at) =
∑

j

p(rt,at|j)p(ut|j)p(j)

Hpost = −
∑

j

p(j|rt,at,ut) log2[p(j|rt,at,ut)] (3.5)

p(j|rt,at,ut) = p(rt,at|j)p(ut|j)p(j)∑M
k=1 p(rt,at|k)p(ut|k)p(k)

Finally, we can compute the Kullback-Liebler (KL) divergences (MacKay, 2003)
between the pre- and post-feedback distributions, quantities that measure the distance
between two probability distributions.

RelativeSurprise = log
[

p(ut)
p(ut|rt,at)

]
(3.6)

KL =
∑

j

p(j|ut) log
[

p(j|ut)
p(j|ut, rt,at)

]
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These six measures are the putative neuronal signals that we estimate by fitting the
LCM to subjects time series of decisions. We then use EEG to localise these signals in
peri-stimulus and peri-feedback time.

3.3 Results
We performed model-based EEG analysis. It offers the possibility of going behind
the classic ERP (discussed briefly in Chapter 1) and tests novel hypotheses. We set
up GLMs with different regressors and an offset. The Offset is a column of 1’s (the
associated regression coefficient will compute the mean of the EEG signal over trials
and so corresponds to the standard ERP).

We divided the analysis in two parts. First, we set up a General Linear Model
(GLM) (Dobson and Barnett, 2018; Friston et al., 2007) with dependent variable given
by the Stimulus Epoch EEG signal and independent variables corresponding to the
model measures (recognition and entropy). This was repeated in a second analysis
with dependent variable given by the Feedback Epoch EEG signal and independent
variables as before. These GLMs are referred to as the "Model Measure GLMs".

Second, we set up a General Linear Model (GLM) with dependent variable given by
the Stimulus Epoch EEG signal and independent variables corresponding to the stimulus
features (number of slices in left and right pies), and task (addition or subtraction).
This was repeated in a second GLM with independent variables corresponding to the
feature subspace (i.e. taking the sum or difference of number of pies) and task. We used
a separate GLM analyses here because the feature subspace variable is collinear with
the features themselves. Both of these analyses were then repeated with dependent
variable given by the Feedback Epoch EEG signal and independent variables as before.
These GLMs are referred to as the "Feature GLMs" and the "Subspace GLMs".

We ran each model for each participant, at each time point and each electrode. The
dependent variables were [Ntrials ×1] vectors of the EEG signal for each participant,
time point and electrode. The corresponding GLM design matrices were of dimension
[Ntrials ×P ] where P is the number of regressors. All columns of the design matrix
were set to have zero mean and unit variance except for the offset (constant) and any
"tasks" columns.

The estimated regression coefficients for each subject were then entered into a
group-level analysis using the summary-statistic approach (Friston et al., 2007). At
the group level, a cluster-based nonparametric test was implemented, following the
procedure described in the papers by Samaha and colleagues, Balestrieri and Colleagues
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and Maris and Ostenveld (Balestrieri and Busch, 2021; Maris and Oostenveld, 2007;
Samaha et al., 2017). All the analysis were computed using the Fieldtrip Toolbox
(Oostenveld et al., 2011) and Matlab built in functions (MATLAB, 2018).

3.3.1 Model Measures

In what follows Xi denotes the ith column of the design matrix used in the GLM
analyses.

Stimulus Presentation

The regressors for this analysis were X1 = Recognition, X2 = Entropy and X3 = Offset.
The dependent variable was the Stimulus Epoch EEG signal. We used data from both
tasks. Cluster permutation analysis revealed a significant negative cluster between
300ms and 500ms after stimulus onset for the entropy measure, this is shown in the
Entropy row of Figure 3.3. We did not find any significant clusters for the recognition
measure.
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Fig. 3.3 Results after Stimulus onset. The plot shows topographies with t-values
on a scale from -4 to 4 for different contrasts between 100 and 600 msec after stimulus
onset. Significant electrodes are shown by asterisks. The results are obtained from three
different GLM analyses. The first two rows represent results from the "Feature GLM",
the third and fourth rows from the "Subspace GLM" and the last row from the "Model
Measures GLM". uleft and uright show the linear relationship between the EEG signal
and the number of slices of the left and right pies. Diff and Sum show the relationship
between EEG signal and the subtraction and addition subspaces. The last row shows
the relationship between EEG signal and entropy measure.

Feedback Presentation

The regressors of this GLM were X1 = Recognition, X2 = Entropy, X3 = Relative
Surprise, X4 = KL, X5 = Reward and X6 = Constant. Reward was defined as 1 for
correct and 0 for incorrect feedback. The dependent variable was the Feedback Epoch
EEG signal. We used data from both tasks.

Cluster permutation analysis revealed two significant negative clusters for the
recognition measure, one between 300ms and 500ms and an occipital one between
500ms to 700ms after feedback onset (second cluster is not highlighted with a red
box). The analysis also revealed a significant negative cluster for the reward predictior
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between 400ms and 600ms after feedback onset. Both Recognition and Reward results
are depicted in Figure 3.4. We did not find any significant clusters for the entropy,
KL or RelativeSurprise measures. The significant effect of the offset term (i.e. the
standard ERP from the Feedback Epoch) is reported in the appendix B.

Fig. 3.4 Results after Feedback onset. The plot shows topographies with t-values
on a scale from -4 to 4 for different contrasts between 100 and 600 msec after stimulus
onset. Significant results are represented by asterisks. The results are obtained from
the feedback presentation GLM analysis. The first row shows the relationship between
EEG signal and recognition measure. The second row shows the relationship between
EEG signal and the reward that participants received.

3.3.2 Stimulus and Subspace

Feature GLM

The regressors of this GLM were X1 = uleft, X2 = uright, X3 = Task1, X4 = Task2,
X5 = (X3 −X4). ∗X1, X6 = (X3 −X4). ∗X2 where Task1 and Task 2 are "one-hot
vectors" coding for task, and X5 and X6 comprise the interaction terms. The dependent
variable was the Stimulus Epoch EEG signal. We used data from both tasks.

Cluster permutation analysis revealed two significant positive clusters and three
significant negative clusters for the left perceptual feature as shown in the first row of
Figure 3.3. A positive occipitoparietal, controlateral to the stimulus, cluster between
200ms and 300ms and a positive frontolateral cluster between 300ms and 600ms. A
negative fronto-controlateral cluster between 300ms and 500ms. A negative fronto-
ipsilateral cluster between 100ms and 300ms. A negative central between 500ms and
600ms.

Cluster permutation analysis revealed two significant positive clusters and one
significant negative cluster for the right perceptual features as shown in the second
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row of Figure 3.3. A positive occipitoparietal cluster, controlateral to the stimulus,
between 200ms and 300ms and a positive occipitocentral cluster between 400ms and
600ms. A negative fronto-controlateral cluster between 400ms and 600ms.

We did not find any significant clusters for the interaction between perceptual
features and tasks. The significant effect of offset (Task1 and Task2) is reported in the
appendix. No difference was found between the two tasks.

Subspace GLM

The regressors of this model were X1 = (uleft +uright), X2 = (uleft −uright), X3 =
Task1, X4 = Task2, X5 = (X3 −X4)∗X1, X6 = (X3 −X34).∗X2 . Task1 and Task 2
were one-hot vectors coding for task. We used the Stimulus Epoch EEG signal for
both tasks as the dependent variable.

Cluster permutation analysis revealed three positive clusters and two negative
clusters for the addition task, Figure 3.3, fourth column. A positive central between
900ms and 1200ms. A positive central between 1100ms and 1300ms. A positive central
between 1200ms and 1300ms. A negative occipito-temporal between 1200ms and
1400ms. A negative fronto-lateral between 300 and 600 ms.

Cluster permutation analysis revealed two positive clusters and two negative clusters
for the subtraction subspace as shown in the third row of Figure 3.3. An early positive
and an early negative between 100ms and 300ms. A negative fronto-lateral between
300ms and 600ms. A positive occipital between 400ms and 600ms.

We did not find any significant clusters for any of the interactions between task
and subspace. The significant effect of offset (i.e. average effect over Task1 and Task2)
is reported in the appendix B. This is equivalent to the standard Feedback ERP. No
significant EEG differences were found between the two tasks.

3.4 Discussion

3.4.1 Stimulus presentation

Our models allowed us to identify the separate and successive cognitive processes
during learning and executon of a nonlinear decision making task.

We found evidence of an early processing of stimulus features in occipital electrodes
200 ms after stimulus presentation. This activity was controlateral to the feature
presented and scaled to the magnitude of the feature. This finding fits well with
the number processing literature which suggest an involvement of visual and parietal
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cortices in magnitude processing. Subsequent to this we found frontolateral activity
between 300 and 600 ms that was linearly correlated with the feature subspace variable -
reflecting the way in which features are combined (either subtracted or added together).
This is coherent with previous findings showing how abstract representations of task
structures are reflected in activation of prefrontal cortex (Badre and D’esposito, 2008;
Collins et al., 2014).

We did not find any difference in use of features/feature combinations between tasks.
A potential explanation is that all the participants were doing both tasks consecutively
so that maybe representations from the first task are automatically evoked during
performance of the second task. Another explanation could be that participants
tried both strategies, and so created representations of both feature subspaces. A
third explanation is that our stimuli may have helped in automatically eliciting both
representations - see the arithmetic case in Dasgupta and Gershman (2021).

3.4.2 Model Measures

Simultaneously to the activity related to feature and feature combinations, parieto-
central activity reflected the uncertainty (entropy) with which the current cue could
be assigned to one of the pre-existing encoded clusters. To the extent we can relate
this EEG sensor-space activity with parietal cortex, this is consistent with previous
literature as follows. The parietal cortex has been previously linked to the integration of
bottom-up inputs and top-down predictions (Seghier, 2013) and proposed to integrate
prior knowledge with new information (Tomov et al., 2018). Furthermore, Akrami
et al. (2018) found that rats posterior parietal cortex was sensitive to the history of the
stimuli, more than the current stimulus presented. Our results fit well with these ideas,
indeed, this is the same area we found to associated with the entropy measure. Our
study adds a temporal timeline to previous this previous literature: activity related to
the uncertainty of the new input as compared to previous knowledge, takes place after
the new input features have been processed.

3.4.3 Feedback presentation

After a decision has been made, and 300 ms after feedback presentation we found
activity reflecting encoding of the configuration. The encoded configuration contains
information regarding its value, the action associated and the feedback received. During
encoding and slightly afterwards, we found evidence of reward processing in central
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electrodes. Reward is thought to improve task representation by strengthening the
encoding process (Aberg et al., 2020; Daw and Shohamy, 2008; Yee and Braver, 2018).

3.5 Limitations
During this study, we encountered limitations that could be explored in future studies.
For example, no jitter was present during fixation cross and feedback presentation.
This likely resulted in participants keeping track of time and predicting the sequence
in which stimuli, fixation cross and feedback were presented. This ended up in a
meaningful period pre-stimulus onset and post feedback presentation. Furthermore,
future analysis should be directed to the recording of the minute of break after each
block of trials, in which participants disengaged from the task. The information that
participants encoded in the block before the break might be reactivated favouring so
pattern recognition. The brain activity could so be associated, at the same time, with
the stimuli presented in the previous block and to the performance in the next one.



Chapter 4

Learning During Quiet Wakefulness
Promotes Generalization

4.1 Introduction
Recent experiments in human learning have shown that a period of Quiet Wakefulness,
also known as “Quiescence” or the “Offline Wake State”, has beneficial effects across
a broad range of cognitive tasks. We briefly review these effects, separating them
into effects on memory, and effects on other cognitive processes. This perspective
then motivates an experimental design which allows us to separately examine memory
effects, which are likely supported by memory stabilisation processes (Squire et al.,
2021), and generalization effects, which are likely supported by the learning of new
representations (Niv, 2019).

4.1.1 Effects on Memory

One body of work has focussed on the effects of Quiescence on memory. Here, memory
performance is compared to that achieved in a baseline group who are assigned to an
"Active" rather than Offline wake condition. Benefits have been found, for example, in
the number of memories recalled (Dewar et al., 2012) or the fine detail of new memories
(Craig and Dewar, 2018). Here, the benefit is with respect to the active wake condition.
Overall, memory performance degrades over time but less so for participants assigned
to Offline verse Active wake groups. This body of work extends previous studies which
have shown that periods of sleep benefit memory when compared to typical waking
activities (Axmacher et al., 2008; Graveline and Wamsley, 2017; Lewis and Durrant,
2011; Schapiro et al., 2018).
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Potential mechanisms underlying the memory stabilisation afforded by quiescence
have been recently revealed using functional imaging experiments. These studies have,
for example, found that neuronal activation patterns detected during encoding are
reactivated during Offlline Wake states (Tambini and Davachi, 2019). This reactivation
is thought to be isomorphic with the "pattern replay" (a temporally ordered sequence of
reactivations) observed in rodent studies (Foster, 2017) that promote synaptic plasticity.

4.1.2 Effects on Other Cognitive Processes

A more recent body of work investigates the effects that Quiescence has on cognitive
tasks beyond memory studies (Tambini and Davachi, 2019; Wamsley, 2019). Reactiva-
tion of encoded elements during quiescence is thought to facilitate feature selection,
similarity extraction and pattern recognition, thereby promoting generalization and
improvement in performance (Tambini and Davachi, 2019). These improvements are
supported by the learning representations that are useful for the task at hand, for
example, a new discriminatory feature (Craig et al., 2018a), a new cognitive map (Craig
et al., 2018b), or a new higher-order rule (Quentin et al., 2020). Neuroimaging studies
have shown that memory reactivation during quiescence increases connectivity between
cortical areas which is thought to distribute and reorganize memory representations
across hippocampal and neocortical networks (Schlichting and Preston, 2014; Tompary
and Davachi, 2017).

4.1.3 Hypotheses and learning task

We designed an experiment to separately assess the effects of an offline wake period on
generalization and memorization. We used a revised version of the Weather Prediction
Task (WPT) in which participants learnt the association between configurations of
virtual pies and a weather outcome (sun or rain) as shown in Figure 4.1A. The
original WPT (Knowlton et al., 1994) contains arbitrary associations from stimulus
configurations to outcome which therefore forces participants to memorise outcomes
for each stimulus pair. In our revised version, however, there is a structure in this
mapping. Figure 4.1B shows that the probability of "Sun" is high if the number of pies
are similar.

Correct generalization in this task can be achieved by learning a new representation
which could take the form of (i) a logical or verbal rule (Ballard et al., 2018), (ii) identi-
fication of a discriminatory feature (u1-u2) (Menghi et al., 2021), or (iii) identification
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of homogeneous clusters of exemplars (one along the diagonal, and one on either side)
(Sanborn et al., 2010).

Participants were trained on a set of pies and then tested on the same set plus a
new one (Figure 4.1A). They went through two testing blocks, one after the training,
and one after a wake condition (either offline or active wake where they were doing
a 2-back task - Figure 4.1C). During these testing blocks, they received no feedback.
Since participants viewed configurations of pies they were trained on ("old cues with
feedback"), and new configurations of pies they had not seen before, without receiving
feedback ("new cues"), it was possible to separately assess both memorization and
generalization performance. We hypothesized that the active wake condition would
disrupt the representation learning process that results in generalization. We also
expected that performance on old cues ("memorisation") would be less degraded for
the offline wake condition.

4.2 Materials and Methods

4.2.1 Participants

A total of one hundred volunteers from the University of East Anglia (mean age =
20.8, SD = 5.99, 15 male) were recruited through SONA System (https://uea-uk.
sona-systems.com/) and redirected to Pavlovia (https://pavlovia.org/) website where
the experiment was hosted. All of them were naive to the purpose of the experiment.
At the end of the experiment, participants received credits for their participation. The
study was approved by the University of East Anglia School of Psychology Research
Ethics Committee (PSY-REC) and all participants consented to participate through
an online consent form at the beginning of the experiment. The data from this group
were then analysed with two separate approaches. First, with a standard data analysis
approach using an Analysis of Variance (ANOVA) and a set of exclusion criteria to
remove participants who didn’t perform the tasks satisfactorily. For this analysis we
excluded participants whose:

1. Performance in either training, pre-test or post-test was under 50%.

2. Performance in a Fowlkes–Mallows index criterion (FM) (see Fowlkes and Mallows
(1983)) in the 2-back task was under 50%.

https://uea-uk.sona-systems.com/
https://uea-uk.sona-systems.com/
https://pavlovia.org/
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3. Declared the correct strategy unless they improved in both old and new config-
urations between pre-test and post-test. This was to exclude participants who
learned the rule before the wake period and therefore had no chance to improve.

We performed our ANOVA on the remaining sample of 58 participants (mean
age = 20.27, SD = 3.87, 9 male). In our second data analysis approach we ran a
nonparametric regression on data from all 100 participants, regardless of performance.

4.2.2 Apparatus and Stimuli

Stimuli were created and presented using the PsychoPy3 Toolbox for Python (Peirce,
2007), (https://www.psychopy.org/). Two virtual ”pies”, equidistant from the fixation
point, were displayed. Each pie was divided into six slices with from one up to five
slices that could be filled with red colour; the combination with three slices filled in
both pies was excluded, making a total of twenty-four combinations, see figure 4.1
(panel A). The stimuli were presented on a dark grey background.

https://www.psychopy.org/
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Fig. 4.1 (A) Experimental Stimuli (B) Stimulus Reward Mapping (C)
Overview of the procedure. (A) Each pie on the left side should be combined
with each pie on the right side, creating 25 potential configurations. One pie was
excluded, 12 were shown during both training and test blocks (pre-test and post-test),
the remaining 12 were shown during the test blocks only (B) The gray scale image
plots the reward probability (given button press "sun"), as a function of stimulus, u.
The term reward is used to define correct feedback. The variables u1 and u2 denote
the number of slices in the left and right pie stimuli, respectively. (C) All participants
completed one block of training, one block of testing ("pre-test") followed by the wake
block (either 2-back or offline wake) and finally a second testing block ("post-test").

4.2.3 Procedure

The experiment was composed of one training block (120 trials), a pre-test block (120
trials), a wake block and a post-test block (120 trials), see figure 4.1 (panel C). During
the wake block half of the participants were assigned to the distractor task ("Active
Wake"), the other half to a period of quiescence ("Offline Wake").

As we can see in figure 4.2 (panel A), in the training block, each trial started with
a black fixation cross presented at the center of the screen for an interval of 1000
ms. Afterwards, the stimuli appeared and stayed on screen for 2500 ms maximum,
or until response. Response was made on a standard keyboard, the "a" indicated
sun prediction and "l" indicated rain. Responses not given within the required time
constitute ”missed trials”. Right after button press, confirmation of the choice was
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given for 500 ms. Finally, feedback was provided, indicating "correct" if the prediction
was correct, "incorrect" if it was not and "too slow" if they missed the trial. In the
pre-test and post-test blocks, the trial structure was identical to the training block but
without feedback (see figure 4.2 panel B).

The distractor task was a 2-back task, composed of four blocks of 35 trials each,
lasting 5 minutes. A letter (A to G) was presented at the center of the screen for 500
ms. A fixation cross was then shown for 1500 ms. Participants were required to press
the space-bar every time the letter presented was the same as the letter presented two
items before. Subjects in the quiescence condition were asked to close their eyes and
relax for 5 minutes. Their monitor was also made darker to reduce ambient lighting
(Craig et al., 2018a).

After the wake block participants were presented with the instructions for the final
test block (post-test) and were asked to press a button to start. At the end of the
experiment, participants in the quiescence condition were asked to rate how much they
managed to relax and avoid external stimulation.

At the end of the experiment participants were probed with a questionnaire to test
their knowledge of the task. First, they were asked to select from a list of strategies
the one that most resembled their own strategy (See appendix C for the questionnaire).
Second, they were asked at which point in time they started using this strategy with a
questionnaire (See appendix C for the questionnaire). The overall experiment took
about thirty minutes to complete.
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Fig. 4.2 (A) Training Trial structure.(B) Testing Trial structure. (A) Each
trial started with a fixation cross. Afterwards, two pies appeared and participants had
up to 2.5 sec to respond. Confirmation of the choice was then given and feedback was
provided. (B) The only difference with the training was the feedback was not provided
during testing blocks.

4.2.4 Stimulus-Reward Map

The probabilistic structure of the task was operationalized by making the log-odds of
the outcome a quadratic function of stimulus characteristics (number of red slices) (see
figure 4.1 panel B). Like in similar studies, we used the term reward to define correct
feedback (Duncan et al., 2018).

log
[
p(yt = 1)
p(yt = 0)

]
= (ut −µ)TW (ut −µ)+w0 (4.1)

W = 2.4×

 −0.71 0.70
0.70 −0.71


µ = [3,3]T

w0 = 4
ut = [ut(1),ut(2)]T
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If, for each cue, subjects choose the option with the highest probability, then the correct
classification rate would be 95 per cent. Additionally, this map could be approximately
described the verbal rule: "Choose Sun if the difference in number of pie slices is zero".

4.2.5 Experimental Design

We assess the effect of Offline versus Active Wake conditions using a between-subjects
design in which 50 participants were assigned to the Active condition and 50 participants
to the Offline condition. During training, 12 configurations of stimuli were presented
and subjects received feedback about whether their decisions were correct or not. There
were 10 repetitions of each trial type making 120 trials in all. During testing (both
pre-test and post-test), these same stimuli were again presented ("old stimuli") along
with 12 new stimuli that had not been presented during training ("new stimuli") in
a random order. Each trial type was repeated 5 times making 120 trials in all. A
"memorisation" score could then be computed based on the correct decision rate over
old stimuli categorised with feedback in the initial training phase, and a "generalization"
score on the correct decision rate over new stimuli.

4.3 Results
Our main hypothesis is that an offline wake period, compared with a period of active
wake, will facilitate consolidation, so promoting memory and generalization. This
facilitation is measured by "improvement scores" which are the post-test minus the
pre-test scores, computed separately for memorisation and generalization. In order
to test this effect, we divided the analysis into two parts; first, a more standard data
analysis approach using performance-based selection criteria and analysis of variance,
second a nonparametric regression of improvement score onto training performance
using data from all participants, regardless of (sometimes poor) task performance, with
this latter analysis providing an additional perspective on our data.

4.3.1 Analysis of Variance

We performed a two-way mixed-design ANOVA with dependent variable improvement
score and independent factors of (i) stimulus novelty (new/old) and (ii) wake condition
(offline/active wake). Out of the 58 participants included in the analysis, 24 were from
the active group and 34 from the quiescence group.
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Overall, we found only the main effects of wake (Novelty, F(1,56)=2.466, p= 0.121;
Wake, F(1,56)=5.049, p = 0.028; Interaction, F(1,56)=1.952, p = 0.167). We first
performed four post-hoc dependent t-tests to check in which condition participants
performance improved. We found, no significant effect in the active condition for neither
the old (t(23)= -0.934, p=0.359) nor the new condition(t(23)= -0.786, p=0.439). We
found, a significant result for the offline condition for the new stimuli (t(33)= 2.994,
p=0.005) but not for the old ones (t(33)= -0.037, p=0.97). We then performed two
post-hoc independent and two dependent t-tests to compare the effect of novelty
within and between wake conditions. We found a significant difference between offline
and active wake when the configurations were new (t(56)= 2.536, p=0.014) but not
when they were old (t(56)=0.722, p=0.473). Furthermore, there was a difference in
improvement score between new and old stimuli in the offline condition (t(33)=2.316,
p=0.026) but not in the awake condition (t(23)=0.112, p=0.911). Quiet rest, therefore,
improves generalization (but not memorization) as compared to an equivalent duration
active wake period.
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Fig. 4.3 Improvement Scores by Condition. The barplots show the improvement
scores for each wake/novelty combination, with memorisation scores computed from
old stimuli, and generalization scores from new stimuli. We observe an increase in
generalization score for the offline wake condition only (right panel). The error bars
indicate the standard error of the mean.

4.3.2 Nonparametric Regression

We performed a k-nearest neighbour nonparametric regression (Altman, 1992) of
improvement scores onto training performance using data from all 100 participants (50
in each group). We found a significant relationship between generalisation improvement
and training score for participants belonging to the offline wake, but not online wake,
group. As can be seen in Figure 4.4, this improvement was manifest for training scores
between 50% and 60%. We found no significant effects in memorisation improvement
for either offline or active wake groups. The results in Figure 4.4 were obtained with
k=20 neighbours but very similar results were found over a range of k. Confidence
intervals were derived using N=10,000 bootstrap samples (Efron and Tibshirani, 1993).
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Similar results (but with stronger effects) were found with the subset of participants
selected using the previously described exclusion criteria (see appendix C for the figure).

Fig. 4.4 Nonparametric Regression of Generalisation Improvement onto
Training Accuracy. The plots show the relationship between improvement in gen-
eralisation and training accuracy for both active and offline wake groups, with data
points shown as crosses/circles, a line indicating the mean, and bands showing 90
percent bootstrap confidence intervals. We observe a significant relationship between
generalisation improvement and training score in the offline wake condition for training
scores between 50 and 60 percent (where the lower confidence interval is above zero).

4.4 Discussion

4.4.1 Generalization Effects

We found evidence in support of our hypothesis that generalization would be facilitated
by an offline wake period. This was evident from several analyses. First, our ANOVA
and post-hoc analysis revealed an improvement in accuracy for novel stimuli for offline
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versus active wake conditions. This was driven by a significant improvement in the
offline group and no improvement in the active group. Second, relationship between
training accuracy and improvement for new stimuli was found for the offline wake
group only. Participants in the offline wake group who had a performance between 50%
and 60% in training, had a greater improvement between test sessions, thus benefiting
from the period of quiescence.

This latter analysis suggests that, for the learning task we have studied, a period of
quiescence is most beneficial for the subset of participants who hit the "sweet spot"- they
learn a little from the training data, but not too much. Interestingly, this same analysis
shows that there is a sweet spot for participants in the Active Wake condition too,
but that this is masked by an overall downwards shift in generalisation improvement,
thus potentially revealing a consolidation effect that is overwhelmed by an actively
interfering working memory task (see left panel of Figure 4.4).

4.4.2 Memorisation Effects

We did not find evidence of improved memory retention for the Offline versus Active
groups. This is inconsistent with previous work where it benefited memory recall
(Craig and Dewar, 2018; Dewar et al., 2012). This is likely due to the difference in the
length of the offline period and in the time intervals in which participants were tested.
Previous studies used an offline wake period of 10 minutes (twice as long as ours) (Craig
and Dewar, 2018; Dewar et al., 2012) and tested participants at longer intervals, 15 to
30 minutes and a week after the first test (Craig et al., 2015; Martini et al., 2018). Our
study was a behavioural experiment in which data was acquired on the internet and
therefore had tighter constraints on experimental design. Additionally, we emphasise
that what is "memorised" in our task is rather different to these previous studies.
Here, a memory-based decision would be implemented by recalling the (feedback) label
associated with an old cue item, which is analogous to a paired associates learning task
(Poldrack et al., 2001).

4.4.3 Active Wake Condition

One characteristic of Offline versus Active wake studies that warrants further discussion
is the nature of the Active Wake condition. One perspective is that brain resources
are limited so that when you are doing an engaging task, these resources have to
be reallocated from one task to another based on priorities (Raichle and Gusnard,
2002). Another perspective is that wake activities are not disruptive per se, but only
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when novel encoding uses the same resources that would otherwise be engaged in
consolidation (Peigneux et al., 2006). Supporting results for the latter view come
from Varma and colleagues (Varma et al., 2018, 2017). They found that a cognitively
demanding n-back task (lasting between 9 and 12 minutes) created no interference
compared to an offline period, whereas autobiographical thinking impaired episodic
memory consolidation after a memorization task. Autobiographical thinking depends
on similar neurocognitive resources that would be otherwise allocated to consolidation
of memorized elements (Craig et al., 2014; Varma et al., 2018). Our results are also
consistent with these findings in that engaging in an n-back task after training did not
interfere with memorization. It did, however, interfere with generalization suggesting
that the n-back task uses neuronal resources that would otherwise be supporting
generalization.

4.4.4 Neurobiology of Generalization

One view of how the brain generalizes is that this is instantiated in striatal (Poldrack
et al., 2001) and cortical (Kumaran et al., 2016; McClelland, 2013; McClelland et al.,
1995) systems which slowly and incrementally learn statistical regularities, with cortical
learning supported by experience replay from a hippocampal system that rapidly
encodes conjunctions of events (episodes) (Lewis and Durrant, 2011; Richards et al.,
2014; Sekeres et al., 2018). This replay process may well be under way during Offline
Wake states (Dewar et al., 2012; Wamsley, 2019).

However, it is also known that cortical systems can also learn quickly (Kumaran
et al., 2016; Sharon et al., 2011), and that the hippocampus supports a variety of
functions beyond episodic encoding and replay (Gaesser et al., 2013; Gavert et al.,
2017; Moser et al., 2017; Renoult et al., 2019). Indeed, a recent review summarises
the evidence that the hippocampus itself is part of a network of regions that together
support generalization across experiences (Zeithamova and Bowman, 2020).

We propose that our new experimental paradigm be used to probe the neuro-
biological basis of learning during quiet wakefulness, separating out memorisation
and generalization effects. This could take place in combination with appropriate
computational models of behaviour (Menghi et al., 2021; Sanborn et al., 2010) and
model-based functional imaging studies (Davis et al., 2012a; Tomov et al., 2018).



Chapter 5

Multitask Learning over Shared
Subspaces

5.1 Introduction
Recent advances in machine learning have delivered human-like levels of performance
across a variety of domains from speech and image recognition (LeCun et al., 2015) to
language understanding (Radford et al., 2018) and game-playing (Silver and Hassabis,
2016). These advances have been achieved, in the main, using neural network models
with very large numbers (e.g. millions) of parameters that are estimated using very
large numbers (e.g. millions) of data points. The requirement for such a huge
amount of training data places limits on the tasks that can be learnt and is at
odds with much of the psychology literature on human learning which suggests that
concepts can be learnt using very few examples. One way of achieving such "data-
efficient" learning is to leverage information learnt on one task to more efficiently
learn another. Subfields of machine learning that have been using this approach
include Multitask Learning (learning multiple tasks simultaneously) (Caruana, 1998;
Ruder, 2017), Transfer Learning (learning tasks sequentially) (Goodfellow et al., 2016;
Ng, 2017) and Continual Learning (Hadsell et al., 2020; Parisi and Wermter, 2019)
(learning an indefinite number of tasks sequentially). This paper uses constructs from
the machine learning literature to better understand how humans learn across multiple
tasks.

Our starting point is the original Multitask Learning architecture proposed by
Caruana (1998) in which generalisation across tasks is achieved using shared parameters.
This architecture comprises a feature module, which can be shared across tasks, and
an output module which is task-specific. In the original "hard-parameter sharing"
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architecture (Ruder, 2017) the parameters defining the feature model are identical
across tasks. Mathematically, this feature model defines a subspace that is shared
across tasks. The idea that shared subspaces are useful for learning over multiple
tasks has previously been highlighted, for example, under the term "structure learning"
(Braun et al., 2010).

This chapter uses an experimental design in which participants learn a pair of
tasks that either do or do not share a common subspace. We investigate how learning
proceeds with the hypothesis that learning will be facilitated for tasks that share
a common subspace. Facilitation of learning could be manifested as faster and/or
more accurate learning. We restrict ourselves to linear subspaces so that the shared
features are a reduced-dimension linear projection of the input space, leaving nonlinear
subspaces to subsequent experiments.

In additional modelling work we make use of a second construct from the Multitask
Learning literature - that of "soft-parameter sharing" (Ruder, 2017). Here, a second
task does not share exactly the same feature model, but parameters determining
the features are constrained to be similar. We use a Sequential Bayesian learning
algorithm for neural network training, also known as Elastic Weight Consolidation
(EWC) (Kirkpatrick et al., 2017), in which the prior over feature parameters for a
second task is given by the posterior over feature parameters from the first. This is
implemented by having two parameters for each network connection, a "mean" and
a "precision", which together specify a Gaussian probability distribution. Bayesian
estimation results in high precisions for those connections that have strongly adapted
to data, and lower precisions for those that have not. Having a high precision makes
connections more resilient to being overwritten on subsequent tasks. This is the
mechanism for preventing so-called "catastrophic interference" (see Kirkpatrick et al.
(2017) and Aitchison et al. (2021) for discussion of potential neurobiological substrates).
In this paper we use Sequential Bayesian learning over tasks and over mini-batches of
data within a single task. This produces learning dynamics both within and between
tasks, and the model predicts facilitation of learning (or "positive transfer" (Perkins and
Salomon, 1992)) in tasks that share a common subspace. We compare these simulation
results to empirical findings.

Overall, the chapter presents a novel experimental task, empirical results on be-
havioural data, theoretical results from computer simulation, highlights similarities
between them, and discusses ideas for future work in this area. We propose that the
concept of shared subspaces provides a useful framework for the experimental study of
human multitask and transfer learning.
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5.2 Materials and methods
Our model-based analysis (see below) is described mathematically using the notation
defined here. We use N(x;m,Λ) to denote a multivariate Gaussian density over x with
mean m and precision matrix Λ. The transpose of vector x is written xT . 1RK denotes
an R-by-K matrix of ones, Ak• is the kth column of A and A•k is the kth row of A.
The delta function ∆ab takes the value 1 if a= b and zero otherwise, vec(A) vectorises
the matrix A into a column vector and the sigmoid function is given by

σ(x) = 1
1+exp(−x) (5.1)

5.2.1 Participants

A total of ninety-six volunteers from the University of East Anglia (mean age = 19.90,
SD = 1.36, 17 male) participated in the experiment. Data from seven participants
became unavailable due to computer network synchronization errors. A further nine
participants were discarded because they performed below chance level in both tasks.
We performed our analysis on the remaining sample of 80 participants (mean age =
19.80, SD = 1.34, 13 male). All of them were naive to the purpose of the experiment.
All participants gave informed written consent, and the study procedure was approved
by the local institutional review board of the University of East Anglia, UK. At the
end of the experiment, participants received course credits for their participation.

5.2.2 Apparatus and Stimuli

The experiment was performed in a dimly lit room with participants seated 60 cm
away from a computer display with their head supported by a chin-rest. Stimuli were
presented on a 23-inch HP Elite Display 240c monitor using the Psychophysics Toolbox
(Brainard, 1997) for Matlab (Mathworks) running on Windows 7.

Two virtual "pies" (1◦ x 1◦ visual angle) were displayed at 1◦ from the central
fixation point. Each pie was divided into six slices with from one up to five slices that
could be filled with red colour, making a total of twenty-five combinations. The slices
of the two pies were filled in a mirrored way as shown in Fig 5.1. The stimuli were
presented on a dark grey background.
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Fig. 5.1 (A) Experimental Stimuli.(B) Trial Structure. (A) Each pie on the
left/right side was combined with each pie on the right/left side, creating 25 potential
configurations. (B) Each trial started with a fixation cross. Afterwards, two pies
appeared and participants had up to 2.5 sec to respond. Confirmation of the choice
was then given and feedback was provided.

5.2.3 Procedure

As we can see in Fig 5.1 each trial started with a black fixation cross presented at
the center of the screen for an interval of 1000 ms. Afterwards, the stimuli appeared
and stayed on screen for 2500 ms maximum or until a response was made. Responses
were made on a standard keyboard, the "g" indicated sun/heads prediction in Task 1/2
and "j" indicated rain/tails in Task 1/2. Responses not given within the required time
constitute "missed trials". Right after the button press, confirmation of the choice was
given for 500 ms. Finally, feedback was provided, saying "correct" if the prediction was
correct, "incorrect" if it was not and "too slow" for a missed trial.

The experiment took about one hour to complete and was composed of two tasks,
comprising 250 trials each (10 repetitions per configuration) divided into 5 blocks, each
of 50 trials. For the first task subjects had to make sun/rain decisions, as in the classic
Weather Prediction Task (Knowlton et al., 1994), and for the second task they made
heads/tails decisions ("Coin Prediction Task"). The mappings from stimulus to reward
(correct/incorrect) were specified as described in the following section.

At the end of each task, we probed participants knowledge. We first asked them to
describe the way they approached the task. We then gave them a list of six strategies
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(where only one was correct) and asked them to tick the one that resembled the most
the one they used. Finally, we presented them with a timeline of the task asking to
mark the point in time in which they started using that strategy.

5.2.4 Stimulus-Reward Maps

Four different Stimulus-Reward Maps, or "Reward Functions", were used over the course
of the experiment (but only two per subject), as shown in Fig 5.2. The underlying
subspaces were operationalized by defining a common feature that, when represented,
reduced the task to an approximate rule. In one case this was addition, in the other
subtraction. Mathematically, the reward functions were generated using log-quadratic
(Sub1, Add1) or log-linear (Sub2, Add2) mappings as follows. For the log-quadratic
maps (Sub1, Add1), the probabilistic structure was specified by making the log-odds
of the outcome a quadratic function of stimulus characteristics. Flipping the sign of a
single parameter in this mapping changes the Sub1 map to the Add1 map. That is

log
[
p(yt = 1)
p(yt = 0)

]
= (ut −µ)TW (ut −µ)+w0 (5.2)

W = 2.4×

 −0.71 wd

wd −0.71


µ = [3,3]T

w0 = 4

where wd = −0.71 produces the Sub1 map and wd = 0.71 produces the Add1 map. If,
for each cue, subjects choose the option with the highest probability, then the correct
classification rate would be 95 per cent. This is the maximum possible for the Sub1
and Add1 tasks.

We also defined tasks using a log-linear model which can produce, for example, the
Sub2 map shown in Figure 5.2. Although generated from different models (log-linear
versus log-quadratic), from a multitask learning perspective this task is similar to the
Sub1 task in that the relevant feature for both tasks is x = u2 −u1 ie. subtraction.
The Add2 map was similarly defined. The maximum performance levels for the Sub2
and Add2 maps were both 93 per cent.

Additionally, these maps could be approximately described using the following
rules: Sub1 - "Choose Sun if the difference in pie slices is zero"; Sub2 - "Choose Heads
if there more are slices on the left than right"; Add1 - "Choose Sun if the sum of slices
makes a full pie"; Add2 - "Choose Heads if the sum of slices is greater than six".
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Fig. 5.2 Stimulus-Reward Maps. Each gray scale image plots the reward probability
(given button press "g" i.e. choosing Sun for Task 1 and Heads for Task 2) as a function
of stimulus, u. The variables u1 and u2 denote the number of slices in the left and right
pie stimuli, respectively. Each task can be implemented using two-stages of processing.
For example, for the Sub1 and Sub2 maps the first stage requires extraction of a feature,
x= u1 −u2. For Add1 and Add2 the required feature is x= u1 +u2. Tasks which use
the same stimulus to feature space function (ie. subtraction or addition) are said to
share the same subspace.

5.2.5 Experimental Design

Each participant did two tasks, in the first one they had to learn the association
between stimuli and weather outcome (sun or rain); in the second one they had to learn
the association between stimuli and a coin toss outcome (heads or tails). Subjects were
also explicitly instructed that the mapping in the second task was different. These two
tasks were carried out on the same day in a 1 hour long experiment. The stimulus to
outcome mapping in task 1 was specified by either the Sub1 or Add1 map. Task 2
was specified by either the Sub2 or Add2 map. Participants were assigned to either a
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"Same-Subspace" (Same) or "Different-Subspace" (Diff) group according to the logic of
table 1. There are 20 subjects per "condition" and 40 subjects per group.

Table 5.1 Subjects and Groups.

Condition Task 1 Task 2 Subspace Subjects
1 Add1 Add2 Same 20
2 Sub1 Sub2 Same 20
3 Add1 Sub2 Diff 20
4 Sub1 Add2 Diff 20

Subjects were assigned to one of Same or Different Subspace Groups in a
between-subjects design. Each of the Same/Different groups comprises data from two
conditions e.g. data from the same subspace group is from both Add1-Add2 and
Sub1-Sub2 conditions. There were 20 subjects assigned to each condition. For all
subjects, Task 1 was presented as a weather prediction task and Task 2 as a coin
prediction task.

Additionally, orthogonal subgroups of participants had a minimum 12 seconds
break between one learning block and another whereas another orthogonal subgroup
had minimum 120 seconds break between one block and another, in a two-by-two
between-subject design (with factors of subspace and break-length). However, the
break-length factor is ignored in the data analyses presented in this chapter.

Given that participants are required to make Sun/Rain decisions and learn incre-
mentally via feedback, Task 1 is reminiscent of the classic Weather Prediction Task
(WPT) (Knowlton et al., 1994; Poldrack et al., 2001). However, a major difference is
that in our tasks there is a hidden structure in the stimulus-reward mappings that can
be discovered by subjects. Further, Task 1 is also similar to the Configural and Ele-
mental Learning tasks defined by Duncan et al. (2018), with elemental tasks containing
a hidden structure (the log-odds of an outcome being a linearly separable function of
stimuli). However, the hidden structure we have specified is a linear subspace lying
within a non-linear (quadratic) mapping. Task 1 also shares similarities with the
Feature-based Multi-Armed Bandit (FMAB) task of Stojic et al. (2020) in that the
reward probability is a function of bivariate stimuli. However, FMAB uses a linear
function and participants make a multi-way (rather than binary) decision on each trial.
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5.2.6 Neural Network Model

This section describes a Neural Network model that we hope provides insight into some
of the computational processes that may be engaged when solving Multitask learning
problems. Learning in this model uses a sequential Bayesian estimation algorithm,
similar to the Elastic Weight Consolidation approach (Kirkpatrick et al., 2017), in
which the prior over feature parameters for a second task is given by the posterior
over feature parameters from the first. Bayesian learning for neural networks was first
proposed by Mackay (Mackay, 1992a), and Bishop’s textbook (Bishop, 2006) provides a
comprehensive introduction to the methodology. A novel aspect of our modelling work
is that we implement sequential Bayesian learning over both tasks and mini-batches of
trials within tasks, allowing the model to predict learning dynamics at the time scale
of tens of trials. The neural network models are exposed to exactly the same stimuli
and stimulus-reward maps provided to experimental participants, and in the results
section we compare simulations from these models with empirical findings.

In the machine learning literature, Multitask Learning means training a neural
network simultaneously on data with multiple output labels but where the inputs are
of the same type, for example, learning to detect multiple types of object from the
same visual images (Caruana, 1998; Ng, 2017). Whereas, Transfer Learning means
training a network sequentially on data from task A and then task B, but only tuning
the final layer or layers using data from task B (Goodfellow et al., 2016; Ng, 2017).
We have designed our neural network model to accommodate both types of learning
(using a mini-batch buffer to potentially store trials from multiple tasks) although our
empirical data is from a transfer task.

Figure 5.3 shows our neural network model. It has a dynamic structure in which
new output subnetworks are added as new tasks are encountered. New connections are
created from units trained on previous tasks to units created for the new task. It is via
these "Transfer Connections" that transfer of knowledge from one task to another is
possible.
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Fig. 5.3 Neural Network Architecture. Sensory inputs, ut (where t indexes trial
number), map onto feature detectors in the first hidden layer, x1

t , according to equa-
tion 5.6 . The corresponding weight matrix W 1 defines the feature subspace. Hidden
units in a second hidden layer, x2

t , further transform these (equation 5.5) so that the
output unit for the nth task, vn

t , can provide task-specific value estimates for decision
making (equation 5.4). Here we depict two output networks, one for each task (weather
prediction and coin prediction). Connections in blue exist when learning task 1 and
are augmented by those in red when learning task 2. For the modelling results in this
paper we used a minimal capacity network, having a single unit in the first hidden
layer, and an increased capacity network having two units in the first hidden layer.

Value Network

Let rt be a Bernoulli reward signal received after taking decision dt = k where k = {1,2}
e.g. {Sun,Rain} in Task 1, and {Heads,Tails} in Task 2. A neural network is used
to estimate the value (defined as the "expected reward" or "reward probability" (Sutton
and Barto, 1998)) to be obtained when choosing k = 1,2

vn
t1 ≡ p(rt = 1|dt = 1) (5.3)
vn

t2 ≡ p(rt = 1|dt = 2)

An artificial agent making decisions using these values takes a decision on trial t
for task n by sampling from the Bernouilli distribution vn

t . Here we assume that the
task variable st = n is known (i.e. agent performs task st on trial t), that is, we have
no task ambiguity.
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We start our description of the neural net model at the output stage (top of
Figure 5.3). In what follows x variables denote the hidden unit output values, w and
W connection strengths, b biases, and a the activations before entering the activation
function that produces the output of each node. Superscripts 1, 2 and n denote first
and second hidden layers and nth output subnetwork. For each of n = 1..N output
subnetworks we have

vn
t1 = σ(ãn

t ) (5.4)
vn

t2 = 1−σ(ãn
t )

ãn
tk =

H∑
j=1

w̃n
j x̃

n
tj + b̃n

x̃n
t = Pnx

2
t

where Pn is a selection matrix which selects those H second layer units that belong to
the nth output subnetwork. As our experimental paradigm involves binary decisions
the above formulation with sigmoid functions suffices. More generally, with K > 2
potential actions, as with multi-armed bandits, values would need to be defined using
softmax functions (Bishop, 2006). For k = 1..H2 nodes in the second hidden layer we
have

x2
tk = f2(a2

tk) (5.5)

a2
tk =

H1∑
j=1

W 2
kjx

1
tj + b2k

where f2() is the activation function of the second-layer units and W 2
k specifies the

dependency of the layer two hidden units on the layer one units. This reflects the
structure shown in Figure 5.3. For k = 1..H1 nodes in the first hidden layer we have

x1
tk = f1(a1

tk) (5.6)

a1
tk =

D∑
j=1

W 1
kjutj + b1k

where f1() is the activation function of the first-layer units, and D is the dimension
of the input vector (i.e. number of inputs). A number of choices are available for the
activation functions including Gaussian Error Linear Units (GELUs), f(x) = xΦ(x)
where Φ is the Cumulative Density Function of the Gaussian distribution, Rectified
Linear Units (RELUs), f(x) = max(0,x), Cosine Units, f(x) = cos(x) and linear units,
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f(x) = x. See (Goodfellow et al., 2016) for a discussion of their relative merits. In this
paper, for the first hidden layer we use linear units, and for the second hidden layer we
use GELU units for Task 1 (as the mapping to output is nonlinear) and linear units
for Task 2 (as the mapping to output is linear).

We augmented the inputs with a third input, ut3 = 6, reflecting the maximum
number of slices in a pie, a variable readily available to human subjects. Thus we have
D= 3 and the Add subspace can be represented with the weights W 1

k• = [1,1,−1]T (sum
of number of slices is maximal) and the Sub subspace with the weights W 1

k• = [1,−1,0]T

(difference in number of slices is zero).
We write the weights and biases that parameterise the neural network as {W,b}.

Optimisation and statistical inference on these parameters is best described (and
implemented in generic code) by first transforming them into a vector format (Nabney,
2003). We write this transformation generically as θ = Pack[W,b]. For example, given
a single task this Pack function is

θ = [vec(W 1);vec(W 2); w̃1;b1;b2; b̃1] (5.7)

Given two tasks we have

θ = [vec(W 1);vec(W 2); w̃1; w̃2;b1;b2; b̃1; b̃2] (5.8)

After parameter estimation, we use the UnPack function to recover {W,b}.

Sequential Bayesian learning

We update model parameters not after each trial, but rather after a "mini-batch" or
"block" of training trials. In this paper we use Sequential Bayesian learning (SBL)
over tasks where separate blocks contain data from different tasks, and over blocks
of learning trials within each task. We define the jth block of training data, Rj , to
comprise the input and task variables along with the decisions made by an agent and
the rewards received. We write this as Rj = {rt,dt, st,ut} for t ∈ τj where τj is the set
of all trials in the jth block.

In this paper, once a block of training data has been used for offline learning it
is then discarded. To make best use of this data we use SBL so that information is
efficiently propagated from one block to the next. We define Yj to denote all blocks of
data up to and including block j. That is Yj = {R1,R2, ...,Rj}. Bayesian estimation
of θ proceeds over blocks such that the prior over θ is updated to a posterior using
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Bayes rule
p(θ|Yj) = p(Rj |θ)p(θ|Yj−1)

p(Rj)
(5.9)

The likelihood of the jth block of data, p(Rj |θ), is defined in the following section
(on "Model Likelihood"). We use a Laplace approximation to compute the posterior
density, p(θ|Yj), (see "Posterior Distribution" section below) which does not require
explicit computation of the denominator term p(Rj). We use a Gaussian prior over θ
that factorises over parameters

p(θ|Yj−1) =
P∏

i=1
N(θi;mj−1(i),λj−1(i)) (5.10)

where mj−1 is the prior mean, λj−1 is the prior precision and P is the number of
network parameters. For the first learning episode on the first task the prior is initialised
with mean, mj−1 = 0P , and prior precision λj−1 set so that hidden units with more
inputs have smaller weights(Nabney, 2003). Given data Rj from the first learning
episode, SBL is used to compute the posterior distribution. This is also chosen to
factorise over parameters

mj = MAP(Rj ,mj−1,λj−1) (5.11)
λj(i) = λj−1(i)+

∑
t∈τ

vtk(1−vtk)ηt(i)2

ηt(i) ≡ dãn
t

dθi

Here MAP refers to a gradient-based offline algorithm (see "MAP Estimation" section
below) that finds the maximum-a-posterior parameters. That is, the parameters that
are a-posteriori most likely. A fully factorised Laplace approximation is used to estimate
the posterior precisions (see "Posterior Distribution" section below). The quantity ηt(i)
is referred to as the "output sensitivity" (the variable ãn

t produces the network output
as shown in equation 5.4). Intuitively, network parameters θi that cause larger changes
in the output will be better determined by the data and so be estimated more precisely.

The following sections on "Model Likelihood", "Prior Distribution", "Joint Distribu-
tion" , "MAP Estimation" and "Posterior Distribution" break down each of the above
steps into more detail, but can be skipped if technical details are not of interest.

In SBL, as with all dynamic Bayesian models (such as the HMM or Kalman Filter),
the posterior from one learning episode becomes the prior for the next, as shown by
equation 5.9 which is applied recursively. If we were working with linear Gaussian
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models then SBL over J mini-batches would be exactly equivalent to Bayesian learning
from a single batch (comprising all exemplars) (Bishop, 2006). However, as we are
using a fully factorised Laplace approximation in a nonlinear model, its an empirical
matter as to whether this procedure works well. The SBL approach, also known as
Elastic Weight Consolidation (EWC), has previously been used for multitask learning
of high-dimensional pattern recognition problems in the machine learning literature
(Kirkpatrick et al., 2017). Here we apply SBL over mini-batches of data, as well as
over tasks.

Model Likelihood

Let rt be a Bernoulli reward signal received after taking action dt = k. This paper
employs an offline learning approach (similar in concept to offline Reinforcement
Learning (Levine et al., 2020)), in which data is stored in a memory buffer. This
buffer contains all inputs observed, task variables specified, decisions made and rewards
received over a given set of trials, Rj = {ut, st,dt, rt}. The likelihood over the jth batch
of data is then given by

p(Rj |θ) =
∏
t∈τj

p(rt|dt, st,ut) (5.12)

p(rt|dt, st,ut) = [vn
tk]rt [1−vn

tk](1−rt)

where k = dt is the selected action, n= st is the selected task, ut is the sensory input
on trial t, and vn

tk is the output of the value network. The Log Likelihood is

logp(Rj |θ) =
∑
t∈τj

Lt (5.13)

Lt = rt logvn
tk +(1− rt) log(1−vn

tk)

We refer to the quantity Lt as the sample log likelihood as it is based on a single data
sample. The gradient, gt, of the sample log likelihood is derived in the paper Menghi
et al. (2021) and computed using backpropagation. The Hessian (curvature) matrix is
given by

H(i, i′) = d2 logp(Rj |θ)
dθidθi′

(5.14)
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As in (Kirkpatrick et al., 2017) we compute the Hessian using an outer-product
approximation (Mackay, 1992b).

H = −
∑
t∈τj

vn
tk(1−vn

tk)ηtη
T
t (5.15)

ηt(i) = dãn
t

dθi

where k and n index the decisions made and tasks undertaken on trial t. The output
sensitivity, ηt, can be computed using back-propagation (see Menghi et al. (2021)).

Prior Distribution

The log prior is given by

logp(θ|Yj−1) =
P∑

i=1
logN(θi;mj−1(i),λj−1(i)) (5.16)

= −P

2 log(2π)+ 1
2

P∑
i=1

(
logλj−1(i)−λj−1(i)[θi −mj−1(i)]2

)

with gradient and curvature given by

d logp(θ)
dθi

= −λj−1(i)[θi −mj−1(i)] (5.17)

d2 logp(θ)
dθ2

i

= −λj−1(i)

Joint Distribution

We can then define the log joint density and its gradient as

J = logp(Rj |θ)+ logp(θ|Yj−1) (5.18)
dJ

dθi
= d logp(Rj |θ)

dθi
+ d logp(θ)

dθi

=
 ∑

t∈τj

gt

 −λj−1(i)[θi −mj−1(i)]

where gt is the gradient of the sample log likelihood derived can be found in the paper
by Menghi et al. (2021) and computed using backpropagation. Bayesian learning from
data set Rj can then proceed by ascending the gradient of the log joint to reach a local
maximum of the posterior density. Inclusion of the prior term ensures that parameter
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estimates are constrained to be similar to values found useful for previous blocks of
data or for previous tasks (see last term in above equation).

Importantly, the prior precision λj−1 controls the strength of this effect, and
this quantity increases in proportion to the number of data samples so far observed
(in sequential Bayesian Learning for linear Gaussian models the posterior precision
equals the prior precision plus the data precision and therefore always increases -
see "Posterior Distribution" below). This leads to the desirable property that the
connection parameters converge to high precision solutions and is the mechanism
described by Kirkpatrick et al. Kirkpatrick et al. (2017) for protecting previously learnt
representations.

MAP Estimation

Offline learning proceeds using gradient ascent. For the implementation in this chapter,
rather than using fixed step size updates we use a line search algorithm (Press et al.,
1992). Specifically, on iteration it of batch learning we use

θ(it+1) = θ(it)+α
dJ

dθ
(5.19)

where dJ
dθ is the gradient of the log-joint. Optimal values for α are found using a single-

variable bounded nonlinear function minimisation (implemented using fminbnd.m in
Matlab (Mathworks, Inc) with step sizes bounded between 0 and 1) to minimise the
negative Log Joint. If the above does not result in a decreased cost function (increased
Log Joint) the maximum step size is reduced by a half and the process repeated. This
can occur for a further three halvings of the maximal step size.

All θ values are initialised by sampling from the prior. This is a stochastic process
which leads to different results on each simulation run. Other than this sampling
process, the optimisation is deterministic. Additionally, we found that the posterior
landscape contains local maxima. We therefore implemented a multistart optimisation
procedure in which optimisation is re-initialised (with a different sample from the
prior) until a satisfactory solution was found (see e.g. (Hickernell and Yuan, 1997) for
alternative multistart approaches). This was defined as a solution with an average
trial likelihood of at least pcT = 0.60. This is computed by dividing the log likelihood
(equation 5.13) by the number of trials and then exponentiating, and is also equivalent
to the average probability of being correct (Daw, 2011) . If no such solution is found
within a maximum of maxstarts starts the best solution is returned. For the results in

fminbnd.m


5.3 Results 75

this paper we used maxstarts = 3, the motivation for which is described in the results
section.

Posterior Distribution

We compute the posterior distribution over θ given data, Yj , from blocks 1 to j. We
use an approximate posterior based on a factorised Laplace approximation

p(θ|Yj) =
P∏
i

p(θi|Yj) (5.20)

p(θi|Yj) = N(θi;mj(i),λj(i))

where the posterior mean mj is the MAP estimate of θ found on the jth block of data
(see above section). From the Laplace approximation we have

λj(i) = Λj(i, i) (5.21)
Λj = −H+Λj−1

where the posterior precision, Λj , is the sum of the data precision (−H) and the prior
precision. Given we only need the diagonal elements of the Hessian we can write

λj(i) = λj−1(i)+
∑
t∈τj

vn
tk(1−vn

tk)ηt(i)2 (5.22)

5.3 Results

5.3.1 Behavioural Results

Our main hypothesis is that learning will be facilitated for tasks that share a common
subspace where facilitation of learning could be manifested as faster and/or more
accurate learning. In order to test the effect of subspace on participants performance, we
divided the analysis into two parts. First, we calculated how participants performance
in the second task was correlated to that in the first, and then tested whether these
correlations differed as a function of subspace. Second, we performed a two-way mixed
ANOVA with dependent variable accuracy and independent variables of task (first or
second) and subspace (same or different).
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Positive versus Negative Correlations in Same versus Different Subspace

Participants performance in Task 2 correlated with their performance in Task 1 when the
second task was in the same (r(38) = 0.42, p= 0.007) but not different (r(38) = −0.089,
p= 0.584) subspace. The two correlations were significantly different from each other
(Fisher’s z-transform z = 2.31, p= 0.021).

Fig. 5.4 Correlations over Subjects. For Task 1 = Add1 (right panel), performance
in Task 2 is significantly positively correlated with performance in Task 1 when the
second task is in the same subspace (blue line and crosses), but negatively when Task 2
is in a different subspace (red line and circles), and the difference in these correlations
is significant. For Task 1 = Sub1 (left panel), these effects are not significant although
the pattern is similar.

We then tested whether this effect depended on the Task 1 subspace (Add/Sub) with
data and lines of best fit shown in Figure 5.4. For addition, participants performance in
Task 1 significantly correlated with their Task 2 performance for the same (r(38) = 0.583,
p= 0.007) but not different (r(38) = −0.236, p= 0.317) subspace. These two correlations
were significantly different from each other (Fisher’s z-transform, z = 2.647, p= 0.008).
The signs of the effects and significant inferences are consistent with the overall picture.

In the subtraction condition, participants performance in Task 1 was not significantly
correlated with their Task 2 performance for the same (r(38) = 0.317, p= 0.174) or
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different (r(38) = −0.129, p = 0.588) subspace. These two correlations were not
significantly different from each other (Fisher’s z-transform, z = 1.333, p= 0.182). The
signs of the effects are consistent with the overall picture but there were no significant
inferences.

We do not know why there would be no significant correlations for the Sub subspace
but note that the variance of Task 1 accuracies is significantly lower for Sub1 than
Add1 (Std Dev=0.06 for Sub, 0.11 for Add, Levene’s test F (1,78) = 10.94,p= 0.001).
Generally, lower variances make it more difficult to detect co-variances/correlations.

Increases in Task 2 accuracy for Same versus Different Subspace

We then performed a two-way mixed design ANOVA with dependent variable accuracy
and independent factors of (i) task (1/2) and (ii) subspace (same/different). Overall,
we found only a main effect of task (Task, F(1,78) = 103.71, p < 0.001; Subspace,
F(1,78) = 2.043, p= 0.156; interaction, F(1,78) = 1.674, p= 0.199). We then performed
two separate two-way mixed design ANOVAs for the Add and Sub subspaces. For
Add, only the main effect of task was significant (Tasks, F(1,38) = 29.845, p < 0.001;
Subspace, F(1,38) = 0.024, p = 0.876; interaction, F(1,38) = 0.001, p = 0.974). For
Sub, we found all the main effects and the interaction to be significant (Tasks, F(1,38)
= 100.86, p < 0.001; Subspace, F(1,38) = 5.669, p= 0.022; interaction, F(1,38) = 5.195,
p= 0.028). The increases in Task 2 accuracy for Same versus Different Subspace were
4.3% overall, 8.2% for Task 1=Sub1, and 0.4% for Task 1=Add1. Figure 5.5 plots the
mean accuracies for each combination of Task 1/2.

Overall, the empirical subspace effects are a significant correlation difference for
the Add subspace, and a significant interaction (improvement in mean accuracy) for
the Sub subspace.

5.3.2 Modelling Results

We used the neural networks described earlier with the following model and optimisation
parameters: 4 hidden units per output sub-network, convergence tolerance = 0.001,
accuracy threshold pcT=0.60, MaxIterations=64, and GELU activation functions in
the output sub-networks for Task 1. GELU were preferred over RELU activation
functions as, in preliminary work, they produced more similar performance levels
on Sub1 and Add1 mappings. For the Task 2 output sub-networks we used linear
activations. This was motivated by the fact that these tasks are linear functions of
the first layer hidden units and, empirically, this led to better performance on Task 2.
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Fig. 5.5 Increases in Task 2 Accuracy for Same versus Different Subspace.
The barplots show the mean accuracies for Tasks 1 and 2 as a function of whether the
second Task is in the same subspace as the first. These results are shown separately for
Task 1 = Sub1 (top row) and Task 1 = Add1 (bottom row). For Task 1 = Sub1 there
is a significant increase in Task 2 accuracy (of 8.2%) for same versus different subspace
(top right). For Task 1 = Add1, mean Task 2 performances are not significantly affected
by subspace (bottom right). The error bars indicate the standard error of the mean.

We then ran Sequential Bayesian Learning in one of two modes: SBL over tasks, and
SBL over blocks (and tasks). The following sections on "Minimal Capacity Network",
"Increase Capacity Network" and "Reduced Precision Representation" are based on the
SBL over Tasks approach.

Sequential Bayesian Learning over Tasks

First, we created a data set for each mapping as follows. We used 100 input stimuli, ut,
drawn from a uniform distribution covering input space. These inputs were presented
to a neural net model whose parameters were sampled from their prior distribution
(see equation 5.10 and the following paragraph). This network then made decisions, dt,
by sampling from neural net outputs (see equation 5.3 - highly stochastic decisions
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as none of its parameters were yet tuned) and received rewards rt according to one
of the mappings from the behavioural experiment (Sub1, Add1, Sub2, Add2 - see
section on "Stimulus-Reward Maps"). This created a data set, Rj = {ut, st,dt, rt} with
t= 1..100, for that mapping. This was repeated to create a data set for each mapping.
The accuracy of a model was then measured using the average probability of being
correct (also known as the average trial likelihood - see section on "MAP Estimation")
as computed over the training data.

We then tuned the accuracy of Task 1 learning to broadly match the behavioural
data, by changing the maximum number of "starts", maxstarts, of the multistart
optimisation algorithm (see MAP Estimation section). We obtained average task
accuracies of 0.56, 0.63, 0.67, 0.69 and 0.73 for maxstarts equal to 1, 2, 3, 4 and 8
respectively. This parameter helps the optimiser avoid local maxima by restarting the
optimisation with a different initialisation. In what follows we used maxstarts=3 and
ran 40 simulations per Task 1/2 combination as per the human experiments. Because
we were using SBL over tasks, the prior over network parameters for Task 2 was the
posterior from Task 1 (see equation 5.9). We emphasise that no model parameters
were specifically tuned to the particular subspace (Add or Sub) or to individual subject
data. The models were simply provided with the above parameter settings, and the
same stimuli and reward functions provided to the participants.

Minimal Capacity Network

Here we present results obtained with a minimal capacity neural network model having
only a single hidden unit in the first layer.

For Task 1 = Sub1, Task 1 performance was 0.66, and Task 2 performance was
0.77 for same and 0.64 for different subspaces. Same-subspace Task 2 accuracies were
significantly higher than Task 1 accuracies (t(39) = 4.76,p< 0.001) and Task 2 accuracies
were significantly higher for same versus different subspace (t(39) = 3.46,p= 0.001).
The correlation between Task 2 and Task 1 performance was significantly positive
(r = 0.38,p= 0.017) for same subspace and negative (r = −0.78,p < 0.001) for different
subspace.

For Task 1 = Add1, Task 1 performance was 0.64, and Task 2 performance was
0.76 for same and 0.65 for different subspaces. Same-subspace Task 2 accuracies were
significantly higher than Task 1 accuracies (t(39) = 4.79,p< 0.001) and Task 2 accuracies
were significantly higher for same versus different subspace (t(39) = 2.57,p= 0.014).
The correlation between Task 2 and Task 1 performance was significantly positive
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(r = 0.47,p= 0.002) for same subspace and negative (r = −0.68,p < 0.001) for different
subspace.

Thus, these modelling results show transfer effects of the sort exhibited in the
behavioural data i.e. both increases in Task 2 performance, and correlations between
Task 1 and Task 2 performance.

Quantitatively, the standard deviations of hidden unit parameters were 24 times
smaller in the posterior (after learning Task 1) than the prior (before Task 1). The
figure of 24 is an average over all weights in the hidden unit and over both Add and
Sub Tasks. The precisions were thus 242 = 576 times higher in the posterior (after Task
1) than the prior (before Task 1). As the prior (before Task 2) is set to the posterior
(after Task 1) this strongly constrains the Task 2 solution to be close to the Task 1
solution (see last term in last row of equation 5.18).

Increased Capacity Network

We then repeated the simulations but this time with an increased capacity neural network
model having two hidden units in the first layer. All transfer effects disappeared.

For Task 1 = Sub1, Task 1 performance was 0.65, and Task 2 performance was
0.79 for same and 0.79 for different subspaces. Same-subspace Task 2 accuracies
were significantly higher than Task 1 accuracies (t(39) = 6.87,p < 0.001) but Task 2
accuracies were not significantly higher for same versus different subspace (t(39) =
−0.023,p = 0.982). Correlations between Task 2 and Task 1 performance were not
significant for same (r = 0.05,p= 0.743) or different (r = 0.26,p= 0.110) subspace.

For Task 1 = Add1, Task 1 performance was 0.61, and Task 2 performance was
0.78 for same and 0.78 for different subspaces. Same-subspace Task 2 accuracies were
significantly higher than Task 1 accuracies (t(39) = 6.67,p < 0.001) but Task 2 accuracies
were not significantly higher for same versus different subspace (t(39) = 0.118,p= 0.907).
Correlations between Task 2 and Task 1 performance were not significant for same
(r = −0.31,p= 0.053) or different (r = 0.04,p= 0.786) subspace.

These results show that no transfer effects were evident in the increased capacity
network, suggesting that a minimal capacity network may be an important factor
underlying the behavioural results.

Quantitatively, the standard deviations of hidden unit parameters were 19 times
smaller in the posterior (after learning Task 1) than the prior (before Task 1). The
figure of 19 is an average over all weights in both hidden units and over both Add and
Sub Tasks. The precisions were thus 192 = 361 times higher in the posterior (after
Task 1) than the prior (before Task 1). This is a smaller increase than for the minimal
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capacity network, thus rendering Task 2 solutions somewhat less constrained to be
similar to Task 1 solutions (see last row of equation 5.18). However, we expect that
the main factor in the loss of transfer effects is the increased representational capacity
of the network (the required subspace for the Task 2 mapping can be implemented by
either hidden unit or distributed over both).

Reduced Precision Representation

We also repeated the simulations with the minimal capacity network but this time
resetting the posterior precision of network parameters from Task 1 to their prior
precision at the beginning of learning. All transfer effects disappeared.

For Task 1 = Sub1, Task 1 performance was 0.62, and Task 2 performance was
0.78 for same and 0.77 for different subspaces. Same-subspace Task 2 accuracies were
significantly higher than Task 1 accuracies (t(39) = 6.43,p < 0.001) but Task 2 accuracies
were not significantly higher for same versus different subspace (t(39) = 0.307,p= 0.761).
Correlations between Task 2 and Task 1 performance were not significant for same
(r = 0.17,p= 0.302) or different (r = −0.30,p= 0.063) subspace.

For Task 1 = Add1, Task 1 performance was 0.67, and Task 2 performance was
0.77 for same and 0.77 for different subspaces. Same-subspace Task 2 accuracies were
significantly higher than Task 1 accuracies (t(39) = 3.55,p= 0.001) but Task 2 accuracies
were not significantly higher for same versus different subspace (t(39) = 0.086,p= 0.932).
Correlations between Task 2 and Task 1 performance were not significant for same
(r = 0.07,p= 0.670) or different (r = −0.00,p= 0.983) subspace.

These results show that no transfer effects were evident with reduced precision
representations, suggesting that Bayesian estimation may be an important factor
underlying the behavioural results.

Reducing the posterior precision effectively removes the protection afforded by
Sequential Bayesian Learning to the newly learnt representation, thus allowing it to be
overwritten when learning Task 2 (quantitatively, the precision variable, λj−1, in the
last row of equation 5.18 is on average 576 times smaller than for the minimal capacity
network - see above section). This results in Task 2 solutions being only very weakly
constrained to be similar to Task 1 solutions, thereby eliminating the subspace effect.

Sequential Bayesian Learning over Blocks and Tasks

We now report results using Sequential Bayesian Learning over blocks and tasks for the
minimal capacity model. We chose our block size to be 25 trials as preliminary analysis
(see paper by Menghi et al. (2021) on "Within-versus-Between Block Learning") found
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there was demonstrable learning within the 50 trial blocks in the empirical data. In
SBL over blocks and tasks, the prior over network parameters for learning from data
block j is the posterior from block j− 1 (see equation 5.9). Decisions on data from
block j were made by the network before training on that data. The accuracy of a
model was assessed using the average probability of being correct (also known as the
average trial likelihood - see section on "MAP Estimation"), as computed over the test
data set (we refer to this as "test data" as the model has not yet been trained on it).
Learning accuracies were then averaged over neighbouring 25-trial blocks to present the
model learning curves in Figure 5.6 (right panel). The equivalent learning curves for the
behavioural data are shown in the same Figure (left panel). The empirical data show
averages over 80 subjects, 40 in each group (same/different subspace). The simulated
data are from a minimal capacity neural net as described above, with 40 simulations
per group. The simulated data exhibit similar transfer effects to the behavioural data.

For Task 1 = Sub1, Task 1 performance was 0.62, and Task 2 performance was
0.67 for same and 0.54 for different subspaces. Same-subspace Task 2 accuracies were
significantly higher than Task 1 accuracies (t(39) = 3.21,p= 0.003) and Task 2 accuracies
were significantly higher for same versus different subspace (t(39) = 3.61,p < 0.001).
The correlation between Task 2 and Task 1 performance was significantly positive
(r = 0.74,p < 0.001) for same subspace and negative (r = −0.56,p < 0.001) for different
subspace. These were significantly different from each other (Fisher’s Z transform:
p < 0.001, z = 6.77).

For Task 1 = Add1, Task 1 performance was 0.62, and Task 2 performance was
0.68 for same and 0.54 for different subspaces. Same-subspace Task 2 accuracies were
significantly higher than Task 1 accuracies (t(39) = 2.90,p= 0.006) and Task 2 accuracies
were significantly higher for same versus different subspace (t(39) = 3.42,p= 0.002).
The correlation between Task 2 and Task 1 performance was significantly positive
(r = 0.81,p < 0.001) for same subspace and negative (r = −0.58,p < 0.001) for different
subspace. These were significantly different from each other (Fisher’s Z transform:
p < 0.001, z = 7.64).

The behavioural and neural net data are therefore similarly matched in terms of the
positive versus negative correlations for same versus different subspace, and relative
increases in Task 2 performance for same versus different subspace. But there are also
a number of discrepancies. For example, accuracies at the beginning of the second
task experience a sudden drop for the model but not for behaviour, and increases in
performance are rather sudden for the model but more gradual for behaviour. These
discrepancies are addressed in the Discussion.
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5.4 Discussion
We found evidence from our behavioural results in support of our main hypothesis
that learning would be facilitated (positive transfer) for tasks that share a common
subspace. However, the nature of these transfer effects depended on the subspace. For
the Add subspace, transfer effects manifested as positive correlations between Task 2
and Task 1 accuracy (Fig.5.4, right panel). Whereas for the Sub subspace, transfer
effects manifested as higher average accuracy in Task 2 (Fig.5.5, top right). We do not
have an explanation as to why these transfer effects should be different. Clearly, more
empirical data is required over a larger number of paired tasks to investigate further.

In our modelling work we found that a minimal capacity neural net model, with
a single unit in the first hidden layer, trained using sequential Bayesian learning
produced transfer effects that were broadly consistent with the empirical data (Fig.5.6).
This model produced positive correlations between Task 1 and Task 2 accuracy, and
differences in Task 2 accuracy, for both subspaces. We then investigated two variants
of this approach. First, an increased capacity model with two units in the first hidden
layer. Second, a reduced precision model in which sequential Bayesian learning was
interfered with by reducing the posterior precision after learning Task 1 to its prior level.
All transfer effects disappeared for both of these variants indicating that both a minimal
capacity "bottleneck" and sequential Bayesian learning are necessary mechanisms for
replicating behavioural findings in this modelling framework.

5.4.1 Negative Transfer Effects

In our behavioural experiments participants only performed Task 1 once, and were not
told that they would be performing it again. This may have led to an expectation
that they would not need to retain Task 1 representations. If this were the case, an
increased capacity network would not be needed; a minimal capacity representation
would suffice that could be overwritten during the second task. However, we do not
know the subject’s expectations because they were not explicitly manipulated. This
does however motivate a future experiment. If participants were to be told that they
will be tested again on Task 1, after learning Task 2, then the prediction is that we will
not see negative transfer effects when Task 2 is in a different subspace to Task 1. Such
an experiment would speak to a distinction in the neural network literature (Parisi and
Wermter, 2019) in which two of the major approaches in the area of transfer/continual
learning are to use (i) dynamic architectures in which new representational capacity is
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added for each new task to be performed and (ii) regularisation approaches in which a
fixed architecture is used but regularisation prevents forgetting.

5.4.2 Future Modelling Work

There are a number of discrepancies between the model and behavioural learning
trajectories. First, accuracies at the beginning of the second task experience a sudden
drop for the model but not for the behavioural trajectories. This is likely an artefact
of using a modelling approach in which parameters are updated after each block of
trials rather than after each trial. This necessarily means that accuracies on the first
block of the second Task will be close to chance level.

Second, for the Sub subspace data, same/different trajectories appear to converge
towards the end of Task 2 for the behavioural data but not for the model. This
might suggest, for example, that there is a recovery mechanism in place in which tight
inappropriate priors (inappropriate for different subspace subjects) are replaced by
vaguer priors, allowing a more standard learning trajectory to evolve. In preliminary
work we had proposed a mechanism in which the prior precision is gradually reduced if
learning does not go well. This could be replaced by more formal models, for example
with mixture model priors allowing switching from one prior to another during learning.
However, as this empirical effect is only evident for one of the experimental groups (Sub
not Add) we have decided to postpone further modelling until more data is available.

The model we have presented employs a within-block multistart optimisation
procedure such that if estimated parameters do not provide a sufficiently good solution,
the estimation is repeated, with a total of maxstarts = 3 model fits allowed per block.
This serial model fitting process is biologically implausible but could potentially be
implemented using parallel architecture and may fit in with evidence that up to three or
four decision making strategies can be simultaneously updated and monitored (Collins
and Koechlin, 2012). One possibility for future modelling, however, would be to use
a moving window of samples to which the model is fitted, rather than splitting the
samples into non-overlapping blocks. This would remove the "blockiness" of the results
referred to above, and the inherent stochasticity of the approach may remove the need
for multistart optimisation. Such an approach has been used to good effect in recent
work on dynamical models (Fitzgerald et al., 2020).
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5.4.3 Elemental and Configural Learning

One distinction in the category learning literature is between elemental (or linear
feature-based) learning and configural (or object-based) learning. Duncan et al. (2018)
showed that people switch between learning styles as a function of the empirical
contingencies in the data (e.g. elemental if reward functions are indeed a linear
function of features). They also noted, however, that a proportion of participants
persisted with a configural strategy even when a more efficient elemental strategy
would have sufficed.

In a similar experiment, Farashahi et al. (2017) showed that people shift from
elemental to configural representations as they learn. They describe an elemental RL
agent in which values are learnt for each discrete setting (out of M settings) of each
input variable (out of D inputs) - thus requiring up to D×M values to be learnt.
The overall value of a stimulus is then given by a linear combination of feature values.
This is to be contrasted with an "object-based" RL agent which learns a value for each
object (or "configuration"). Given that there are MD possible objects, this requires
learning a potentially much larger set of parameters. Empirical results demonstrated
that people initially employed a (linear) feature based strategy and later switched to
an object-based one. This took place even when the true contingencies were not linear.

One of the goals of the current paper was to explore mechanisms underlying learning
of rather general nonlinear mappings (which are in turn composed of an input to latent
space function (subspace) and a latent space to output function). Both elemental
and configural learning approaches are, however, highly suboptimal for these tasks,
the elemental strategy because it is linear, and the configural strategy because it is
statistically inefficient (having a number of parameters that grows exponentially). More
specifically, an elemental learning strategy could be applied for the Sub2 and Add2
linear value mappings in the current study, but would be unsuccessful for the Sub1
and Add1 reward functions which are nonlinear. A configural strategy would be highly
inefficient for any of the tasks due to the large number of configurations, MD = 25.

5.4.4 Learning accuracy across mappings

There is a long-standing debate in the category learning literature about whether and
how humans can learn non-linearly separable categories (Levering et al., 2020; Medin
and Schwanenflugel, 1981; Shepard et al., 1961). Medin and Schwanenflugel (1981)
and Levering et al. (2020) both find that non-linearly separable categories are easier to
learn than linearly separable ones. Their experiments used three binary input features
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(resulting in only 8 unique stimulus vectors, 6 of which were shown during learning)
and binary classification labels. Importantly, the input vectors were chosen so that the
"well-formedness" of the categories (and therefore, presumably, the maximum achievable
classification rates) were matched across linear and nonlinear tasks.

For the tasks in the current paper, the maximum achievable classification rates were
closely matched across the linear (93 per cent) and nonlinear (95 per cent) tasks. In
contrast to previous work, we found that the linear mappings were easier to learn than
the non-linear mappings (mean accuracy = 73.5% for linear, 58.9% for nonlinear, see
Appendix D for further details). However, as the linear tasks were always performed
after the nonlinear tasks, this could be due to an order effect, or indeed the transfer
effects that are the main interest of this paper. The linear/nonlinear issue could be
addressed in a future experiment in which participants learn just a single task.

There is a literature on "human function learning" that presents participants with
data points sampled from one-dimensional functions and asks them to predict where
future samples will be drawn from (Griffiths et al., 2009; Lucas et al., 2015). This
literature shows that people have a preference for linearly increasing rather than
decreasing completions i.e. positive rather than negative functions. These findings
on 1-dimensional functions are perhaps difficult to extrapolate to the 2-dimensional
functions used in the current paper. Empirically, we did not find that (collapsing
across task 1 and 2) the add subspace functions were learnt more accurately than the
subtract subspace functions (see Appendix D for details). One difference we did find
was that more participants correctly declared the rule underlying the Sub2 map than
the Add2 map (see Appendix D).

5.4.5 Rule-based Learning

Subjects who performed the Sub1 and Sub2 or Add1 and Add2 tasks did better (than
those who performed Sub1 and Add2 or Add1 and Sub2), but was this really because
the tasks were in the "same subspace". Are there not other similarities among these
tasks ? For example, that both required the same logical operation or rule-based
operation as an intermediate step ? This speaks to a body of work in rule-based
learning. One approach to this topic is the "Rational-Rules (RR)" model (Goodman
et al., 2018) which formalizes a statistical learner that operates over the space of
Boolean propositional logic expressions e.g. "A or B", "A and B", "A or (B and C)". In
an fMRI study, Ballard et al. (2018) found that the pattern of striatal responses was
more consistent with prediction errors derived from such a rule-learning model than a
Reinforcement Learning model. We accept therefore that there could be an ambiguity
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in interpretation here and that resolution of this issue requires further empirical work,
perhaps with experiments using nonlinear and/or multivariate subspaces that are not
readily expressible using rational rules.

5.4.6 Declarative Learning

In additional statistical analysis presented in Appendix D we show that subjects who
were able to declare a correct rule-based strategy also showed a stronger subspace
effect. We also show, however, that subjects who performed better in the first task
also showed a stronger subspace effect. Further analysis then showed these two effects
to be moderately collinear (as those who declared a correct rule-based strategy also
performed better on the first task). Therefore, with the current data, we are unable
to infer which of these factors (declarative learning or accurate learning) drives the
subspace effect. Again, further experiments are required perhaps using nonlinear
and/or multivariate subspaces.

5.4.7 Creation or Selection of Representations ?

Are new representations created i.e. features learnt ? Or, are pre-existing representa-
tions prioritized as potentially useful and selected from, as proposed by Collins and
Koechlin (2012). For example, there may be representations in brain regions encoding
for numerosity (Harvey and Dumoulin, 2017) that already encode differences and
sums over numbers of items (see also Chapter 3). An additional component in the
model proposed in (Collins and Koechlin, 2012) is a process that creates new stimulus-
response mappings from old ones. It could be that the offline learning algorithm we
have described in this paper, or some similar process, plays this creative role.

5.4.8 Structure Learning

This paper fits in more broadly with previous studies of structure learning which show
that people take advantage of shared structure across tasks. For example, Costa et al.
(2015) studied rhesus monkeys taking part in a probabilistic two-armed bandit reversal
learning task in which monkeys were exposed to a distribution of reversal times and
were able to make use of this information during decision making. Tomov et al. (2019)
studied people engaged in a novel two-step decision making task, finding evidence that
human subjects use a multitask learning strategy that maps previously learned policies
to novel scenarios. As with our paper, the rewards were a function of multiple input
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features and this changed across tasks. In theoretical and simulation work, Franklin
and Frank (2018) address the problem of transfer learning in a Markov Decision
Process context by designing a non-parametric Bayesian agent that can generalise
across state-transition functions, reward functions or both.

Radulescu et al. (2019) review recent research which suggests that, in complex
learning tasks, human behaviour is consistent with an integrative model in which
approximate Bayesian inference acts as a source of selective attention, allowing Re-
inforcement Learning (RL) to focus on the relevant dimensions for decision making.
Within the Bayesian approaches, Latent Causal Models (also known as Non-Parametric
models - See Chapter 2) organise experience into similar episodes, and Probabilistic
Programming allows rules based on logical operations to be inferred. In principle, it
may be possible to adapt the Latent Causal Model framework to the study of trans-
fer learning, for example, by allowing for common causes among tasks but adapting
contingencies between causes and outputs. This is an avenue to be explored in future
work.

5.4.9 Transfer Learning

The study of transfer learning has a long history in psychology (Perkins and Salomon,
1992), and more recently in the fields of cognitive training and cognitive neuroscience
(Schubert et al., 2014). A key qualitative concept here is the notion of near versus far
transfer where distance reflects how similar the different learning contexts are. This
may naturally map onto the quantitative measures defined in Bayesian learning e.g.
the probability density of task-two feature parameters under the task-one posterior.
Noack et al. (2014) propose a theory-driven approach to studying transfer effects
in cognitive training research. They argue that data should be analysed within the
context of theoretically motivated (using hierarchical cognitive process models) and/or
latent factor analysis methods, so that inferences can be made at the level of latent
processes. The work in this paper concurs with this latent and hierarchical perspective,
but whereas Noack et al. deconstruct existing batteries of cognitive tasks, our goal
is to design new tasks with better defined relationships among latent and observed
variables.

Building on long established models of cognitive control, Musslick and Cohen (2019)
present a three-layer neural network architecture with stimulus layer, hidden layer and
output layer but augmented with task units that affect the hidden and output layers.
Learning in these networks allows a mapping between task and hidden units such that
irrelevant hidden units are inhibited. The network is trained on multiple tasks with
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simulations showing interference between tasks that required activation of common
hidden units (representations). By adding temporal persistence to the hidden and
output layer activations (reflecting the dynamics observed in biological networks) they
were able to explain well-established phenomena such as the psychological refractory
period. This important issue of task switching and maintenance has been neglected
in our paper. We have instead assumed that only the relevant output subnetwork is
engaged while the other is inhibited, without providing a mechanism for this.

Flesh et al. (2018) compared human learners and neural net learners in transfer
learning tasks involving categorisation of naturalistic images of trees. As expected,
the neural network suffered from catastrophic forgetting when samples of each task
were blocked rather than interleaved. Conversely, human performance was better if the
samples were blocked rather than interleaved. They showed that neural net performance
on blocked data could be improved by pre-training using a generative model approach.
This was implemented using an autoencoder in which a two-dimensional "bottleneck"
layer enabled learning of the appropriate two-dimensional subspace. This subspace
comprised the two relevant features that predicted reward across tasks and is analogous
to the one-dimensional subspaces studied our paper.

Wu et al. (2020) studied the transfer of knowledge between spatial and conceptual
domains. They specified a series of two-dimensional reward maps which were identical
over both domains and found transfer effects from spatial to conceptual domains but
not vice-versa. Impressively, transfer was examined using eighty different reward maps
(rather than the four examined in the current paper). Subject’s behaviour was well
described by Gaussian Process (GP) models (as in Stojic et al. (2020)). GPs are an ideal
choice for the goals of their study but do not break down mappings compositionally
as in the current paper (such that mappings can share a subspace but have different
subspace to reward functions).

Wang et al. (2018) present simulations of a meta-reinforcement learning agent in
which a recurrent neural network, posited to reside in prefrontal cortex, has adjustable
parameters that are trained using RL, not on a single task, but instead in a dynamic
environment comprising a series of related tasks. The activation dynamics of this
network then manifest a second within-task RL algorithm that is automatically tuned
to the task at hand. The model explains a broad variety of well-established phenomena
including an updated version Harlow’s original learning to learn (multitask learning)
paradigm in which, after a series of learning episodes, monkeys (and the Meta-RL
agent) exhibit single-shot learning.
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Yang et al. (2019) also present simulations of a recurrent neural net model of
frontal cortex showing how it can learn twenty different cognitive tasks. Interestingly
their model employs a regularisation approach, similar to the EWC method used in
this paper, to prevent parameters of ’older’ tasks being overwritten during learning.
They also analyse the representations formed noting that transfer can be mediated
either by clustering of parameters over tasks or by the development of compositional
representations (of the sort investigated in the current paper).

5.4.10 Machine Learning

The role of task units examined in Musslick and Cohen (2019), in which task units
can inhibit hidden units, has been examined as a potential mechanism for aiding
multitask learning by Masse et al. (2018). Their studies, using high-dimensional pattern
recognition problems, also examined an alternative "gating" strategy in which task
units could directly "gate" hidden unit activations (thus mimicking neuromodulation in
the brain), such that a proportion of hidden units are gated (set to zero) for any given
task. Both of these proposals were examined in combination with EWC (Kirkpatrick
et al., 2017) with the findings being that the gating strategy produced better empirical
results.

The starting point of our paper was to leverage recent conceptual and algorithmic
progress in machine learning to define new experimental psychology tasks and compu-
tational models, with the longer term goal of better understanding human multitask
and transfer learning. To do this we made use of a sequential Bayesian regularization
approach to prevent catastrophic forgetting. This literature, however, is rich with other
quantitative ideas about how to define relationships among tasks which could inform
the design of future experiments. These include, for example, "sluice" and "cross-stitch"
networks (Ruder, 2017) which automatically infer how to share subspaces at multiple
hierarchical levels and across multiple tasks. Sequential Bayesian learning for neural
networks is also being applied to the more challenging problem of continual learning
and is producing state-of-the-art performance on benchmark problems (Nguyen et al.,
2018).



Chapter 6

Discussion

In this thesis, we used a novel set of nonlinear decision-making tasks to investigate
representation learning. We started with a behavioural experiment outlining in which
context new representations are formed. We then divided representation learning into
multiple stages, pre and post-decision and examined the underlying electrophysiology
using EEG. We presented the advantages that a brief period of quiescence has on
representation learning. Finally, we showed how acquired representations can affect
the learning process for a new task. We review these findings in more detail below, we
discuss them in relation to the broader literature and consider future directions.

6.1 Summary of Findings
Chapter 2 starts by investigating the different contexts in which complex representations
are built. We manipulated task and temporal structures and examined their effect on
rule declaration and classification performance in a novel decision-making task. We used
an online Latent Cause Model (LCM) to gather further insights into the representations
that participants built. This model builds representations out of "clusters" which are
defined as groups of trials with similar stimulus features and a similar stimulus-outcome
mapping. We found that both task and temporal structure influenced participants
classification performance and representation learning. Task structure was the only
variable that affected the number of participants who correctly declared the rule. The
latent cause model gave us further insights into the complexity of the representation
created and how, based on this complexity, participants encoded and processed stimuli
in homogeneous clusters.

In Chapter 3, we unfolded the successive stages of representation learning, from
stimulus to feedback processing. We ran an EEG study where participants learnt the
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same stimulus-reward mappings as in Chapter 2, but with a minor difference in how
the stimuli were presented (pies with variable numbers of slices instead of shapes with
variable numbers of sides). We used measures derived from the latent cause model
described in chapter 2 as regressors and looked for the electrophysiological indices
of representation learning. We found evidence of feature representations in sensory
cortices and found the more complex representations of feature subspaces (combinations
of features) in frontal regions. Furthermore, we found that parietal electrodes reflected
the uncertainty about which cluster a new stimulus belongs to. Finally, we showed
central areas to be involved in reward processing and encoding after feedback.

In Chapter 4, we operationalized offline learning as a period of quiet wakefulness
and examined its effect on the performance of a probabilistic decision making task. An
initial feedback-based learning period using a subset of (”old”) stimuli, was followed
by (i) a ”pre-test” period using a full set of (”old and new”) stimuli but without
feedback, (ii) a period of quiet wakefulness, and finally (iii) a ”post-test” period, again
without feedback. By computing correct classification rates separately for old and
new stimuli, and assessing differences in these from pre-test to post-test, we were able
to separately identify the effect of quiet wakefulness on memory and generalization.
Correct classification rate was compared between an ”offline” and an ”active wake”
condition. We found that quiet wakefulness significantly improved generalization but
found no evidence for improvements in memory.

In Chapter 5 we investigated how old representations can be useful for learning
new tasks (transfer learning). We borrowed concepts from the multitask literature to
define pairs of learning tasks that either shared or did not share a common subspace
(set of useful features). Human subjects then learnt two consecutive tasks using a
feedback-based approach. We hypothesised that learning would be boosted for tasks
that shared subspaces. Our findings broadly supported this hypothesis with either
better performance on the second task if it shared the same subspace as the first
or positive correlations over task performance for shared subspaces. These empirical
findings were compared to the behaviour of a Neural Network (NN) model trained using
sequential Bayesian learning and human performance was found to be consistent with
a minimal capacity variant of this model. Networks with an increased representational
capacity, and networks without Bayesian learning, did not show these transfer effects.
We proposed that the concept of shared subspaces provides a useful framework for the
experimental study of human multitask and transfer learning.
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6.1.1 Relation to the broader literature

In Chapter 2, we found evidence supporting the hypothesis that representation learning
varies as a function of temporal structure (blocked or interleaved cues). This was
evident from different analyses: participants performance, rule declaration, and analysis
of measures derived from the LCM. This is consistent with previous work showing how
blocking stimuli favoured the formation of a one-to-one mapping between stimulus and
outcome (Wulf and Shea, 2002; Xue et al., 2010), and repeating stimuli favoured the
creation of a complex representation (Carvalho and Goldstone, 2015). We extended
the previous literature by showing the effect of the interaction between temporal
structure and task mapping on participants performance, declaration and estimated
model measures. In Chapter 2 we also proposed a LCM in which new stimuli are viewed
as originating from clusters made of input features, decisions and rewards (Gershman
et al., 2010). As in the model proposed by Sanborn et al. (2010) the model started
with a single cluster and flexibly created new ones based on the similarity with new
trial data (Niv, 2018).

In Chapter 3, we investigated the multiple processes underlying representation
learning. We compared our results to the various stages of processing underlying
elementary arithmetic. We found that occipital electrodes were associated with the
processing of stimulus features, and noted similarites with magnitude processing in
visual cortex (Fornaciai et al., 2017; Pinheiro-Chagas et al., 2019). Consistent with
the task representation literature (Collins et al., 2014), we found that frontal EEG
activity reflected operations on these features. Finally, aided by the LCM, we found
that parieto-central activity reflected the uncertainty with which cues belonged to
clusters. This is consistent with literature suggesting that the parietal cortex carries
out the job of integration between prior knowledge and new information (Seghier, 2013;
Tomov et al., 2018).

In Chapter 4, we found evidence supporting the idea that a period of quiet wake-
fulness promotes generalization. This is consistent with previous work showing how
representations formed during a task are re-organized during quiet wakefulness (Craig
et al., 2018a,b; Quentin et al., 2020). We failed to show evidence of improved memory
retention, this is however likely due to the brief length of the offline period (5 minutes),
as compared to what has been used in earlier studies (Craig et al., 2018a; Dewar et al.,
2012) (10 minutes).

Chapter 5 investigated far versus near and positive versus negative transfer (Schubert
et al., 2014; Steiner, 2001). We highlighted the roles played by subspaces in defining how
similar different tasks are. In our study participants did two consecutive tasks in which
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the subspaces were shared or not. Shared subspaces benefited learning and non-shared
subspaces were detrimental. The two consecutive tasks used were, in order, a nonlinear
and a linear task. It has been a matter of debate in the literature as to whether humans
perform beter with linearly or non-linearly separable categories (Griffiths et al., 2009;
Levering et al., 2020; Lucas et al., 2015; Medin and Schwanenflugel, 1981). Our results,
however, clearly showed that participants performed better for the linear task. But
due to our study design we cannot disambiguate this finding from an order effect.

Finally, starting from the multitask learning concepts (Caruana, 1998), we develop
a neural network model, similar to the one proposed by Kirkpatrick (Kirkpatrick
et al., 2017). The parameters of the model are constrained to be similar across tasks.
Information from older tasks is protected by the prior benefiting new tasks similar to
old ones; but, when combined with a limited capacity network, leading to negative
transfer.

6.1.2 Neurobiology of representation learning

A prominent view on how the brain learns representations is the Complementary
Learning System (CLS) theory (Kumaran et al., 2016; McClelland et al., 1995). Learning
is instantiated by two interacting learning systems: cortico-striatal (Poldrack et al.,
2001) and hippocampal/MTL ones (Kumaran et al., 2016). The first that slowly and
incrementally learns task-specific structured knowledge, supported by the second, which
rapidly encodes conjunctions of events. The latent cause model presented in Chapter 2
might embody the model-based behaviour of the hippocampus/MTL system (Davis
et al., 2012a). The hippocampus stores specific configurations of events, clusters. These
configurations share elements that could inform a way of representing them together in
single representations (Zeithamova and Bowman, 2020), or bigger clusters. The process
of identifying the common elements and creating a generalized representation could be
carried out by the interaction between the hippocampus and the neo-cortex (Bowman
and Zeithamova, 2018; Preston et al., 2004; Zeithamova et al., 2012). This process
of generalization might happen during a period quiescence (see Chapter 4), where
overlapping, or nearby, clusters might be re-organized into a single representation.

The neural network presented in Chapter 5, on the other hand, might embody
neocortical and striatal activity. Block by block our model incrementally learns a
subspace, a way of integrating inputs (McClelland et al., 1995).
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6.1.3 Neurobiology of declarative learning

In psychology, learning has been traditionally divided into declarative and non-
declarative forms. The declarative form is commonly associated with the hippocampus,
whereas the non-declarative is associated with the basal ganglia (Moscovitch, 1995).
Similar to this distinction, Ashby et al. (2011) developed a model of category learn-
ing (COVIS) that assumes two separate and competing systems, a rule-based and a
procedural-learning one. The first one is hypothesised to be mediated by hippocampus
(Cohen and Lefebvre, 2016), which learns declarative associations, the second, based in
the basal ganglia (Cohen and Lefebvre, 2016) that gradually learns associations. The
model assumes that people begin learning categories using the rule-based system. It
selects stimulus features and uses them to associate the stimulus to a category, a rule
that can be described verbally. If the performance of the model with the rule is not
accurate, the model might switch to a different rule or the procedural system.

However, recent studies showed how the hippocampus is involved in encoding events
independently of their declarable nature (Carpenter et al., 2016; Ortu and Vaidya,
2013). Declarative knowledge can not take place without an event being encoded first
meaning that the hippocampus is necessary but not sufficient for declarative learning
to happen.

The model proposed by Ashby et al. (2011) is somewhat similar to the model
described in Chapter 2 where stimuli are clustered together based on similar stimulus
features and stimulus-outcome mapping. Differently from the COVIS model, our model
begins by encoding a single conjunctive event and trial by trial learns how to cluster
similar stimuli in representations.

6.2 Limitations and Future Directions
Several limitations arose during these studies that could be explored in future studies.
For example, in Chapter 2, we limited our investigation to feedback-based online
learning. Future studies could investigate how the representations created with different
temporal structures can influence generalization and memorization. Blocking stimuli
together favours the creation of one cluster per cue-outcome combination (thus a larger
number of clusters if there are a large number of combinations - 25 in our tasks),
which should resulting in poor generalization. On the other hand, interleaving stimuli
together may favour the creation of bigger clusters thereby promoting generalization
to new unseen stimuli.
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In Chapter 2 we also proposed a model, the LCM, that identified clusters of
exemplars giving us insight into the complexity of the structure of the representation
created. This LCM had three parameters: one that we hand-tuned (or "supplied"), the
encoding precision λ0, and two that were fitted to participant’s behavioural data - the
threshold for cluster creation ϕ, and the threshold for pruning ψ. These parameters
were fitted to each participant’s behavioural data and kept fixed for the whole task.
However, we expect these parameters may vary during the task, therefore future studies
might explore this. Furthermore, the LCM created partially overlapping clusters,
so that the same stimulus belonged to multiple clusters. It might be beneficial to
implement an algorithm that merges overlapping clusters into a single cluster.

In chapter 3, we followed up the experiment presented in the second chapter with
an EEG study. The experimental design included both task structures used in chapter
2, but only a single temporal structure. Future investigations might compare activity
related to different temporal structures. Further attention might be also directed to the
minute break between one block and the next one. Activity during this offline period
might show patterns of replay and be driven by stimuli presented in the previous block,
or might correlate with performance in the block that follows.

In chapter 4, we found that a period of quiet wakefulness can benefit the general-
ization process. The study was a behavioural experiment in which data was acquired
on the internet and therefore had several drawbacks, such as low-performance scores
and an uncontrolled environment. It would be important therefore to replicate this
experiment in a labortatory setting. That would allow also to increase the offline period
from five to ten minutes, as in other studies, without risking participants doing other
tasks unchecked. Furthermore, as discussed, the nature of the active wake condition
itself should be the subject of future studies. Is the sensory domain used to encode
the information important? If so, an acoustic task might create no interference with
a visual one, and vice versa. Are different tasks creating interferences for different
processes? As generalization and memorization rely on different neural substrates
(Schacter et al., 2012; Tambini and Davachi, 2019; Varma et al., 2017), different tasks
might create interference for one but not the other.

In chapter 5, we proposed the concept of subspace from the multitask learning
literature as a useful framework for the study of transfer learning. Participants did two
tasks consecutively. And as we discussed, they were not instructed that they would
be performing the same task twice. This might have led participants to overwrite the
knowledge gained during the first task. Future studies might therefore test if that is the
case by creating a design in which participants are tested on two different structures
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and then re-tested on one of those. This would allow testing if what was learnt in the
first task was overwritten during the second. Furthermore, future studies could move
from a design with two consecutive tasks towards a design in which transfer learning is
explored while participants do two tasks simultaneously, like driving a car and paying
attention simultaneously to other cars on the road, pedestrians and road signs (Ng,
2017).

Recently, new paradigms using up-to-date analysis started investigating the CLS
using fMRI, bringing new possibilities in the field of cognitive neuroscience (Schuck
and Niv, 2019; Wittkuhn and Schuck, 2020). fMRI experiments using a paradigm
similar to the one presented in Chapter 4 and model-based analysis, as in Chapters
2 and 5, might provide insights on which computations, what part of the brain, is
processing and at which stage of learning. The latent cause model presented in chapter
2 could be instantiated during learning, representing so the configurations presented.
Its computations might be associated with the activity of the hippocampus storing
conjunctive information. During the quiescence period (Chapter 4) the hippocampus
and the neocortex interacting might be re-organizing the encoded events in a common
representation. This would result in the creation of subspaces, as presented in the
neural network model in Chapter 5, that would be then used during testing. The same
paradigm could answer other timely questions such as: do representations of generalized
information and specific events coexist (Banino et al., 2016)? is the hippocampus
representing both (Poppenk et al., 2013)? if so where?

6.3 Conclusion
This thesis offered an overview of the representation learning topic. We presented
four experimental chapters where we investigated representation learning through
behavioural and EEG experiments and computational models. We discussed it through
different perspectives: online, offline and transfer learning. We proposed two different
computational models, LCMs and NNs, each of which provides insight into how
representations can be created and transferred. Also, we examined the electrical
brain activity related to one of these models. We showed how over time, features are
perceived, integrated, compared with existing schema, and incorporated into them or
encoded anew.
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Appendix A

Chapter 2

The following analyses show the difference per task and temporal structure of the
cluster pruning threshold ψ and the prior probability of creating a new cluster ϕ.

Modelling parameters
We performed a two-way mixed design ANOVA with within factor task structure and
between factor temporal structure to investigate if the estimated parameters, ϕ and ψ
varied with our manipulations. This revealed no significant effects for the ϕ, threshold
for cluster creation, parameter (Task structure, F(1) = 3.489, p < 0.066; Temporal
structure, F(2) = 3.489, p = 0.099; Interaction, F(2) = 1.557, p = 0.219) and both
main effects but no interactions for the ψ, threshold for pruning, parameter (Task
structure, F(1) = 4.611, p < 0.036; Temporal structure, F(2) = 0.033, p = 0.099;
Interaction, F(2) = 0.322, p = 0.725). The threshold for pruning a cluster was higher
for addition compared to subtraction stimulus-outcome mapping and for interleaved
compared to the blocked temporal structure. A higher threshold required the clusters
to have a higher probability of reward in order to not be pruned.
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Fig. A.1 Threshold for Cluster Pruning. The plot shows the difference for the
fitted threshold for cluster pruning in task complexity and temporal structure.



Appendix B

Chapter 3

The following figures show the significant effects of the offset term for the feedback
GLM and the feature GLM.
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Feedback Offset

Fig. B.1 Feedback Offset. The plot shows topographies with t-values on a scale from
-4 to 4 for different contrasts between -500 and 1500 msec after feedback presentation.
Cluster permutation analysis revealed two positive clusters and a negative cluster as a
residual activity not captured by the other GLM regressors. These clusters represent
activity associated with the button press starting 500 msec before feedback onset in the
motor strip, button press confirmation in the visual areas and the visual presentation
of the feedback message. Significant results are represented by asterisks.
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Subspace and Feature Offset

Fig. B.2 Results after Stimulus onset. The plot shows topographies with t-values on
a scale from -4 to 4 for different contrasts between -500 and 1500 msec after stimulus
onset. Cluster permutation analysis revealed one positive cluster and two negative
clusters as a residual activity not captured by the other GLM regressors. These clusters
represent activity associated with the presentation of the fixation cross and preparation
to stimulus presentation 500 msec before stimulus onset in the central areas, activity
associated with the presentation of the stimulus in the visual areas and the motor
preparation. Significant results are represented by asterisks.



Appendix C

Chapter 4

In this appendix there is a link to the Github Archive containing the script of the
behavioural analyses, a figure showing the main effect of wake and stimulus novelty
conditions, the questionnaires used and further analysis to exclude confounding effects.

Data and Software Archive
Matlab scripts for the nonparametric analysis, and participants behavioural data, are
available from a Github Archive https://github.com/Nich0Me/Quiescence.

https://github.com/Nich0Me/Quiescence
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ANOVA Main Effects

Fig. C.1 Main Effects of Anova. The barplots show the accuracies for the main
effects of the ANOVA with wake condition (Active/Offline) in the left panel and
stimulus novelty (Old/New) on the right panel. The error bars indicate the standard
error of the mean. We observe an increase in accuracy for the offline versus active wake
condition.
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Fig. C.2 Nonparametric Regression after applying exclusion criteria. The
plots show the relationship between training and improvement in generalisation for the
different wake conditions (Active/Offline). The plot shows the 90 percent confidence
intervals. We observe a significant relationship between training and generalisation
improvement in the offline wake condition.
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Fig. C.3 Accuracy per wake and novelty conditions. The plot shows the accu-
racies for the wake condition (Active/Offline) and stimulus novelty (Old/New) per
time interval (Training/Pre-test/Post-test). The error bars indicate the standard error
of the mean. We observe an increase in accuracy for the offline versus active wake
condition.

Relaxation and 2-Back task
At the end of the experiment, participants in the quiescence condition rated how
much they managed to relax and avoid external stimulation on a scale from 1 to 7.
The average relaxation reported is 4.655, with a standard deviation of 1.157. The
relaxation reported did not correlate with either the improvement in memorization
(rs = −0.177,p= 0.316) or the improvement in generalization (rs = −0.278,p= 0.110).
Participants in the active wake condition had an average Fowlkes-Maddox score on
the 2-back task of 76% with a standard deviation of 0.148. These scores did not
correlate with either with the improvement in memorization (rs = −0.005,p= 0.98) or
in generalization (rs = 0.365,p= 0.079).

Break Length and Improvement
We also measured the time taken for the break that participants took between the end
of the wake condition and the beginning of the post-test session. No difference was
found in the break length between the two wake conditions (t(56) = 1.606, p = 0.113).
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Putative task-switching cost
We tested if participants in the active wake group incurred a task switching cost by
comparing generalization and memorisation scores on the first versus second half of the
post-test epoch. No difference was found in memorization (t(23) = 0.278, p = 0.783),
nor generalization (t(23) = 0.359, p = 0.722).

Questionnaires

Fig. C.4 List of strategies. Participants were asked to select from this list of strategies
the one that most resembled their own strategy.

Fig. C.5 When they started using this strategy. Participants were asked at which
point in time they started using this strategy with a questionnaire.



Appendix D

Chapter 5

The following contains further analyses of behavioural data showing the difference in
accuracy across mappings, the improvement in accuracy between and within blocks
and the effects of declaration.

Further Analyses of Behavioural Data
Learning Accuracy Across Mappings

Participants performed better in the linearly separable tasks (addition and subtraction
in Task 2) compared to the nonlinearly separable tasks. A one tail, dependent sample
t-test revealed the effect to be significant (mean linear = 0.735, mean nonlinear=0.589,
t(158) = −9.234, p < 0.001). However, this result is biased by both order and subspace
effects. Collapsing across Tasks 1 and 2, we found no significant effect of subspace
(addition versus subtraction) with mean addition = 0.667, mean subtraction = 0.657
(t(158) = 0.491,p= 0.624).
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Fig. A Effect of Mapping on Accuracy. The plot shows the mean accuracy for
each mapping with error bars indicating the standard error of the mean.

Within- versus Between-Block Learning

To identify at which time scale it would be most appropriate to run Sequential Bayesian
learning within a learning task, we tested to see how much learning takes place within
versus between blocks as subjects learn the first task.

We first look at learning within blocks by comparing the average accuracy increase
(averaged over all 80 subjects) from the first 25 to the last 25 trials. This increase
was significant (one-sided) for all five learning blocks (paired t-tests, average increase
and two-sided p-values for Block 1: Mean=0.038, p=0.029; Block 2: Mean=-0.036,
p=0.021; Block 3: Mean=0.051, p=0.00004; Block 4: Mean=0.023, p=0.100; Block 5:
Mean=0.033, p=0.029).

We now look at learning between blocks by comparing the average accuracy increase
(proportion correctly classified) from one block of trials to the next. This increase was
significant for the first 3 transitions between blocks (paired t-tests, average increase
and two-sided p-values for Block 1 to Block 2: Mean=0.033, p=0.021; Block 2 to Block
3: Mean=0.031, p=0.028; Block 3 to Block 4: Mean=0.038, p=0.001; Block 4 to Block
5: Mean=-0.003, p=0.824). Note that no significant learning takes place in the last
transition.

We then looked to see if the increase between blocks was significantly greater than
within - it was not (paired t-test, Mean Between = 0.025, Mean Within = 0.0218,
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p=0.17). Finally, we compared the first 25 trials of one block to the last 25 trials of
the previous block to find out if there was an increase during the break between blocks.
This difference, Mean Between = 0.0065, was less than Mean Within = 0.0218 (paired
t-test, p=0.17) so there is no benefit of the break (if anything there’s a startup cost).

Overall, this analysis shows that learning takes place within blocks and there is no
beneficial effect of breaks. This motivated us to choose a block size of 25 trials for the
simulations of within task learning (see subsection on Sequential Bayesian Learning
over Blocks and Tasks in the Results section). Each point in Fig 6. (right panel) shows
mean accuracy averaged over two subsequent blocks (i.e. 50 trials).

Self-Reports on Task 1

We first define a declarative learner as a subject who correctly declared their strategy for
the first task. This was based on the participant’s response to the open-ended question
posed after each task: "How did you approach the task?". A correct declaration of
strategy was inferred if their verbal report contained the following phrase (i) for Sub1
"if the number of pie slices is the same/similar in both pies, then choose Sun" or , (ii)
Add1 "if the total number of slices on the left and right makes a complete pie, then
choose Sun". Phrases that were deemed logically or semantically equivalent were also
assessed positively. All assessments were made by author NM.

A two-way between-subjects ANOVA with dependent variable accuracy and inde-
pendent factors of declaration (declared/not declared) and subspace (same/different)
showed a main effect of subspace (F(1,76)=7.66,p=0.007), no main effect of decla-
ration (F(1,76)=2.7, p=0.104) and a significant declaration by subspace interaction
(F(1,76)=7.51, p=0.008). Note that the size of the subspace effect in the declarative
group is 12 per cent, much larger than the subspace effect computed over all subjects
(4.3 per cent - see main text). For the declarative learners in the same subspace group
(N=14) the mean accuracy in task 2 is 82 per cent, whereas for declarative learners in
the different subspace group (N=15) the mean accuracy in task 2 is only 70 per cent.
For the non-declarative learners the corresponding figures are both 72 per cent.
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Fig. B Declaration by Subspace Interaction. The left two bars are for declarative
learners and the right two for non-declarative.

However, we cannot conclude from this analysis that the subspace effect is driven
by declarative learners. This is because declarative learners also performed well on the
first task. On the first task overall, average correct rates were 66 and 55 per cent for
participants who declared or could not declare their strategy (t(78) = 5.45,p < 10−6).
On the last block of the first task, these correct rates were 76 and 56 per cent
(t(78) = 6.22,p < 10−7). We then defined a "good learner" as being in the group of
those 29 subjects with highest performance in the last block of the first task (we chose
29 subjects to match the number of declarative learners). By this definition 19 of the
29 good learners also declared. A two-way between-subjects ANOVA with dependent
variable accuracy and independent factors of learner (good/bad) and subspace (same
different) showed a main effect of subspace (F(1,76)=5.46,p=0.022), a main effect
of learner (F(1,76)=6.32, p=0.014) and a significant learner by subspace interaction
(F(1,76)=4.01, p=0.049). For good learners in the same subspace group (N=16) the
mean accuracy in task 2 is 81 per cent, whereas for good learners in the different
subspace group (N=13) the mean acccuracy in task 2 is only 72 per cent. For bad
learners the corresponding figures are 72 and 71 per cent.
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Fig. C Learner by Subspace Interaction. The left two bars are for good learners
and the right two for bad learners.

But, again, we can’t conclude that being a "good learner" drives the subspace effect
as many of these subjects (19/29) also declared. To shed further light on this matter we
ran a 3-way between-subjects ANOVA with factors of subspace, declaration and learner,
and neither of the above two-way interactions (declaration by subspace and learner by
subspace) were significant. Furthermore, we calculated the Variance Inflation Factor
between these predictors, finding a moderate collinearity of VIF=1.715. We therefore
cannot tell which of these factors is driving the subspace effect.

Self Reports on Task 1 and 2

More participants declared the correct strategy in the second task compared to the
first one (x2(1) = 4.949, p= 0.026). No difference was found between subtraction and
addition conditions in task 1 (x2(1) = 2.650, p= 0.103). Significantly more participants
declared the subtraction strategy in task 2 compared to the addition one (x2(1) = 4.073,
p= 0.043).
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Subtraction Addition
Task 1 11/40 18/40
Task 2 26/40 17/40

Table A Declarations in task 1 and 2 The table shows a breakdown of the number
of participants who declared the correct strategy in task 1 and task 2 as a function of
Add/Sub subspace.
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