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Abstract

This thesis presents a series of investigations of the impact of high-frequency

and small-scale atmospheric forcing on the ocean. Starting with a case study in

the central Arabian Sea, a one-dimensional ocean mixed layer model is used to

examine the ocean response to observed sub-daily atmospheric variability.

Results show that including sub-daily atmospheric variability lowers the

daily-mean sea surface temperature (SST) and damps its variability, but has

little systematic effect on SST diurnal variability. This research is generalised by

considering high-frequency variability via a stochastic component embedded in

the atmospheric forcing and undertaking an ensemble of mixed-layer (ML)

model simulations to explore the role of ML variation in generating a

rectification effect on the SST. Different ML variations are engineered by tuning

the solar penetration depth and comparing to a slab model where the ML depth

is fixed. The SST rectification only emerges when the ML depth variation is

included, and its magnitude is controlled by the background ML heat capacity

that is associated with the solar penetration depth. Finally, we use a novel

stochastic parameterization to represent spatially coherent mesoscale weather

systems in atmospheric forcing fields. The stochastic parameterization adds

high-frequency meso-scale variability to improve the ‘effective resolution’ of the

atmospheric forcing fields and ‘fix’ the kinetic energy spectra. We conduct ocean

model simulations with and without this realistic atmospheric forcing and find

that the addition of the mesoscale forcing leads to coherent patterns of change

in the SST and ML depth, which leads to statistically significant increases in



iv

transport in the subtropical and subpolar gyres in North Atlantic and in the

Atlantic Meridional Overturning Circulation (AMOC). An elevated northward

heat transport across the gyre boundary, driven by the enhanced subtropical

gyre, slows down the subpolar gyre after about 10 years and slightly weakens

the AMOC. This thesis illustrates that the high-frequency and mesoscale

atmospheric variability can not only modulate local ocean status via

one-dimensional response via the influence on the surface ML depth, but also

excite non-local response of the circulation patterns that potentially influences

the broader-scale ocean-atmosphere feedbacks.
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Introduction

This thesis is an effort to understand the ocean’s response to stochastic

variability in atmospheric forcing on a range of temporal and spatial scales. We

start by describing the origin of the concept of stochastic parameterization in

the atmospheric forcing, followed by some progress achieved and their

importance in driving the ocean evolution and affecting the climate system.

1.1 Background and motivations

The atmosphere and ocean contain not only vigorous time-mean circulation on

planetary and basin-wide scales but also high-frequency and small-scale variations

associated with storms, orographic jets and convective systems in the atmosphere

and mesoscale and sub-mesoscale eddies and internal waves in the ocean. One of

the main characteristics of these geophysical fluids is the coexistence of motions

on a vast range of spatial-temporal scales. The coupling of the motions across

scales is seen in observations and has been partially reproduced in state-of-art

general circulation models. A snapshot of the relative vorticity field of the surface

currents derived from the Estimating the Circulation and Climate of the Ocean

(ECCO) ocean state estimate LLC4320 simulation, a global ocean simulation at 2

km horizontal grid spacing (Figure 1.1), illustrates the coupling of various scales

of motions in the ocean (but not exclusive to the ocean) - the coupling of sub-

mesoscale filamental structures and mesoscale eddies shed from the large meanders
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of the Gulf Stream current. These feature leads to questions on how motions

in the ocean and atmosphere on various scales interact, and, more importantly,

how the small-scale and high-frequency motions, which are numerous, ubiquitous

and often energetic, affect the behaviour of the large-scale circulation and the

responses of the large-scale circulation to changes in the external forcing (e.g. the

atmospheric forcing to the ocean) . Answers to these questions are fundamental

for improving the representation and prediction of our climate system, which

is characterized by the mutual interaction of complex systems each involving

entangled processes running on spatial scales from millimetres to thousands of

kilometres, and temporal scales from seconds to millennia.

Figure 1.1: A snapshot of relative vorticity ζ (s−1) derived from Estimating the
Circulation and Climate of the Ocean (ECCO) ocean state estimate LLC4320
simulation with the horizontal resolution of 2 km.

Given current computer power, it is not possible to capture the whole range of
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spatial and temporal scales of the ocean or atmosphere. Depending on the

climate questions we pose, we have to make decisions as to what components to

include in the analysis and what scales to resolve. An inevitable consequence of

these decisions is that numerical schemes fail to resolve so-called sub-grid scale

processes in scale-truncated models. In some cases, the slow processes active on

large spatial scales are indeed those of interest. For instance, at the equilibrium

state, the tropical trade winds and mid-latitude westerlies are sufficient to

explain, to leading order, the formation of the subtropical gyre circulations,

while the earth’s rotation leads to the western boundary intensification rather

than the localized small-scale turbulence. For climate predictions with coupled

ocean-atmosphere models, such as those being used in the Intergovernmental

Panel on Climate Changes (IPCC) assessment reports, we may want to focus on

the slow dynamics of the ocean ignoring weather systems interacting with the

ocean on fast time-scales of days. However, attention on the dynamics of

unresolved scales are also needed to establish if they can have a significant

impact on the larger scales and contribute to a reliable simulation of the slow

and large-scale variables of interest. It has been clear since the very first

atmospheric climate simulations that the accuracy of the large-scale flows and

energy spectra is dependent upon the modelling of the sub-grid processes

(Smagorinsky , 1963), where they found that the lateral transfer of momentum

and heat by the non-linear diffusion, representing the action of motions of

sub-grid scales, accounts for a significant portion of the total eddy transfer. In

oceanic climate models, sub-grid interactions are even more important as

baroclinic instability occurs at much smaller scales, and it is primarily

responsible for the generation of mesoscale oceanic eddies (e.g. Vallis, 2006;

Ferrari and Wunsch, 2009) but is not explicitly resolved in typical climate

simulations.



Chapter 1: Introduction 4

Hongkong

Laoag

Padang

Singapore

Legaspi

Mactan

DavaoKota Kinablu

Kuching

Ujung Pandang

Menado

Ambon

Kupang
Darwin

Gove Thursday
Island

Biak

Koror

Yap

Guam

Chuuk
Pohnpei

Kapingamarangi

Kavieng

Manus
R/V Shiyan 3

R/V Kexue 1
Madang

Nauru

Honiara

Misima Santa Cruz

Funafuti

Kanton

Tarawa

Majuro

Kwajalein

P A C I F I C  O C E A N

INDIAN  OCEAN Flight Level Data

 NCAR Electra   NOAA P-3

Dropsondes

 NASA DC-S     NOAA P-3

Other Research Vessels

Hakuho-Maru      Moana Wave
Keifu-Maru
Natsushimu

T O G A  C O A R E  P S S  A R R A Y
Tropical Ocean Global Atmpspherre Coupled Ocean Atmosphere Response 
Experiment Priority Sounding Station Array

Figure 1.2: Composite structure of the intensive observation period (IOP) of
TOGA COARE. The legends beneath the panels refer to the symbols used
to represent the observational platforms in the entire COARE Domain. The
large-scale domain (LSD), the outer sounding array (OSA) and the intensive
flux array (IFA) are outlined. Symbols used in the figure are shown in the
attached legend (reproduced in accordance to the source figure available at
https://www.eol.ucar.edu/field_projects/toga-coare)

.

1.2 Impact of high-frequency and mesoscale

atmospheric forcing on the ocean

Apart from the importance of intrinsic fine-scale variability in subsystems of the

climate (e.g the atmosphere and ocean), the expanding volume of observations

has revealed high-frequency and small-scale air-sea interaction features. These

observed features are believed to have the potential to modulate the climate

(sub)systems far beyond their own characteristic spatio-temporal scales via the

interplays of complex non-linear feedback mechanisms. This emphasizes the

urgent need of properly representing these fine-scale variation in the current

generation of global climate models for a more accurate projection of future

climate evolution.

High-frequency in-situ measurements of meteorological variables and co-located

hydrographic variables collected in Tropical Ocean-Global Atmosphere (TOGA)
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Coupled Ocean Atmosphere Response Experiment (COARE) highlight the

importance of the high-frequency air-sea interaction in the tropical oceans on

global-scale climatic variabilities over intraseasonal-to-decadal timescales (e.g.

Webster and Lukas, 1992; McPhaden et al., 1998). The TOGA-COARE

campaign consisted of a 4-month intensive observing period (IOP) (Figure 1.2)

monitoring the high-frequency atmospheric/oceanic components in the western

Pacific warm pool region and a large-scale mooring/buoy time series of

co-located atmospheric/oceanic data as well as the air-sea exchange of heat,

moisture and momentum spanning more than a decade across the tropical

Pacific and Atlantic oceans. One of the key elements at the air-sea interface that

has been overlooked in previous coupled climate models, SST diurnal cycle,

revealed by the observations from TOGA-COARE and other parallel field

campaigns, is found to impose a "rectification effect" on the tropical air-sea

interaction intensity by mitigating the SST bias felt by the atmosphere in the

low-coupling-frequency climate models (Danabasoglu et al., 2006; Bernie et al.,

2007, 2008).

FHDM
FHDC
FHDC (daily mean)
WHOI-IMET

Figure 1.3: Time series of SST during the TOGA-COARE IOP from observations
collected by Woods Hole Oceanographic Institute-Improved MEteorological
instrumenT (WHOI-IMET) mooring, situated within the IFA region (green).
Modelled SST forced by daily-mean shortwave heat flux (FHDM, black) and
shortwave heat flux with diurnal cycle (FHDC, red) at the model grid point
nearest to WHOI-IMET location are superimposed. A running mean FHDC SST
is also shown in blue. Figure is adapted from Figure 7 in Bernie et al. (2007).

The diurnal cycle of SST is essentially forced by the diurnal cycle in the

incoming shortwave radiation associated with the sunrise and sunset over the
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course a day. During the daytime warming period, heat absorbed at the sea

surface drives a rapid thermal stratification and forms a thin layer of warm

water. This shoaling of the surface layer leads to a rapid increase of SST during

the daytime warming period as the heat capacity of the surface layer is inversely

proportional to its thickness. The strength of this warming signal is mainly

determined by the meteorological condition at the time when the solar radiation

is large - lower wind during the daytime results in larger SST warming. As the

day progresses through the afternoon, the stabilizing effects of solar radiation

absorption are reduced and the surface warm layer starts to erode (deepening)

due to the convective mixing caused by the loss of heat. Meanwhile, the SST

decreases rapidly along with the erosion of the diurnal layer until the night time

when the diurnal layer is completely removed and the mixed layer (ML) depth

reaches to the point where the water below the ML is cooler. This loop repeats

the following morning. The diurnal cycle of SST has demonstrated a robust

rectification effect on the intraseasonal SST variability and time-mean SST in

both one-way forced ocean models (e.g. Shinoda and Hendon, 1998; Shinoda,

2005; Bernie et al., 2005, 2007) and coupled climate models (e.g. Danabasoglu et

al., 2006; Bernie et al., 2008; Tian et al., 2016, 2018). An example taken from

Bernie et al. (2007) (Figure 1.3) shows the modelled SST (red) forced by

observations is systematically warmer than that forced by daily-mean fluxes.

The systematic warming effect of the SST diurnal cycle on the time-mean SST

is more readily seen by comparing the daily-mean sub-daily-forced SST to the

daily-mean SST. The diurnal cycle of SST increases the intraseasonal SST

variability by a third. These increases on the long-term SST behaviour are

caused by the inclusion of what is also referred as the rectification effect of SST

diurnal cycle. Further studies involving general circulation models assess the

rectification effect of diurnal cycle of SST and obtain improved representation of

the long-term climatic modes such as Madden-Julian Oscillation (e.g. Bernie et

al., 2007, 2008), El Niño-Southern Oscillation (ENSO) magnitude and

variability (e.g. Danabasoglu et al., 2006; Tian et al., 2016, 2018).
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Other than the diurnal cycle in SST, the high-frequency coupling of the

atmosphere and ocean has played an important roles in driving the ML

evolution and mid-latitude SST variabilities (e.g. Frankignoul , 1985; Frankignoul

et al., 1998; Alexander and Deser , 1995; Alexander and Penland , 1996;

Alexander and Scott , 2000). For example, Qiu et al. (2004) carried out a

one-dimensional model study over the Kuroshio Current Extension with the

data collected at a buoy site situated in the Kuroshio recirculation to the south

of Japan. By smoothing the surface fluxes to produce the baseline low-frequency

ocean response, the SST anomalies induced by synoptic-scale atmospheric

variability are computed by subtracting the baseline SST from the results. It is

found that SST signals induced by the synoptic-scale heat flux forcing are

mostly oscillatory with an amplitude of ±1◦C, while synoptic-scale wind stresses

result in systematic cooling of SST by enhancing the entrainment of the colder

subsurface water into the surface ML. Note that in Qiu et al. (2004) there is no

rectification warming on SST induced by the synoptic-scale air-sea heat fluxes

whereas in TOGA related studies, SST is warmed in response to the diurnal

air-sea heat fluxes. This difference indicates that the SST responds differently to

different high-frequency components in the air-sea fluxes and could be

associated with the forcing phase and magnitudes. In the high-latitude subpolar

region, the aforementioned local responses of SST and ML depth to the

high-frequency atmospheric forcing can be further translated into the convective

mixing and changes on the thermocline structure to affect the water mass

formation and time-mean ocean circulation. Balan Sarojini and von Storch

(2009) used an empirical model to generate fluctuations of day-to-day air-sea

fluxes anomalies with constrained magnitude deviating from the climatological

mean state. The relative influence of the fluctuations on the ocean circulation

are assessed with an ocean general circulation model (OGCM). They found that

the fluctuations of the surface fluxes lead to an increase of modelled Atlantic

Meridional Overturning Circulation (AMOC) via the increased interhemispheric

density field difference resulting from enhanced mixing in the subpolar North

Atlantic. The impact on ocean circulation of the sensitive response of the



Chapter 1: Introduction 8

convective mixing in subpolar region to the high-frequency atmospheric forcing

is further confirmed in other parallel works. Holdsworth and Myers (2015)

studied the influence of high-frequency atmospheric forcing on the circulation

and deep convection in the Labrador Sea by comparing model simulations with

and without synoptic atmospheric phenomena. They found that in the absence

of high-frequency atmospheric phenomena the AMOC is weakened by about

25%, and the average maximum ML depth in Labrador Sea decreased by more

than 20%. More recently, a global-scale investigation on high-frequency

atmospheric forcing is completed by Wu et al. (2016). By comparing the model

simulations forced by surface heat and momentum fluxes calculated from

6-hourly and monthly meteorological variables, they discovered a substantial

increase (by 50%) in the wind power input into the ocean when the model is

forced by 6-hourly surface fluxes (see also Zhai et al., 2012), along with a

strengthening on the wind-driven subtropical gyre (10%-15%). The subpolar

gyre associated with the enhanced deep convection events, and a resultant

increase in the AMOC, implying that the high-frequency components in the

atmospheric forcing play a significant role in driving the global ocean circulation

and are vital for the fidelity of the paleo- and future climate projections.

As fluctuating as the high-frequency signals in the observed surface fluxes can

be, these high-frequency variabilities changing over time scales from a few hours

to several days are often a reflection of the transient nature of the coherent

weather systems that are active over a rather local scale (1-1000km) including

the mesoscale events (50-1000km) like mesoscale cyclones (e.g. hurricanes,

mesoscale polar lows) and orographically-forced low-level jets (e.g. Greenland

tip jet) (Figure 1.4), and even smaller convective scales fluctuations (1-50km).

Before the era of satellite, the spatial structure of the aforementioned systems

were usually acquired by sparse in-situ measurements such as weather stations

and met buoys with the resolution restricted to scales larger than several

hundreds kilometres. The availability of the satellite-borne scaterometers and

radiometers opens up the possibility of the investigation of the
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Figure 1.4: True color satellite imagery derived from Moderate Resolution
Imaging Spectroradiometer (MODIS) corrected reflectance products
(https://worldview.earthdata.nasa.gov/). Upper panel shows a cyclonically
rotating cloud cluster imprinted by a mesoscale polar low over Denmark Strait,
east of Iceland. Lower panel depicts this fast low level jet blowing off the southern
tip of Greenland, forming a patch of clear sky around the ambient region.
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ocean-atmosphere interaction on smaller scales. Since the turn of this century,

the high-resolution wind measurements derived from the NASA QuikBird

microwave scatterometer, so-called QuikScat scatterometer (e.g. Chelton et al.,

2001, 2004; O’Neil et al., 2003, 2005) has revealed previously unresolved

small-scale features in the ocean winds associated with interactions with the

SST gradient and surface currents associated with oceanic fronts and eddies.

Significant linear dependence of the wind stress divergence and wind stress curl

on the downwind and crosswind SST gradient is found over regions with strong

oceanic fronts and abundant eddy activities across the global ocean (Figure 1.5).

Persistent small-scale structures in wind stress curl are also found to be

significantly correlated with the sharp SST front structure. There are various

explanations of such strong correlation between small-scale wind stress

variability and mesoscale SST gradient, including vertical mixing of momentum,

changes in the planetary boundary layer depth, a secondary atmospheric

response due to pressure gradients within the boundary layer, and changes in

cloud cover across the fronts (Xie, 2004; Small et al., 2008; Hogg et al., 2009).

Although there is no single universally acknowledged mechanism for the

small-scale wind variation in response to the underlying mesoscale SST

structure, the feedback of such small-scale wind perturbations on the ocean

circulation is non-local (e.g. Milliff et al., 1996; Spall , 2007; Seo et al., 2007;

Hogg et al., 2009).

The advent of high-resolution wind measurements from satellites also stimulates

the effort to represent the mesoscale atmospheric variability in the

coarse-resolution climate reanalyses dataset and coupled climate model for

assessing ocean’s response to the mesoscale atmospheric forcing. Milliff et al.

(1998) synthesized high-wavenumber wind variability into National Centers for

Environmental Prediction (NCEP) reanalyses wind fields to retain the observed

wind power spectral slope derived from scatterometer measurements at all

resolved wavelength. The high-wavenumber (small-scale) wind perturbation

leads to enhancement of the mean atmospheric forcing compared to the NCEP
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Figure 1.5: Four-year averages (August 1999–July 2003) of the spatial high-
pass–filtered curl of the wind stress (top) and of the SST and vector-average
wind stress (bottom) for the eastern tropical North Pacific (left panels) and the
western North Atlantic (right panels). Figure is adapted from Figure 5 in Chelton
et al. (2004).

wind, leading to a different response in the mean ocean circulation pattern.

Although the ocean response of such wind perturbation is not fully reconciled

due to the simplicity of the ocean circulation model used by Milliff et al. (1998),

it implies that the ocean response to the small-scale wind perturbation is

somewhat non-local and the systematic difference tends to emerge over

larger-scale. With a more comprehensive OGCM, Condron and Renfrew (2013)

studied the impact of the mesoscale polar lows on the ocean circulation pattern,

where they conducted twin experiments respectively forced by European Centre

for Medium-Range Weather Forcast (ECMWF) ReAnalyses (ERA-40) wind and

the same ERA40 wind with the mesoscale polar lows incorporated in from a
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parameterization tuned to fit scatterometer measurements (Condron et al.,

2008). By comparing the simulation of control (forced by standard ERA40

reanalysis wind) and perturbation experiments (mesoscale polar lows

incorporated), they find that the polar lows drive intensified open-ocean deep

convection events in the Greenland Sea, Norwegian Sea and Iceland Sea, which

is mostly attributed to the excessive heat loss caused by the greater wind speed

due to the mesoscale polar lows. The deep convection response further

translated into a spin-up of the North Atlantic subpolar gyre (SPG) circulation,

accompanied by an increase in northward heat transport. These effects of polar

lows on SPG indicated that under the future climate scenarios, the predicted

northward shift of mesoscale polar lows in the Nordic Seas can potentially lead

to a weakened AMOC in the future. A similar technique was applied on

incorporating Greenland’s tip jets in reanalyses wind fields based on microwave

scatterometer measurements (Sproson et al., 2010). They found that the

excessive heat loss and increased wind stress associated with the strengthened

wind forcing from the tip jets leads to a better estimate of ML depth evolution

in the Irminger Sea (Våge et al., 2008), consistent with the observational

evidence (Pickart et al., 2003). Hu and Meehl (2009) assessed Atlantic

hurricanes in influencing the AMOC and meridional heat transport (MHT) and

found that the strengthened wind forcing and increased precipitation induced by

the inclusion of hurricanes have opposite impact on AMOC and MHT and the

outcome of the net effect is determined by the outcome of two competing

processes. A systematic study on global-scale high-resolution operational

analyses data conducted by Jung et al. (2014) compared the ocean circulation

response to high-resolution (0.4◦) and coarse-grained low-resolution (1.8◦)

atmospheric forcing fields and found that the high-resolution atmospheric

forcing fields lead to an increase in the wind-drive gyre in the North Pacific and

North Atlantic by 5-10% and an increase in AMOC by 5-10% driven by the

turbulent heat flux changes in the Nordic Sea. It is therefore emphasized that

the mesoscale atmospheric phenomena including the fronts, mesoscale cyclones

and the topographic jets play an important role in driving the mean oceanic
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circulation.

1.3 Stochastic parameterization of atmospheric forcing

As important as the high-frequency and small-scale variabilities are,

incorporating them into the numerical model has always been challenging. First

of all, there is always imperfection of our knowledge of the fine-scale part of the

system that prevents models from explicitly resolving the small-scale and

high-frequency processes. Secondly, the implementation of high-resolution and

small time step simulations is computationally expensive. Instead of resolving

the explicit processes over fine-scale regimes, sometimes it is more practical to

estimate the effect of a collection of unresolved processes on the resolved scales

in the form of certain spatial or temporal mean terms of the related properties

which is referred to as the ‘bulk effect’. The mathematical representations (i.e.

parameterization) of the ‘bulk effect’ on the properties over resolved scales is

then implemented to help models make correct predictions. Parameterizations

representing these bulk effects are referred to be deterministic, as they are

formulated with diagnostics from the coarse-grained high-resolution (e.g.

eddy-resolving) model solution, resolved-scale properties, parameters empirically

determined from observations or tuned to yield numerical stability or desired

physical properties. Many deterministic parameterization schemes have been

used to parameterize fine-scale processes such as eddy diffusivity (e.g. Gent and

McWilliams, 1990; McDougall and McIntosh, 1996; Fox-Kemper and

Menemenlis, 2008) and surface momentum and heat exchanges between ocean

and atmosphere, which are associated with the small-scale turbulence and

instability within the marine-atmospheric boundary layers (e.g. Large et al.,

1994; Fairall et al., 2003). It is noted, though, that the assumption of a ‘bulk

effect’ in air-sea interaction processes is made under the context where the

unresolved scales are in statistical equilibrium with the resolved scales. This

equilibrium is constrained by the ‘large number law’, which is essentially
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assuming the unresolved events are large enough in number within a single

model grid box or within a limited period of time (e.g. Imkeller and Monahan,

2002; Williams, 2005) to allow certain level of predictability of the status of the

grid to emerge.

However, in turbulent fluids, the above assumption does not always hold, as the

unresolved processes do not necessarily follow the large number law, which

renders the conventional deterministic parameterizations problematic (e.g.

Palmer , 2001; Williams, 2005). An increase of the model resolution is ideally a

solution for the unresolved processes with corresponding improvement of the

knowledge of these processes. It is shown that, however, an increase of the

model resolution does not necessarily eliminate the systematic errors of the

model (e.g. Palmer , 2001; Nicolis, 2004) as the high-resolution models

inevitably apply closure schemes to parameterize even smaller-scale processes

which are formulated under the same principle as their low-resolution

counterparts. It is conjectured that since the unresolved processes are effectively

random compared to the resolved ones, they can be practically modelled by

adding random noise to the models, which is referred to as a stochastic

parameterization. Stochastic parameterization has received major success in

fluid-dynamic models of homogeneous and isotropic three-dimensional

turbulence, where the contribution of the small-scale turbulence to large-scale

flow is controlled by the non-linear interaction of energy and enstrophy between

different spatial scales and represented by a stochastic term acting in the

wavenumber spectra space (Berloff , 2005).

The stochastic parameterizations have not just been found effective in

representing the intrinsic variability of turbulent flows (e.g. atmosphere and

ocean), but also been widely adapted to represent some of the fluctuating

components in the external forcing, such as the atmospheric forcing of the ocean

(e.g. Frankignoul et al., 1997, 1998; Sura et al., 2001; Sura and Penland , 2002;

Chhak et al., 2006; Zhai et al., 2014), where the atmospheric forcing is

formulated with some random processes because the atmospheric processes
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associated with ‘weather’ systems are rapidly varying and decorrelate much

faster than the forced ocean. In most of these cases, stochastic

parameterizations serve as a strategy to reduce the complexity of the modelled

system. The oceanic variabilities of interest have much longer timescales, from

years to decades, compared to the decorrelation timescale of the atmosphere,

hence the assumption of atmospheric forcing being stochastic is reasonable (Sura

and Penland , 2002).

The effect of ‘stochastic’ weather noise on the oceanic ‘climate’ system has been

an object of research since Hasselmann’s seminal paper published in 1976

(Hasselmann, 1976, H76 hereafter). H76 proposed a climate model where there

are two distinct timescales, typically a fast one (the weather) and a slow one

(the climate or the ocean), where the slow system is forced by fast scale

fluctuations formulated as ‘white noise’. The climate variability predicted by

this model then arises as the integrated response to a random excitation

provided by the atmospheric weather. This classic theory was later applied to

describe the variability of the mid-latitude sea surface temperature (SST) (e.g.

Frankignoul and Hasselmann, 1977; Frankignoul , 1985; Frankignoul et al., 1998;

Sura et al., 2006; Penland and Hartten, 2014; Clement et al., 2016), the El Niño

and Southern Oscillation (ENSO) (e.g. Penland and Sardeshmukh, 1995;

Alexander and Penland , 1996; Blanke et al., 1997; Perez et al., 2005), decadal

variability of the overturning circulation (e.g. Kwon and Frankignoul , 2012) and

interannual variability of the open ocean deep convection (e.g. Ramstorf , 2001;

Kuhlbrodt et al., 2001).

The aforementioned studies have demonstrated attractive results produced by the

assumption of stochastic atmospheric forcing in simplified conceptual models. In

fact, one of the advantages of stochastic representation of unresolved variability

in a climate model is to allow us to understand the underlying long-term climatic

features through the stochastic reduction of multi-scale deterministic processes.

These conceptual models have easy analytical tractability due to the simplified

mathematical forms.
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In more realistic atmosphere and ocean models, although the stochastic

parameterization itself has been widely adopted to reproduce the intrinsic

variabilities of flows over sub-grid scales, it is rare to apply simple stochastic

parameterization of the atmospheric forcing at the air-sea interface as most of

the atmospheric variabilities from daily-to-monthly timescales has been

explicitly resolved and the simulated variabilities have a broader spectrum

rather than the two scales as simplified in Hasselmann’s theory. This does not

necessarily exclude stochastic parameterization of the atmospheric forcing from

the more realistic model experiments. The high-frequency and small-scale

fluctuations captured in the observations of the near surface meteorological

variables are always challenging for the models to properly represent, while

stochastic parameterization has its advantage of obtaining some statistical

consistency for the numerical simulation. For example, the near surface

meteorological observations shows considerable sub-daily fluctuations but these

are not always well-resolved in global-coverage reanalyses data including the

newly-released ECMWF 5th generation global climate ReAnalysis (ERA5),

which is numerical weather prediction (NWP) model output combined with

newly available observations across a wide range of platforms. Figure 1.6

demonstrates the problematic wind kinetic energy spectrum in ERA5 wind

estimate comparing to multiple averaged in-situ buoy time series (upper) and

time-averaged scatterometer measurements (lower). Buoy measurements are

documented in National Data Buoy Center (NDBC) and collected from

Prediction and Research Moored Array in the Tropical Atlantic (PIRATA)

project for year 2008. The co-located ERA5 time series are selected for

comparison with buoy time series. The observed wind wavenumber spectra are

derived from QuikScat sea surface wind measurements over the period of a year

for comparison. Both the scatterometer measurements and ERA5 wind are

sampled from the Atlantic Ocean (60◦S to 65◦N) area. The underestimate of the

sub-daily and small-scale (<500-kilometer wavelength) wind variance illustrated

in Figure 1.6 stands out and is due to under-represented high-frequency

processes in NWP near sea surface. The stochastic parameterization of the
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atmospheric forcing fields can used to address these underestimated variabilities

in the current generation global climate reanalyses and estimate the impact on

ocean variabilities and, perhaps, their long-term trends.

1.4 Thesis objectives

There have been studies suggesting that the ocean circulation can be very

sensitive to air-sea fluxes associated with unresolved weather systems such as

polar lows and tip jets (e.g. Pickart et al., 2003; Condron and Renfrew , 2013).

However, a systematic study of the impact of these weather systems on global

ocean circulation is still lacking. Furthermore, the underlying physical

mechanisms remain unclear. Williams (2012) studies on the climatic impacts of

stochastic air-sea fluxes associated with these weather systems and proposed the

following mechanism: surface cooling destabilizes the water column and deepens

the ML, whereas surface heating simply stabilizes the water column and cannot

shoal the ML. The net effect of stochastic air-sea heat fluxes is therefore a

deeper mixed layer and reduces SST. This conjectured mechanism, intriguing as

it is, seems to be at odds with previous studies on diurnal cycle of ocean surface

mixed layer, where diurnal heating/cooling is found to increase the time-mean

SST because the daytime heating causes the mixed layer to shoal and reduces its

heat capacity. Further study is clearly needed in order to sort out these

seemingly conflicting statements about climatic impacts of stochastic air-sea

fluxes. This thesis is therefore focusing on address the questions associated with

1) the conflicting results between stochastic air-sea fluxes and diurnal heat

fluxes and 2) a more general unresolved mesoscale weather systems impact on

ocean circulation. Chapter 2 and Chapter 3 are designed to address the first

question by conducting sensitive experiments targeting the diurnal

meteorological variabilities and stochastic air-sea fluxes using one-dimensional

mixed layer models, where the aforementioned mechanism associated with the

mixed layer response are well represented. In Chapter 2 mainly focus on
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discussing the sub-daily atmospheric variabilities in meteorological variables

instead of the air-sea fluxes themselves, which helps to differentiate the effects of

the flux-averaging and variable-averaging on the SST. Chapter 3, on the other

hand, focusing on the response of ML depth and SST to the stochastic air-sea

fluxes in a more idealized experimental setup. Chapter 4 is trying to assess the

response of the ocean circulation to the mesoscale weather systems in a more

realistic framework using a three dimensional OGCM incorporating the direct

one-dimensional response of SST and ML depth into an eddying ocean.

1.5 Thesis outline

In Chapter 2, we provide a case study focusing on assessing the impact of observed

high-frequency fluctuations in the near surface meteorological variables on the SST

and surface ML depth in the central Arabian Sea, taking advantage of a set of year-

long high-frequency co-located meteorological and oceanic measurements. The

distinct seasonality of the meteorological conditions allows a detailed evaluation of

the high-frequency weather variability under different background oceanic states.

The sensitivity of the oceanic variability is quantified using a one dimensional

ML model and two types of forcing scenarios – observed atmospheric forcing and

low-pass filtered atmospheric forcing with the cut-off frequency of one cycle per

day.

In Chapter 3, we revisit the classic Hasselmann’s stochastic climate model and

evaluate the SST response to the stochastic air-sea heat fluxes in terms of the

variability and time-mean trend affected by simultaneous ML depth variation.

Some insights are gained from a series of sensitivity experiments by alternating

solar penetration schemes. The results indicate that the instantaneous response

of the ocean ML may not qualitatively alter the spectral characteristics of SST

response to the stochastic forcing from the slab model. The ML depth variation,

however, can result in asymmetric SST response to the surface cooling and surface

heating due to the change of the ML heat capacity between the ML shoaling
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(surface heating) and ML deepening (surface cooling) periods. The net effect of

asymmetric SST response tends to result in time-mean warming of SST compared

with the SST forced by mean surface heat fluxes.

In Chapter 4, we explore the application of a stochastic parameterization of

high-frequency and small-scale atmospheric forcing at the air-sea interface based

on the newly-released ERA5 surface wind field. A statistical consistency with

observations is achieved with the stochastic parameterization and its impact is

assessed using both a one-dimensional ML model and a three-dimensional ocean

general circulation model (OGCM).

In Chapter 5 we present our conclusions for the work as a whole and suggest a

few avenues for future work.
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Figure 1.6: (a). Wind kinetic energy frequency spectrum derived from the wind
time series collected from NDBC and PIRATA buoys (black), and from co-located
ERA5 surface wind field (grey). The figure shows the averaged frequency spectra
over 18 buoy locations. (b) is similar to (a) except that the comparison is
made between QuikSCAT wind and ERA5 wind on wavelength domain. The
wavelength spectra of the ERA5 and QuikSCAT wind are averaged over the
Atlantic Ocean (60◦S to 65◦N). ERA5 wind kinetic energy discernibly drifts
away from the observations approaching the sub-daily and higher frequency bands
as well as the small-scale regimes with characteristic wavelengths less then 500
kilometres, indicating a lack of high-frequency/small-scale variability in reanalyses
wind estimates.



2

Impact of high-frequency weather

systems on the SST and surface

mixed layer (ML) depth

The following chapter was published as paper in Journal of Geophysical Research:

Oceans entitled with ‘The impact of high-frequency weather systems on SST and

surface mixed layer in the Central Arabian Sea’ with co-authors Xiaoming Zhai

and Ian Renfrew. The work is undertaken by Shenjie Zhou, all the co-authors

contributed to the writing of the manuscript. It is as published with extra figures

and texts that were omitted in the published paper due to space limitations.

This chapter bears the focus on the high-frequency variability, in particular the

sub-daily fluctuations, in the atmospheric forcing.

2.1 Introduction

Variability in air-sea fluxes on sub-daily time scales has been recognized as

important in perturbing sea surface temperature (SST) and forcing changes in

climate variability. For example, previous studies show that diurnal variations in

solar radiation lead to a diurnal cycle in SST (e.g. Shinoda and Hendon, 1998;

Shinoda, 2005); and this diurnal cycle in the SST causes warmer daily- and

intraseasonal-mean SST, referred as the rectification effect of the SST diurnal
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cycle (Bernie et al., 2005). The impact of high-frequency atmospheric forcing on

low-frequency SST variation can further influence long-term atmosphere-ocean

phenomena such as the Madden-Julian Oscillation (e.g. Bernie et al., 2007,

2008), the Intraseasonal Oscillation (e.g. Ham et al., 2014; Hu et al., 2015) and

the El Niño-Southern Oscillation (ENSO) (e.g. Danabasoglu et al., 2006; Terray

et al., 2012).

Most modelling studies that examine the impact of atmospheric forcing on

sub-daily time scales have done so by filtering the surface turbulent and

radiative fluxes. Few studies have filtered the meteorological variables. Owing to

the non-linear dependence of air-sea fluxes on meteorological variables,

high-frequency fluctuations in meteorological variables such as surface wind and

air temperature not only cause air-sea fluxes to vary at high frequencies but also

contribute significantly toward the low-frequency and time-mean air-sea

momentum and energy fluxes (e.g. Zhai et al., 2012; Gulev and Belyaev , 2012;

Zhai and Wunsch, 2013). Therefore, for the purpose of assessing the impact of

weather systems on the ocean, filtering the meteorological variables, rather than

air-sea fluxes, is the appropriate approach. A number of recent studies have

investigated the impact of mesoscale and synoptic-scale weather systems on the

ocean and found that the presence of weather systems (e.g. polar lows,

topographic jets) strongly enhances heat loss in the subpolar North Atlantic,

which leads to intense deep convection in convective areas (Våge et al., 2008;

Condron et al., 2008), spinning-up the gyre circulation and strengthening the

meridional overturning circulation (Condron and Renfrew , 2013; Jung et al.,

2014; Holdsworth and Myers, 2015; Wu et al., 2016). However, there have been

few studies focusing on the composite impact of weather systems on sub-daily

time scales on the upper ocean, particularly at low latitudes, with the exception

of specific studies on the impacts of tropical cyclones on the upper ocean (e.g.

Bender et al., 1993; Price et al., 2008; Dare and McBride, 2011).

In this study, we use one-dimensional mixed-layer models to investigate the

impact of weather systems on sub-daily time scales on the SSTs and ML depth
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in a monsoon-dominated tropical sea, the central Arabian Sea, taking advantage

of the comprehensive observational data available at this site (Weller et al.,

1998). In particular, we compare model simulations forced by sub-hourly

sampled meteorological variables, including surface wind, air temperature,

humidity and cloud amount, to simulations forced by variables that have been

filtered. Additional sensitivity experiments are also conducted to pin down the

key meteorological variable(s) and their impacts on sub-daily time scales in the

central Arabian Sea.

2.2 Data and Methods

2.2.1 Observations

Our meteorological observations are year-long (Oct 16, 1994 - Oct 19, 1995)

time series of surface 10-meter zonal and meridional wind velocities, air and sea

surface temperatures, relative humidity, barometric air pressure, downwelling

shortwave and longwave radiation and precipitation rate recorded every 7.5

minutes by a moored meteorological measurement package deployed off the

Omani coast (15.5◦N, 61.5◦E; Figure 2.1) in the central Arabian Sea. Co-located

subsurface oceanic instruments attached on the mooring reached down to 300

meters, and recorded temperature, salinity and current velocities every 15

minutes. The atmospheric conditions at this site are dominated by three seasons

(see Figure 2.2a and b): the northeast (NE) monsoon season (November, 1994 -

mid February, 1995) is characterized by moderate, cold and dry northeasterly

wind forcing, and oceanic heat loss; the intermonsoon season (mid February,

1995 - mid June, 1995) is dominated by weak wind events, allowing oceanic heat

gain; and the southwest (SW) monsoon season (mid June, 1995 - mid

September, 1995) features a strong southwesterly wind burst associated with the

Findlater Jet (Findlater , 1977) blowing diagonally across the Arabian Sea, and

summertime oceanic heat gain. A detailed introduction of this dataset is covered
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in Weller et al. (1998), which confirms that the atmospheric conditions from

1994 to 1995 are generally typical for this site.

Figure 2.1: The Arabian Sea Upper Ocean Dynamics mooring is located at 15.5◦N,
61.5◦E, as marked by the red circle. The location is on the climatological axis of
Findlater Jet and representative of the open ocean rather than coastal water.

2.2.2 Model description

The main simulations shown in this chapter are conducted with the

one-dimensional Price-Weller-Pinkel (PWP) model developed by Price et al.

(1986).The PWP model is prescribed with surface buoyancy fluxes and wind

stress, as such modelled ocean reflects pure passive response to the surface

forcing. In the model, mixing processes are attributed to two turbulent energy

sources: the static instability introduced by surface buoyancy loss and the shear

instability generated by the vertical shear of the current at the base of ML due

to surface wind stress. The net surface heat flux is composed by sensible and

latent heat fluxes (turbulent heat fluxes), net longwave radiation and net

shortwave radiation. The turbulent heat flux and longwave radiation are only

applied on the surface layer, while the shortwave radiation penetrates over the

water column with a double exponential dependence to the depth (Krause,
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1972), as expressed in Eq.2.2.1,

I(z) = I(0)[I1e
(−z
λ1

)
+ I2e

(−z
λ2

)
]. (2.2.1)

The subscripts ‘1’ and ‘2’ refer to the fraction (%) of shortwave and longwave

components of the insolation, with the value of 0.6 and 0.4 respectively in PWP

model. I(z) denotes the solar absorption below the depth z. The absorption of

solar layer between depth z and z+∆z equals to

I(z)− I(z + ∆z). (2.2.2)

In the case of fairly clear, mid-ocean water (type IA) (Jerlov , 1976), which we

assume holds for the measurement in the central Arabian Sea site,

I1 = 0.62 λ1 = 0.6m

I2 = 1− 0.62 λ2 = 20m,

(2.2.3)

and thus about half of the solar radiation is absorbed within the uppermost

meter of the water column. The remaining shortwave component of the

insolation is absorbed with an extinction scale of 20 m. For each time step, after

the surface heat and freshwater flux being applied on temperature, salinity and

density profiles, the model starts to remove the static instability by executing a

free convection subroutine in order to satisfy the static stability criterion,

ensuring the vertical density gradient is positive throughout the water column,

i.e.

∂ρ

∂z
≤ 0. (2.2.4)

Starting from the uppermost layer, all the variables above certain depth where

the density gradient is negative (statically unstable) would be completely mixed

by replacing the vertical average between the depth and the surface. This routine

iterates through all the layers til the entire water column is statically stable.
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The wind mixing is parameterized by running the density profile through two

criteria, ML stability and shear flow stability (Eq. 2.2.5).The ML stability

simulates the ML entrainment by the relaxation of the bulk Richardson number

(RiB ) over the whole ML and the shear flow stability simulates the effects of the

local mixing caused by the vertical of the current velocity by relaxation of the

gradient Richardson number (RiG) over the adjacent layers at the base of ML.

These two processes are essentially the wind-mixing processes in the sense that

the velocity which appears in the Richardson numbers is entirely wind driven,

and both processes would be inactive if the wind vanished.

RiB =
gh∆σ

σ(∆V )2
≥ 0.65,

RiG =
g∆σ

∆z

σ (∆V )2

(∆z)2

≥ 0.25.
(2.2.5)

The RiB parameterizes the bulk mixing effect of the ML entrainment forced by the

surface wind stress by taking the ratio of the density gradient and vertical current

shear at the base of the ML depth. The entrainment to the ML depth is switched

on when the RiB is smaller than 0.65 (Price et al., 1978), a value determined from

the laboratory experiments. The RiG calculates the ratio between the square

of buoyancy frequency (or Brunt-Väisälä frequency). The gradient Richardson

number is calculated for all the adjacent layers within the stratified part of water

defined by the bulk mixing process. The sequenced partially mixing is activated

between the layer with the smallest RiG and the layer just beneath when the

smallest RiG is less than 0.25. The critical gradient Richardson number is set to be

0.25 based on laboratory experiments (Miles, 1961; Howard , 1961). The effect of

bulk mixing and gradient mixing has been discussed in Price et al. (1986) (Figure

2.3) that the bulk mixing can clearly identify the depth of the base of ML, but the

thermocline structure shown on the temperature profiles are unrealistically sharp.

The inclusion of gradient mixing causes a smoothing of such abrupt transition

between the ML and level below to acquire a reasonable thermocline structure.
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Figure 2.2: Year-long time series of (a) wind speed, (b) daily-mean net surface heat
flux, (c)daily-mean SST, (d) magnitude of SST diurnal variability and (e) daily-
mean ML depth. The wind speed is plotted with a coarse temporal resolution
(half-daily) for clarity. The line colours show observations (grey) and simulations:
CONTROL (black), WIND (red), HEAT (blue) and NO-HI (magenta).
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2.2.3 Experimental design

We first conduct a control simulation (CONTROL) forced by air-sea fluxes

calculated from the observed atmospheric variables at their original 7.5-min

temporal resolution, using the COARE 3.0 bulk flux formulae (Fairall et al.,

2003),

QSWnet = QSW (1− α),

QLWnet = QLW − εatmσ(TS)4,

QLH = ρairCeLe|U|(qair − qsat),

QSH = ρairChcp|U|(Tair − TS),

Qnet = QSWnet +QLWnet +QLH +QSH ,

τ = ρairCd|U|U,

(2.2.6)

where QSWnet and QLWnet are the net shortwave and longwave radiation at sea

surface, QLH and QSH are the latent and sensible heat fluxes, α is the albedo,

Ce and Ch are the transfer coefficients for moisture and heat respectively, cp is

the heat capacity of the dry air, Le is the latent heat of vaporisation, Tair and

TS are the observed surface air temperature and sea surface temperature, qair

and qsat are the observed specific humidity and saturated humidity at TS and P

(barometric pressure), Cd is the drag coefficient and U is the 10-m wind

velocity. The effect of including surface ocean currents in the bulk formulae on

turbulent air-sea momentum and heat fluxes is not considered here due to the

lack of surface current measurements. It is noted the temperature and humidity

gradient is evaluated by subtracting ocean related values from sea surface

meteorological variables, therefore positive value for the heat flux components

indicates that the ocean is gaining heat and vice versa.

To isolate and quantify the influence of high-frequency atmospheric variability,

we conduct three additional experiments. The WIND experiment is the same as

CONTROL except that the surface turbulent and radiative heat fluxes are
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calculated from daily-averaged (24-hour running mean) meteorological variables.

The HEAT experiment is the same as CONTROL except that the surface wind

stresses are calculated from daily-averaged winds. The NO-HI experiment is

forced from both surface heat fluxes and wind stresses calculated with

daily-average meteorological variables. In each experiment, the model is

reinitialized at the beginning of each season as defined in section 2.1, which

allows us to estimate the impact of the high-frequency atmospheric forcing

under different meteorological conditions without being interfered by any

potential model drift from the previous season. An alternative one-dimensional

turbulence closure Kantha-Clayson (KC) model (Kantha and Clayson, 1994) has

also been run with identical forcing and experimental design and it shows

qualitatively the same results (see section).

2.2.4 Parameterization of cloud amount

The cloud amount (C) is not directly observed, yet it plays a crucial role in

regulating the downwelling shortwave and longwave radiation. In previous

studies of weather’s impact on the ocean (e.g. Condron and Renfrew , 2013; Wu

et al., 2016), perturbing the cloud amount has not been considered. Here its role

on the radiative fluxes is examined. To determine the effect of high-frequency

(sub-daily time scale) cloud variability on surface radiative heat fluxes, C has to

be determined. To do so, we use parameterizations of C based on empirical

relationships between cloudiness and downwelling radiation.

Firstly, C can be calculated from the observed shortwave radiation (QSW ) and

the (theoretical) clear-sky shortwave radiation (QSWclr ) according to Reed (1977):

QSW

QSWclr
= 1− 0.62C + 0.0019(90− Z), (2.2.7)

where C is the fraction of cloud cover and Z is the solar zenith angle in degrees.

The clear-sky shortwave radiation determination is based on ASCE-EWRI (2005).



Chapter 2: Impact of high-frequency weather systems on the SST
and surface mixed layer (ML) depth 30

Secondly, cloud cover also affects the downwelling longwave radiation according

to Zillman (1972):

QLW = QLWclr + 0.96CσT 4
air(1− 9.2× 10−6T 2

air), (2.2.8)

where QLW is the observed downwelling longwave radiation, QLWclr is the clear-

sky downwelling longwave radiation, Tair is the air temperature in Kelvin and

σ = 5.67 × 10−8Wm−2K−4 is the Stefan-Boltzmann coefficient. The clear-sky

longwave radiation can be determined following:

QLWclr = εatmσT
4
air, (2.2.9)

where εatm is the clear-sky emissivity which depends on water vapor pressure and

air temperature.

During the day, C can be derived via (2.2.7) or (2.2.8), while during the night C

can only be derived from (2.2.8). As such, two possible ways to determine C are

tested: a) the ‘longwave-only’ C; b) the ‘hybrid’ C derived using (2.2.7) during

the day and (2.2.8) during the night. Table 2.1 shows the root mean square

errors (RMSE) between the observed radiative heat fluxes and those calculated

with either ‘hybrid’ or ‘longwave-only’ cloud scheme involved. In our study, the

‘hybrid’ scheme is used to recalculate the radiative fluxes since on average

RMSE associated with the ‘hybrid’ scheme is only about one-third of that

associated with the ‘longwave-only’ scheme. In addition, twelve

parameterization schemes for εatm summarized in Gubler et al. (2012) were

tested and the scheme proposed by Dilley and O’Brien (1997) was chosen since

it provides the best fit in calculated net radiative fluxes compared to the

observations (Table 2.1). With this parameterization of C, the sub-daily cloud

variability owing to weather systems can then be filtered out in sensitivity

experiments such as WIND and NO-HI. It is worth pointing out that the diurnal

solar forcing remains unaltered in all the experiments since it is a consequence of

the Earth’s rotation, rather than weather phenomena. Consequently, the above
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approach enables us to filter out all the meteorological signals associated with

high-frequency weather systems without disrupting the solar cycle.

εatm scheme
‘hybrid’ vs. obs. ‘lw-only’ vs. obs.

RMSE MBD RMSE MBD

Maykut and Church (1973) 31.74 -14.02 112.37 -58.04

Ångström (1915) 25.98 -3.30 78.15 -19.08

Brunt (1932) 26.75 6.20 71.60 15.94

Swinbank (1963) 25.40 1.48 66.78 -2.58

Idso and Jackson (1969) 25.77 3.88 64.90 4.95

Brutsaert (1975) 29.59 13.44 77.37 30.45

Konzelmann et al. (1994) 27.37 9.14 68.43 19.44

Satterlund (1979) 27.77 9.92 69.05 20.02

Idso (1981) 48.91 38.77 118.96 69.62

Iziomon et al. (2003) 25.72 2.39 68.10 5.19

Prata (1996) 28.32 11.12 72.88 25.20

Dilley and O’Brien (1997) 25.35 -0.52 68.20 -5.11

Table 2.1: Root mean square error (RMSE ) and mean bias deviation (MBD)
are calculated between the observed radiative fluxes and the calculated radiative
fluxes with the ‘hybrid’ and ‘longwave-only’ cloud scheme, for different clear-sky
emissivity schemes as summarized by Gubler et al. (2012). The best combination
used for net surface heat flux recalculation is the ‘hybrid’ cloud scheme and the
emissivity scheme proposed by Dilley and O’Brien (1997).

2.3 Results

2.3.1 Fidelity in simulating SST and ML depth

The PWP model only simulates the local response of oceanic properties to the

surface heat and momentum fluxes without accounting for the lateral advection

of heat. In this section, the results of the CONTROL experiment are compared

with the observation to evaluate the suitability of the PWP model and address

the relative importance of the horizontal processes in three different seasons. The

interpretation of the results follows the separation of three seasons as marked by
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the vertical dashed lines in Figure 2.2.

Daily mean

Figure 2.2c shows the daily-mean SST (black) simulated in CONTROL agrees

reasonably well with the observed daily-mean SST (grey) during the NE monsoon

and intermonsoon seasons while the CONTROL SST gradually drifts away from

the observations at the onset of the SW monsoon season. Although there are

some discrepancies between the CONTROL and observed daily-mean ML depth,

the PWP model reproduces the overall seasonal trend of ML depth found in the

observations — deep ML in the monsoon seasons and much shallower ML in the

intermonsoon season (Figure 2.2e).

In the NE monsoon season, the agreement between the CONTROL daily-mean

SST and observed daily-mean SST suggests that the horizontal processes play a

minor role in setting the SST evolution during this season. The CONTROL

daily-mean ML deepens corresponding to the daily heat loss at the sea surface

(Figure 2.2b) throughout December and January and shoals in response to the

net surface heat gain and weaker wind events towards the mid-February (Figure

2.2a,b), agreeing with the general trend of observed daily-mean ML depth.

However, the observed daily-mean ML depth also shows a rapid

deepening-shoaling-deepening trend from early November to late December,

resulting from the changes in the thermocline structure caused by the passage of

a pair of eddies at the mooring site as confirmed by concurrent altimetric SSH

imagery (Fischer et al., 2002). An additional heat budget analysis conducted by

Fischer et al. (2002) suggests that the horizontal heat advection is near-zero

within the ML, which explains the agreement between the one-dimensionally

forced SST and the observed SST in the NE monsoon season. Their heat budget

analysis also shows a strong horizontal heat flux below the ML from November

to early December due primarily to the variations in the thermocline thickness

associated with the mesoscale eddies (Fischer , 2000).
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In the intermonsoon season, the simulated daily-mean SST and ML depth both

agree well with the observations, indicating that the upper ocean variability

during this time period is primarily surface-driven. A heat and salt budget

analysis based on the observations (Figure 12 and Figure 13 in Weller et al.

(2002)) demonstrate a one-dimensional balance during the intermonsoon season

and confirm that horizontal processes have little effect on the intermonsoon SST

and ML depth evolution.

In the SW monsoon season, the drift of simulated SST is coincident in time with

a reported cool filament (Fischer et al., 2002) developed from the Omani coast

and transported offshore towards the mooring site. Influenced by this horizontal

input of thermal variability, the observed daily-mean SST is much lower than that

simulated by the PWP model (where the SST is only locally-driven). Although

the daily-mean SST in the SW monsoon season is strongly affected by horizontal

processes, a better agreement on the daily-mean ML depth between simulation

and observation (Figure 2.2e) suggests that the prevailing strong southwesterlies

throughout the whole season is the primary local mechanism for the ML deepening

and entrainment (Weller et al., 2002), and the strong surface heat gain during

mid-July (Figure 2.2b) is responsible for the ML shoaling in both the observation

and the simulation, while horizontal processes are not as significant in regulating

the ML development as those in the NE monsoon season.

Sub-daily variability

On sub-daily time scales, the PWP model performs well in reproducing the

magnitude of SST diurnal variability as shown in Figure 2.2d. The observed

SST diurnal variability (grey) is pronounced in the intermonsoon season (0.71◦C

on average) and relatively weaker in both monsoon seasons (0.26◦C in the NE

monsoon season, 0.21◦C in the SW monsoon season). This significant seasonal

dependence of the magnitude of SST variability in the observations is

reproduced in the CONTROL experiment (black), which is primarily
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determined by the distinct seasonal meteorological conditions in terms of the

strength of the surface heating and the wind-driven mixing (e.g. Bernie et al.,

2007). In particular, the surface heating forces the formation of a thin warm

layer of a small heat capacity in the surface ocean during the daytime heating

period, which leads to a rapid increase of the SST. The wind forcing, on the

other hand, acts to inhibit the heating-driven stratification by inducing shear

instability at the base of ML and the consequent mixing and entrainment

processes suppress the increase of the SST during the day. The weaker SST

diurnal variability in both monsoon seasons is mostly attributed to the strong

monsoonal winds prevailing throughout the whole season, while the weak surface

heating during the daytime also contributes to smaller SST diurnal oscillations

in the NE monsoon season. For the intermonsoon season, strong solar heating

and relatively calm winds are in favour of a greater SST diurnal cycle. It is

noted that both the PWP model and the KC model predict the magnitude of

SST diurnal variability in the SW monsoon season to be around 0.1◦C, while in

observation the value exceeds 0.5◦C from July to mid-August (Figure 2.2d and

Figure 2.8b). The underestimated SST diurnal variability is likely due to the

lack of horizontal processes in the PWP model.

Comparisons with the observations show that the PWP model has skills to

simulate the daily-mean SST and ML depth, and the SST diurnal variability for

most of the year. Results from the CONTROL experiment suggest that, at the

Arabian Sea mooring site, the ML heat budget is mostly controlled by the

one-dimensional heat exchanges at both the air-sea interface and the base of the

ML with the exception of some drift during the SW monsoon season.

Nevertheless, the horizontal heat fluxes seems to affect the ML dynamic much

less and the main drivers of the ML variability in the SW monsoon season, i.e.

strong wind-driven shear instability and strong surface buoyancy-driven

restratification, are well represented in the model. Despite some limitations in

the SW monsoon season, overall the one-dimensional model set up provides an

reasonably good simulation of SST and ML depth at our study site and is
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sufficiently good to warrant investigating a series of sensitivity simulations with

varied atmospheric forcing.

Figure 2.3: A PWP model run over a 24 hour period with varying mixing
parameterizations. It is evident that without gradient or bulk Richardson number
mixing the ML is hourly defined by surface heat gain ,whilst gradient mixing
causes smoother profile than the bulk mixing along. Figure is adapted from Price
et al. (1986).

2.3.2 Response of SST and ML depth to high-frequency weather

systems

Figure 2.2 shows the SSTs and ML depths simulated by the four experiments.

Comparing the results of the CONTROL (black) and the NO-HI (magenta)

experiments suggests that including high-frequency weather systems in the

atmospheric forcing systematically deepens the ML and significantly lowers the

SST. On average, including high-frequency weather systems deepens the ML

depth by 1.3 m and lowers the SST by 0.8◦C in the CONTROL simulation

compared to the NO-HI simulation. Particularly, the high-frequency weather

systems lower the daily-mean SST more significantly in the intermonsoon

season. Averaging over the entire season, the SST is lowered by 1.7◦C in
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CONTROL compared to NO-HI, due to the inclusion of high-frequency

variability in the atmospheric forcing. Furthermore, high-frequency (sub-daily)

weather systems also damp the low-frequency (daily-mean) SST variability. For

example, the standard deviation of daily-mean SST in the intermonsoon season

is considerably weaker in the CONTROL experiment (1.9 ◦C, close to 1.86◦C in

observation) than that in the NO-HI experiment (2.9◦C). Results from WIND

(red) and HEAT (blue) further show that high-frequency weather systems lower

the daily-mean SST via their effect on turbulent momentum and heat fluxes,

although their effect on turbulent heat fluxes appears to have a greater impact

on the daily-mean SST (Figure 2.2c).

The difference between the approach of averaging meteorological variables used

in the present study and the approach of averaging surface fluxes used in

previous studies (e.g. Shinoda and Hendon, 1998; Shinoda, 2005; Bernie et al.,

2005) is highlighted in Figure 2.4 for a 6-week period in the intermonsoon

season. Averaging surface fluxes eliminates the diurnal cycle in SST and lowers

the daily-mean SST by up to 0.85◦C (0.2◦C on average) due to the absence of

the rectification effect of a thin warm surface layer formed during the day. In

contrast, averaging meteorological variables is found to increase the daily-mean

SST by as much as 3.7◦C while still maintaining the diurnal cycle of SST. The

total difference in SST between forcing with averaged meteorological variables

and averaged fluxes is up to 4◦C.

As shown in Figure 2.2 (see also Table 2.2), although high-frequency weather

systems significantly lower the daily-mean SST, they have little systematic effect

on the magnitude of the SST diurnal variability at our study site (Figure 2.2d).

Both the magnitude of the SST diurnal variability and its seasonal dependence

are similar in the four experiments and resemble the observation. The

non-systematically affected SST diurnal variability is likely to be attributed to

the randomly distributed high-frequency cloud and wind over a 24-hour

composite window (see following section).
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Figure 2.4: SST from the CONTROL (black) and the NO-HI (magenta)
experiments, with daily-mean SST marked as dashed lines. The SST from an
experiment forced by daily-averaged surface fluxes is shown as a brown line.

2.3.3 The composite analysis

Our model results have shown that the high-frequency atmospheric forcing

lowers the SST and deepens the ML depth (Figure 2.2c-e) much more

significantly in the intermonsoon season than the monsoon seasons. To further

examine this seasonal dependence of the response of upper ocean SST and ML

depth to the high-frequency weather systems, we construct 24-hour composites

of surface fluxes, wind speed, SST and ML depth for experiments CONTROL

and NO-HI and the observations for each season (Figure 2.5).

Two main factors contribute to the much greater difference in SST between the

CONTROL and the NO-HI experiments seen in the intermonsoon season

(-1.83◦C on seasonal average) (Figure 2.5) than monsoon seasons (-0.71◦C in the

NE monsoon season and -0.11◦C in the SW monsoon season). First, including

high-frequency weather systems leads to a greater increase in wind speed (0.31

m/s) and surface heat loss in the intermonsoon season (-13.27 W/m2 in total

with -9.53 W/m2 contributed by wind-related turbulent fluxes) compared to the

other two seasons. This is mainly because that we are taking the vector average

for the wind, where the wind components are daily averaged before being passed

to wind speed computation. In the intermonsoon winds fluctuate more (blowing

in different directions) than monsoonal winds which mostly blow in the uniform
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direction (NE monsoon blows southwestward and SW monsoon blows

northeastward, see also Figure 2.2a) and therefore the intermonsoon wind

components tend to cancel out each other when the daily mean is applied and

leads to more significant wind speed decrease when daily-averaged wind

component is used. Further analysis shows that the difference in net surface

heat flux between CONTROL and NO-HI are explained mostly by the difference

in turbulent heat flux owing to high-frequency wind fluctuations, with the

difference in radiative heat flux owing to high-frequency cloud variability making

only a small contribution (Figure 2.6).

Second, the background ML depth modulates the SST response to the

high-frequency atmospheric forcing seasonally due to its seasonal variation. As

shown in Figure 2.2e, both the observed and model-simulated ML is much

shallower in the intermonsoon season (typically 15 m in observation) than in

monsoon seasons (40–50 m in observation). The effect of seasonally dependent

ML depth in modulating the impact of high-frequency weather systems is more

readily seen by comparing the results from WIND and NO-HI. In both

experiments, the impact of high-frequency weather systems on surface heat

fluxes is excluded, i.e., without the first contributing factor. While the wind

stress differences between WIND and NO-HI are comparable among all three

seasons (∼0.005 N/m2; see also Figure 2.5), the cooling effect on the SST is

much greater in the intermonsoon season (Figure 2.2c), because the shallower

surface ML in the intermonsoon season, via its smaller heat capacity, amplifies

the cooling effect induced by the stronger shear instability and enhanced

entrainment by including the high-frequency wind fluctuations.

The composite analysis also provides a closer look at the impact of

high-frequency weather systems on the SST diurnal variability. Our results show

that high-frequency cloud variability (Figure 2.6) and high-frequency wind

variability (Figure 2.5) at the study site has no clear and significant diurnal

cycle except for in wind speed during the NE monsoon season, which is a

modest 0.4 m/s. As such, filtering out high-frequency cloud and wind variability
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does not significantly alter the diurnal cycles of solar radiation and

wind-induced vertical mixing and entrainment. Consequently, high-frequency

weather systems are found to have little systematic effect on the magnitude of

the SST diurnal variability at this site.

Δ
τ

Δ

Figure 2.5: A 24-hour composite view of SST (top), ML depth (second row), and
wind speed (middle) showing observations (grey), CONTROL (black) and NO-HI
(magenta) experiments. The next two rows show differences in wind stress (fourth
row) and net surface heat fluxes (bottom) between the CONTROL and NO-HI.
The composites are for three seasons: the NE monsoon (left), the intermonsoon
(middle) and the SW monsoon (right). Values of seasonal-mean differences
(CONTROL - NO-HI) are shown at the top of each panel. The composite-
averaged magnitude of SST diurnal variability simulated by the CONTROL and
NO-HI are illustrated in the top panels. Note that different axis limits are used
in different seasons for the composites of SST, ML depth and wind speed.
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Figure 2.6: The 24-hour composite view of sub-daily (black) and daily-averaged
(magenta) cloud cover and the difference of net surface shortwave radiation
(QSW

net ), longwave radiation (QLW
net ), latent heat flux (QLH) and sensible heat flux

(QSH) between the CONTROL and NO-HI experiments in the NE monsoon (left),
intermonsoon (middle), and SW monsoon (right) seasons. Values of seasonal-
mean differences (CONTROL - NO-HI) are shown on the top of each panel. Note
that different axis limits are used in different seasons for the composite cloud
fraction.

2.3.4 Role of high-frequency wind fluctuations

The bulk flux formulae (Eq.2.2.6) shows that the surface winds (U) are involved

not only in the wind stress but also in the turbulent heat fluxes calculations. The

impact of the high-frequency wind gusts on the turbulent heat fluxes is shown in

the composite analysis, which suggests that the wind-related turbulent heat fluxes

are the major contribution to the difference in the net surface heat fluxes between

the CONTROL (high-frequency) and the NO-HI (low-frequency) experiments.
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To investigate the net effect of high-frequency wind fluctuations on modulating

the SST evolution and ML depth, an extra experiment WIND* is conducted.

The WIND* experiment is forced by the surface heat fluxes and wind stress that

calculated from the observed high-frequency wind and other daily-mean variables

(e.g. air temperature, SST, barometric pressure etc.) Therefore the observed

difference in the results between WIND* and CONTROL are only caused by the

high-frequency variabilities in these daily filtered variables. In other words, if

there is not much difference between WIND* and CONTROL, then it suggests

that the high-frequency wind variabilities are capable of exciting most of the

variabilities in the ocean response. The simulated SST evolves closely along the

CONTROL simulations (Figure 2.7a) as expected, since the high-frequency wind

explains most of the high-frequency variability in the atmospheric forcing via

both the momentum and turbulent heat fluxes. The increased turbulent heat loss

and enhanced wind-driven shear instability caused by including high-frequency

wind variability lead to cooler SST and deeper the ML depth in the WIND*

experiment in comparison with the NO-HI experiment. Our results also show that

the magnitude of the SST difference between WIND* and NO-HI is tightly linked

to the background ML depth on a day-to-day time scale during the intermonsoon

season when the ML depth is shallow (Figure 2.7b). Similar to the mechanism

of ML seasonal regulation on the SST difference between NO-HI and CONTROL

as discussed in the previous section, during the intermonsoon season, most of

the variability of ML thermal anomalies induced by enhanced entrainment and

turbulent heat loss are reflected on the SST field due to the smaller heat capacity

of shallower ML depth. Such linkage between SST difference and ML variability is

absent in both the monsoon seasons, as the heat anomalies are evenly distributed

over a deeper ML in the model and thus the thermal variability reflected on the

SST field is largely damped.
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Figure 2.7: (a) Daily-mean SST from the CONTROL (black), NO-HI (magenta)
and WIND* (green) experiments. (b) Daily-mean ML depth in the NO-HI and
WIND* experiments and daily-mean SST difference (dashed) between the two
experiments (WIND* - NO-HI).

2.4 The KC model validation

As an alternative to the PWP model, we repeated our simulations with a

turbulence closure model, the Kantha-Clayson (KC) model (Kantha and

Clayson, 1994). The results are broadly similar to those from the PWP model

(see Figure 2.8 and 2.9). The KC model has captured the major role played by

high-frequency weather systems – deepening the ML, lowering the low-frequency

SST and damping its variability, without systematically altering the SST diurnal

variability. By comparing the simulated SST, the magnitude of SST diurnal

variability and the ML depth between KC and PWP simulations, it is concluded

that the mixing process is enhanced in the KC model. In the KC model, the

simulated SST is somehow lower than observations in the NE monsoon season,

and the drift between model simulation and observations takes place at the

onset of southwesterly burst as we find in PWP predictions. The simulated ML

depth in CONTROL is generally deeper than that in PWP by 18 m on average.

The ML depth in the KC model reaches down to 50 m in the intermonsoon

season and nearly 100 m in the SW monsoon season. The magnitude of the SST
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diurnal variability is also smaller than the PWP (Table 2.2). All these

comparisons indicate that the mixing processes parameterized in KC model is

stronger than that in PWP model. Despite of the difference in the strength of

vertical mixing, it is robust that the high-frequency wind variability is the major

contribution to the changes of air-sea heat and momentum fluxes due to the

high-frequency weather systems at this site. The response of SST to

high-frequency weather systems in the KC model is not as closely correlated to

the background ML depth on daily time scale during the intermonsoon season as

that found in the PWP model since the high-frequency variability in SSTs are

damped by the deeper ML depth in the KC simulations. The seasonal

correspondence between the ML depth and either SST response or the

magnitude of SST diurnal variability still exists. The broad agreement between

results from the KC model and PWP model lends confidence on the robustness

of the findings of this study.

Integration

Magnitude of diurnal variability in SST (◦C)

Mean Max Min STD

PWP/KC PWP/KC PWP/KC PWP/KC

CONTROL 0.44/0.52 3.33/2.30 0.04/0.11 0.53/0.42

WIND 0.43/0.51 3.35/2.44 0.04/0.09 0.51/0.45

HEAT 0.43/0.50 3.33/2.28 0.04/0.10 0.50/0.41

NO-HI 0.45/0.45 3.40/2.42 0.04/0.07 0.57/0.41

Observation 0.54 2.29 0.04 0.59

Table 2.2: Comparison of the magnitude of SST diurnal variability in observations
and simulations using the PWP model and the KC model.

2.5 Summary and Conclusions

We have investigated the impact of high-frequency (sub-daily time scale)

weather systems on SST and ML depth using the one-dimensional PWP model

and an observational dataset collected in the central Arabian Sea. By comparing

model simulations that include, partially include, and exclude atmospheric
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Figure 2.8: Year-long time series of (a) daily-mean SST, (b) magnitude of
SST diurnal variability and (c) daily-mean ML depth. The line colours show
observation (grey) and the KC model simulations: CONTROL (black), WIND
(red), HEAT (blue) and NO-HI (magenta).

forcing associated with high-frequency weather systems, we find:

• High-frequency weather systems lower the daily-mean SST by 0.8◦C on

average (and as much as 3.7◦C) and damp its variability, but have little

systematic effect on the diurnal variability of SST. This is in sharp

contrast to the effect of diurnal air-sea fluxes which act to increase the

daily-mean SST via a rectification effect of a thin warm surface layer

formed during the day. The difference in the SST between filtering the

meteorological variables and filtering the fluxes was up to 4◦C in the

central Arabian Sea.
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Δ
Figure 2.9: (a) Daily-mean SST for the CONTROL (black), NO-HI (magenta)
and WIND* (green) experiments. (b) Wind speed used in NO-HI and WIND*
and daily-mean SST difference (dashed) between the two experiments (WIND*
- NO-HI). (c) Daily-mean ML depth in the CONTROL, NO-HI and WIND*
experiments.

• The magnitude of the SST’s response to high-frequency weather systems is

strongly regulated by the background ML depth on daily-to-seasonal time

scales. There is a greater response in SST during the intermonsoon season,

when the ML depth is shallow, compared to the response in the monsoon

seasons. Implicitly our results show an interesting link across timescales.

High-frequency meteorological forcing impacts the ML depth, while low-

frequency (seasonal) changes in the ML depth dictate the magnitude of the

SST response.
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• High-frequency weather systems impact the SST and surface ML at this

site primarily through fluctuations in the wind field via their influence of

the wind stress and turbulent heat flux. The seasonal feature of the wind

fluctuations (intermonsoon winds blowing unevenly while monsoon winds

blowing uniformly in direction) results in greater wind speed changes in

the intermonsoon season caused by the daily averaging of the winds, and

thus leads to greater air-sea fluxes changes, which contributes to the greater

responses of SST and ML depth.

• The shallower ML depth in the intermonsoon season is tightly connected

with the less intensified wind characterized by rich fluctuations and the

moderate surface heating condition. The fact that the fluctuating wind

forces a shallower ML depth and averaging on the fluctuating wind causing

greater wind speed reduction and hence difference in the surface heat fluxes

are both contributing to a more pronounced SST difference seen between

the CONTROL and NO-HI experiments.

The work presented in this chapter illustrates a distinct seasonal cycle in the

oceanic response to high-frequency weather systems under different monsoonal

forcings over a typical year in the central Arabian Sea. The generic set up of our

experiments suggests our findings are likely to be applicable to other tropical seas

with similar monsoon-dominated atmospheric conditions. We also demonstrated

that in the one-dimensional framework, oceanic response is sensitive to the high-

frequency atmospheric forcing. The systematic impact of the sub-daily weather

systems is small in magnitude but likely to be accumulated if it is neglected in

the long-term climatic simulations. How exactly the three dimensional ocean is

responding the such subtle variability and how this one-dimensional mechanism

can be translated into the three dimensional ocean now becomes a more intriguing

question to answer.



3

SST response to the stochastic

air-sea heat fluxes under different

solar penetration schemes

A more general question is posed in this chapter, that is, how does the ocean

respond to pure stochastic atmospheric forcing? The question is inspired by the

results from the previous chapter and it is also an extended exploration of a

simple stochastic climate model firstly proposed by Hasselmann (1976), where

this rather simplified conceptual model grasped some fundamental features of

the oceanic response to the atmospheric forcing in the observations. Hasselmann

(1976) discussed this interesting link across time scales between the ocean response

and atmospheric forcing, where the forcing is forged as a pure white noise to

mimic the unpredicted, fast-evolving weather system relative to the long-term

climatic/oceanic evolution. We further assess the noise-induced rectification effect

on the long-term trend and the role played by the varying ML depth in this

simplified systems, and found that the varying ML hardly changes the spectral

behaviour of the SST response but it is crucial for the magnitude of the long-term

SST evolution trend. The word ‘rectification’ in this chapter is generalized as the

difference between the time-mean of SST forced by stochastic surface fluxes and

SST forced by the time-mean fluxes of the same stochastic time series. Although it

is also termed as ‘noise-induced drift’ in some literatures, the difference assessed

here is believed to be generated by high-frequency variabilities represented as
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stochastic components in the forcing fields, as such, a ‘rectification’ on the SST

driven by time-mean forcing fields where these variabilities are absent.

3.1 Introduction

The spectra of climatic time series are characterized by three important features:

continuity, redness and presence of multiple peaks (Mitchell , 1976). The existence

of multiple peaks indicates that deterministic processes are responsible for their

generation. For example, there are climate variabilities pronounced at preferred

timescales due to the internal oscillations of the climate system such as the ENSO

or the Atlantic Quasi- (e.g. Deser and Blackmon, 1993; Dima et al., 2001) and

Multi- (Dima and Lohmann, 2007) decadal Variability. The repetitive and cyclical

external forcing from diurnal and annual cycles of solar radiation due to Earth’s

rotation and revolution, respectively, to the astronomical Milankovitch cycles can

drive peaks on the climatic variance at specific time scales.

In contrast to the climate variability resulting from the deterministic processes,

the high-frequency fluctuations especially for the atmospheric system can result

from the random forcing (e.g. the evolution of weather system). These high-

frequency variability can be translated into the long-term variance of the system

via the accumulative responses and non-linear feedbacks. In the previous chapter,

the sub-daily time-scale fluctuations in the meteorological fields are shown to

significantly modulate the seasonal-to-intraseasonal SST and ML depth variability

under a one-dimensional framework. Particularly, the wind fluctuation tends to

act as the prominent factor in regulating the low-frequency variability of upper

ocean relative to the other meteorological components such as air temperature,

humidity and cloud via its involvement in determining both the exchanges of

turbulent heat flux and momentum flux at the air-sea interface.

This link across time scales between the rapidly developed atmosphere interacting

with slowly-evolving ocean in the climate systems has been discussed widely in
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climate literature, and was firstly depicted in the articles by Hasselmann (1976)

and Frankignoul and Hasselmann (1977) (hereafter H76, FH77). They proposed

a conceptual framework to understand the nature of SST variability via a simple

stochastic climate model, arguing that the ocean-ML temperature anomalies are

the results of the integration of the stochastic atmospheric heat fluxes forcing,

which should be an autoregressive process of the first order (AR1). These random

variabilities can be associated with, for example, the high-frequency fluctuations

in the atmospheric circulation with a decorrelation timescale within a week or

two (Deser et al., 2010). The growth rate of the SST variability is suppressed

by a negative linear damping term representing the turbulent heat fluxes and

longwave radiative fluxes adjustment to the SST anomalies. Substantial progress

has been made in understanding the extratropical thermal coupling mechanisms

and damping effect induced by the air-sea fluxes adjustment (e.g. Frankignoul ,

1985; Alexander and Penland , 1996; Barsugli and Battisti , 1998; Frankignoul et

al., 1998) based on the fundamental work laid down by H76 and FH77.

While the assumption of the stochastic heat fluxes are found to be effective in

reproducing some of the mid-latitude SST anomalies as observed, much of these

discussions have been primarily statistical in nature and often the influence on

the mean SST or its time dependence on the evolution of stochastically induced

variability has been ignored. In many previous studies, the coherence between

the stochastic forcing and the ocean response has been examined. However,

different phenomena can yield the same spectra and coherence often obscuring

the dynamics of the systems (Chhak et al., 2006), such as the ML variation (e.g.

Alexander and Penland , 1996). As presented in the previous chapter, the

evidence shows that the high-frequency variabilities in air-sea fluxes and

meteorological fields can systematically regulate the surface ML

thermodynamics. Can we extend what we learned from the rectification effect

on the upper ocean from either the SST diurnal cycle or the high-frequency

wind variability to a stochastically-forced ocean? In other words, does the

stochastic air-sea fluxes generate any systematic effect on the SST and upper
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ocean ML depth evolution in light of our expectations from the canonical

diurnal cycle of the air-sea fluxes? In this chapter, we show that the stochastic

air-sea heat fluxes tend to excite this ‘rectification’ effect in the time-mean SST

field in a similar fashion to that illustrated in other investigation on the

high-frequency SST variabilities (e.g. Shinoda and Hendon, 1998; Shinoda, 2005;

Bernie et al., 2005, 2007, 2008; Kawai and Wada, 2007; Guemas et al., 2011),

using a one-dimensional ML model. This one-dimensional response usually

tends to be worn off due to the advective processes instantaneously and the

excited variabilities of the response mostly cancel off between the opposite

phases of the surface forcing when the average is taken over a short period,

while the systematic net effect from the stochastic air-sea interaction can emerge

over a longer time period of evolution from the accumulation of the residual left

from the compensation between phases due to the asymmetric SST responses

and the amplification from the non-linear internal feedbacks in more

sophisticated models with more degrees of freedom (e.g. Williams, 2012).

3.1.1 Simple stochastic climate model paradigm

H76 proposed a simple stochastic climate model paradigm where slow changes of

the climate were interpreted as the integral response to continuous random

excitation by short timescale ‘weather’ disturbances. This idea that the slowly

responding components such as ice sheets, oceans, or vegetation acting as

integrator of the random input from the fast evolving weather components is

analogous to the interaction between heavy particles and ensemble of light

particles in the framework of ‘Brownian motion’. Such integration of the

random input is known as an autoregressive process of the first order (AR1).

Unlike the ‘Brownian motion’ where the internal stabilizing mechanisms are

absent, H76 model included a negative linear feedback term in the forcing

driving an asymptotically stationary response of the slow subsystem, which

otherwise tends to grow infinitely with time.
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FH77 presented a prompt application of H76 theory to investigate the variability

of the mid-latitude SST in response to random atmospheric forcing simulated

by a quasi-geostrophic (QG) barotropic atmospheric model by incorporating a

white noise time series into forcing terms. The stochastic atmosphere model

is coupled to a fixed slab ocean model and the system is damped by a linear

negative air-sea feedback acting as the enhanced loss/gain of heat to/from the

atmosphere resulting from the anomalously warm/cold SST. The simulated SST

anomalies showed similar spectral characteristics as the observed SST anomalies:

SST variances decrease with the frequency within one year timescales and then

independent of frequency over the longer timescales as the damping term confines

the SST anomalies growth over time. FH77 model demonstrates a case of how

the thermal inertial introduced by ocean’s ML smooths out the high-frequency

variabilities of SST to yield a slow response, i.e. a ‘reddened’ spectrum.

FH77 model is more readily seen by considering a ML energy balance model

(Marshall and Plumb, 2008)),

γo
dT

dt
= −λT +Qnet (3.1.1)

where γo = ρrefcωh (i.e., density×specific heat×depth, with units of J K−1 m−2),

λ =15 W m−2 K−1 (obtained from observations) is the damping rate of the SST

anomalies T due to the turbulent heat exchange across the air-sea interface, Qnet

is the net air-sea heat flux. In mid-to-high-latitude region, changes of SST is

strongly forced by the passing of storms through their modulation of the surface

winds, air temperature, humidity, hence the air-sea fluxes Qnet. The variability

of surface heat fluxes caused by these short-period atmospheric systems are then

treated as random noise relative to the slowly responding ocean. In Eq. 3.1.1,

we set Qnet = Q̂ωe
iωt, where Q̂ω is the amplitude of the stochastic component of

the air-sea flux at frequency ω associated with the atmospheric eddies (Marshall

and Plumb, 2008). For ‘white noise’ processes, one has a Q̂ω independent of ω.

Similarly, the response of SST is given by T = T̂ωe
iωt. According to Eq. 3.1.1,
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the amplitude of SST anomalies is derived as the function of Q̂ω and ω,

T̂ω =
Q̂ω

γo(
λ
γo

+ iω)
. (3.1.2)

Hence the spectrum of SST anomalies in response to the stochastic ‘weather’ noise

yields

T̂ωT̂
∗
ω = (

Q̂ω
γo

)2 1

ω2 + ( λγo )2
, (3.1.3)

where the T̂ ∗ω is the complex conjugate of T̂ω.

In Eq. 3.1.3, ωc = λ/γo defines a critical frequency depending on the heat capacity

of the ocean ML (h) and the strength of air-sea coupling (λ). The variability of

the temperature response over higher frequencies (ω > ωc) decays rapidly with

frequency with the slope of -2 on the logarithmic scale, while the response levels

out over the lower frequencies (ω < ωc) as evident from the grey curve in Figure

3.1a. In comparison, Figure 3.1b shows the observed temperature spectra of the

atmosphere and of SST, where the SST spectrum is much redder than atmospheric

temperature, somewhat consistent with ω−2 dependence predicted by Eq.3.1.3. In

the case of absence of negative feedback, Eq.3.1.3 reduces to

T̂ 2
ω = (

Q̂ω
γo

)2 1

ω2
, (3.1.4)

known as the non-stationary state of climatic response in FH77 model. The SST

anomalies variance in this case increases at low frequencies (T̂ 2
0 → ∞) without

the limit of stablising internal feedback mechanism (e.g. Figure 3 in FH77).

Although Hasselmann’s theory rationalizes part of the observed mid-latitude

SST variability with reddened spectrum yielding the ω−2 dependence under the

forcing of a ‘white’ atmospheric spectrum, it is not quite clear how this

stochastic atmospheric variability influences the time-mean ocean evolution.

The problem does not stand out in Hasselmann’s original model since the

‘ocean’ is treated as a fixed-depth plate. It was also noted in later studies that

an AR1 process cannot explain the re-emergence effect of wintertime SST
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(a) (b)

Figure 3.1: Adapted from Marshall and Plumb (2008). (a) The theoretical
spectrum, Eq.3.1.3, on a log-log plot. The vertical grey line indicates the frequency
ωc/2π where ωc = λ

γo
. (b) Log-log plot of the power spectrum of atmospheric

temperature at 500 mbar (black) and SST (grey) associated with the North
Atlantic Oscillation, see Czaja et al. (2003) for details.

anomalies in the following fall and winter observed in the most extratropical

region (e.g. Alexander and Deser , 1995; Dommenget and Latif , 2002, 2008;

Fraedrich et al., 2004) where the ML variation is vital.

Based on H76 stochastic climate model, here we introduce two elements from

the realistic world – the ML response and the solar absorption through the

water column. The adjustment of the ML in the ocean model is a fundamental

process associated with the upper ocean dynamic and thermodynamic

characteristics. It defines the upper ocean heat capacity and modifies the

sensitivity of the SST in response to the surface forcing. It has been recognized

that the variation of ML is important for regulating the SST variability over

time, for example, the high-frequency induced rectification on long-term SST

development (e.g. Williams, 2012; Zhou et al., 2018). The solar penetration, on

the other hand, redistributes the upper ocean heat and effectively modifies the

ML response towards the surface heat fluxes. The penetration depth or the

attenuation intensity of the solar radiation throughout the water column is

important in setting the upper ocean heat capacity and hence a crucial

determinant of the response of the SST and of the temporal scale of SST

variability (e.g. Frankignoul , 1985; Deser et al., 2003).
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3.1.2 Solar penetration within the upper ocean ML

The incoming solar irradiance is the main energy source in the ocean heat

budget, and hence strongly impacts the oceanic thermal structure. Shortwave

radiation absorbed by the ocean is attenuated exponentially with depth. The

attenuation depth (e-folding depth) depends on the wavelength and biogenic

components of the water. Traditionally, the water types are classified Jerlov I,

IA, IB, II and III (Jerlov , 1976) based on their spectral optical attenuation

depth. The shortwave attenuation depth in open oceans is about 20-30 m, and it

decreases with increasing water turbidity, particularly in coastal regions.

One-dimensional ML modelling studies have long illustrated the importance of

solar transmission on SST and ML depth evolution. For example, Denman

(1973) introduced an attenuation coefficient for downward solar irradiance in

Kraus-Turner model to investigate the time-dependent behaviour of the upper

ocean to varying meteorological inputs. The model was sensitive not only to the

rate of production of energy for mixing, but also to the rate of absorption with

depth of the solar radiation. Lewis et al. (1983) explored the effect of

phytoplankton on solar radiation absorption in the upper layer of the open

ocean, suggesting that certain vertical distribution of chlorophyll augments

vertical mixing and deepens the ML. Sui et al. (1997) demonstrated that the

intraseasonal variability of SST is sensitive to the solar attenuation depth in

Topical Ocean-Global Atmosphere (TOGA) Coupled Ocean-Atmosphere

Response Experiment (COARE) domain. Shinoda (2005) further discussed the

sensitivity of SST diurnal cycle and intraseasonal variability to the different

components of solar radiation under the framework of a double-exponential

function where the visible light is approximately separated into red and blue

components. It was concluded that the SST diurnal cycle is sensitive to the

extinction depth of the red light component while the intraseasonal is closely

connected to the blue light penetration. The impact of the red light absorption

on SST diurnal cycle can further translated into the intraseasonal variability via
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the rectification effect induced by SST diurnal cycle. The sub-surface warming

due to the solar penetration is a key factor involved in the generations of SST

seasonal variability, hence improves the predictability skills of SST (e.g.

Rochford et al., 2001) and has significant implications in affecting the climate

variation during the warming seasons (e.g. Hosoda et al., 2015).

In OGCMs, studies have reported that the influence of the solar penetration

parameterization was manifested counter-intuitively due to the secondary

response of the advective heat transport associated with the tropical circulation

systems to the changes of solar penetration scheme. Murtugudde et al. (2002)

studied the solar penetration on the upper tropical ocean circulation with an

OGCM by comparing experiments with ocean colour-based solar penetration

depth and the control experiment with fixed solar penetration depth. It is found

that with a realistic solar penetration scheme, the excess sub-surface warming

produces a warmer SST compared to the control experiment. They argued that

the sub-surface warming due to the penetration of solar radiation actually leads

to a weaker surface current divergence, hence the processes of upwelling and

entrainment are inhibited which are key for the cool SST anomalies in the

equatorial oceans. Similarly, Sweeney et al. (2005) also obtained a warmer

equatorial oceans in their sensitivity experiments even though the solar

penetration leads to an overall deeper oceanic ML depth. They attributed the

slowdown of surface pole-ward currents to a deeper ML depth on and off the

equator caused by deeper solar penetration.

In summary, in a local forcing-dominated region, a shallower solar penetration

depth associated with higher surface chlorophyll concentration is in favour of

trapping heat within the surface layer, contributing to warmer SST and

shallower ML depth. Deeper solar penetration is corresponding to relatively

clear water bodies and the solar radiation is distributed over a deeper water

column, leading to insufficient SST warming and deeper ML depth. While over

the equatorial regions, the secondary response of the current systems to the

changes of solar penetration depth could overcompensate the one-dimensional
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thermodynamic response. It is noted that, though, most of these studies invoke

time-mean surface heat fluxes to force the ocean model or couples the ocean

model with deterministic atmosphere models to assess the behaviours of upper

ocean, few has considered how stochastic variabilities in air-sea heat fluxes

caused by transient processes such as the cloud blocking or wind fluctuations

alter the oceanic response under different solar penetration schemes. In this

chapter, this question is explored with a series of idealized experiments using

one-dimensional PWP model. Prescribed white-noise time series is imposed to

the model acting as the air-sea heat fluxes to understand firstly how the ocean is

thermodynamically responding to the pure surface noise in terms of power

spectral characteristics (e.g. H76 and FH77), and secondly what the impacts of

the stochastic atmospheric variabilities are on the long-term evolution by

assessing whether there is any integral effect of noise-induced rectification.

The rest of the chapter is organized as follows. In section 3.2, we demonstrate the

spectral characteristics and the trend of evolution of the SST response to the pure

white-noise surface heat fluxes using a one-dimensional ML model, assessing the

role played by ML depth adjustment and the solar attenuation in affecting the

SST response. Results from the idealized experiments show a strong sensitivity of

the SST evolution to the solar penetration depth. Summary is included in section

3.3.

3.2 SST response to pure white-noise air-sea heat

fluxes

3.2.1 Methods

Three ML models are used here to represent three types of ML approximations

involved in the wide range of ocean model studies: slab ocean model,

one-dimensional ML PWP model without solar penetration and PWP model
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with standard solar penetration scheme.

In the slab model, the ML depth is fixed and the solar radiation is uniformly

absorbed within the ML depth. The slab ocean model is essentially a

zero-dimension model running at each grid point and represents an

approximation of the well-mixed ocean ML. The applications of slab model

usually take the advantage of its simplification and efficient computation to

perform very long integration allowing exploration on the climate variability

over longer time scales (e.g. H76) or the coupled systems where only the

interaction between atmosphere and ocean ML is of interest (e.g. Clement et al.,

2016). In our case, the simplified slab model is meant for reproducing the SST

variability predicted by Hasselmann’s theory as the base line where ocean

thermodynamics involved is tuned to the most simplified state. Then we

introduce two elements, the variation of ML and solar penetration, into the

model for further comparisons.

As described in previous chapter, the one-dimensional PWP model computes

the ML depth and SST via three criteria: the static stability, ML stability (bulk

Richardson number) and shear flow stability (gradient Richardson number)

(more details in Chapter 2 and Price et al. (1986)). Here we switch off the

freshwater fluxes and momentum fluxes and the only determinant of the ML

depth is the static stability associated with the surface heat fluxes. We further

vary the solar penetration scheme by turning it on and off to assess the influence

of solar attenuation on the ML depth adjustment and the SST evolutions. With

the solar penetration switched off, the solar radiation is completely absorbed

within the uppermost layer.

The air-sea heat fluxes in idealized experiments are composed by the stochastic

solar radiation and constant non-solar heat fluxes. The solar radiation is taken

as a pure white noise time series (Figure 3.2) with rich variability on sub-daily

timescales. The magnitude of the solar radiation is uniformly distributed from 0 to

1000 W/m2, i.e., Qsw ∼ U(0, 1000). The time-mean Qsw is 500 W/m2, balanced
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Figure 3.2: (a) Time series of net surface heat fluxes over 100 model days applied
in all idealized experiments. (b) Power Spectral Density of the net surface heat
fluxes. Little dependence of power density on the frequency shows a typical white
noise spectra.

with the constant non-solar heat loss, Qout = −500W/m2. So the total time-mean

net surface heat fluxes is zero for all three models. The model is integrated at

every 360 seconds. No extra fluxes are applied at the bottom boundary of the

ocean in all three model experiments and the temperature is freely evolving with

the deep solar penetration at the bottom.

3.2.2 Spectral characteristics (variance) of stochastically-forced

SST

a. Slab model

The heat exchange and temperature evolution in the stochastically-forced slab

ocean model is governed by

∂T

∂t
=
Qsw +Qout

γ0
, (3.2.1)
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Figure 3.3: Power spectra (non-dimensional) of the stochastic air-sea heat fluxes
(black) applied in the slab mode experiments and the simulated SST (grey). The
white-noise-forced SST yields a red spectrum with the slope of ω−2, as predicted
by Hasselmann (1976).

where γ0 = ρCph is constant. The stochastically-forced slab ocean model with

fixed ML depth is essentially a time integration of a stochastic time series. The

ML depth in slab model is the thickness of the vertical model grid size (1 m).

The spectral characteristic of the SST in slab model is consistent with that

predicted by Hasselmann’s theory, yielding a reddening of spectrum with a ω−2

slope at the frequency domain. The SST spectra in Figure 3.3 shows no

flattening toward the low-frequency bands due to the lack of damping effect

− λ
γ0
T (see Eq. 3.1.1) coming from the air-sea heat fluxes adjustment to the

modelled SST. The slab model experiment here depicts the uncouple regime of

the simple stochastic climate model.
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b. Non-Solar-Penetrative (NSP) PWP model

In the NSP PWP model, the solar radiation is completely absorbed within the

uppermost layer. The base of ML remains at the depth uppermost layer when

the surface temperature is higher (more buoyant) than the layers beneath. The

ML deepens (the convective mixing is triggered) only if the temperature of the

uppermost layer is lower than the layers underneath due to the surface heat loss.

Here we set the ML depth in the slab model the same as the thickness of the

uppermost layer used in PWP model, so the non-solar-penetrative (NSP) PWP

model is essentially the same as the slab model during the period when

uppermost layer is gaining heat and warmer than water below. This feature of

NSP PWP model leads to similar magnitude of the SST increase (Figure 3.4a)

and SST variance (Figure 3.4b) in comparison with the slab model SST. A ω−2

dependence of the power density spectrum on the frequency is found in NSP

experiment, indicating that including the ML depth adjustment to the surface

buoyancy forcing does not qualitatively alter the spectral characteristics of the

SST response to the stochastic surface heat fluxes except for an overall power

shift in accordance to the thermal inertia determined by the ML depth.

c. Solar-Penetrative (SP) PWP model

In solar-penetrative (SP) PWP model, solar absorption through the ocean water

subjects to the solar attenuation with depth parameterized by a

double-exponential dependence. Paulson and Simpson (1977) fitted the double

exponential equation to solar transmission profiles in accordance to the Jerlov

water type classifications and obtained a set of extinction coefficients for each

water type,

I(z) = r1 × e
− z
λ1 + r2 × e

− z
λ2 . (3.2.2)

I(z) is the radiant flux density on the ocean surface primarily due to the downward

solar irradiance. The double-exponential equation approximately separates the
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radiation absorbed by the ocean into two parts, red spectral components and the

blue spectrum components. The coefficient r1 = 0.6 denotes the fraction of red

end of spectrum and r2 = 0.4 refers to the fraction of blue end of spectrum of the

visible light. λ1 = 0.6 m and λ2 = 20 m are standard extinction coefficients for IA

Jerlov water type which is representative for the open ocean water. Subscripts 1

and 2 respectively refer to the scale of the attenuation length of the red and blue

components through the water column. Whereas more complex parameterization

of the solar transmission profiles can be obtained by a multi-wavelengths function

with the extinction coefficients derived from the surface chlorophyll concentrations

(e.g. Morel and Maritorena, 2001), it is beyond our intention to refine the solar

penetration parameterization in idealized experiments.

The solar penetration acts to dilute the solar absorption density at the surface

layer and redistributes the solar irradiance exponentially in the vertical and leads

to some different SST behaviour from the NSP PWP mode when the exact same

forcing is applied. The first effect is that the magnitude of SST increase is much

smaller as the solar heat absorbed at the uppermost layer is reduced by nearly

half (depending on the attenuation coefficient) compared to that in NSP PWP.

Secondly, the convective mixing much more frequently triggered than the NSP

PWP because of a constantly heat loss (turbulent heat loss + outgoing longwave

radiation) that only applied at the uppermost layer and a sub-surface warming

from the solar penetration. These two processes collectively work against the

solar absorption in the uppermost layer and make it more difficulty to achieve

an overall stratification in the SP PWP model even when the net surface heat

flux across the air-sea interface is positive toward the ocean. Overall, the solar

penetration in SP PWP leads to an broadly deeper ML depth (Figure 3.4b), and

a much more damped magnitude of SST variability (Figure 3.4a) and variance

level (Figure 3.4c) comparing to the slab model SST and NSP SST.

Figure 3.4c shows that despite of the realistic ML response to the surface heat

forcing under the influence of solar penetration, the SP SST spectrum (blue line

in Figure 3.4c) yields Hasselmann’s prediction well and can also be regarded as
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Figure 3.4: (a). Time series of SST simulated by slab ocean model (balck), PWP
model with non-penetrative solar radiation scheme (orange) and penetrative solar
radiation scheme (blue). The variabilities between the slab model SST and non-
solar-penetrative PWP SST are of the same magnitude since the ML depth is
mostly fixed at uppermost layer in the latter experiment. The variability in
solar-penetrative PWP SST is largely damped by deeper ML. The difference and
similarity on the SST variability magnitude among three experiments are further
shown in (b) in form of the power spectrum. Noted that the redness of SST
spectra is persistent throughout different simulations regardless of including ML
adjustment and realistic solar penetration.

an integration of surface noise only with the magnitude modulated by the time-

varying ML depth. The consistency of the red spectrum of SST among three

experiments indicates that the response of the ML to the stochastic air-sea heat

fluxes also yields a white noise spectrum or at least has no significant correlation

with the air-sea heat fluxes, maintaining the white-noise nature of the forcing

term Qsw
H in NSP and SP experiments. This conjecture is supported by model

results and observations (e.g. Alexander and Penland , 1996; Frankignoul et al.,

1998).

The red spectrum of the mid-latitude SST anomalies has been found in several
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in-situ mooring observations over various mid-latitude ocean weather stations

(OSWs) (e.g. Alexander and Penland , 1996) and theoretically supported by

Hasselmann’s stochastic climate model, although some SST observation

indicated extra spectral peak embedded in a red-noise spectrum at various time

scales such as associated diurnal cycle or the annual SST anomalies

re-emergence. The explanation on the red spectrum of SST variability primarily

is stemmed from the integration of AR1 process that is used to approximate

fast-evolving weather systems. Although the red spectrum of SST variability is

mathematically sound, it not always clearly interpreted physically. Here we

present an attempt to attribute the variance level at different frequency bands

to the single-frequency atmospheric forcing derived from decomposing the

stochastic heat flux (Qnet on the right hand side of Eq. 3.1.1) on frequency

domain. We first to create a series of nineteen sinusoidal signals with different

periods varying from 750 seconds to 1000 days. We then test the response of

SST to the corresponding single frequency forcing with the one-dimensional

PWP model. Figure 3.5 shows the variances of the simulated SST anomalies as

a function of the forcing frequency. The variance of the SST decreases with the

frequencies at a slope of ω−2, consistent with what is predicted by H76 and

FH77 theory. Considering the largely linear relation between ML temperature

and surface heat fluxes in a simple one-dimensional ML model, the greater

variance of SST in response to a low-frequency heat flux oscillation is mainly

resulted from a longer period of integration of the monotonic heating and

cooling from the atmosphere and vice versa. This explanation provides a new

perspective of understanding the predominating ’red spectrum’ embedded in the

large volume of ocean and atmospheric observational dataset which tend to be

referred simply as ’yielding’ red spectra without a clear physical interpretation.
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Figure 3.5: The square of magnitude of variability of sinusoidally forced SST
anomalies plotted against frequencies (black circle). A fitted trend (blue line)
shows that the squared variability and frequencies have a clear decaying relation
with the slope equal to ω−2.

3.2.3 The SST rectification excited by stochastic air-sea heat

fluxes and its dependence on solar attenuation

Since the Tropical Ocean-Global Atmosphere Coupled Ocean-Atmosphere

Response Experiment (TOGA-COARE) project, there has been a growing

appreciation on the importance of the high-frequency properties exchanges

between the atmosphere and ocean in the coupled climate system. A large

volume of studies have pointed out that the inclusion of SST diurnal cycle

significantly improve the reproduction of the intraseasonal variability of the SST

(e.g. Shinoda and Hendon, 1998; Shinoda, 2005; Bernie et al., 2005) and

ocean-atmosphere phenomena such as MJO (MJO) (e.g. Bernie et al., 2007,

2008) and inter-annual variability of the ENSO (e.g. Tian et al., 2018).
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One of the basic effects of the SST diurnal cycle on the long-term SST

variability is the systematically-positive rectification effect as illustrated in

Figure 3.6. During the night, the heat loss to the atmosphere at the surface

leads to enhanced mixing and the ML reaches to its greatest depth right before

sunrise. Meanwhile, as the ML deepens, its heat content is mixed downward,

hence the SST decreases. It is noted that during the night cooling period, the

magnitude of SST decrease are damped by the deeper ML. At the onset of

daytime, the positive downward solar radiation causes a rapid shoaling of the

ML depth that amplifies the warming of the surface as the absorbed heat is

distributed over a shallower layer. In the period of sunset, the stabilizing effect

of the solar heat fluxes weakens and the stratification below the ML depth is

slowly eroded. The ML deepens and SST drops again. The turbulent mixing

intensifies during the night and stratification built up during the day is then

more or less eroded, depending on the intensity of the non-solar heat fluxes and

the surface wind stress. The diurnal variation of the ML depth in response to

the atmospheric, in particular the solar radiation, induces an asymmetric ocean

thermal inertia over the course of a day, leading to an asymmetric SST response

to cooling and heating, and therefore a warming rectification in comparison to

the SST forced by daily fluxes where such asymmetric response is absent.

The diurnal variation of SST has nicely illustrated that the SST response to the

surface heat fluxes are asymmetric during the warming and cooling periods due to

the variation of the surface ML depth. Here, we conjecture that such mechanism

should still hold for the stochastic forcing condition. Essentially, the stochastic

surface fluxes are composed by randomly distributed warming and cooling spikes

over time which has been regarded as a statistically sound representation of the

fluctuations in the air-sea heat fluxes caused by the transient weather systems.

Intuitively, the ML depth variation in response to the stochastic fluxes should

demonstrate same nature as that to the diurnal fluxes, i.e. shoaling for the surface

warming and deepening for the surface cooling, which would eventually result in

a similar asymmetric SST response. Unlike the diurnal variation, however, such
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Figure 3.6: Adopted from Feng et al. (2020). Schematic plot of diurnal variation of
(DV) SST (red line) and potential density profiles in the upper ocean (blue lines).
During a diurnal cycle, peak SST (SSTmax=mean SST from 1200 to 1700 LT)
typically occurs in the local afternoon. The magnitude of DV SST is quantified
by computing the dSST, the difference between the daytime peak and nighttime
foundation SST (SSTfnd) during a diurnal cycle.

asymmetry of SST response does not necessarily occurs regularly within the exact

same time window, which makes the actual time-mean SST estimate hard to be

predicted.

The stochastic climate model paradigm proposed by H76 and FH77 has been

widely adopted as the null hypothesis of the SST variability in middle and high

latitudes where random atmospheric forcing is a good approximation (Deser et

al., 2010). It is noted though, the simple stochastic climate model consists of a

stochastically-varied atmosphere and slab ocean with fixed ML depth. Such

simplification on the ML thermodynamics can lose some basic elements of the

upper ocean adjustment to the stochastic atmospheric variability. Previous

studies have reported that the noise-induced rectification can significantly

modulate the mean climate state (e.g. Sardeshmukh et al., 2003; Balan Sarojini

and von Storch, 2009) and the accumulation of such noise-induced deviation can

potentially reach a tipping point initiating a noise-induced transition between
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different climate equilibrium scenarios (e.g. Wang et al., 1999). Although the

reported rectification is produced by models with more higher degree of

complexity compared to our one-dimensional mixed layer models. In order to

test whether the variation of ML depth alone in the mixed layer model could

excite SST rectification forced by the stochastic surface fluxes via the ML

modulation, as we speculated above, a few idealized experiments are designed

with a simple slab model and PWP one-dimensional ML model to assess the

difference in the SST response affected by different ML thermodynamics. Here,

we show that in a linear system, the stochastic perturbations in the air-sea heat

fluxes tends to introduce aforementioned rectification effect on time-mean SST

in a passively-forced ocean model. Such SST response to the stochastic surface

heat fluxes is of close relation to the ML depth variation, which can be

effectively altered by tuning the solar penetration depth that controlling the

heat content vertical distribution contributed by the solar radiation.

Three models – slab model, NSP PWP and SP PWP model – are used to assess

the response of SST to the stochastic surface heat fluxes under different solar

penetration scenarios. The surface forcing is constructed in the same way as

what we applied in the previous idealized experiments (as see in Figure 3.2) — the

surface heat forcing is composed by solar radiation which is a uniformly distributed

white-noise time series, ranging from 0 to 1000 W/m2 with a 500 W/m2 time

mean, and a constant non-solar (i.e. net longwave radiation and turbulent heat

fluxes) heat loss component with -500 W/m2 to compensate the surface solar

radiation. The wind stress is zero so that the SST responses simulated here are

purely buoyancy-driven. It is foreseeable that the inclusion of wind stress (either

fluctuations or mean) will contribute to the deepening of ML and damping the

SST variability induced by the stochastic variabilities in the heat forcing. For each

model, we repeatedly construct the surface forcing with the randomly generated

solar radiation for 100 times to achieve an ensemble of 100 realizations of SST.

The size of ensemble is chosen to guarantee that the resultant SST response

demonstrates a representative behaviour and the experiment is computationally
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efficient enough to be easily duplicated. We then investigate the behaviour of

the SST response by calculating the ensemble mean of the SST realizations for

each model experiment and comparing with the SST forced by the time-mean

heat fluxes. The difference between the ensemble-mean SST and the SST forced

by the time-mean flux (mean-forced SST hereafter) is referred to the rectification

effect induced by the stochastic surface heat forcing.

a. Slab model

The SST produced by slab model is the time integration of the ratio between

surface heat fluxes and prescribed ML depth. In stochastically-forced situation,

the trend and variability of resultant SST is completely induced by the surface

forcing without any ML variation imprinted on it. No significant difference is

detected between the ensemble mean of 100 SST realizations and the SST

produced with the time-mean surface forcing (i.e. a constant 500 W/m2 solar

radiation and -500 W/m2 non-solar heat loss) as shown in Figure 3.7.

The characteristics of slab model SST ensemble spread are more readily explained

by considering a series of SST realizations forced by sinusoidal-shaped surface heat

forcing with varied initial phases (Figure 3.8a). Such experimental design intends

to sub-sample the sinusoidal components that compose the random noise and

meanwhile preserve the key features of SST response which can be interpreted

physically and mathematically with much more clarified examples. The sub-

sampled sinusoidal components of random surface heat forcing time series has a

form as follows,

Qnet = A sin (ωt+ θ0), (3.2.3)

where A is the magnitude of the forcing, ω and θ define the forcing frequency

and initial phase respectively. In the slab model, the tendency of SST follows Eq.

3.2.1, and the temporal evolution of SST is obtained by taking the integral of Eq.
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Figure 3.7: Ensemble spread of 100 SST realizations forced by stochastic air-sea
heat fluxes produced by slab model superimposed with the mean-forced slab SST
(black) and ensemble mean of SST realizations (red).

3.2.1 over time period t,

T (t) =T (0) +

∫ t

0

A sin (ωτ + θ0)

γ0
dτ

=T0 +
−A cos (ωτ + θ0)

ωγ0

∣∣∣∣t
0

=T0 +
A cos (θ0)

ωγ0
+
−A cos (ωt+ θ0)

ωγ0
.

(3.2.4)

If we take the time average over the completed period corresponding to the forcing

frequency (i.e. t = 2nπ
ω , n = 1, 2, 3....), the time-mean SST can be estimated as,

T = T0 +
A cos (θ0)

ωγ0
. (3.2.5)

The rectification effect of SST in slab model for the single realization SST is

then determined by three parameters of the surface forcing — A (amplitude),

ω (frequency) and θ0 (initial phase). Figure 3.9 demonstrates the relationship
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Figure 3.8: (a). A series of sinusoidal-shaped surface forcing with same magnitude,
frequency but various initial phases ranging from 0 to 3π

2 . (b). The corresponding
SSTs. The sign of rectification effect on SST varies with different initial phases,
indicating a strong sensitivity to the initial phases.

between the rectified SST and A and θ0. The magnitude of SST anomalies shown

in Figure 3.9 is scaled by the maximum SST anomalies to highlight the relative

magnitude of the SST anomalies to the A and θ0. It is noted that the ω is also

important for the resultant magnitude of SST anomalies (Eq. 3.2.5) but it does

not effectively alter the pattern of the this scaled SST rectification pattern. In slab
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model, the combination of a small ω and large A contributes to large magnitude

of SST variability induced by the surface forcing because smaller frequency is

equivalent to a longer warming/cooling period while the larger forcing magnitude

means stronger surface forcing (Figure 3.9). Meanwhile, it is clearly shown in

Figure 3.8b and Figure 3.9 that θ0 is the key parameter that determines the

rectification effect on SST in the slab model. Specifically, when the initial phase

is 0, SST is initially forced by this half period of warming which acts to build up a

warming signal on SST and later on cooling simply removes that warming signals

and brings SST back to the reference state, leading to a positively rectified SST.

Similarly, when the initial phase is −π, a half period of surface cooling causes SST

to decrease and the warming afterwards tunes up the SST to the reference state,

leading to a negatively rectified SST. In summary, the sinusoidal experiments show

that in the slab model, the direction of the rectification effect on SST has a strong

dependence on the initial phases associated with the timing and longevity of the

cooling and warming anomalies in the surface forcing. Overall the positive and

negative rectification associated with different initial phases tends to cancel out

each other since the SST equally responds to the cooling and warming anomalies

without any ML depth modulation, resulting in a net-zero SST rectification in

the sense of the ensemble mean.

b. NSP PWP model

Although NSP PWP has shown qualitatively the same SST spectral

characteristics with the slab model SST, the inclusion of ML depth adjustment

has caused a totally different ensemble SST spread from the slab model as

expected. The SST realizations produced by NSP PWP are plotted in Figure

3.10 with the same colour-coded SST ensemble members, ensemble mean and

reference SST as in Figure 3.7. In NSP PWP, the ensemble SST always evolves

above the reference SST and the ensemble mean is clearly warmer than the

reference SST. This is because that in NSP PWP model, the ML depth deepens

in response to the negative buoyancy fluxes due to the surface cooling, while it
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Figure 3.9: Scaled SST rectification effect in association to the amplitude A
and phase θ0 of the forcing. Magnitude of SST anomalies shown in colour is
scaled by the maximum SST anomalies.The scaled pattern of rectified SST is not
significantly affected by the choice of ω but with the actually magnitude inversely
proportional to ω as indicated in Eq. 3.2.5.

bounces back to the surface when the solar heating is greater than the non-solar

heat loss since all the solar radiation has been applied at the uppermost layer.

In other words, when the uppermost layer is heated, the SST drastically

increased due to the shallow ML depth while when the uppermost layer is

cooled, the SST slowly decrease since the heat loss is distributed over a deeper

ML and the SST variation is then largely damped. This asymmetry of SST

response to the surface warming and cooling anomalies due to the adjustment of

ML depth leads to the overall positively rectified SST.

The systematic rectification effect in stochastically-forced SST ensemble can be

understood with the sinusoidally-forced experiments. As shown in Figure 3.11b,

regardless of the difference within the initial stage associated with the forcing

initial phases, the resultant SSTs have almost the same amount of positive

rectification in relative to the reference SST. This weak initial phase dependence
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Figure 3.10: Same as Figure 3.7 but for NSP PWP model.

of the SST rectification can be again mathematically interpreted. The temporal

evolution of SST in NSP PWP model can be approximately expressed as follow,

if θ0 ∈[−π, 0),

T (t) =


T (0) +

∫ t
0
A sin (ωτ+θ0)

γ1
dτ, 0 < t < − θ0

ω ,

T (0) +
∫ − θ0

ω
0

A sin (ωτ+θ0)
γ1

dτ +
∫ t
− θ0
ω

A sin (ωτ+θ0)
γ2

dτ, t > − θ0
ω ,

if θ0 ∈[−2π,−π),

T (t) =



T (0) +
∫ t

0
A sin (ωτ+θ0)

γ2
dτ, 0 < t < −2(π+θ0)

ω ,

T (0) +
∫ − 2(π+θ0)

ω
0

A sin (ωτ+θ0)
γ2

dτ +
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− 2(π+θ0)

ω

A sin (ωτ+θ0)
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dτ, −2(π+θ0)
ω 6 t < − θ0

ω ,
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0
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dτ +
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ω
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ω
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dτ

+
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− θ0
ω

A sin (ωτ+θ0)
γ2

dτ, t > − θ0
ω ,

(3.2.6)
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where γ1 = ρwCph1, γ2 = ρwCph2. Here we assume that the ML depth is deep

enough during the cooling period and is approximately expressed as a constant

value (h1 � 1 m), while the ML depth is constantly 1m during the warming

period (h2 = 1 m). And the rectification effect on SST can be determined by

estimating the difference between reference SST T (0) and time-mean SST T (t)

over the period of t = 2nπ
ω , (n = 1, 2, 3, ...),

T (t)−T (0) =



A sin(θ0)−Aθ0
2nπωγ1

+ Aθ0−A sin(θ0)
2nπωγ2

+ A cos(θ0)−A
ωγ1

+ A
ωγ2

, θ0 ∈ [−π, 0),

A[sin(θ0)+θ0]−2A cos(θ0)(π+θ0)
2nπωγ2

+ 2A cos(θ0)(π+θ0)−A[sin(θ0)+θ0]
2nπωγ1

+A cos(θ0)−A
ωγ1

+ A
ωγ2

, θ0 ∈ [−2π,−π).

(3.2.7)

The underlined terms in Eq. 3.2.7 does not varies with the averaging period,

while the rest of the equation vanishes if the averaging period is long enough

(i.e. n→ +∞), and hence the rectification effect on SST in NSP PWP model is

reduced to,

A cos(θ0)−A
ωγ1

+
A

ωγ2
. (3.2.8)

Considering γ1 � γ2, the magnitude of rectification effect on SST is large

determined by term A
ωγ2

, with weak correlation to the initial phase θ0 mostly

damped by the deeper ML depth adjusted to the surface cooling. Meanwhile the

SST is overwhelmingly heated up over a shallow ML depth during the warming

period, hindering the difference on SST initial cooling associated with the

different initial phases in the forcing, leading to a small dependence on initial

phases. For the stochastically-forced scenario, ML adjustment acts in the same

way to damp the cooling and magnify the warming on SST in response to the

stochastically-fluctuating air-sea heat fluxes and hence the stochastic variability

in the air-sea heat fluxes contribute to a systematically positive SST

rectification.
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Figure 3.11: Same as Figure 3.8 but for NSP PWP model.

c. SP PWP model

In SP PWP model, the solar radiation is allowed to penetrate through the water

column, diluting the solar absorption at the uppermost layer and distributing

the solar irradiance exponentially along the depth. The ML depth again evolves

with the air-sea heat fluxes — it deepens in response to the ML heat loss and

acts to damp the cooling signals on SST while shoals to enlarge the warming

signals. The existence of the asymmetric modulation from ML depth is
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intuitively expected to produce similar SST ensemble spread to the NSP PWP

model (Figure 3.10) with a systematically positive rectification induced by the

stochastic surface forcing. However, SSTs simulated in the first ensemble

experiment with SP PWP model (Figure 3.12a) behave similarly to the slab

model SST, that is, the ensemble SST equally distributed above and below the

reference SST and no significant difference detected between the ensemble-mean

SST and the reference SST. This odd behaviour of SST led us to assess other

possible parameters that determines the SST rectification effect. We tuned up

the amplitude of the surface forcing from 500 W/m2 to an unrealistic 5000

W/m2 and repeated the ensemble experiments with SP PWP model, and the

resultant SST spread is shown in Figure 3.12b. When the amplitude of the

surface forcing is large, the positive rectification effect emerges on the SST under

the work done by the asymmetric ML depth modulation. In spite of the false

amplitude, there is such potential for noise-induced positive SST rectification.

It is understandable that the amplitude plays a crucial role in SP PWP model

in terms of determining the SST rectification effect. When the solar radiation is

penetrative, a substantial amount of solar heat (∼ 50%) is penetrated into the

layers below the uppermost layer while the non-solar heat loss is complete applied

at the surface. The sub-surface warming and surface heat loss creates this near

surface thermal inversion and is in favour of strengthening the mixing through

which the cold deep water intrudes into the ML and cools down the SST. This

process is manifested when the amplitude of the surface forcing is small (Figure

3.13a), where the solar radiation is not sufficient to warm up the ML and overcome

the cooling deviation from the reference state during the initial cooling period

associated with the initial phase. The sign of the rectification effect of a SST

realization forced by single-frequency forcing in small amplitude case then largely

depends on initial phases, and thus a net-zero ensemble-mean SST rectification,

resembling the SST behaviour in the slab ocean model. When the warming on the

SST is large enough to persistently overcome the initial cooling deviation (Figure

3.13b), SST ensemble members are systematically warmer than the reference due
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Figure 3.12: Same as Figure 3.7 but for SP PWPmodel with the forcing amplitude
at (a) 500 W/m2 and (b) 5000 W/m2.

to the asymmetric ML modulation. It is also noted that the rectification effect in

our experiments are calculated as the difference between ensemble-mean SST and

mean-forced SST and the same for the sinusoidally-forced experiments. One can

always find that the SST oscillation in sinusoidally-forced scenario can produce a

positive rectification effect in SP PWP model regardless of the forcing amplitude

if the initial cooling effect is considered in the time-mean forcing (dashed line in

Figure 3.13). The dashed line in Figure 3.13 denotes the SST forced by the heat

fluxes starting with the initial heat loss and followed by the constant time-mean
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value.

Figure 3.13: Same as Figure 3.8 but for SP PWPmodel with the forcing amplitude
at (a) 50 W/m2 and (b) 500W/m2. Here we only show the sinusoidally-forced SST
(red) with the initial phase θ0 = −π, to highlight the difference on the rectification
effect caused by different magnitudes of surface forcing. Panel (a) shows that when
the initial phase leads to an initial cooling for half a period and the SST negatively
deviating from the reference by the most. ‘Small’ forcing amplitude drives SST
to increase back up towards the reference over the second half period while SST
is not warmed up enough in this case to exceed the reference SST derived from
the mean-forced SST (solid black), hence there is a systematic cooling effect on
SST. Panel (b) shows that if the surface forcing magnitude is large enough, SST
warming can overcome the initial cooling, to ensure a systematic warming effect.
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3.3 Summary

In this chapter, a series of idealized experiments are designed to investigate the

SST’s response to the stochastic air-sea heat fluxes under the different solar

penetration schemes which is equivalent to the different ML depth

thermodynamics.

The interests on the stochastic air-sea heat fluxes are raised by the seminal

papers of H76 and FH77 who argued that the ocean’s response to the fast

changing atmosphere can be simplified as an integral result of highly-fluctuated

random atmospheric noise. This hypothesis is statistically sound and has been

proved by numerous observations and model works. Even though Hasselmann’s

stochastic climate model managed to explain some of the spectral characteristics

of observed oceanic variables, this model does not include any active ML

adjustment to the surface forcing. One of the main concern is to assess the role

played by the variation in ML depth by forcing three models — slab model with

fixed ML, a non-solar-penetrative (NSP) PWP ML model and solar-penetrative

(SP) PWP model with a pure white-noise air-sea heat fluxes time series. We

managed to reproduce this red SST spectrum response across models (Figure

3.4), reassuring that Hasselmann’s theory does not qualitatively affected by

inclusion and exclusion of the time-varying ML depth. This universal red SST

spectrum is further interpreted with a set of sinusoidally-forced experiments

with different forcing frequency (Figure 3.5) and we argued that the large SST

variance at lower frequency band is in association with a longer

warming/cooling period when the surface heat fluxes variability is effectively

accumulated on SST fields.

However, the shape of the power spectrum does not necessarily reveal all the

processes at work on the temporal-spatial domain that affect the time-mean trend

and variability of SST. Intuitively, the ML adjustment should be in favour of a

warmer time-mean SST under the stochastic heat forcing via the asymmetric

ML modulation on the heat capacity within the ML depth in comparison with
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the mean-forced reference SST. We conducted the experiments with the same

three models and we found that the stochastic variability in the air-sea heat

fluxes has this potential to induce the positive SST rectification (Figure 3.10

and Figure 3.12b) as we would expect from our conjecture, while the SP PWP

experiments indicate that only the heat fluxes with unrealistically large variability

can effectively lead to such positive rectification since the SST is not as effectively

warmed as it is in NSP PWP due to this extra convective mixing caused by the

thermally static instability between the uppermost layer (uppermost layer solar

absorption compensated by non-solar heat loss) and the layer just beneath (sub-

surface warming from solar penetration).



4

Ocean response to stochastic

mesoscale weather systems

4.1 Introduction

The air-sea interface is of great importance to the ocean and atmosphere. Winds

blowing across the sea surface are the primary forcing mechanism for driving the

ocean circulation. Winds also determine the rate of evaporative and sensible heat

changes at the sea surface, which balances the radiative heating from the incoming

solar irradiance and net radiative loss from the longwave radiation. On the other

hand, the water vapour released into the air condenses into cloud and precipitation

and the associated release of latent heat contributes to driving the atmospheric

circulation. The coupled interaction between the ocean and the atmosphere is

therefore key to understanding both the oceanic and atmospheric circulations

and is therefore critically important for weather forecasting and determining the

roles of the ocean and atmosphere in climate variability. Before the turn of this

century, the space-time variability of winds over the ocean was mostly based on

reports from ships of opportunity. The sparse distribution of these observations

restricted the resolution to scales larger than several hundred kilometres, while

large areas outside of standard ship routes were seldom sampled.

For a long time, it has been recognized that, outside the tropics, the

ocean-atmosphere thermodynamic interaction at large scales can be interpreted
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as the ocean passively responding to wind-induced latent and sensible heat flux

(e.g. Hasselmann, 1976; Frankignoul , 1985; Barsugli and Battisti , 1998). An

increase in the volume of satellite-borne microwave radar scatterometers and

microwave radiometers that could estimate global wind and SST at high spatial

resolution has opened up the possibility of investigating ocean-atmosphere

interactions on smaller scales. It has been revealed that the ocean-atmosphere

interaction is fundamentally different on oceanic mesoscales of 10s-100s km. As

scatterometry provides far more extensive geographical and temporal coverage

and higher spatial resolution of ocean vector winds than are obtained by any

other means, it pushes our knowledge on atmosphere-ocean interaction towards

higher-wavenumber scales. However, the temporal fluctuations of the fine-scale

structures reported by scatterometer are difficult to accurately resolve as the

surface wind measurement derived from scatterometer snapshots are not

measured simultaneously. It has been long recognized that a wind forcing with a

smoothing period longer than 2∼3 days does not suffice to excite large-scale,

barotropic Rossby waves which are the major contributors to the kinetic energy

below the surface Ekman layer (e.g. Large et al., 1991). High-frequency

atmospheric forcing associated with orographic jets and mesoscale polar lows

has also been recognized to be critical for determining the strength, frequency

and location of the high-latitude deep convection events in various model studies

(e.g. Pickart et al., 2003; Condron and Renfrew , 2013; Holdsworth and Myers,

2015).

Data assimilation techniques have been developed to combine the advantage of

the continuous coverage of numerical models in time and space and the realistic

visions revealed by a variety of observational platforms including satellite

measurements and in-situ measurements (i.e. ships, met-buoys, land-based

stations etc.) to produce reanalyses products that are in fine-resolution and

high-frequency regimes to produce a continuous and globally-covered surface

wind estimate under the context of a dynamic constraint confined by the

numerical models. Limited by the model capability, such reanalyses data
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commonly experience a less accurate representation of the observed small-scale

variability. It is documented that the 10-m winds from National Center for

Environmental Prediction (NCEP) and European Centre for Medium-Range

Weather Forecast (ECMWF) global numerical weather prediction models

considerably underestimate the wind variability on scales smaller than 1000 km

compared with that derived from QuikScat scatterometer measurements even

though both of these reanalyses have assimilated QuikScat observations

(Chelton et al., 2006). Efforts have been made to synthesize the scatterometer

like mesoscale wind features (i.e. mesoscale polar lows, hurricanes and

orographic jets) in the reanalyses data to attribute the impact of these systems

on the ocean circulation (e.g. Milliff et al., 1996, 1998; Condron et al., 2008; Hu

and Meehl , 2009; Sproson et al., 2010; Condron and Renfrew , 2013).

Furthermore, more attribution studies are completed by manipulating the

resolution of the atmospheric forcing on temporal and spatial domains to isolate

the effect of high-frequency and mesoscale features (e.g. Jung et al., 2014;

Holdsworth and Myers, 2015; Wu et al., 2016). It is broadly agreed that the

mesoscale weather systems reflected by the mesoscale and high-frequency

features in the wind are able to stimulate a series of non-local circulation

responses over longer time scales, by either altering the wind-drive gyre

circulation in the mid-latitude North Atlantic or triggering extensive open ocean

convection in the North Atlantic subpolar region.

Our evaluation of the newly released ERA5 climatic reanalysis dataset has

indicated a consistent atmospheric energy deficiency, as identified in its

predecessors in comparison with the QuikScat measurements, even though a

much better accuracy is obtained in this latest wind fields (e.g. Hoffmann et al.,

2019). The rest of this chapter is organized as follows. In Section 4.2, we

provide an overview of the ERA5 dataset and identify the energy deficiency in

10-m ocean winds. In Section 4.3, we present a novel approach to introduce a

realistic amount of small-scale wind forcing to improve the distribution of

reanalyses wind energy in space and time. We conducted sensitivity experiments
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using perturbed wind fields in comparison with the original ERA5 wind fields to

understand local oceanic response to the additional perturbation in Section 4.4

using an one-dimensional ocean ML model. We then look at the impact in a

fully three-dimensional state-of-art OGCM in Section 4.5. A brief summary is

provided in Section 4.6.

4.2 Energy Deficiency in ERA5 wind fields

4.2.1 The effective Resolution of Numerical Models

The atmospheric kinetic energy spectra in the free troposphere and lower

stratosphere possess a robust and remarkable universality. Results from an

observational analysis of kinetic energy spectra, produced in a seminal study by

Nastrom and Gage (1985) using the Global Atmospheric Sampling Program

(GASP) dataset, are shown here in Figure 4.1. The spectrum in Figure 4.1

illustrates the large-scale k−3 dependence of the atmospheric kinetic energy

spectrum (enstrophy inertial range), along with a transition to a k−5/3

dependence found in the mesoscale and smaller scales (energy inertial range),

where k denotes the wavenumber. Also depicted in Figure 4.1 is the result of an

analysis of the Measurement of Ozone and Water Vapor by Airbus In-Service

Aircraft (MOZAIC) aircraft observations by Lindborg (1999). Making use of the

structure functions, Lindborg produced a simple functional fit to the MOZAIC

kinetic energy spectrum that results in a remarkably close fit to the GASP

kinetic energy spectrum. Additionally, similar results have been reported for

kinetic energy spectra analyses of aircraft data by Cho et al. (1999a,b) for

Pacific Exploratory Missions (PEM) Tropics flights. The results have shown

only a small dependence on latitude, season, or altitude (Nastrom and Gage,

1985; Cho et al., 1999a,b).
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Figure 4.1: (a). Nastrom and Gage (1985) spectrum derived from the GASP
aircraft observations (symbols) and the Lindborg (1999) functional fit to the
MOZAIC aircraft observations, adapted from Skamarock (2004) Figure 1. (b). A
schematic depicting the effective resolution by comparing the dependence of the
model-derived spectra from the theoretical prediction, adapted from Skamarock
(2004) Figure 10.

The explanation for the large-scale k−3 dependence of the kinetic energy spectrum

(between length scales of ∼4000 km to ∼500 km) has arisen from applications of

2D turbulence theory (e.g. Kraichnan, 1967; Charney , 1971), which predicts a
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downscale (forward) enstrophy (mean-square vorticity) cascade with a constant

enstrophy flux and no energy flux within the range. The explanation for the

k−5/3 dependence has been controversial and two explanations for the mesoscale

behaviour of spectra have been put forward. One hypothesis posits the input of

energy from small scales by processes such as convection or other sources and

an upscale (inverse) transfer of a small portion of this energy, with the resulting

k−5/3 spectrum predicted by 2D turbulence theory (e.g. Gage, 1979). The other

hypothesis suggests that the mesoscale spectrum is dominated by internal gravity

waves (Dewan, 1979; VanZandt , 1982).

The k−5/3 dependence of the mesoscale spectra suggests that the small scale

motions are energetic and can potentially feed energy upscale to flatten the

spectral slope at length scales smaller the intermediate region of wavelengths

from 500 to 1000 km. While in numerical models, these small-scale features are

not properly resolved due to limitations of the model’s spatial and temporal

resolution, the propagation of model errors, and the uncertainties induced by

initializing and verifying forecasts at small scales because of lack of mesoscale

data (Skamarock , 2004). The inadequate representation of small-scale features

then leads to an energy deficiency within the energy inertial range characterized

by a theoretical k−5/3 dependence of the energy spectrum. The departure of the

model derived energy spectra from observations defines the effective resolution

of the model (Skamarock , 2004). The model is regarded as capable of accurately

resolving features at this effective resolution (Figure 4.1b). By comparing

Weather Research and Forecast (WRF) model simulations with different spatial

resolutions at 22 km, 10 km and 4 km with the Lindborg (1999) function fit

spectra, Skamarock (2004) found that the effective resolution to be about 7×∆x,

where the ∆x is the grid resolution. Although the factor of the effective

resolution relative to the model resolution does vary between different models

associated with model diffusion schemes (e.g. Lean and Clark , 2003; Hamilton et

al., 2008). Skamarock (2004) also found that a reduction of the energy

dissipation rate in the WRF model would lead to increased energy at the smaller
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scales and better spectral tails, while further reduction would result in

unrealistic arising of energy spectrum. In summary, a spectral analysis of the

kinetic energy of wind field can be used to determine the effective resolution of a

model or reanalyses product by pinpointing the spatial scale where the spectral

slope departs from these k−3 or k−5/3 relations.

Figure 4.2: (a) and (b) are the spatial snapshots of the surface wind speed derived
from QuikScat and ERA5 for 0800UTC on 1st of January, 2008, respectively,
across Atlantic Ocean (60◦S to 65◦S). (c) and (d) are the corresponding relative
vorticity fields.
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4.2.2 Spectral Analyses of ERA5 Wind Fields

In this study, we evaluate the representation of small-scale feature in the newly

released ERA5 wind fields. As ERA5 will be widely used within the climate

community for climatic evolution interpretation for at least 10 or so years, it is

of great interest to understand how well ERA5 resolves critical mesoscale and

smaller-scale atmospheric features. Here, our region of focus is the Atlantic

Ocean from 60◦S∼65◦N. Figure 4.2 compares the surface wind speed and

relative vorticity computed with QuikScat scatterometer measurements and

ERA5 output on 1st January 2008. The spatial maps compare well on large

scales – as one would expect since ERA5 assimilates QuikScat winds. However,

the ERA5 wind and vorticity fields are generally smoother than those observed

by scatterometer. One distinct difference is concentrated in the tropical regions

(0◦, 40◦W -0◦) where QuikScat captures a strong meridional shear of sea surface

winds whereas this feature is much weaker and smaller in reanalyses fields. The

vorticity field clearly reveals a major lack of small structures (spatial

variabilities) in ERA5 across the whole selected domain.

Following on what has been established by Skamarock (2004) and other previous

evaluation work on operational analyses datasets such as NCEP and ECMWF

(e.g Chelton et al., 2006), we have conducted a wavenumber spectral analysis

to assess the representation of small-scale features by ERA5 as a measure to

understand how well the Integrated Forecast System (IFS) model used to produce

the reanalysis fields deals with the small-scale energy sink. The wavenumber

spectral analysis is performed over the Atlantic Ocean domain (Figure 4.2 and

Figure 4.3a) and the comparison is made between the QuikScat and ERA5 wind

measured from 1st January to 31st December, 2008.

The wavenumber spectral analysis is performed using a discrete Fourier

transform (DFT) method based on spatially detrended wind fields within the

selected domain of the Atlantic Ocean (Figure 4.3a) following the method

proposed by Errico (1985). The linear large-scale trend of a N ×M wind field
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ai,j is removed as follows:

1. First, for each j, determine the slope

sj =
aN,j − a1,j

N − 1
; (4.2.1)

2. Next, for each i, j pair, remove the trend in the i direction to yield

a′i,j = ai,j −
1

2
(2i−N − 1)sj ; (4.2.2)

3. Repeat steps 1 and 2 with the roles of i and j reversed, with a′i,j replacing

ai,j , M replacing N , and obtain the new detrended field a′′i,j (in place of

a′i,j in step 2). The a′′i,j are actually independent of the order in which the

trends are removed. The results are periodic, i.e.,

a′′i,1 = a′′i,M , (4.2.3)

for all i, and

a′′1,j = a′′N,j , (4.2.4)

for all j.

The detrending is applied as the spectral analysis is performed over a limited

area, where those planetary-scale atmospheric phenomena exhibit an aperiodic

structure with large trends across the domain (Denis et al., 2002). A standard

periodic Fourier transform on regional domains would result in the aliasing of

large-scale variance into shorter scales.

The spatially-detrended wind map is then passed to the DFT to generate the

wavenumber spectra. It is noted that the wavenumber spectra displayed in

Figure 4.3b and for the rest of the chapter are computed along the meridian

lines to be assured that the DFT takes a sufficient sample of long enough

continously-measured wind by QuikScat swath to cover the large spatial scales
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and to illustrate a full range of observed wavenumber spectra. The wavenumber

spectrum is then averaged over the selected wind samples within each

wavenumber bins. The size of the wavenumber bin is determined by uniformly

dividing the range between the minimum and maximum length scales by the

number of the grid points along the meridional direction covered by the domain.

For year 2008, about 10,000,000 samples (sample size > 60) from the QuikScat

scatterometer are selected for the wavenumber spectrum calculation. The

wavenumber spectrum of ERA5 wind is formulated in the same way described

above. It is clearly revealed by Figure 4.3b that the ERA5 surface wind kinetic

energy is damped and departs from the observed spectra derived from QuikScat

measurements at a length scale of 400∼500 km, the intermediate range where

the enstrophy inertial range and energy inertial range merge together. This

implies that ERA5 has an effective resolution of about 400 to 500 km.

Another aspect of this model-derived energy sink issue that tends to get overlooked

is that a lack of small spatial scale energy is likely to result in a deficiency at

high-frequency temporal scales considering the typically large velocities of small-

scale disturbances (e.g. orographic jets and outburst of wind extremes such as

polar lows, secondary frontal cyclones, mesoscale convective systems and squall

lines in tropical regions) are only active for a short period of time varying from

several hours to several days. To address the frequency spectrum discrepancies,

we compare the ERA5 wind frequency spectra with that derived from the buoy

time series. In total 18 buoys situated in the Atlantic Ocean are selected for

the comparison for year 2008, with 9 from the PredIction and Research moored

Array in the Tropical Atlantic (PIRATA) monitoring programme, 8 from National

Data Buoy Center (NDBC) and one private met buoy SIMORC located in the

Norwegian Sea (Figure 4.3a). The ERA5 wind are sampled at the nearest grid

point to these met buoys. Both the observed and ERA5 frequency spectra are

averaged over the 18 locations. By comparing the frequency spectra, we are able

to identify an underestimation in high-frequency wind variance within frequencies

higher than one cycle per day (Figure 4.3c).
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The spectral analysis shown in Figure 4.3b,c indicates that the processes that

are imperfectly represented in ERA5 wind fields are temporal-spatially coherent

and the differences in both wavelength and frequency domains are not negligible.

Considering ERA5 wind data have relatively high temporal (hourly) and spatial

(31 km) resolution compared to other global reanalysis dataset, the energy

deficiency shown by our spectral analysis is likely to be representative of all

global reanalysis products.

4.3 A Method to Improve ERA5 Wind Fields using

"Cellular Automata"

The previous section has demonstrated that ERA5 reanalysis underestimates

the wind kinetic energy at small scales (<500 km) and high-frequencies

(sub-daily scales), which may have a significant impact on the ocean. It is

conceived that one of the pathways (apart from explicitly resolving small-scale

processes in a deterministic way) to improve representation of the small-scale

features in operational weather and climate models is to parameterize their

ensemble effects. This can be done by introducing a suitably contrived

near-grid-scale stochastic forcing function to inject energy back into the model

as a mimic of convective-scale processes such as deep convection and

orographical disturbances (e.g. Palmer et al., 2005; Shutts, 2005). Following this

approach, we test the conjecture that the energy deficiency in ERA5 is the

results of insufficient energy input from the sub-grid-scale processes by

introducing a kinetic energy backscatter scheme called Cellular Automata

Stochastic Backscatter Scheme (CASBS) (e.g. Shutts, 2005).

The cellular automata (CA) method uses a discrete model that generates

patterns with coherent structures over a number of discrete grid cells in space

and time. The pattern is generated via assigning and altering the value of grid

cells using rules associated with the state of the neighbouring cells at the
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Figure 4.3: (a) Locations of in total 18 available met-buoy stations including 8
NDBC buoys (blue circles), 9 from the PIRATA mooring array (red diamonds),
and one private met buoy, SIMORC, located in Norwegian Sea (magenta stars).
(b) Wavenumber spectra derived from QuikScat (black) and ERA5 wind fields
(grey). The departure of the ERA5-derived spectrum is clearly shown here
initiating at the length scale at 400∼500 km, within the predicted intermediate
range between the enstrophy inertial range and energy inertial range (e.g.
Lindborg , 1999). (c) Frequency spectrum derived from ERA5 and collocated
meteorology buoy stations. A major energy sink of ERA5 ocean winds is detected
in the frequency range higher than 1 cycle per day.

concurrent and earlier times. The CA algorithm was firstly introduced to the

atmospheric modelling community by Palmer (1997), where it was envisaged to

be able to parameterize the sub-grid-scale atmosphere disturbances associated

with convection and orography. It has the potential to be coupled to various

model diagnostics such as the convective available potential energy, which drives

the atmosphere deep convection events related to the convective cloud clustering

and precipitation patterns (Bengtsson et al., 2013). Shutts (2005) incorporated a
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CA algorithm into the kinetic energy backscatter scheme in the ECMWF

ensemble forecast system by applying the CA generated perturbation as a

streamfunction forcing field to parameterize the energy dissipation rate raised

from the orography information, deep convection and numerical errors. Berner

et al. (2008) implemented the CA energy backscatter scheme in the ECMWF

coupled ocean-atmosphere model and found an improved performance in

reducing the model uncertainty and probabilistic skill of seasonal forecasts due

primarily to the energy injected by CA at the near-grid scales being

backscattered non-linearly to larger scales. Bengtsson et al. (2013) reported that

a CA algorithm could be used to perturb the updraught mass flux equation to

improve the stochastic nature of atmospheric deep convection. Although the CA

scheme is mostly used for sub-grid scale process parameterizaion, the fact that

temporal fluctuations of the CA perturbation can improve the frequency

spectrum of the simulated motions is overlooked in general. Here we show that

CA algorithm can improve the ERA5 wind fields comparing to observed

behaviours of wind energy in both wavelength and frequency domains.

4.3.1 Deterministic CA and Probabilistic CA rule sets

A cellular automata, CA, describes the local evolution of discrete states of a

grid cell, according to a set of rules involving the states of the neighbouring grid

cells at the previous time step. The rules generate self-organization of cells and

complex patterns on spatial scales larger than one grid cell. For applications

in atmospheric modelling, this method has the advantage of generating coherent

perturbation pattern over a wide range of spatial scales. Originally, the rules of

CA follow the automata of ‘Conway’s Game of Life’ (GOL, Martin, 1970), and are

deterministic with the evolution of the generated pattern being fully predictable.

The rules are summarized in Shutts (2004) and usually take 3 steps to determine

the state of each grid point at each iteration. Before the iteration starts, the rules

define two states for each grid cells: alive or dead. At the initial state, all the grid

cells take the integer value of 0 and some of them are randomly assigned with
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the same value (larger than 0), called the number of life (NL). These cells are

then regarded as alive cells. For a regular grid with a 3×3 array of cells where

the central cell is surrounded by 8 neighbouring cells, the rules take the following

steps:

1. When a dead grid cell is surrounded by exactly 2 or 3 alive cells, then at

the next time step the dead cell becomes alive and is assigned with the NL.

2. When an alive grid cell is surrounded by exactly 3, 4 or 5 alive cells, it

remains the same state at the next step by keeping whatever value it holds

for the current step;

3. when an alive grid cell is surrounded by a different number of alive cells, it

decreases the assigned number of life by 1 for the next time step until the

value equals zero and it is regarded as a dead grid cell.

The value of a grid can be constrained to between -1 to 1 after scaling and a

mean-removal is applied over the domain. Three key parameters in the CA

algorithm collectively control the spatial and temporal characteristics of the

generated CA pattern: (1) the number of life NL assigned to the grid cells

initially which determines the length of the memory of the alive cells throughout

the development of the CA pattern; (2) CA grid size ∆SCA, together with the

NL, defines the smallest spatial scales the CA algorithm can simulate

(∼ ∆SCA×NL); (3) CA time step ∆tCA together with the NL defines the

shortest time scales of a CA pattern (∼ ∆tCA×NL). It should be noted that

∆SCA and ∆tCA should be selected to be compatible with the targeted

products, for example, in practice, the size of the CA grid is typically smaller

than the model resolution in order to resolve sub-grid variabilities. Note the CA

grid size and time step does not alter the behaviour of the original CA pattern,

but they are vital for the products that need to be perturbed.

We conducted a test run using deterministic CA rules on a 300×300 grid point

domain, initializing the algorithm with a 4×4 block of alive cells in the centre of
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Figure 4.4: Snapshots of a CA pattern evolution generated by deterministic CA
rules for 2000 time steps initialized with a 4×4 block of alive cells in the middle
of a 300×300 domain. The number of time steps is shown above each domain
snapshot. Black colour represents the dead cells and white colour represents the
alive cells. The lower panel shows the time series of CA values of the central cell.

the domain. The NL is set to be 32 for a long enough memory of pattern growth.

The snapshots in Figure 4.4 show a rectangular deterministic CA pattern in the

first few hundred steps and piled-up alive cells filling the whole domain with little

evolution between consecutive time steps after 900 time steps. The time series

of scaled CA values at the central grid cell shows that the CA pattern ceases to

evolve after about 900 time steps due to the overwhelming generation of alive cells.

From time step 10 to 300, the lack of fluctuations at the centre of the domain

is consistent with the expanding square-shaped pattern at the early stage of the

computation. This particular issue is actually dependent on the initial condition

and it is likely to diminish when the NL is randomly prescribed to multiple cells

at the first place.

In our study, we follow the philosophy taken by Bengtsson et al. (2013) and explore

probabilistic CA rules to include some stochasticity in the generated pattern for
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a more physical appearance of the sub-grid variability than that shown in Figure

4.4. In practice, we define threshold values of the probability for the ‘birth’ and

‘decay’ of a living cell, mainly to balance the unfavoured ‘decay’ events that we

see in the deterministic CA rules. Specifically, our probabilistic CA rules take the

following steps:

1. When a dead grid cell is surrounded by exact 2 or 3 alive cells, then at the

next time step there is a 75% chance that the dead cell becomes alive and

is assigned with the NL.

2. When an alive grid cell is surrounded by exact 3, 4 or 5 alive cells, it remains

the same state at the next step by keeping whatever value it holds for the

current step;

3. When an alive grid cell is surrounded by any other number of alive cells,

there is a 95% chance that it decreases the assigned number of life by 1 for

the next time step until the value equals zero and it is regarded as a dead

grid cell.

The probability is implemented by using a random number generator to

uniformly select a number between 0 and 1. The chance that a value returned

by the generator is less than 0.75 is 75%, likewise the chance for the value less

than 0.95 is 95%. As stated above, for these probabilistic CA rules we set 75%

to the ‘birth’ events and 95% to the ‘decay’ events. In other words, the altered

rules are not just introducing stochasticity to the generated pattern, but also

trying to suppress the growing rate of the alive cells (see Figure 4.4) by allowing

more free space for the pattern development throughout the time. Figure 4.5

shows that these probabilistic rule additions add some randomness into the

pattern evolution which is propagated and manifested through time. The

resultant pattern is different in each independent experiment even with exactly

the same initial condition and same rules due to the induced randomness. The

probabilistic CA pattern depicted in Figure 4.5 is more ‘organic’ looking and

resembles the observed patterns of small-scale convective cells seen commonly
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over ocean (e.g. Stevens et al., 2020) (see also Figure 4.5 bottom panels). CA

value of single grid cell evolves continuously throughout time with the ‘birth’

and ‘decay’ rate in balance to avoid all-alive (as shown in Figure 4.4) or all-dead

situations.

Figure 4.5: Same as Figure 4.4 but for the probabilistic CA rule test experiment.
Comparison at the bottom shows high resemblance between a developed CA
pattern and observed (MODIS radiometer, true colour imagery) small-scale cloud
pattern from convective events over the ocean.
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4.3.2 Tuning the probabilistic CA algorithm

Within the CA algorithm, the temporal and spatial characteristics are not only

sensitive to the deterministic and probabilistic rules but also controlled by a

small set of parameters. As we mentioned early, the value of NL implicitly

determines the length of the single CA grid cell memory over time and heavily

affects the spatial span of a self-organized structure. It is intuitive that a larger

NL leads to a broader spread of a spatially coherent structure that is

longer-lasting. These relationships can be translated into physical domain of

space and time by combining the NL with a specified grid size ∆SCA and length

of each time step ∆tCA of the CA algorithm. As mentioned in the previous

section, ∆SCA and ∆tCA do not necessarily have to be the grid size and the

time step of the atmospheric model (e.g. the ECMWF Integrated Forecast

System, the model used to generate ERA5 data), rather ∆SCA and ∆tCA can be

set independently to achieve other parameterization constraints.

We directly apply the CA generated pattern diagnostically onto ERA5 wind fields

which we have available every 1 hour. The perturbation scheme we adopt is similar

to that used in Shutts (2005), and it is mathematically expressed as follow,

uCA = uera5 + σ|U10| × α(month)× CA(NL,∆SCA,∆tCA),

vCA = vera5 + σ|U10| × α(month)× CA(NL,∆SCA,∆tCA).

(4.3.1)

In this scheme, the same perturbation term is added onto the zonal (uera5) and

meridional (vera5) wind velocities with its magnitude constrained by the spatial

wind speed standard deviation σ|U10| and a tunable non-dimensional coefficient

α. The perturbation hence introduces more small-scale variabilities on the wind

directions and the wind vorticity field which is potentially missed by the lack of

small-scale wind fluctuations in ERA5 wind data (Figure 4.2c, d). The NL of

the CA perturbation is 1, the CA grid size ∆SCA is 1
12

◦ (one third of the ERA5

horizontal spacing), the CA time step is the same as ERA5 wind field, which is

1 hour. The actual smallest length scale resolvable by the ERA5 data is around



Chapter 4: Ocean response to stochastic mesoscale weather
systems 99

Figure 4.6: (a) Frequency spectra and (b) wavenumber spectra derived from a
series sensitivity of experiments to assess the effect of NL. 6 values of NL are
selected here and the shape of spectra have shown a strong dependence on the
value NL with strong energy injection scale that drifts to small-scales and high-
frequencies with the decreasing NL. (c) Frequency spectra for different ∆tCA with
NL = 1. (d) Similar to (c) but for wavenumber spectra for different choices of
∆SCA. Energy injection scale shifts downscale/high-frequency with the decrease
of ∆SCA/∆tCA. The difference in wavenumber spectra and frequency spectra
between observations and ERA5 are plotted in grey in all panels. The ∆SCA and
∆tCA in (a) and (b) are set to be 1

12

◦ and 1 hour, and NL = 1 in (c) and (d).

31 km while we downloaded the data on a longitude-latitude grid with horizontal

resolution of 1
4

◦. The α is a constant value for the entire domain but varies for

each month. The magnitude of α varies between 0.4 to 0.5 with little seasonality.

The choice of the parameters are evaluated below.

We adjust ∆SCA, ∆tCA and NL for an optimal performance of the CA perturbed
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wind in fitting with the observation in the spectral analysis. Figure 4.6 illustrates

the frequency power spectrum density and wavenumber kinetic energy diagrams

with different choice of NL, ∆SCA and ∆tCA. Figure 4.6a shows that the a spectral

peak inevitably emerges on the frequency spectra, with the corresponding time

scale of the peaks shifting toward longer time scales with the increase of NL, but

there is no such peak when NL takes 1. The frequency spectrum when NL takes

1 shows a good agreement with the discrepancies between the ERA5 and buoy

measurements derived from those in Figure 4.3b. The wavenumber spectra of

the CA pattern for different NL are plotted in Figure 4.6b. It shows that the

CA spectrum with NL equals 1 suitably compensates the wind energy spectra

difference between the QuikScat and ERA5 at the smallest scale (∼40 km), while

other NL values do not produce the same effect. CA spectra of other NL values

tend to shift the energy input to larger scales. It seems that larger NL leads to a

better match with the spectral discrepancies between QuikScat and ERA5, while

these larger-scale energy input is likely to induce spurious mesoscale features of

the length scales comparable to those systems have been well-resolved in ERA5

(Figure 4.2) and damage the coherent structure of these systems. Therefore we

set the NL as 1 to remove the unwanted frequency spectrum peaks which are

absent in observations as illustrated in Figure 4.3c.

The choice of ∆tCA and ∆SCA are determined by comparing the energy

improvement over the targeted time and length scales. Figure 4.6c and Figure

4.6d compare the performance of CA frequency spectra and wavenumber spectra

for different time step and grid size values with the NL equals to 1. Clearly, the

CA algorithm tends to inject more energy into higher frequencies for smaller

∆tCA and to smaller wavelength for smaller ∆SCA. Figure 4.6c shows that CA

perturbations with ∆tCA smaller than 1 hour tend to overestimate the

high-frequency variabilities comparing to the actual discrepancies. Furthermore,

the CA perturbation is aiming for improving the high-frequency processes that

have been resolved in ERA5 field instead of resolve the high-frequency

variabilities that are totally missed in the ERA5 field, which is also unlikely to
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achieve. Therefore, the ∆tCA is set to be 1 hour. Figure 4.6d suggests that 1
12

◦

for ∆SCA is probably the largest grid size to generate the effective CA

perturbation as even a slight increase of the grid size (e.g. 1
8

◦) would lead to an

upscale energy shift. Although ∆SCA smaller than 1
12

◦ demonstrates quite

similar shape and magnitude of the energy input (Figure 4.6c), it costs longer

computational time for CA to develop. As such, we set 1
12

◦ for ∆S for its

relative efficiency. As a result, the CA perturbation can improve the frequency

spectra of the ERA5 wind and mitigate the lack of small-scale variabilities. We

are also cautious in using the CA algorithm to improve the ERA5 wind field

between 100-500 km scale where most mesoscale weather systems resides. As is

noted, the CA perturbation does not fully recover the energy spectrum over the

whole mesoscale bandwidth as see in Figure 4.6b and Figure 4.6d. The design of

the CA perturbation does not specifically take information of any observed

mesoscale systems or any comparisons between observation and ERA5 on each

single weather systems. Therefore, tuning up the spatial resolution of CA grid

to lift up the mesoscale wind energy would induces spurious mesoscale systems

that does not exist in observation as the CA perturbation is filled up in the

spatial domain isotopically (Figure 4.5). Here the CA perturbation at the

smallest scales can be safe to regard as an estimate of ’error’ or ’uncertainty’ of

the ERA5 products which can be assumed as random and non-systematic.

The non-dimensional coefficient α links to the magnitude of CA perturbation

and is tuned to optimise the agreement between the perturbed wavenumber

spectra and observations. The α is firstly assumed to be a function of longitude,

latitude and time as the wavenumber spectra difference between QuikScat and

ERA5 winds is expected to have regional variations. We first selected 7 regions

across the Atlantic Ocean and conducted a test experiments for one month with

other CA parameters take the value as mentioned above. The α values

determined for different regions have demonstrated little difference (Figure

4.7a-c). A noticeable PDF broadening and a higher probability in high wind

speed events are detected for different regions, which is generally underestimated
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Figure 4.7: (a)-(c) The probability distribution function (PDF) derived from the
trial experiments on α on January 2008 for three different regions in Atlantic
Ocean with the α values shown above each panel. The difference in α for different
regions is small, while they all show a broadening of the PDF and a higher
probability for high wind speed events in the perturbed wind field. (d) The
time series of the monthly-varing α used in our CA perturbation scheme in Eq.
4.3.1 for the Atlantic Ocean domain.

in original ERA5 wind data. This result also reflects that the CA perturbation

is able to reproduce some of the outburst of wind extremes that are observed in

the QuikScat data. Therefore a single value for α is applied to the entire

domain. Another reason for the spatially-uniform α is that different α values

result in problematic discontinuity at the boundary between two regions on the

perturbed wind fields. The α is then re-evaluated for each month to make sure

an optimized wavenumber spectra for different seasons. The monthly time scale

is also chosen to avoid any high-frequency fluctuations induced by α itself. The

final version of α is a time series containing 12 values for each month applied
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Figure 4.8: Snapshots of (a) wind speed and (b) relative vorticity of ERA5 wind
data after the CA perturbation applied. The example snapshots are computed
from the ERA5 wind data at 0800 UTC on 1st January 2008 as in Figure 4.2.

over the whole domain. The magnitude of α varies from 0.4 to 0.5 and

demonstrates little regular seasonality (Figure 4.7d).

The spatial maps in Figure 4.8 depict the wind speed and relative vorticity fields

after the CA perturbation has been added, i.e. uCA and vCA in Eq. 4.3.1. The

example snapshots are taken from 1st of January 2008 (see Figure 4.2). Of

course the CA perturbation does not resolve the exact mesoscale structures as

observed in QuikScat (Figure 4.2a,d) because the CA evolves independently

from either the observations or the reanalysis fields. But it does enhance the

small-scale wind variability in a noisier and patchier sense across the entire

domain that resembles the QuikScat observations (e.g. the vorticity). Regions

with less organized wind variability differences between ERA5 and QuikScat in

the first place (i.e. high-latitude and mid-latitude regions) benefits more from

the CA perturbation while over the tropical regions, the organized mesoscale

convection events captured by QuikScat are mostly missed from the ERA5 fields

and our CA scheme is not capable of reproducing that 100 km scale variability.

Looking for an improved match in a snapshot wind field is naive and does result
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in disappointment in the CA method. Nevertheless, in this study, we focus on

demonstrating the potential of the CA perturbation as a ‘spectra fixer’ of ERA5

wind fields and focus on the improved wind spectra as shown in Figure 4.9. Our

domain-averaged wavelength spectra have shown that the CA perturbation has

significantly improved the energy underestimation on the length scale from 40km

to 400 km (Figure 4.9a), and the spectral ‘gap’ in the small-scales has been filled

by the CA perturbation. The frequency spectra averaged over 18 buoy sites

after the CA perturbation have also demonstrated an improvement on resolving

the wind variance on the sub-daily time scales (Figure 4.9b) from 1 to 10 cpd,

which has been conventionally overlooked in other stochastic perturbation

studies. The results in Figure 4.9 confirm that the CA perturbation can

effectively improve the ERA5 wind spectra to fit the observations over the

small-scales and high-frequency scales at the same time. The CA perturbation

also results a slightly broader spread of the perturbed wind speed probability

distribution function with an overall increased probability in high wind speed

events (e.g. wind speed >15 m/s) events which tend to be underestimated in

ERA5 wind fields comparing to observations (Figure 4.9c), which confirms our

choice of a single α value for the entire domain.

4.4 Local response of the ocean to CA perturbed

surface wind fields

The perturbation experiments on surface wind fields suggest that the

probabilistic CA algorithm can be used as a spectra fixer to improve the

underestimated small-scale and high-frequency wind variability in ERA5

reanalysis output. It is then of interest to assess the perturbation from a

different perspective by investigating the oceanic response to such a

perturbation. To understand the impact of the CA wind perturbation on the

ocean, we first use a Multi-Column K-Profile Parameterization (MC-KPP)

ocean ML model (Large et al., 1994; Klingaman et al., 2011) to investigate the
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Figure 4.9: (a) Wavenumber spectra comparison made between QuikScat (black),
ERA5 (grey) and CA-perturbed ERA5 (cyan) wind fields averaged for year 2008
across the Atlantic Ocean domain. (b) Same as (a), except that it shows the
frequency spectra. After perturbation, ERA5 wind fields experience improvement
on the energy spectral behaviour on length scales longer than 400 km and
frequency higher than 1 cycle per day. (c) The probability distribution function
of the wind speed of QuikScat (black), ERA5 (grey) and perturbed ERA5 (cyan)
wind.

impact of the improved local air-sea interactions. We designed two experiments:

(1) a control simulation driven by the ERA5 surface meteorological fields

including the wind velocities, surface air temperature, sea surface temperature,

barometric pressure and downward radiative heat fluxes (both shortwave and

longwave) and (2) a perturbation experiment forced with the same suite of

variables except with the wind velocities being replaced with the CA-perturbed

wind velocities, i.e. (uCA, vCA in Eq. 4.3.1). The fluxes in both experiments are

computed with the COARE 3.0 bulk flux formula (Fairall et al., 2003) from the
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above bulk meteorological variables.

4.4.1 Forcing differences

The wind speed difference caused by the CA perturbation fluctuations on the

wind velocities is the main driver in the forcing differences between the control

and sensitivity experiments. This is consistent with our findings of Chapter 2,

where the vector rather than the scalar difference were crucial (Zhai , 2013; Zhou

et al., 2018). Recall that the perturbation pattern is generated independently

from observations and background ERA5 wind fields. The CA perturbation

applies directly to the wind velocities, which then propagates through the

quadratic relation between wind velocities and wind speed magnitude toward

the wind speed fields, the turbulent heat fluxes, via their linear dependence on

wind speed, and the wind stress via its quadratic dependence on wind speed.

We find that the impact of the CA perturbation on the wind speed field is

dependent on the background wind speed and wind direction as illustrated by

Figure 4.10, where the annual-mean wind speed differences computed from the

two experiments are illustrated along with the annual-mean background wind

speed contours (Figure 4.10a) and annual-mean background wind direction

contours (Figure 4.10b) for the year 2008. The perturbation causes an averaged

annual-mean wind speed increase of only 0.07 m/s, while locally the increase can

be up to 1.6 m/s. The maximum wind speed increase is derived from the hourly

instead of the time-mean difference, hence the value exceeds the scale shown in

Figure 4.10. It is found that overall the wind speed is enhanced due to the

perturbation with greater enhancement of wind speed emerging in the region

experiencing relative weak wind forcing, such as over the tropical Atlantic

Ocean. Meanwhile, a slight damping effect is detected on the wind speed

difference map across the subtropical North Atlantic basin, adjacent to the

region with greater wind speed enhancement. Looking at the overlaid

annual-mean wind direction contour suggests that the subtropical North
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Figure 4.10: (a) Annual-mean (year 2008) map of wind speed difference
induced by probabilistic CA wind perturbation superimposed by the annual-mean
background wind speed contour. (b) Same as (a), expect superimposed with
annual-mean background wind direction with the northeasterlies being highlighted
(0◦ to 90◦).

Atlantic is prevailed by northeasterly winds (with wind direction ranging from

0◦ to 90◦), in which case the zonal and meridional velocity components share the

same sign and are affected by CA perturbation in the same direction according

to the perturbation scheme (Eq. 4.3.1). Therefore the damping effect of the of

CA perturbation on both components is double-counted and manifested on the

wind speed when the CA perturbation is acting to decrease the magnitude of

both velocity components. The wind speed difference is averaged at 0.07 m/s,

while the ERA5 wind speed is typically of 1 to 2 orders of magnitude greater

than the wind speed difference. The wind speed difference caused by the CA

perturbation is therefore a minor contribution.

The wind speed differences are further translated into differences in the surface

heat fluxes and wind stress. The surface turbulent heat flux is linearly dependent
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on the wind speed hence the heat flux difference is proportional to the wind speed

difference. This relation leads to greatly enhanced heat loss from ocean to the

atmosphere over the tropical Atlantic ocean owing to greater wind speed increase

(Figure 4.11a). Overall the annual-mean turbulent heat loss is enhanced by 1.22

W/m2 averaged over the whole domain, while locally the instantaneous heat loss

can reach up to 20.74 W/m2 (both values are derived from the area away from sea

ice) in the east tropical Atlantic. The annual-mean turbulent flux perturbation

is two orders of magnitude less than the control mean flux (-104.02 W/m2). In

other words, the heat flux perturbation from the CA algorithm is also a very

minor contribution.

The quadratic dependence between the wind speed and wind stress leads to the

fact that the wind stress difference is controlled by both the wind speed differences

and the background wind speed but more dominated by the background wind

speed because of the much greater magnitude. Therefore, greater wind stress

enhancement is located in the tropical easterlies region and mid-to-high latitudes

in both hemispheres (Figure 4.11b) where there is a prevailing strong background

wind (>7 m/s). The domain averaged annual-mean wind stress enhancement is

0.003 N/m2, with localized maximum instantaneous enhancement of 0.4 N/m2 at

the mid-latitude of north Atlantic, where the prevailing westerlies are situated.

Again, the wind stress difference is two orders of magnitude lower than the mean

control estimate, confirming the minor contribution from the CA perturbation.
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Figure 4.11: (a) Annual-mean turbulent heat fluxes difference between
perturbation and control experiments with annual-mean background wind speed
contour superimposed. (b) Same as (a), but for wind stress difference.

4.4.2 Sea Surface Temperature response in MC KPP

The MC-KPP ocean ML model is adapted from the KPP model and coded to run

a group of single-column simulations over a geographic region in parallel. The

KPP assumes that the turbulent mixing is dominated by the vertical turbulent

fluxes of temperature, salinity and momentum. It diagnoses the oceanic surface

boundary layer (ML) using a local Richardson number scheme (bulk ML scheme),

Monin-Obukhov similarity theory and the Ekman layer depth computed from

surface wind stress. The KPP model allows properties to vary within the ML

via a specified vertical shape function and parameterizes the non-local transport
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associated with advective mixing processes such as oceanic eddies, independent

from the vertical gradient of mixing quantities (Large et al., 1994).

The original MC-KPP code was designed to be coupled to a dynamic atmospheric

model both regionally and globally, while it faces a minor issue of taking into

account the local ocean bathymetry information. Ignoring this factor leads to

the ocean water column unrealistically mixing through the seabed. A three-

dimensional land sea mask is generated using the bathymetry data derived from

temperature and salinity of World Ocean Atlas 2018 (WOA18) to make sure the

simulated mixing process is constrained by the maximum ocean depth at each grid

point. The model is initialized with WOA18 monthly climatology temperature

and salinity profiles. Both control and perturbation experiments are run for a

month, then reinitialized for the next month and are run for 12 months for the year

2008. In total 12 months of control experiments and 12 months of perturbation

experiments are created. Note that the model outputs of MC-KPP are mapped

onto a 1
4 ×

1
4

◦ grid (Figure 4.12), identical to the ERA5 data, because there is

actually no horizontal dimensions associated with each model column.
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The upper ocean response to the CA wind perturbation is first investigated via

seasonal differences computed from the control and perturbation experiments.

The difference is calculated by subtracting control SST from perturbation SST

to reveal the response to the wind perturbations. The top panels in Figure 4.12

depict the seasonal variation of SST response to the CA perturbation from boreal

winter to autumn for the year 2008. The SST across the entire domain decreases

due to the heat loss in the perturbation experiments, except for the high-latitude

northern North Atlantic out of the boreal summer time (Figure 4.12a, b and d)

where the initial temperature profiles are characterized by an unstable thermal

structure maintained by haline stratification due to the effect of sea ice formation.

In addition, the SST response demonstrates considerable seasonal variation, with

greater surface cooling in the summer time for both hemispheres and surface

cooling throughout the year over the tropical Atlantic (Table 4.1). The seasonal

nature of the strong SST response is largely dictated by the seasonal variation

of background ML depth, that significantly alters the ML heat capacity. In both

hemispheres, the generally shallower ML in summer leads to smaller surface heat

capacity, hence a greater SST response for a similar amount of heat flux. In boreal

summer, the SST cools by 0.1◦C across the North Atlantic, with some local areas

in northern North Atlantic characterized by a cooling of over 1◦C. Similarly, in

boreal winter, there is significant cooling in the subtropical South Atlantic, locally

over 1◦C, where the ML depth are confined to less than 20 m.

Figure 4.13 illustrates the correlation between the SST response and other

parameters mentioned earlier: the ML depth, surface heat loss enhancement and

wind stress enhancement. The correlation between SST response and ML depth

is large over most latitudes, as suggested by the seasonal mean spatial map

(Figure 4.12e-h), except for in the tropical ocean where ML depth is constantly

shallower with the magnitude varying around 25 m (see Table 4.1) due to the

constant surface heat gain. The variability of the SST response over the tropical

Atlantic is moderately correlated to the ML depth and covarying closely with

the surface heat flux changes comparing to other latitudes with a correlation
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Figure 4.13: Correlation between SST response and background ML depth
(black), surface heat fluxes differences (red) and wind stress differences (blue)
averaged as a function of latitude.

coefficient of up to 0.5 shown by the peaks at 0◦ and 10◦N. In the tropical

Atlantic, solar radiation and relative calm atmosphere force a shallower tropical

ML. The largely enhanced surface heat loss over the tropical seas is therefore

well-imprinted on the SST response pattern. The wind stress enhancement is

indeed one of the factors resulting in enhanced vertical mixing, but it plays a

lesser role in setting the SST response pattern (little correlation with the SST

response) due primarily to the relative small magnitude of wind stress difference.

It is noted that over the high-latitude North Atlantic the enhanced mixing leads

to SST warming in the water column, while a fingerprint of sea ice formation in

the initial profile reflects a bias during the surface heat fluxes calculation using

bulk formula and the way these heat fluxes are prescribed to the KPP model.

Firstly, the sea ice coverage is assimilated into the WOA18 temperature and

salinity profiles, and the bulk flux formula takes the warmer SST under the sea

ice to compute the turbulent heat fluxes without considering the presence of sea

ice. Secondly, the MC-KPP model applies the overestimated turbulent heat loss

directly on the temperature profile without taking into account the effect of sea
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ice blocking this heat loss. It is noted that there is no SST increase in the boreal

summer in the northern North Atlantic during the ice-free period, which confirms

our interpretation of this sea ice issue.

The control and perturbation experiments conducted using the MC-KPP ocean

ML model clearly demonstrate a systematic sea surface cooling across the

domain with a noticeable seasonal cycle in the enhanced SST cooling for

difference regions which is remarkably in phase with the seasonal variation of

background ML depth and locally correlated to the enhanced surface heat loss

at low-latitudes. The improved wind variability over the small-scale and

high-frequency regimes induced by the CA perturbation systematically causes a

SST difference with the magnitude around 0.1◦C basin-wide and 1◦C locally in

the South and North subtropical Atlantic during the summer season of both

hemispheres. These systematic changes in SST and the difference in the

atmospheric forcing fields, driven by the mesoscale wind perturbations, are likely

have an impact on the ocean circulation.

∆SST(◦C) DJF MAM JJA SON

10◦N to 60◦N -0.073 -0.040 -0.017 -0.027

10◦S to 10◦N -0.058 -0.077 -0.047 -0.057

60◦S to 10◦S -0.013 -0.029 -0.089 -0.035

MLDcontrol (m)

10◦N to 60◦N 24.46 35.75 75.24 51.31

10◦S to 10◦N 26.01 24.26 29.24 26.07

60◦S to 10◦S 103.75 75.55 17.75 32.84

∆Qnet (W/m2)

10◦N to 60◦N -1.18 -1.54 -1.20 -0.99

10◦S to 10◦N -1.97 -2.49 -1.91 -2.01

60◦S to 10◦S -1.23 -1.16 -1.06 -1.44

Table 4.1: Seasonal mean average for SST difference (perturbation-control),
control ML depth and surface heat fluxes difference for selected subdomains.
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4.5 Atlantic Ocean circulation response to stochastic

mesoscale weather systems

4.5.1 Experimental design

The CA generated wind perturbations applied to the zonal and meridional wind

velocities consist primarily of coherent small-scale and high-frequency structures

(Figure 4.5 bottom panels), with little large-scale organized signals. The

resultant differences in wind speed, surface heat fluxes and wind stress, however,

reveal some self-organized large-scale patterns with preferred strong heat loss

over low latitudes and stronger wind stress enhancement over mid-to-high

latitudes, as a result of the distribution of the background wind field. This

large-scale difference in the atmospheric forcing is likely to trigger a large-scale

ocean circulation response. Previous studies have explored the ocean’s response

to surface wind perturbations either in an ad-hoc manner by synthesizing

observed small-scale patterns explicitly in the forcing fields (e.g. Hu and Meehl ,

2009; Sproson et al., 2010; Condron et al., 2008; Condron and Renfrew , 2013) or

by altering the resolution of the atmospheric forcing in both spatial and

temporal dimensions to isolate the effect of resolved mesoscale or high-frequency

atmospheric variabilities (Jung et al., 2014; Holdsworth and Myers, 2015; Wu et

al., 2016). It has generally been found that including high-frequency mesoscale

atmospheric systems leads to a strengthening of either the gyre circulation via

the intensified surface wind forcing (Stommel , 1948), or an increase in the MOC

strength via enhanced heat loss at high-latitudes (Marshall and Schott , 1999).

The enhanced turbulent heat loss and wind stress brought about by the CA

perturbation shares some similarities to the effects caused by the mesoscale and

high-frequency atmospheric variabilities documented in previous studies. It is of

interest now to examine how the ocean circulation responds to the CA

perturbation and whether the CA generated perturbation leads to any

qualitatively different ocean circulation behaviours than found in previous
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studies.

4.5.2 Model configuration

To fully understand the ocean response to the CA perturbation of the surface

wind fields, we employed the Massachusetts Institute of Technology general

circulation model (MITgcm) (Marshall et al., 1997) to conduct twin experiments

under the same forcing scenarios as in the MC-KPP experiments, namely a

control simulation forced with ERA5 winds and a perturbation simulation forced

with CA-perturbed ERA5 wind. We now focus on the ocean dynamics in the

North Atlantic basin with our MITgcm domain extending from 14◦S to 74◦N

and from 100◦W to 20◦E with a horizontal resolution of 1
10

◦ × 1
10

◦. The model

configuration is identical to that used in Zhai and Marshall (2013), except that

there are in total 50 geopotential levels, whose thickness increases with depth,

ranging from 1.5 m at the surface to 213 m at the bottom (compared to 33

levels in Zhai and Marshall (2013)). The finer vertical resolution near the

surface is designed to better resolve the magnitude and variability of the SST

response to the atmospheric forcing (g.e. Bernie et al., 2005; Zhou et al., 2018).

The model topography is generated from the National Geophysical Data Center

(NGDC) Earth TOPOgraphy 5 minute grid (ETOPO5) 5’ Gridded

Elevations/Bathymetry for World. A linear drag coefficient of 1.1 × 103 is used

to calculate the bottom stress. The horizontal tracer mixing is dealt with using

biharmonic operators with a background diffusivity of 1010 m4/s. The

momentum is mixed in the horizontal using a scale-selective biharmonic

operator with a Smagorinsky-like viscosity (Griffies and Hallberg , 2000). A

restoring boundary condition is applied to restore the temperature and salinity

near the boundary to the monthly mean climatology derived from the Ocean

Model Intercomparison Project (OMIP) model output with a time scale of 3

days. Sea ice is not represented in our model configuration.

The model was first spun up for 23 years at 1
5

◦ resolution, forced by the
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climatological monthly mean forcing obtained from National Centers for

Environmental Prediction-National Centers for Atmospheric Research

(NCEP-NCAR) reanalysis (Kalnay et al., 1996), and is then run for another 30

years at 1
10

◦ resolution. A further spin-up run is conducted for 5 years with

atmospheric forcing derived from the ERA5 meteorological fields from 1995 to

1999, allowing the model to adjusts to the new ERA5 forcing. The SST and sea

surface salinity (SSS) are restored to OMIP climatology at a time scale of 3

months to avoid unrealistic model drifting.

Figure 4.14: 10-year mean of the difference between the COARE calculated
turbulent heat fluxes and ERA5 turbulent heat fluxes from 1995-2004. A 4◦×4◦
2D Gaussian filter is applied to produce this basin-scale discrepancy: the turbulent
heat fluxes calculated from ERA5 meteorological variables with the COARE
algorithm tend to underestimate the turbulent heat loss (anomalous warming)
in the Labrador Sea while overestimate the heat loss (anomalous cooling) across
the subtropical and tropical regions.

A pair of 15-year twin experiments (2000-2014) are conducted where the model

is forced by two sets of atmospheric forcing (CONTROL and PERTURB

hereafter) formulated in an identical way as in the MC-KPP experiments. For
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both experiments, the atmospheric forcing is calculated using COARE3.0 bulk

formula from ERA5 meteorological variables, and the PERTURB has the CA

perturbation added into the wind components. The CA perturbation parameters

are also set to be the same as in the MC-KPP experiments. The CA pattern is

generated within the same geographic domain as the ocean model with a grid

size of 1
12

◦, which is about one third of the horizontal resolution of ERA5 data.

The CA perturbation time step is 1 hour which is the same as ERA5 wind data

time resolution, meaning that the perturbation is added to the ERA5 wind fields

every hour. The number of life NL is set to be 1 to avoid an unrealistic

frequency peak in the perturbed wind field (Figure 4.6a). An annually repeating

α, the coefficient constraining the CA perturbation magnitude, is applied here

for the multi-year perturbation because although the non-dimensional coefficient

α varies monthly, it demonstrates little interannual dependence.

A few modifications are made for the generation of the atmospheric forcing

fields, to eliminate the bias induced by using off-line bulk flux forcing. As we

mentioned in the previous section, sea ice information is absent from the off-line

turbulent heat flux calculation. Here, we crudely parameterize turbulent heat

fluxes under sea ice by multiplying the open-ocean fraction inferred from ERA5

sea ice concentration data with the CONTROL and PERTURB turbulent fluxes.

The inclusion of sea-ice information avoids unrealistic heat loss from the ocean

at high-latitudes North Atlantic. Another modification is applied to mitigate

the difference between heat fluxes calculated using the COARE bulk formula

and those output directly from the ECMWF-IFS for ERA5. This difference

leads to anomalous subpolar warming and subtropical cooling as shown by the

monthly composite average difference between the CONTROL and ECMWF

turbulent heat fluxes over 1995 to 2004 in Figure 4.14. Note this composite

monthly difference map is smoothed by a 4◦×4◦ Gaussian 2D low-passed filter

to bring out large-scale differences. This anomalous surface flux pattern leads to

a drift in the ocean state over time in the CONTROL run, purely from the bulk

flux methodology. To eradicate this drift, the filtered heat flux difference (Figure
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Figure 4.15: 15-year mean difference in the (a) wind speed, (b) net surface
heat flux and (c) surface wind stress, between the CONTROL and PERTURB
atmospheric forcing. 15-year averaged CONTROL wind speed contours are
superimposed on (a) and (b), highlighting the correlation between the background
wind speed and forcing differences. 15-year mean CONTROL wind stress and
direction is mapped on top of surface wind stress difference denoted by white
arrows.
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4.14) is subtracted from both the CONTROL and PERTURB forcing fields.

4.5.3 Comparison with MC-KPP experiments

The difference in the atmospheric forcing caused by the CA perturbation has

been discussed in section 4.4 for the 1-year MC-KPP experiment. An even

smoother large-scale signature emerges in the atmospheric forcing differences

after they are averaged over the longer 15-year period (Figure 4.15). As before,

the CA perturbation tends to enhance the surface wind speed which, in turn,

leads to enhanced surface heat loss and wind stress. The greater wind speed

increase, again, lies in regions of weaker background wind such as the Inter

Tropic Convergence Zone (ITCZ) and the centre of subtropical gyre, leading to

a greater heat loss difference in these regions. The wind stress field, on the other

hand, bears more intensification over the regions characterized by stronger

background wind such as the tropical easterlies and mid-latitude prevailing

westerlies. The overall magnitude of heat flux difference spanning the 15-year

period varies from -5 to 0 W/m2 between the PERTURB and CONTROL. This

is close to the estimate made in a recent study by Gavrikov et al. (2020), who

found a similar magnitude in the turbulent heat flux difference between their

high-resolution (14 km horizontal spacing) down-scaled atmospheric circulation

model output over the North Atlantic and its low-resolution counterpart (77 km

horizontal spacing). The typical magnitude of the wind stress intensification

varies from 0.001 to 0.003 N/m2. Furthermore, the turbulent heat flux difference

over the Gulf Stream region becomes more pronounced due to greater surface

temperature and humidity gradients (see also Figure 5 in Gavrikov et al.

(2020)), which is less clear in one-year difference shown in Figure 4.11. Note

that the difference in surface heat loss over the Labrador Sea and Nordic Sea is

much smaller than that shown in Figure 4.11a, due primarily to the inclusion of

sea ice information that leads to a much weaker dependence of turbulent heat

fluxes to wind speed changes in both CONTROL and PERTURB forcing.
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Mean ∆SST(◦C) DJF MAM JJA SON 00-14

45◦N to 65◦N -0.07 -0.10 -0.25 -0.17 -0.15

Domain (-GS) -0.31 -0.33 -0.39 -0.37 -0.35

10◦N to 35◦N -0.46 -0.47 -0.57 -0.56 -0.52

MLDCONTROL (m)

45◦N to 65◦N 1050.80 805.81 28.97 258.20 535.94

Domain (-GS) 302.80 227.07 33.29 88.66 162.96

10◦N to 35◦N 141.24 98.99 34.96 56.09 82.82

Table 4.2: The mean SST difference and background ML depths averaged over
the subtropical (10◦N to 35◦N, 80◦W to 20◦W) , the whole domain excluding
Gulf Stream and the subpolar (45◦N to 65◦N, 60◦W to 40◦W) Atlantic Ocean
simulated by MITgcm.

The SST response to the CA perturbation simulated by the MC-KPP model

reveals an overall SST cooling across the domain as a result of the increased

surface heat loss and wind stress intensification, with the magnitude, spatial

distribution and seasonality of SST cooling being strongly regulated by the

background ML depth (Figure 4.12). We find a similar SST response simulated

by the MITgcm, which tends to occur more frequently in the subtropical and

tropical regions in the boreal summer where the background stratification is

strong, i.e. a shallower surface ML depth and a strong vertical temperature or

density shear (Figure 4.16). Specifically, averaging over 15 years for each season,

the SST decreases significantly by 0.5◦C over about 35% of the model domain in

the boreal summer (JJA) and autumn (SON) seasons, while this number drops

to 10% in winter (DJF) and spring (SON). The magnitude of the SST response

listed in Table 4.2 shows a consistent seasonality that is also revealed by the

spatial SST difference map, with the most pronounced SST decrease in JJA and

SON. The basin-averaged SST response is somehow larger in the MITgcm than

that in MC-KPP experiments, with a domain averaged SST decrease of 0.35◦C

averaged over 15-year period (Table 4.2) and a maximum instantaneous SST

decrease of up to 3.6◦C in the tropical east Atlantic Ocean. The large SST

response pattern highlighted in Figure 4.16 is smoother and spreads over a
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broader area compared to that simulated in MC-KPP (Figure 4.12a-d). This is

likely to be the result of lateral mixing and advection in the MITgcm, whereas

there is no communication between the one-dimensional columns in MC-KPP.

Figure 4.17 depicts the seasonal variation of ML depth response. It is found that

the most significant ML deepening is happening in the mid-to-high latitude region

where the background stratification tends to be weaker comparing to the lower

latitudes. Averaging over 15-years for each season, the ML depth deepens over

200 m during the DJF and MAM season. Little difference is found during the

summer months (JJA) across the domain during which period the stratification

is strong and the ML structure is less sensitive to the differences in the surface

fluxes induced by the CA perturbation. Figure 4.18a shows a further diagnosis

on the SST changes purely computed from the surface heat fluxes difference and

CONTROL ML depth. Figure 4.18c plots the difference between model output

SST difference (Figure 4.18b) and the diagnosed SST difference, indicating that

the SST changes in the open ocean are partially contributed by the surface heat

fluxes anomalies while other sources of SST decrease can be attributed to the

entrainment of cold water from underneath the ML base. This is more readily

seen in the region where the ML deepening is pronounced (i.e. the mid-to-high

latitude between 30◦N and 50◦N . It is noted that in the tropical eastern Atlantic,

diagnosed SST changes is stronger than simulated SST difference. This does not

necessarily mean that the entrainment brings warmer water from below but more

likely a results of advective processes acting to smooth out the strong lateral

temperature gradient in the 3D models. However, the advective processes is

hard to quantify here to completely disentangle the partition of the heat budget

contribution from the surface heat loss, entrainment. Nevertheless, the broad

spatial distribution of SST response and ML depth response is consistent with the

strength of the background stratification, although the advective processes might

be contributing or diminishing the difference, but the net effect emerges from

the comparison between the model outputs suggests that the one-dimensional

response is dominating most of the open ocean SST and ML depth responses.
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Figure 4.17: Same as Figure 4.16 but for ML depth differences.

Figure 4.18: 15-year mean estimate of the SST difference (PERTURB-
CONTROL) (a) diagnosed from surface heat fluxes with the assumption of no
ML variation, (b) computed from model output and (c) the difference between
(b) and (a).
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4.5.4 Ocean circulation response to the CA perturbation

Here we mainly focus on the changes of the horizontal gyre circulations in the

North Atlantic and also the AMOC. By comparing the volume transport and

heat content changes, we find an inter-gyre interaction driven by the CA

perturbation that results in a non-monotonic signal in the response of these

large-scale circulation systems during the twin experiments period. We first

examine the trends in the simulations and compare to volume transport

observations. Then secondly look at the differences between the twin

experiments in detail.

A. The trend and variability

The North Atlantic subtropical gyre circulation is predominantly wind-driven

and its strength is well imprinted on the northward volume transport within the

narrow western boundary region. Here we compare the model-simulated volume

transport across the Florida Strait at 26.5◦N with that inferred from submarine

cable measurements (Baringer and Larsen, 2001; Rayner et al., 2011). Figure

4.19a shows that the model broadly captures the interannual variability of the

Florida Strait transport with the mean transport of CONTROL Florida Strait

current, 26.9±3.2 Sv (1 Sv = 106 m3/s) in CONTROL, about 4 Sv smaller than

the observation, which is 31.6±2.4 Sv. The CONTROL Florida Strait transport

increases during the simulation, becoming comparable to the observed transport

around 2009. The mean transport of the CONTROL experiment estimated from

2010 to 2014 is 29.8±2.0 Sv, which is closer to 32.0±2.4 Sv observed for that

period. The underestimation on the time-mean Florida Strait transport could

be associated with model spin-up issue due to the switch of atmospheric forcing

from NCEP to ERA5. The transport estimated from the PERTURB experiment

demonstrates a smaller difference with the observation with a mean transport

of 28.8±3.3 Sv throughout the modelling period. The PERTURB Florida Strait

transport also becomes more comparable with the observation since 2009 with the
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mean transport of 31.3±2.4 Sv for 2010-2014.

Figure 4.19: (a) The time series of CONTROL (black), PERTURB
(red) and observed (grey) Florida Strait Current transport at
26.5◦N. Observation is derived from the 21-year measurement of
the submarine cable across the Florida Strait. Data available at
https://www.aoml.noaa.gov/phod/floridacurrent/data_access.php. (b)
The monthly difference of Florida Strait transport between PERTURB and
CONTROL experiments.

Turning to the subpolar North Atlantic, the prevailing cyclonic surface wind

stress curl (Figure 4.22a) drives an Ekman divergence which leads to a

bowl-shaped sea surface and a doming structure in the isopycnals. This, in turn,

leads to a cyclonic subpolar gyre circulation. The strength of the subpolar gyre

can be inferred from the sea surface height map observed by the satellite

altimetry (Häkkinen and Rhine, 2004; Hátún et al., 2005) or from a more direct

volume transport estimate. The strength of the subpolar gyre circulation here is

defined in three different ways: the minimum barotropic streamfunction along

the cross section in the Labrador Sea (Holdsworth and Myers, 2015), the

minimum barotropic streamfunction along 60◦N (Marzocchi et al., 2015) and the

minimum barotropic streamfunction within the subpolar gyre region determined

by the closed contour of sea surface height with the largest horizontal area (e.g.

Eden and Willebrand , 2001; Treguier et al., 2005; Lohmann et al., 2009). Figure

4.20 shows that the subpolar gyre strength estimated by these three definitions

shares similar interannual variability and the long-term trend with the mean
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transport of 43.6±7.6 Sv for CONTROL run and 45.1±8.7 Sv for PERTURB

averaged over three indices.

Turing to the AMOC, its strength is often defined as the maximum value of

overturning streamfunction at various latitudes depending on the region of

interest. In our experiments we define an AMOC index using the overturning

streamfunction values at 26.5◦N, which is at the same latitude of the

RAPID-AMOC array (Srokosz and Bryden, 2015). The trends of AMOC index

evolution in both CONTROL and PERTURB bear a similarity to the Florida

Strait transport with a relative low time-mean transport over the first 10 years

from 2000 to 2009 (CONTROL: 14.4±2.8 Sv, PERTURB: 14.8±3.3 Sv) and

then undergo an increase from 2009 onwards (CONTROL: 18.7±3.0 Sv,

PERTURB: 18.7±3.1 Sv) as shown by Figure 4.21a. A broad agreement is

achieved between the CONTROL AMOC and RAPID-MOCHA-WBTS

(Rapid-Meridional Overturning and Heatflux Array-Western Boundary Time

Series) observation (Smeed et al., 2019) after 2009 with the CONTROL estimate

slightly higher than the observation by 1.4 Sv. The increasing trend of modelled

AMOC is similar to that observed in Florida Strait transport, and is likely to be

attributed to the spin-up stage experienced by the model.

B. Differences between the twin experiments

The response of the ocean circulation systems is estimated as the difference

between the PERTURB and the CONTROL diagnostics for each circulation

system. Both gyre circulations and the AMOC transport have demonstrated a

systematic response to the CA perturbations from 2000 to 2010, while changes

in the circulation response emerge after 2010.

Overall the PERTURB Florida Strait transport shows a systematic

intensification of 2.1 Sv compared to the CONTROL estimate (Figure 4.19b).

The stronger Florida transport in the PERTURB run is associated with a more

strongly tilted vertical thermocline structure (Figure 4.22c) across the Florida
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Figure 4.20: Time series of subpolar gyre indices based on the minimum barotropic
streamfunction (a) along the cross section over the Labrador Sea, (b) along
the 60◦N and (c) from the closed SSH contour with largest area over subpolar
latitudes. Note that the absolute values of the streamfunction are plotted and
larger value denotes stronger subpolar gyre.

Figure 4.21: The time series of (a) AMOC indices defined as the maximum
barotropic streamfunction at 26.5◦N in CONTROL (black), PERTURB (red)
experiments and RAPID observation (grey). (b) The difference (PERTURB-
CONTROL) in (b) AMOC index, with the positive value indicating stronger
AMOC in PERTURB run.
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Strait that leads to a stronger northward geostrophic velocity. The strength of

Florida Strait transport is generally related to the basin-wide wind stress curl

(Baringer and Larsen, 2001). As shown in Figure 4.15c, the CA perturbation

enhances wind stress more significantly in the low-latitude easterlies and

mid-latitude westerlies. As a result, the anticyclonic basin-wide wind stress curl

in the North Atlantic subtropical gyre is strengthened (Figure 4.22b), which, in

turn, enhances the Ekman convergence, pushes the thermocline further down

(Figure 4.22d), and this leads to a strengthened Florida Strait Transport. The

difference in Florida Strait transport between CONTROL and PERTURB is

statistically significant (p<0.01) for 2000-2014 (and for the first eleven and last

five year sub-periods) using a two-tailed t-test with the null hypothesis that the

difference is indistinguishable from 0 (Table 4.3).

For the subpolar gyre circulation, it is found that all three indices show an overall

strengthening in the subpolar gyre circulation modelled by PERTURB over the

first 11 years (Figure 4.23a-c). This can be attributed to the stronger cyclonic

wind stress curl (Figure 4.22b) and enhanced surface heat loss in the subpolar

region (Figure 4.15b). The PERTURB subpolar gyre transport is about 2.2 Sv

higher on average over the three gyre indices from 2000 to 2010. The difference in

the subpolar gyre circulation strength between PERTURB and CONTROL over

the first 11 years is statistically significant (p < 0.05, Table 4.3) in a t-test. Figure

4.21b also demonstrates an overall strengthening of PERTURB AMOC from 2000

to 2010 by 0.4 Sv compared to the CONTROL. The PERTURB AMOC strength

during 2000-2010 is statistically different from the CONTROL examined by a

two-tailed binomial test, but the time series are not distinguishable with a t-test

(Table 4.3).

From 2009/2010 onwards, the differences in the subpolar gyre strength and

AMOC transport between the twin experiments demonstrate qualitatively

different behaviours than the first 10-year period. From 2010 to 2014, the

subpolar gyre strength in the PERTURB is marginally weaker than that in the

CONTROL experiment by about 0.7 Sv, which is statistically significant using a
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Figure 4.22: 15-year mean of (a) CONTROL wind stress curl, (b) the wind stress
curl difference between PERTURB and CONTROL, smoothed by a 5◦ × 5◦ 2D
Gaussian filter. Positive value denotes the cyclonic wind stress curl. The spatial
filter is applied to highlight the large-scale pattern in the wind stress curl anomaly.
(c) The vertical thermocline structure averaged over 15 year period at 26.5◦N,
panel extends to the east of Grand Bahamas Island to illustrate the thermocline
structure connection to the open ocean. (d) Basin-wide thermocline structure at
26.5◦N.

binomial test, but not with a t-test (Table 4.3). This is partly because that year

2010 is a year when the PERTURB SPG is still stronger while after 2010, SPG

strength in PERTURB is mostly weakened compared to CONTROL. A

concurrent sign reversal is also found in the difference in the subpolar gyre

ocean heat content (OHC) (Figure 4.23d) and the subpolar ML depth (Figure

4.23e) between CONTROL and PERTURB, while for the first ten years the

SPG cools and has a deeper ML depth for the first ten years, before reversing to

a warming with a shallower ML depth. Here the subpolar gyre OHC and ML
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Figure 4.23: Time series of the difference in subpolar gyre indices (PERTURB-
CONTROL) based on the minimum barotropic streamfunction (a) along the cross
section over the Labrador Sea, (b) along the 60◦N and (c) from the closed SSH
contour with largest area over subpolar latitudes. The positive values (red bars)
represent strengthened subpolar gyre in PERTURB experiment. (d) Difference
of ocean heat content (OHC) (1 ZJ= 1021J) in the subpolar box (40◦N to 65◦N,
60◦W to 10◦W) between PERTURB and CONTROL experiments, with positive
values denoting ocean warming in PERTURB run. (e) Same as (d) but for the
winter time (DJF) ML depth calculated in subpolar region, and positive values
denote deeper ML in PERTURB run.
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depth is calculated for the region between 40◦N–65◦N and 60◦W–10◦W.

Figure 4.24: The time series of (a) the northward heat transport in CONTROL
(black) and PERTURB (red) experiments, the difference (PERTURB-
CONTROL) in (b) the northward heat transport and (b) accumulative heat
transport at the gyre boundary at 40◦N. An increased northward heat transport
is found in winter 2008 and lead to an anomalous heat input into the subpolar
region.

Interestingly, although the subpolar gyre loses more heat to the atmosphere in

PERTURB (Figure 4.15b), the subpolar OHC in PERTURB becomes greater

than CONTROL after 2010, indicating a stronger lateral heat transport from

the subtropical to the subpolar region in PERTURB. The accumulative

northward heat transport suggests that across the gyre boundary at 40◦N, a

strengthened northward heat transfer starts around year 2009 and

monotonically increases from 2009 to 2014 (Figure 4.24c), even though the heat

transport itself has demonstrated little intermittent difference (Figure 4.24a, b).

The increased northward heat transport across the gyre boundary lags the

strengthened Florida Strait transport by a few years (Figure 4.19b), while the

accumulated anomalous heat transport across the gyre boundary leads changes

in the subpolar OHC, the subpolar gyre strength and the AMOC transport by

about one year. This heat transport difference then leads to a monotonically

enhanced OHC gain and a persistently shallower wintertime subpolar ML depth

in PERTURB compared to those in CONTROL from 2010 to 2014 (Figure 4.23e
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and d), which acts to stratify the upper subpolar ocean, reduce the thermocline

doming and lead to a weaker PERTURB subpolar gyre circulation (Figure 4.23).

The timing of the AMOC difference between the twin experiments starting to

reduce coincides with that of the changed difference in the subpolar gyre

strength and the Florida Strait transport, which reflects the feedback of the

subpolar gyre changes to the subtropical region. These results highlight the

importance of ocean dynamics in generating a non-local ocean response to

perturbations in atmospheric forcing.

2000-2010 2010-2014

p-value p-value p-value p-value

∆ (t-test) (binomial test) ∆ (t-test) (binomial test)

FS 2.13 Sv p < 0.01 p < 0.01 1.44 Sv p < 0.01 p < 0.01

SPG1 2.47 Sv p < 0.01 p < 0.01 -0.91 Sv p = 0.11 p < 0.01

SPG2 1.86 Sv p = 0.02 p = 0.01 -0.84 Sv p = 0.17 p = 0.01

SPG3 2.38 Sv p = 0.03 p < 0.01 -0.33 Sv p = 0.42 p = 0.31

AMOC 0.47 Sv p = 0.13 p = 0.01 -0.05 Sv p = 0.47 p = 1.00

2000-2014

p-value p-value

∆ (t-test) (binomial test)

FS 1.93 Sv p < 0.01 p < 0.01

SPG1 1.57 Sv p = 0.02 p = 0.21

SPG2 1.14 Sv p = 0.07 p = 0.41

SPG3 1.65 Sv p = 0.06 p = 0.66

AMOC 0.32 Sv p = 0.20 p = 0.04

Table 4.3: A summary of the response of ocean circulation systems (Florida
Strait transport, subpolar gyre, AMOC) and the northward heat transport at the
boundary gyre (

∫∫
vTdxdz) to the CA perturbation. ∆ = difference calculated

by PERTURB - CONTROL. The statistical significance of each result is shown
by the p-values for both a two-tailed t-test and a two-tailed binomial test, where
p-values<0.05 (95%) are considered statistically significant, and are highlighted
in red. Note that the difference in subpolar gyre strength is calculated using the
absolute values of the streamfunction minimum, the same as in Figure 4.23.



Chapter 4: Ocean response to stochastic mesoscale weather
systems 134

4.6 Summary

In this chapter, we have evaluated the newly-released ERA5 reanalysis wind

data in aspects of the representation of small-scale and high-frequency variance

in reference to QuikScat scatterometer high-resolution wind measurements and

in-situ sea surface wind time series recorded at 18 meteorology buoy stations.

Spectral analysis of these dataset suggest that the ERA5 surface wind energy

suffers from a deficit in small-scale and high-frequency energy due primarily to

inadequate model representation of the sub-grid processes even though the

observational data have been assimilated into the ERA5 reanalysis data.

Inspired by the principle of injecting energy into these smaller scales, we apply a

stochastic wind perturbation scheme, introducing an interesting algorithm called

Cellular Automata (CA), to mimic the evolution of small-scale motions. The

probabilistic CA algorithm is found to be capable of generating random yet

spatially coherent structures that continuously evolve over time. These

structures are then used as the disturbance patterns to perturb ERA5 ocean

winds. Results show that perturbed surface winds enjoy improvement of the

energy spectra over length scales smaller than 400 km and over frequencies

higher than 1 cycle per day. The CA-perturbed ERA5 winds that have been

generated are tested and contain realistic amounts of kinetic energy.

A multi-column KPP (MC-KPP) ocean ML model is employed to investigate

the one-dimensional thermal response of the upper ocean to the CA wind

perturbations. The model results clearly demonstrate that the enhanced surface

heat loss due to the CA perturbation forces a systematic sea surface cooling

across the domain with a noticeable seasonal cycle in the enhanced SST cooling.

The spatial distribution of the strong SST cooling is remarkably in phase with

the seasonal variation of background ML depth and locally also correlated to the

enhanced surface heat loss, especially at low-latitudes. The improved wind

variability at small scales and high frequencies induced by the CA perturbation

lowers the SST by ∼0.1◦C averaged over the basin and ∼1◦C locally over the
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summer time in both hemispheres.

The ocean circulation response to the CA perturbation is investigated by

conducting twin experiments (CONTROL and PERTURB) using the MITgcm

for an extended period from 2000 to 2014 with a focus in the North Atlantic

Ocean. The MITgcm results show a broad consistency with the MC-KPP results

for the SST response to the CA perturbation, in terms of its seasonality and

spatial distribution, especially over the open ocean. The response of the ocean

circulation to the CA perturbation has demonstrated different behaviours

between the subtropical and subpolar gyre circulations. From 2000 to 2010,

both the subtropical and subpolar gyres are strengthened in PERTURB. This

can be attributed to the anomalous anticyclonic surface wind stress curl at

mid-latitudes and the anomalous cyclonic atmospheric circulation at

high-latitudes of the North Atlantic respectively.

Changes in the circulation response are found after 2010. From 2010 to 2014,

the subpolar gyre in the PERTURB experiment is weaker than the CONTROL

gyre strength. This change is driven by an stronger northward heat transport

across 40◦N simulated in the PERTURB experiment, which is statistical

significant using a binomial test. This stronger heat input from the subtropical

to subpolar region in PERTURB elevates the subpolar OHC, flattening the

domed structure of the thermocline which compensates the subpolar gyre

response of the local buoyancy forcing and reverses the relative strength of the

subpolar gyre between the PERTURB and CONTROL. The ML increases in

response. Changes in the AMOC strength are linked to this inter-gyre

interaction, demonstrating an evolution in phase with the subpolar gyre

difference. These non-local responses of the ocean circulation represented by this

gyre interaction offers an insightful perspective of understanding the cross-scale

linkage between the low-frequency and large-scale ocean response modes to the

highly-fluctuated anomalies in the atmospheric forcing represented here by the

CA perturbation.
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Based on the 2010-2014 period, the steady-state response to the CA

perturbation is a stronger subtropic gyre, leading to enhanced northward heat

transport from the subtropical gyre to the subpolar gyre. The steady-state

response to this appears to be a slowing of the SPG transport, but this is not

statistically significant in other the metrics. An extension of our model runs

would shed light on the longer-term response. Nevertheless, our model results

from MC-KPP and MITgcm have shown a qualitative difference in ocean

behaviour with the addition of the realistic mesoscale (<400 km) and

high-frequency (>1 cpd) weather systems in the atmospheric forcing, and we

regard these effects are non-negligible and should be taken into account in the

future global climate model studies.



5

Conclusions and future work

This chapter summarizes the main findings of this PhD research, the outstanding

questions, and the recommendations for future work.

5.1 Overview of key findings

High-frequency (sub-daily time scales) and mesoscale (<1000 km) atmospheric

variabilities have been recognized as playing a role in regulating the longer-term

and larger-scale atmosphere-ocean phenomena. In the last few decades, we have

seen a significant improvement in the computer power which facilitates the

simulation of numerical weather and climate prediction models with higher

resolution and the inclusion of ever more physical processes and climate

components such as the cryosphere and the biosphere (Franzke et al., 2015).

Despite the increase in computer power, many important physical processes (e.g.

tropical convections, gravity waves and mesoscale weather systems) are still not

or only partially resolved and will not be explicitly resoled in the numerical

weather and climate models in the foreseeable future (Williams, 2005; Palmer

and Williams, 2008). Parameterizations are then needed to account for the

collective effect of these high-frequency and mesoscale motions in the

atmosphere on the larger-scale and longr-term systems which are not just of the

great interest for scientific understanding but also help the society become more

resilient to changes in extremes of weather and climate (Palmer , 2019). This
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thesis presents a series of studies in that regard. Firstly, by understanding how

the model performance is affected by both the observed and theoretically

orchestrated high-frequency atmospheric variabilities, and secondly, by

formulating and evaluating a parameterization method that represents the

under-represented processes in a global reanalyses dataset using both the

one-dimensional ocean ML models and a full three-dimensional ocean general

circulation model to evaluate their impact on the ocean.

Starting with a case study, we conducted a set of sensitivity experiments using a

mixed-layer model and carrying out simulations for the central Arabian Sea,

where we have co-located observations of the atmosphere and ocean from a buoy

and mooring. Here, a series of meteorological variables are measured in a high

frequency of 7.5 minutes with the observing period lasting for a year and

capturing a distinct full seasonal cycle of the local meteorological conditions

that allows us to investigate the effect of high-frequency atmospheric

variabilities under different seasonal background states. Control and sensitivity

experiments are designed using a one-dimensional PWP ML model to determine

the key elements from a suite of meteorological variables (i.e. sea surface wind,

surface pressure, air temperature, air humidity and clouds) that regulate the

evolution of the sea surface temperature and ML depth. The model is initialized

with the observed temperature and salinity profiles. By forcing the model using

atmospheric forcing with and without the sub-daily fluctuations, we find that

including the high-frequency weather systems systematically lowers the

daily-mean SST and damps the SST variability on daily-to-intraseasonal time

scales whereas little systematic influence is found on the magnitude of the SST

diurnal cycle. The high-frequency atmospheric forcing regulates the time-mean

SST via the changes in the time-mean air-sea heat fluxes and wind stress with

the magnitude and seasonality of the SST response strongly determined by the

ML heat capacity, associated with the background ML depth. Furthermore, the

key element standing out among these high-frequency meteorological variables

that impacts the ocean the most is the near surface wind. Its high-frequency
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fluctuation not only enhances the time-mean turbulent heat loss enhancement

but also leads to strengthened wind-driven shear instability at the base of the

ML depth via both the increased time-mean wind stress and the fluctuated wind

direction.

A follow-on investigation on the high-frequency atmospheric forcing is inspired

by the stochastic climate conceptual model proposed by Hasselmann (1976),

where low-frequency variability of SST is conjectured to be induced by random

variations in surface heat fluxes. This model is applied to understand the

observed low-frequency SST variability such as the SST variability in the Pacific

Ocean associated with the Pacific Decadal Oscillation (Newman et al., 2003)

and persistent SST decadal variability in the North Atlantic (Deser et al., 2003;

de Coëtlogon and Frankignoul , 2003). Based on our knowledge from previous

studies and Chapter 2, the ML variation is important in regulating the SST

response to the atmospheric forcing. It is then of our interest to extend

Hasselman’s conceptual model by including the ML variation to examine its role

in regulating the SST response. We first formulated the stochastic atmospheric

forcing by generating a series of random anomalies and superimposed with

time-mean radiative and turbulent heat fluxes. The time-mean net heat flux

across the sea surface is zero. Both non-solar penetrative and a solar-penetrative

schemes are applied in the PWP model to adjust response of the ML to the

surface heat flux. The SST spectra derived from both PWP experiments are

similar to that in Hasselmann (1976) suggesting that the ML variation does not

excite any spectral peak at low-frequencies. However, we find that the ML

variation induced by the solar penetration scheme produces a long-term

warming rectification effect on the SST due to the asymmetric SST response to

the surface heating and cooling. The dependence of the SST rectification on the

model constraints such as the forcing amplitude and the initial condition is

associated with the solar penetration depth with a shallower solar penetration

depth produces a more pronounced warming rectification on SST.

Finally, we propose a stochastic parameterization approach to represent the
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under-represented effect of the realistic mesoscale and high-frequency

atmospheric variability on the wind kinetic energy spectra in ERA5 wind data

set. This study is inspired by a well-known issue of the effective resolution in the

numerical models, which is defined as the smallest length scale where

model-derived kinetic energy spectrum departs from the observation (Lean and

Clark , 2003; Skamarock , 2004; Hamilton et al., 2008). Our spectral analysis on

the ERA5 wind data has shown that this reanalysis wind data suffers from

energy deficiency at length scales smaller than 400-500 km and also at time

scales shorter than 1 day when compared to the QuikScat and in − situ wind

measurements. We demonstrate that with a set of properly tuned parameters, a

cellular automata (CA) algorithm can generate spatially coherent patterns that

continuously evolves over time and simultaneously improve the performance of

the ERA5 wind wavenumber spectra and frequency spectra. One-dimensional

modelling shows a systematic SST cooling in response to the enhanced turbulent

heat loss and wind stress driven by the CA perturbation, characterized by a

basin-averaged SST cooling of 0.1◦C in the summer hemisphere and local

instantaneous SST cooling up of to 1◦C. The distribution and seasonality of the

SST response is largely confined by the background ML depth consistent with

our knowledge from previous chapters. OGCM experiments show a large-scale

oceanic circulation changes driven by the CA perturbation with a spin up of

both the North Atlantic subtropical and subpolar gyres and a strengthening the

AMOC in response to the enhanced subtropical anticyclonic wind stress curl,

subpolar cyclonic wind stress curl and enhanced surface heat loss from 2000 to

2010. A steady-state response emerges from 2010 to 2014 characterized by a

stronger northward heat transport at the boundary gyre associated with the

stronger western boundary currents in the subtropic North Atlantic. The

enhanced heat transport leads to a greater heat content in the subpolar gyre,

which, in turn, compensates the local heat loss and reduces the doming

structure of the thermocline in the subpolar region, resulting in a weaker

subpolar gyre circulation. These results highlight the importance of the ocean

dynamics in generating the non-local response of ocean circulations to realistic
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high-frequency and mesoscale weather systems.

5.2 Connection to the motivative literatures

In summary, our results show that the ocean is sensitive to the high-frequency

and small-scale atmospheric variabilities. The first two chapters investigate the

rectification of SST in response to the high-frequency weather systems and

stochastic air-sea heat fluxes which is largely motivated by the discrepancies

between the statements in Williams (2012) and other study on the diurnal

variation of SST. Williams (2012) reported a long-term SST cooling and ML

deepening in response to the stochastic surface air-sea fluxes, and it is proposed

that the surface cooling destabilizes the water column and deepens the ML

whereas the surface heating simply stabilizes the water column but cannot undo

what the cooling did on the ML depth. However, the studies on diurnal

variation SST actually imply that the ML depth will shoal when the water

column is stabilized and the cooling only removes the stratification build upon

the background ML but rarely erodes the ML further. Therefore the diurnal

variation SST rectifies the daily mean SST toward a warmer state. It seems that

Chapter 2 clearly shows that even though with the diurnal cycle in SST, the

time-mean SST can still be cooled in response to the high-frequency weather

systems. While it is worth to note that this conclusion is drawn by comparing

the modelled SST to the that forced by surface fluxes calculated from

daily-averaged meteorological variables instead of the SST forced by averaged

fluxes as in studies focusing on the SST diurnal cycle. In other words, Chapter 2

results demonstrate systematic impact from the high-frequency weather systems

but does not fully reconcile the discrepancy aforementioned. In Chapter 3, the

extreme case shows that warm rectification similar to the diurnal SST exists

caused by the same mechanism where the SST increases more than SST

decreases due to the ML variation. We did not find what Williams (2012)

suggested, but we cannot completely overthrow the mechanism proposed



Chapter 5: Conclusions and future work 142

Williams (2012) because the models and experimental design used for their

study is different from ours. The results in Williams (2012) emerges from their

century-long coupled simulations and they did not explicitly disentangle the

contribution of the advective processes to the observed ML deepening and SST

cooling in their model results while Chapter 3 only produces 100 days of

simulation with a one-dimensional ML model.

Chapter 4 work highlights broader impact of the stochastic wind variabilities on

the regional ocean circulation and sea surface states, which the atmospheric

circulations are sensitive to. For example, the strong signals of SST changes in

response to the wind perturbation in the East tropical Atlantic can effectively

alter the zonal sea surface temperature gradient that strongly coupled to the

Walker circulation (e.g. Bjerknes, 1969; Clement et al., 1996; Xie et al., 2010).

The changes in the strength in the circulation patterns in the Florida Strait

current and the Gulf Stream can also induces more variabilities in the oceanic

fronts position that alters the atmospheric storm tracks and influences the

regional climate (e.g. Small et al., 2014; Kuwano-Yoshida and Minobe, 2017).

Recent atmospheric convection-permitting regional climate simulations (e.g.

Kolstad and Bracegirdle, 2008; Zahn and von Storch, 2010) predict changes in

the intensity and frequency of the mesoscale weather systems this century, it is

of importance to estimate the impact induced by the discrepancies in the sea

surface wind field within the mesoscale regimes between the observations and

the reanalyses, with the latter tends to be extensively used in modelling work.

As discussed in Chapter 4, the CA perturbation generates an isotropic

perturbation pattern that fluctuates in space and time which can be regarded as

the ’error’ or ’uncertainty’ that we estimated for ERA5 surface wind field in

reference to the observation. It may not be the most accurate way to reproduce

the discrepancies but it does reveal some promising aspects in the spectral

analysis and wind speed PDF. The overall less -occurred high-wind events in the

ERA5 wind field might induce bias in regional oceanic status such as

overestimated SST (e.g. Zhai , 2013; Zhou et al., 2018) or underestimated open
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ocean convection events (e.g. Pickart et al., 2003; Condron and Renfrew , 2013).

5.3 Future work

Several possible future steps are discussed in this section.

The first one is a cross-model comparison on the SST response to the stochastic

surface heat fluxes in Chapter 3. In Chapter 3, a set of idealized ensemble

simulations using PWP ML model are conducted to explore the role of ML

variation in generating the SST rectification effect. The PWP model considers

the ML to be vertically uniform in terms of the temperature, salinity and

velocities and has provided a rather simple parameterization of ML dynamics to

allow a straightforward interpretation of the ML variation and the SST response

to the stochastic surface heat fluxes. Another category of ML model, the

turbulence closure model, paramterizes the turbulent mixing via the eddy

viscosity and eddy diffusivity based on the local stratification, vertical shear and

surface fluxes to simulate the ML turbulent mixing (e.g. Mellor and Yamada,

1982; Kantha and Clayson, 1994; Large et al., 1994). The ML depth modelled

by the turbulence closure model is often diagnosed based on various criteria

associated with the temperature, salinity and density, which is different than

that in the PWP model. Owing to a higher complexity of the mixing

parameterization, turbulence closure models are able to reproduce a more

realistic upper-ocean thermocline structure and hence have a broader

application of the in general ocean circulation models (e.g. MITgcm) and

coupled weather and climate prediction models (e.g. Takaya et al., 2010; Hirons

et al., 2015) than the PWP ML model.

It is found that under the surface cooling condition, the turbulence closure model

tends to produce a stronger convective mixing than the PWP model (e.g. Large et

al., 1994; Burchard and Bolding , 2001; Zhou et al., 2018) because the turbulence

closure models parameterize active entrainment. The difference in the vertical
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mixing schemes can be a source of uncertainty on the both the solar-penetrative

(SP) and non-solar-penetrative (NSP) SST behaviour across the different models.

Note that although the time-mean stochastic heat flux in Chapter 3 is zero at the

sea surface, the ML itself experiences a time-mean cooling in SP scenario because

that the solar radiation is partly absorbed within the ML depth while the heat

loss is constantly applied at the surface. The random cooling events embedded

in the stochastic fluctuations imposed on top of this mean surface heat flux are

likely to excite a much stronger convective entrainment of the surface boundary

layer than that in the experiment forced by the time-mean heat flux, which could

partly or completely compensate the rapid warming of SST averaged over a long

time period and lead to a possible cooling rectification effect on SST. Hence, it is

worthwhile comparing the PWP model with one or two representative turbulence

closure models to evaluate whether the sensitivity of SST rectification to the solar

penetration scheme revealed by the PWP model is dependent on paramterization

schemes of the vertical mixing or not.

The second potential future work is to further optimize the CA parameter

selection in Chapter 4. We have shown that the CA perturbation effectively

improves the spectral features in ERA5 reanalyses wind while the tuning of the

parameters is not completed automatically. Key parameters that determine the

spatial and temporal characteristics of the CA perturbation are NL, ∆SCA, the

time step ∆SCA and α. NL, ∆SCA and ∆tCA are well defined (see Section

4.3.2). But the choice of α obeys some subjective choices, which requires

iterative adjustments via the direct comparison between the observed and

perturbed energy spectra in wavenumber and frequency domain for the optimal

spectral match with observations. A further optimisation on the α selection can

lead to a much efficient CA application and allow for more exploration of the

CA perturbation scheme, such as incorporating a region-dependent α. The

spatial map of α is able to redistribute energy input of the CA perturbation to

obtain a more realistic perturbed wind field in regions lack of small-scale wind

structure. For example, the strong small-scale wind shear observed tropical
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Atlantic as shown in Figure 4.2 is poorly represented by ERA5 while the CA

perturbation only elevates the overall small-scale variabilities, with less localized

improvement in reproducing these events in the perturbed vorticity field (Figure

4.10b). This issue is likely to be (partly) addressed by the spatially-varying α.

Another standing out feature of the CA perturbation is that the generated 2D

pattern is essentially an isotropic pattern which is not a completely realistic

representation in certain mesoscale wind events such as the orographic tip jets,

which is an elongated band of severe wind band. The QuikSCAT wind vorticity

in Figure 4.2 in the tropical region also tends to confined within limited

meridional range. One improvement of CA perturbation would be incorporating

the background information of the observed wind snapshot into the perturbation

scheme. For example, a simple bulk relation between the wind speed and wind

direction can be derived from the observation and ERA5 wind to constrain the

perturbation scheme to yield the observed direction instead of applying same

term on both wind components as we did in Chapter 4. 2D spatial background

information can be derived from map of wind shear or local wind variabilities

from the observation to located ’hot bed’ of wind discrepancies which is

suggestive for designing weighting matrix for the CA perturbation.

The final potential future work is to extend the OGCM experiments to a global

scale which allows more large-scale ocean circulation systems being examined

and completing the picture of AMOC response and other potential inter-basin

interactions driven by the localized CA wind perturbations. The final potential

future work is to explore the impact of CA wind perturbation in an atmosphere-

ocean coupled model. Our model analysis has shown a non-local ocean response to

these localized coherent small-scale wind perturbations characterized by the basin-

wide SST cooling, thermocline structure adjustment, intensified gyre circulations

and gyre interactions. These changes in the ocean especially those in the upper

ocean do not impose any feedbacks to the atmosphere in our model experiments

for now. A coupled-model assessment will obtain a more comprehensive picture

of the climatic response to these small-scale wind perturbations induced by the
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CA algorithm.
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