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Abstract 

Three types of nanostructured silicon materials have been investigated: 

Phenylacetylene capped silicon nanoparticle, Biomass SiOx based material and Hollow 

structured silicon nanoparticles. The aim of this project is to investigate various silicon 

nanostructures for better performance in energy applications, for example, high 

capacity anode materials in lithium-ion battery. 

Phenylacetylene capped silicon nanoparticles are synthesized following a bottom up 

process. Organic ligands are attached to the silicon nanoparticles. This material is used 

for muon study to get an insight look at the microstructure of the nanoparticles. Muon 

spin spectroscopy is involved in this project to study the microscopic conductivity 

between silicon nanoparticles with the ligand (Phenylacetylene) attached to the silicon 

nanoparticles. Phenylacetylene capped silicon nanoparticles and model molecule are 

compared using Transverse Field Muon Spin Rotation (TF- µSR) and Avoided Level 

Crossing Muon Spin Resonance (ALC-µSR). Computer simulations are used for 

identifying and studying the muon additions. 

Biomass SiOX based material is burned and ball milled from barley husk. With the 

impurities burned away, only silicon oxide and carbon are left after the initial procedure. 

Oxygen will react with carbon during ball milling, so the percentage of SiOx will 

increase. This material is applied in lithium-ion batteries. 

Hollow structure silicon nanoparticles are synthesized via two steps solution process. 

Glucose solution is used to get produce mono-disperse colloidal carbon on the surface 

under hydrothermal conditions to wrap the silicon nanoparticles with a thick carbon 

shell. Titanium isoproproxide was used to get a Ti4+ shell outside the carbon shell. 

Without gas protection, the carbon was burned away and the Ti4+  reacts with oxygen 

to give a TiO2 shell. This hollow structured silicon nanoparticles are for application in 

lithium-ion batteries. EMU is a µSR spectrometer which is optimised for zero field and 

longitudinal field measurements. EMU is involved in this project to investigate the 

diffusion kinetics of lithium ions in this anode materials. 
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Chapter 1: Introduction 

 

This chapter introduces the basic concepts and background, such as 

batteries, lithium-ion batteries, electrical vehicles, silicon and 

nanoparticles. Motivations of this work and future work on biomass SiO2-

C are also included in this chapter. 
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1.1 Energy storage systems 

1.1.1 Background 
Energy is one of the most important and popular topics that have been discussed in the 

21st century for a long time. With the rapid depletion of fossil fuels and the increasing 

deterioration of the environment due to pollution caused by the consumption of large 

amounts of fossil fuels, there is a high demand for efficient use of energy and a search 

for renewable and clean energy alternatives to fossil fuels, thus making our 

development possible.  

Energy storage is an intermediate step for the multi-purpose, clean and efficient use of 

energy. It has attracted worldwide attention and ever-increasing research interest. 

Energy storage can be traced back to ancient times; it is very simple and natural. 

Humans initially used forest charcoal, a storage carrier for solar energy biomass, for 

burning. The fire brought warmth and light, cooked food, and later produced bronzes 

and irons, so charcoal energy became one of the most important powers of ancient 

civilisation. About 900 years ago, people discovered coal, which is a product resulting 

from buried plants that grew millions or even billions of years ago. It stored solar energy 

at a much higher density than wood or charcoal, and stored it. Later, in the 18th century, 

coal was used as fuel to drive steam engines, which were a symbol of the first industrial 

revolution, and later it was used to produce electricity.1 Petroleum is derived from the 

residues of biodegradable organic materials and is another high-density solar energy 

storage medium that has been extensively exploited and used since the early 20th 

century. Petroleum is obviously not just a fuel; as well as being used to power vehicles 

with VI internal combustion engines, it is also used to make synthetic fibres, resins, 

plastics and almost everything in our lives today.  

Coal, oil and natural gas are the main energy carriers. They naturally collect and store 

solar energy for billions of years. Since the invention of electric motors and generators 

in the 1870s, electrical energy has become the most important secondary energy source 

and the main form of energy consumption. Electricity can come from fuel, solar power, 

hydropower, wind power, nuclear power, tidal energy and biological power generation 

systems, and it is indispensable in almost every part of our lives, from lighting, heating 

and cooling and cooking to entertainment, transportation and communication. With the 

rapid development of modern industry and the continuous growth of the global 
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population, the rate of electricity consumption has risen sharply, and its consumption 

methods have become more and more diverse. Energy storage has become more 

complex and important, and ideal high-performance energy storage technologies are 

needed to achieve efficient, universal and environmentally friendly use of energy, 

including electricity. In a typical energy storage process, one type of energy is 

converted into another form of energy, which can be stored and converted to use when 

needed. Therefore, various energy storage systems are being developed for proper 

utilisation of different energy supplies. 

1.1.2 Energy storage systems for the efficient use of energy 
The consumption of electricity is usually not even and there are on-peak and off-peak 

loading vibrations. By storing the off-peak electricity and releasing the stored energy 

during the on-peak period, the efficiency, stability, and reliability of an electricity 

supply system can be significantly improved. Mechanical energy storage and thermal 

energy storage are mainly used for such peak load shifting. 

 

 

Figure 1. Comparison of discharge time at rated power for different 
electrochemical energy storage systems. 2, 3 
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Energy storage technologies useful for large-scale applications can be divided into four 

different systems: mechanical, electrical, chemical, and electrochemical.2 This project 

focused on batteries, which belong to the electrochemical energy storage system. A 

comparison of discharge time at rated power of different electrochemical energy storage 

systems is shown in Figure 1. Generally, an electrochemical energy storage system has 

some desirable features, such as low-polluted operation, a long lifetime and low 

maintenance. Also, their size means that batteries can be installed for use at the situation 

of different kind of renewable resources.  

1.2 Background of battery 
The battery is the key word of the project and an important part of our lives. Batteries 

have always been the bottleneck of portable electronic devices. The capacity of batteries 

has not been greatly improved for a long time, which can not satisfy the performance 

of electrical equipment. In addition to portable electronic devices, batteries are a hot 

topic in the automotive field. Electric vehicles (EV) will help to reduce carbon dioxide 

emissions.4 Regardless of which battery technology is considered, the measure of its 

performance (for example, battery potential, capacity or energy density) is related to 

the inherent characteristics of the materials that make up the positive and negative 

electrodes. Cycle life and life depend on the nature of the interface between the 

electrode and the electrolyte, and safety is a function of the stability of the electrode 

material and the interface. 

1.2.1 Introduction to battery 
With the fast development of technologies, power sources have been playing more 

and more important roles in our life. However, the majority of power comes from 

non-renewable energy resources. The more non-renewable resources we use, the 

more pollution we create. The environmental problem has become one of the biggest 

problems we have to face. The trend of using cleaner power is a reasonable choice. 

The demand for batteries has increased quickly, although we have been using 

batteries for a long time in history.  
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Figure 2. The symbol for a battery in a circuit diagram 

Battery is a device for power storage. The symbol for a battery in a circuit diagram 

is shown in Figure 2. In a narrow sense, it transfers chemical energy to electric energy. 

Generally, it is used to transfer energy previously reserved to electric energy that can 

be used in a wide range of applications. Primary batteries can be used only once, 

because the electrode materials become different from their original state once 

discharged. The usual example is an alkaline battery used for some portable 

electronic devices. There is another kind of battery called a secondary battery. 

Secondary batteries are rechargeable multiple times. The original electrode can be 

stored again by a reversed current. Jose Alarco said that “In 1938 the Director of the 

Baghdad Museum found what is now referred to as the ‘Baghdad Battery’ in the 

basement of the museum. Analysis dated it at around 250BC and of Mesopotamian 

origin.”.5 The term “batteries” was first used in 1749 when the Italian physicist 

Alessandro Volta invented the first battery in the true sense. Volta used discs of 

copper and zinc as the cathode and anode. A piece of cloth soaked in electrolytes 

(salty water) was used as a separator: wires connected to the anode and cathode 

produced a stable and continuous current. However, this true battery is not the battery 

we use most widely in modern society. The lead-acid battery is the oldest example 

of a rechargeable battery. This kind of battery is still being used to start car engines 

today (see Figure 3).  

http://news.bbc.co.uk/2/hi/science/nature/2804257.stm
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Figure 3. A typical lead-acid battery for cars engine start 

Nowadays, batteries come in a large range of sizes and shapes. Different sizes of 

batteries have different uses in our lives. For example, a large one can be used to 

start a car’s engine, while a tiny one can be used in electronic watches (Figure 4). 

 

Figure 4. Common sizes and shapes of batteries.6  

Basically, there are two different types of battery cell. The first one is dry cell, while 

the second one is wet cell. Dry cell batteries typically have the same construction, 

see Figure 4. At the centre of the battery is a stick called the cathode. This stick is 

often made of carbon with the electrolyte paste surrounding it. Many kinds of 

chemicals can be used for the electrolyte, such as ammonium chloride, depending on 

the type of battery. There are two terminals in the anode of a dry cell battery. One is 

positive and one is negative. A wet cell battery can be recharged by effectively 

reversing the chemical process. It is different from a dry cell battery. Wet cells are 

used widely in automobiles. A lead-acid battery is used to start the vehicle. These 

batteries contain lead, lead oxide, plates and a liquid electrolyte. The electrolyte 
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solution contains 65% water and 35% sulphuric acid. After being used for a long 

time, a wet cell battery can no longer provide electricity like the first time it was used. 

This happens because the material activity decreases during the charging and 

discharging cycles. The performance of wet cell batteries becomes worse in a hot 

climate because the water evaporates out of the electrolyte solution. The wet cell 

battery was one of the first modern battery types to be developed. A series of 

improvements has produced the batteries that are commonly used today. 

 

 

Figure 5. The construction of dry cell.7  

There are several kinds of commercially important rechargeable battery systems, 

with lead-acid, alkaline nickel-cadmium, nickel-metal hydride, sodium and lithium 

batteries dominating the market. They have conquered an important niche in 

electrical grid applications.8 The diagram showing the structure of dry cell contains 

cathode, anode, separator and metal top cap in Figure 5. Dry cell converts the 

chemical energy to electrical energy and the reaction is irreversible. The zinc is more 

positive than MnO2 in reaction, so the electron travels from zinc to MnO2 and produce 

power.  

The lead-acid battery was invented by Gaston Planté by combining a lead/lead 

sulphate and lead dioxide/lead sulphate electrode. He demonstrated it before the 

French Academy of Sciences in 1860. The battery had a low capacity because the 

electrodes were produced by electrochemical cycling of lead plates in 

H2SO4 solution. Fauré increased the capacity by coating the lead plates with lead 
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oxide paste to form active masses. Volckmar and Sellon replaced the lead sheets with 

lead-antimony (PbSb) grids. Barton proposed a method of PbO manufacture by 

oxidation of molten pulverised Pb and Shimadzu by friction of lead balls in mills. 

The technology evolved into manufacturing pastes from tri- or tetrabasic lead 

sulphates, the pasting of grids and the electrochemical formation of electrodes. 

Thanks to this technology, skeleton and energetic structures are formed in both active 

masses. The capacity of the negative plates was improved by adding lignosulfonates, 

BaSO4 and carbon to the paste.9 A nickel-cadmium battery is a reliable battery with 

a long lifetime. Industrial nickel-cadmium batteries are available for starter, standby 

and cycling services because of their lower cost. These are normally pocket plate 

types which are vented to the atmosphere through resealable vents in each cell to 

relieve abnormally high internal pressures without spontaneous oxidation of their 

cadmium negative plates by atmospheric air. Industrial pocket plate cells are suitable 

for solar photovoltaic systems and can be considered by the system designer.10 The 

nickel-metal hydride battery has the advantage in the cycle life. Typically, NiMH 

batteries can be recharged hundreds of times; however, the limit of the battery life is 

only 5 years or less. This can make rechargeable NiMH batteries a cost-effective 

power source for many frequently used battery operated devices found in the home 

or office 11. The lithium battery also plays an important role and many different 

materials are used for its anode and cathode.  

Most lithium-ion batteries use organic solvents as the electrolyte, the most common 

being LiFP6, which has a low electrical resistance, and is typically mixed with 

carbonates. Solid electrolytes, including polymers and inorganic compounds, are 

used for solid state batteries, which have advantages in terms of miniaturisation and 

durability. The most common anode materials are carbon-based compounds and 

lithium-containing alloys. Both approaches result in the establishment of a reduced 

lithium activity (compared to lithium metal), which reduces reactivity with the 

electrolyte and improves safety, but also leads to a lower cell voltage. There are 

efforts being made in the development of improved electrolyte and anode materials. 
12 Silicon has been one the most popular materials for the anode of lithium battery.  

1.2.2 Importance of batteries 
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Batteries have become more and more important with the increasing demand for 

electrical devices. They are an absolutely necessary part of our lives. Nowadays, 

many devices need batteries. We bump into batteries in everyday events 

unconsciously. A battery is used to generate electrical energy. It provides the power 

for mobile phones, remote control, flashlights, electronic watches and some wireless 

devices, and it even helps cars to start. The battery has been a reliable way of 

producing energy while people are on the go. People do not need to carry the fuel to 

supply the power of the devices they need. The use of batteries also reduces the size 

of the devices that need power. Batteries have been one of the most convenient ways 

to store energy. People use batteries so often every day that their existence is ignored. 

1.2.3 Types of batteries 
Disposable batteries tend to be used to power devices such as remote controls, flash 

lights, hearing aids and weight scales. Rechargeable batteries tend to supply the 

power for digital cameras, remote-controlled cars, home-maintenance tools and more. 

Batteries are also used in medical environments. Hospitals and emergency services 

use batteries to make it possible to move electrocardiographic heart monitors with 

patients to provide the vital information of patients. The battery can be used to store 

extra energy and provide it when required.  

1.3 Lithium-ion battery 

1.3.1 Introduction to Lithium-ion battery 
Lithium batteries are primary batteries. This kind of battery has lithium as an anode. 

It was invented by Edison. Lithium is an active material. Because of this, its 

processing, storage and use need specific environmental requirements. Lithium 

batteries have only been developed relatively recently. With the development of 

microelectronics technology in the 20th century, the demand for portable electric 

devices increased rapidly. These devices required batteries. Lithium batteries started 

to be developed fast. The lithium battery was used for artificial pacemakers because 

of the stable current it provides. It can be put into body without charging. People 

started to research the use of different materials for batteries to improve their 

performance. In 1999, Sony introduced the lithium-ion battery for mobile phones and 

laptops. The use of this lithium-ion battery successfully reduced the size and weight 
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of these portable electrical devices. Figure 6 shows how a lithium-ion battery 

produces electricity.  

 

 

Figure 6. How a lithium-ion battery produces electricity.13 

It was discovered by researchers at Stanford around 1970 that a range of electron-

donating molecules and ions could be intercalated into the layered dichalcogenides, 

such as MxTiS2, and vanadium phosphates/oxides, such as MxVOPO4.14 The first 

lithium battery was produced between 1972 and 1980. After that, Sony combined 

LiCoO2 as a cathode with a carbon anode, making the first successful lithium-ion 

battery.15 It owes its name to the lithium-ion transfers between the graphite-based 

anode and the cathode.16 Compared to the widely used mature battery technologies 

such as lead-acid or Ni–Cd, the rechargeable lithium-ion battery is still in its early 

development period, and it will attract a lot of interest for improvement over the next 

decade. Battery chemistry and cell assembly engineering are the most popular ways 

to improve battery performance.17 The energy densities for most of the common 

rechargeable batteries are shown in Figure 7. The higher specific power means higher 

working current and the higher specific energy means higher capacity with lower 

weight. The lithium-ion battery shows higher specific energy and specific power than 

sodium-based and Li-metal battery. 
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Figure 7. Gravimetric power and energy density for different 
rechargeable batteries. Most of these energy storage systems are 

currently being investigated for grid storage applications. 

The performance of lithium-ion battery continues to improve, but the energy density 

and cycle life time are still the main bottlenecks for application in consumer 

electronics, transport and large-scale renewable energy storage.18-20 

Lithium-ion batteries have long been a very common source of energy storage. This is 

because they have higher energy density and lower cost, and this cost is reduced year 

by year, as shown in Figure 8 (estimated annual cost of lithium-ion batteries, 2010-

2018) and Figure 9 (car battery price). In recent years, the two main reasons why these 

batteries have become a source of considerable research are: 1) they are being studied 

for use in EVs; and 2) they are being explored for storing excess energy generated by 

wind and solar power in the grid. In recent years, as the supply of materials has 

decreased, the high demand for lithium-ion batteries has been met. As shown in Figure 

9, the reserve base of lithium-based batteries is close to or lower than that of all other 

cases. Since 2007, daily electricity consumption has increased significantly, meaning 

that new batteries must use new materials to meet the growing energy demand. In 

addition, lithium-ion batteries are usually not recycled because the high cost of doing 

so is higher than the cost of manufacturing them. This has led to the exhaustion of the 

limited resources required to keep up with the mass production of these batteries. In 

addition, the cost of lithium-ion batteries is expected to stop falling in the next few 

years. This is due to energy and material limitations. 
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Figure 8. Costs in US dollars per kilowatt hour for lithium-ion batteries. 

 

 

Figure 9. Price trend data for battery packs (Tesla vs. market average). 

The use of rechargeable batteries in EV applications has become very popular in 

recent years21-23 since renewable energy sources such as solar and wind energy are 

intermittent in nature and cannot be employed where a continuous and reliable supply 
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is required.24 Various energy storages, such as lead acid, NiMH and lithium-ion 

batteries have been used in EVs.25 Among them, the lithium-ion battery is widely 

accepted due to its high energy density, long lifespan and high efficiency.26, 27 

Because of its lucrative features, many investments have already been made to 

enhance the stability and robustness of lithium-ion batteries.28 Despite their high 

primary cost, the market growth of lithium-ion batteries has been increasing steadily 

and is expected to continue its growth.29 

Other non-lithium chemistries are being researched at present, and these may 

compete with lithium batteries. However, alternatives to lithium are limited, because 

prospective systems need to have high energy density and achieving this requires 

light metals such as sodium, magnesium and aluminium.  

1.3.2 Advantages and disadvantages of lithium-ion batteries 
Lithium batteries are used in people’s daily lives. They have seven benefits over the 

old generation of batteries. Firstly, one of the most important advantages is that the 

lithium battery has high energy density. This means that it can have a high-power 

capacity without being large, making it suitable for small electrical devices. This is 

one of the reasons why people use it so widely. Its second advantage is low 

maintenance. The lithium battery is different from other kinds of batteries. All the 

maintenance it requires is to ensure that all the cells in the battery are charged equally 

and that can be done by a good energy management system automatically. The 

lithium battery has a low self-discharge rate, which is its third advantage compared 

to other kinds of batteries. So, if you have a fully charged lithium battery and another 

kind of battery and both are not rechargeable, the lithium one can retain its charge 

for longer. The forth reason is that the lithium battery can be charged quickly. This 

is one of the main reasons why this battery is preferred over the others, especially 

when devices need to be charged frequently. The fifth reason is its smaller size and 

weight. This characteristic of the lithium battery means that it can be installed to 

power small and lightweight devices. This benefit makes the lithium battery suitable 

for more occasions than other types of battery. The sixth advantage is longevity. A 

long lifetime is a very important characteristic of a battery. It can be charged over 

and over again without a significant drop in battery capacity. The lithium battery can 

last longer than others, meaning that it is perfect for devices that need to be used for 
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a long time before the battery dies. The last advantage is that lithium batteries are 

much cleaner and safer for the environment. The environment is a popular topic and 

we cannot ignore the low environmental impact of the lithium battery.  

However, the lithium battery has some disadvantages as well. The lithium battery is 

too expensive for use in cheap applications. In fact, the cost of a lithium battery is 

much higher than that of other batteries such as a lead-acid battery. Transportation 

problems have been one of the restrictions of the lithium battery. Although you can 

carry a small number of lithium batteries with you in your luggage when fly, it causes 

inconvenience in our lives. A lithium battery needs circuit protection to overcome 

the safety issue. It can take a series hit when the lithium battery is charged constantly. 

The lithium battery has circuit protection to make sure that the voltage and current 

are controlled within safe limits. The additional circuit protection also adds to the 

cost of the lithium battery.30 Actually, lithium-ion batteries would also need to reduce 

the carbon emission when manufacturing, so it is arguable whether or not it is 

environmentally friendly to promote the use of these batteries. 

1.3.3 Background of sodium-ion battery 

Sodium-ion batteries are very common and are always being compared with the 

lithium-ion battery. Sodium-ion batteries are cheap as sodium is abundant in seawater 

and other natural sources, whereas lithium needs to be mined. Additionally, sodium-

ion batteries drain completely, whereas lithium-ion batteries retain 30% of their charge 

capacity, which is enough to cause an ignition following a short-circuit, which 

demonstrates that sodium-ion batteries are safer in this respect. Furthermore, unlike 

lithium, sodium is relatively cheap to recycle. Lithium has a cost of 13,900 USD per 

metric ton2, whereas sodium has a cost of 152 USD per metric ton2 (values are of 

carbonates in the US in 2017).  

Due to the size of the sodium ions (1.0 Å) compared with the lithium ions (0.7 Å), the 

charging and discharging times of sodium-ion batteries are rather longer than those of 

lithium-ion batteries. Another difference is their weight, with lithium at around 7 g·mol-

1, and sodium about three times heavier, at around 23 g·mol-1, which leads to pure 

sodium having a capacity of only 1165 mAh·g-1 compared to pure lithium at 3829 
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mAh·g-1 3. This causes sodium-ion batteries to be less desirable to consumers as the 

batteries would be larger and heavier, and would take longer to charge. 

Another option for energy storage is the sodium sulphur battery. This battery has a large 

capacity of 750 Wh·kg-1, compared to Li-ion at 100-265 Wh·kg-1 and Na-ion at 90-

115 Wh·kg-1. It also has a low cost of 300 USD/kWh. With cheap, easy to obtain, 

abundant materials and very high energy density and capacity, sodium sulphur batteries 

appear to be the solution to all the energy storage problems. However, sodium sulphur 

batteries have molten electrodes, which means that they will not run below the melting 

point of sodium, which means that they need to operate at temperatures of about 300–

400°C. This causes an issue with most applications of these batteries; for short-running 

batteries such as in cars, sodium sulphur batteries would need to either be kept heated 

even when not in use, or have an extra alternative battery to run while the sodium 

sulphur battery heats up. For these reasons, sodium sulphur batteries are generally 

confined to grid power storage for renewable energy sources. With regard to wind 

power, there are times where turbines require curtailment; a switching off of the 

turbines at certain times to comply with grid limits. With the use of sodium sulphur 

batteries, there can be storage of energy when the turbines are producing an excess, 

followed by a discharge of this energy into the grid when power from the turbines is 

low or absent. The high energy density of these batteries and the fact that they would 

not need to be switched off in this situation leads to sodium sulphur being the 

predominantly better option for renewable energy surplus storage. 
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1.4  Nanostructured material as an anode for lithium-ion batteries 
The anode is the electrode in batteries that allows electrons to flow in from an outside 

circuit. It is filled with negative electrons in the batteries and produces electricity. 

However, it plays the role of a positive terminal in devices that consume electricity.  

1.4.1 Nanomaterials for lithium-ion batteries 
Most attempts to improve the design of lithium-ion batteries have tackled the 

problem on the macroscopic scale, but work is now focusing on the nanoscale. 

Nanomaterials were slow to enter the field of energy storage because of the effective 

increase in the materials' surface area.  Nanomaterials change the reaction pathway 

and improve the performance of the battery system.31 Nanotechnology provides 

benefits in terms of higher capacity and rechargeability,32 although there is still a 

long way to go to generate a new complete battery system. 

Materials with one or more dimensions on the nanoscale can be called nanomaterials. 

These materials take any number of forms, including materials which have 1, 2 or 3 

dimensions on the nanoscale or bulk materials with features within them that have 

dimensions on the nanoscale. Nanomaterials are one of the ways to improve the 

performance of the materials for use in batteries.  

Nanochemistry involves the study of nanoscale particles of matter that do not exhibit 

properties belonging to the macro or molecular states.33 The first coining of the 

phrase “nanotechnology”, the wider application of these nanoparticles, is thought to 

have been by Norio Taniguchi in 1974; he defined it as mainly consisting of the 

processing of materials by one atom or molecule. This relatively new area of study, 

nanochemistry, only began to gain research interest in the 1980s after Ekimov’s 

pioneering paper in which a structure known as quantum dots was first observed,34 

although its importance is as old as universal life. For example, in photosynthesis, 

nanostructures are able to focus and exploit light in order to produce chemical energy 

that may be used by the plant or any animal that may consume it.  

The human usage of nanomaterials has occurred for many years. Artefacts from the 

Roman Empire, such as the ‘Lycurgus Cup’, have been found to contain colloidal 

gold in the glassware, causing a red hue to be observed when light passes through.35 

Further historical usage of nanomaterials can be seen in the form of lustreware, which 
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are ceramics decorated with typically copper and silver nanoparticles layered on 

lead-rich glazes associated with the 9th and 10th century Islamic empire. They were 

used to give colours ranging from yellow-green to amber, depending on the ratio of 

copper to silver.36 Certain ratios would give a characteristic gold colour that led some 

to believe that the technique was in fact a form of alchemy. 

There are several potential advantages and disadvantages to using nanomaterials as 

electrodes for lithium batteries. The advantages include: (i) easy to insert and remove 

lithium, which improves the cycle life; (ii) higher electrode/electrolyte contact area 

because of the high surface area, which leads to a higher charge/discharge rate; (iii) 

short pathway for lithium-ion to travel. Nanomaterials are not easy to make because it 

is difficult to control the size. Besides the advantages mentions above, there are also 

disadvantages to using nanomaterials. These include: (i) self-discharging, poor cycling 

and calendar life because of the high surface area; and (ii) more complex synthesis and 

difficulties controlling all the nanoparticles. 

1.4.2 Nanostructured anode materials  
Metals and semiconductors, such as aluminium, tin and silicon, react with lithium 

through an electrochemical process; in batteries this can be reversed partly, and some 

of them can provide a much higher specific capacity than the specific capacity 

offered by graphite, which is used widely as a commercial anode material in lithium-

ion batteries.37 For example, silicon has up to 4200 mAh/g theoretical capacity, 

which is over ten times the 372 mAh/g for graphite. However, huge volume changes 

occur within lithium transport.  

Although these structural changes are common to the alloying reaction while 

charging and discharging lithium-ion batteries, there have been many attempts to 

limit the side effects. The concept of active and inactive nanocomposites is one of 

the attractive routes. Two materials are mixed commonly, one reacting with lithium, 

the other acting as an inactive buffer to improve the stability and reversibility of the 

alloying reaction. By applying this concept, different systems are designed, such as 

Sn-Fe-C,38 Sn-Mn-C39 or Si-C.40 It has been proved that these kinds of anodes can 

improve the cycling and specific capacity in lithium cells. The Si-C nanocomposite 

has attracted interest because the specific capacity is over 1000 mAh/g for more than 

100 cycles. After adding the inactive materials, the active materials avoid cracking. 
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Undoubtedly, nanomaterials contribute to the alloy reaction in lithium-ion 

batteries.41 

1.5 Introduction to silicon 
Silicon is the most abundant element in the earth’s crust after oxygen.42 Silicon is a 

chemical element with the symbol Si and the atomic number 14; it is a typical 

semiconductor with wide industry applications. Silicon atoms have four external 

electrons; compared with carbon, silicon is more stable and has lower activity. 

Silicon is a very common element, but it seldom exists in the form of an elemental. 

It exists in the form of complex silicate or silica and other compounds widely found 

in rock. In the list of cosmic reserves, silicon is the eighth. In the crust, it is the 

second richest element, accounting for 25.7% of the total crust, second only to the 

first – oxygen. Natural silicon contains 92.2% of the isotope 28, 4.7% of silicon 29 

and 3.1% of silicon 30. Apart from those stable natural isotopes, various radioactive 

artificial isotopes are known. Elemental has the physical properties of metalloids, 

similar to germanium, situated under it in group IV of the periodic table. Silicon is 

an intrinsic semiconductor in its purest form, although the intensity of its 

semiconduction is highly increased by introducing small quantities of impurities. 

Silicon is like a metal in its chemical behaviour.43 The four electrons that orbit the 

nucleus in the outermost or "valence" energy level are given to, accepted from or 

shared with other atoms, as shown in Figure 10. The electrons orbit the nucleus at 

different distances and this is determined by their energy level. For example, an 

electron with less energy orbits closer to the nucleus, whereas one with greater 

energy orbits further away. It is the electrons furthest away from the nucleus that 

interact with those of neighbouring atoms to determine the way that solid structures 

are formed. 
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Figure 10. Silicon atomic structure. 

Si has been proven to be a potential anode material for replacement of graphite or 

carbon anode in high-performance lithium-ion battery systems, with its low 

discharge potential and the highest known theoretical charge capacity, which is up 

to 4200 mAhg-1.44 The higher energy capacity makes silicon an attractive material 

for application in portable electronic devices,17 EVs and implantable medical 

devices.45, 46  

Because of the abundance of silicon and its outstanding capacity, a great deal of 

attention has been given to using silicon as a lithium-ion battery cell anode material. 

However, the alloying process of Li and Si was found to be less reversible at room 

temperature.47, 48 Micro-scaled silicon has been researched as an anode material for 

lithium-ion batteries.49 In the initial cycle, the charge capacity of the bulk silicon 

anode exceeds 3260 mAh g-1, and the discharge capacity is close to 1170 mAh g-1, 

corresponding to a Coulomb efficiency of only 35%,49 shown in Figure 11. 
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Figure 11. Galvanostatic charge-dischage data for micro-Si (10 µm).49 

After further cycling, it has been observed that capacity fades after the 5th cycle. The 

insertion of Li into Si results in a large volume expansion. Figure 11 shows the data 

for crystal structure, unit cell volume and volume per Si atom for the Li-Si system. 

From this table, it can be observed that the volume per silicon atom for Li22Si5 is four 

times higher than the original Si. This can lead to pollution and disintegration of the 

electrode, and the loss of active material through reduced electronic contact, thereby 

severely reducing capacity. Although it was initially believed that the low-coulombic 

efficiency of the bulk Si anode was due to the low alloying process of Li with Si at 

room temperature, research showed that during the insertion of Li, the poor electronic 

contacts caused by the huge volume expansion is the real reason for the loss of 

capacity. The silicon anode shows a huge volume change during charging and 

discharging.  Table 1 and Figure 12 show that lithium insertion during the alloying 

process will result in the LixSi alloy, which has a much larger volume than 

nanostructured Si. 
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Table 1. Crystal structure, unit cell volume and volume per Si atom for the Li-Si system 

Compound and crystal 

structure 

Unit cell volume Volume per silicone atom 

Silicon cubic 160.2 20.0 

Li12Si7 243.6 58.0 

Li14Si6 308.9 51.5 

Li13Si4 538.4 67.3 

Li22Si5 659.2 82.4 

Data source: Boukamp et al.50 

 

In order to overcome large volume changes to obtain better silicon anode capacity 

retention and cycle life, various methods have been used. They can be divided into 

the various methods of preparing silicon anodes reported in the literature: 

(i) Nanoscale silicon powder anode 

(ii) Si dispersed in an inactive material 

(iii) Si dispersed in an active material 

(iv) Si anodes with a different binder in lithium-ion cell 

Methods ii and iii are popular; they mix Si with an active or inactive material. The 

more active material will react with lithium first, and the inactive material will play 

the role of limiting the volume change in this process, as mentioned before in this 

thesis. In this project, nanoscale silicon anode was focused on as a way to overcome 

the volume change during charge-discharge.  
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Figure 12. Schematic of a lithium battery containing a Si anode and 
lithium-based cathode during charging (a) and discharging (b).51 

Nanostructured silicon has been researched for several years. Many types of 

nanostructured silicon materials have been researched for application in lithium-ion 

batteries, such as nanowire,31 nanotube,52 nanofilm,53 three-dimension, solid core-

shell structured, hollow core-shell structured,54 etc.  

1.6 Background of biomass silicon material 

Silicon has shown a great improvement in stability when used in a nanocomposite 

for lithium-ion batteries. However, due to the high cost of pure silicon nanoparticles 

and the difficulties of size control during synthesis. SiO2 comes into consideration 

with the advantage of low discharge potential,55 low cost and favourable availability. 

It is regarded as an alternative material to replace the high-cost pure silicon.56 The 

theoretical specific capacity of SiO2 is lower than that of Si, but it still has a 

remarkable specific capacity of 1965 mAh/g, which is approximately five times 
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higher than that of commercial graphite. This material can be chosen as an anode 

material for lithium-ion batteries. However, SiO2 has the same the challenging 

problem as Si, which is the dramatic volume change during lithium-ion insertion and 

desertion reaction. Besides this disadvantage, SiO2 has poor electronic 

conductivity.57, 58 Therefore, carbon could be most suitable material with its excellent 

mechanical elasticity and intrinsic conductivity59, 60 To reduce the volume change of 

electrode materials and improve the electronic conductivity of SiO2 , a composite of 

SiO2/C could be used.61, 62 

As mentioned before, silicon is the second richest element after oxygen on the 

earth.42  All plants and animals may be impacted by this element. Although silicon 

is not recognised as an essential element for plants,63 the effects of silicon have been 

observed in many.64  

Rice husks are composed of SiO2, organic carbon and metal oxides.65-67  Silicon plays 

an important role in rice growth. It can save water and nutrition, and also prevent 

rice from being attacked by insects and bateria.68-71 The rice husk develops nanoscale 

particles and tightly unifies with the organic carbon through natural evolution.71, 72 

However, there are other elements and the distribution between SiO2 particles and 

the carbon component is inhomogeneous. The ball milling process is designed to 

improve the dispersion between SiO2 and the carbon component, and also to reduce 

the size of SiO2 particles, which would help improve the poor electric conductivity 

of SiO2. 

Table 2. Average content of dry silicon in some foods. 

Food Si (mg/100g) 

Cereal 12.25 

Oat bran 23.36 

Porridge oats 11.39 

Data sourced from Powell et al.73 

SiO2 has been shown to be prevalent in the husks of grains, including barley, wheat 

bran, oats and rich bran. 74, 75 The average amount of dry silicon in some foods is 

shown in Table 2.  
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Bananas have 5.44 mg of silicon per 100g portion, but only around 5% is 

bioavailable.76  

Silicon is also found in beer and brewing, which utilise barley.77 Barley has a similar 

structure and content to rice. After the barley is processed, the barley husk is wasted, 

which is about 20% of the barley. Elementary analysis shows that around 0.4% of 

barley husk is silicon, as shown in Figure 13.78 The major contents are carbon and 

oxygen, then silicon. That is perfect for this design. Barley husk has the potential to 

be the original material to produce a silicon-based anode material. 

 

Figure 13. Elementary analysis of barley husk.78 
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Chapter 2: Experimental detail 

This chapter describes the instrument for this project and the techniques used to analyse 

the sample, such as muon spin spectroscopy, Fourier Transform Infrared Spectroscope, 

Energy Dispersive X-ray Spectroscopy, X-ray Photoelectron Spectroscopy, X-ray 

Powder Diffraction, Scanning Electron Microscope, Transmission Electron 

Microscope, Ultraviolet-Visible/Photoluminescence Spectroscopy, Dynamic Light 

Scattering and Thermal Gravimetric Analyse/ differential scanning calorimetry. The 

preparation for muon spin spectroscopy is also included in this chapter. 
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2.1 Chemical Analysis 

2.1.1 Fourier Transform Infrared Spectroscopy  

Fourier Transform Infrared Spectroscopy (FTIR) is useful for identifying 

functionalised silicon nanoparticles shown in Figure 15. It can produce an infrared 

absorption spectrum to identify the type of chemical bond. The ligands attached to 

the silicon nanoparticles can be identified. Here, FTIR measurement was carried out 

with a Perkin-Elmer Spectrum 100 ATR FTIR spectrometer. A blank crystal was 

recorded as the initial background. The scan range is between 4000 and 600 cm-1. 

 

Figure 14. Schematic diagram of Fourier Transform Infrared (FTIR) 
Spectroscopy.1 

Electromagnetic radiation that interacts with a substance can be absorbed, 

transmitted, reflected, scattered or have photoluminescence (PL). This provides 

significant information on the molecular structure and the energy level transition of 

that substance.1-3 

2.1.2 Energy Dispersive X-ray Spectroscopy 

Energy Dispersive X-ray Spectroscopy (EDX) is commonly employed for the 

elemental component analysis of material surfaces. A high-energy electron beam is 

used to eject electrons from the energy levels bounded by the nucleus of an atom. 

The energy of the photon emitted is detected by the detector when electrons transfer 

from the outer energy levels to the vacant inner levels. The emitted energy of the X-

ray is a unique parameter of the energy difference between the two levels, and the 
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structure of the elements. The elemental composition can be obtained.82 However, 

this technique is not sensitive enough for atomic ratios, so the data obtained from 

this technique is generally indicative. 

EDX analysis was run by using a JOEL Scanning Electron Microscope (SEM) 

machine with an EDX detector attached. Points of interest can be selected from the 

spectrum and the EDX analysis can be performed individually for each spot selected. 

Materials were coated in gold as a reference for EDX. After gold coating, conduction 

away from the surface was allowed when observed under the SEM. 

2.1.3 X-ray Photoelectron Spectroscopy 

X-ray Photoelectron Spectroscopy (XPS) is a useful tool for analysing the elemental 

composition of the surface of materials. A source of x-ray radiation is used to 

irradiate the sample. The electrons would be ejected from the atom if their binding 

energy were less than that of the x-rays. There is an electron detector to measure the 

kinetic energy of these ejected electrons. The kinetic energy is related to the binding 

energy; they can be converted by the following equation: 

                                𝐸𝐸𝑘𝑘 = ℎ𝑣𝑣 − 𝐸𝐸𝑏𝑏 − ∅                  (2.1) 

Where Ek is the kinetic energy, hv is the photon energy, ɸ is the characteristic work 

function of the material and Eb is the binding energy of the electron to the atoms.4 

The photon was applied by a fixed-energy X-ray beam onto the surface of the sample 

and absorbed by the surface atom. The absorbance causes photo-ionisation of the atom 

and the emission of an inner shell electron. Then, the kinetic energy distribution of the 

photoelectrons can be measured by an analyser. This experiment needs an ultra-high-

vacuum environment to make sure that the electrons emitted can be collected by the 

analyser without interacting with gas inside the chamber. 

X-ray can distinguish different elements because each element has a unique binding 

energy that is relative to its own core orbitals. However, hydrogen and helium are not 

able to be detected by the X-ray source. 

As the XPS is a surface analysis technique, the sample should be pressed into a pellet 

or mounted on a substrate. The pellet sample needs good electrical conductivity in order 

to keep a grounded connection, whereas the substrate for the mounted sample has to be 

made of different elements from the ones pending analysis.  
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The two different ways used to prepare the samples utilised a substrate. The first 

preparation was by drop casting dispersion of nanoparticles onto a pure gold foil. With 

gold having a specific elemental trace, unlike all the other elements in my sample, and 

as it is a good conductor, this substrate helped to obtain a spectrum without any 

interference. The second method was pressing the powder sample into indium foil. As 

the powder is unable to stick to the surface of a gold substrate, indium was used as it is 

a soft metal and this ensured the stability of the prepared sample ready for analysis. 

XPS was performed at Harwell XPS, Romm G.63, Research Complex at Harwell 

(RCaH), Didcot.  

2.1.4 X-ray Powder Diffraction 

X-ray Powder Diffraction is a powerful method for analysing the structure of 

nanomaterials. The basic feature of X-ray Powder Diffraction is shown in Figure 15. 

The X-ray beam encounters the sample; most of the X-rays will destructively 

interfere with each other and cancel each other out, but in some specific directions, 

the X-ray beams interfere constructively and reinforce one another. It is these 

reinforced diffracted X-rays that produce the characteristic X-ray diffraction pattern 

that is used for crystal structure determination. Diffraction is widely used in 

chemistry for the characterisation of organic and inorganic areas. 
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Figure 15. Schematic diagram of a diffractometer system5 

XRD measurement was performed using Thermo Scientific ARL XTRA Powder 

Diffractometer. 

2.2 Electron microscope 

2.2.1 Scanning Electron Microscope 

An SEM is designed for directly studying details of the surface of solid materials by 

tracing a sample in a raster pattern with an electron beam. The main SEM 

components include a source of electrons, a column down which electrons travel with 

electromagnetic lenses, an electron detector, a sample chamber and a computer to 

display the images. A beam of focused low-energy electrons is used as an electron 

probe that is scanned over the surface of the materials. The electron source and 

electromagnetic lenses, which is like the structure of a transmission electron 

microscope, generate and focus the beam.  
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Figure 16. All SEM components6 
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Figure 17. Schematic of scanning electron microscope6 

SEM measurement was performed using JOEL scanning electron microscope. And 

the coating of gold was carried out in a Quorum Technologies gold coater CC7640. 
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2.2.2 Transmission Electron Microscope 

A Transmission Electron Microscope (TEM) is a powerful tool that provides an atomic-

resolution image, and has a similar structure to SEM. However, it can provide greater 

detail of the sample than SEM, such as crystallite size and structure. The chemical of a 

single nanocrystal could be identified directly.7 TEM is composed of an illumination 

system, the object lens system, the magnification system, the data record system and 

the chemical analysis system. The electron gun, which uses a LaB6 thermal emission 

source, is usually the most important part of the illumination system.  

Figure 18. Structure of transmission electron microscope8 
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From Figure 18, it can be observed that the electron gun is the illumination source and 

it generates an electron beam which travels through the condenser lenses and hits the 

sample. The condenser lenses are used to control and transfer the beam into the 

specimen. After hitting the sample, there is an objective lens, an intermediate lens and 

a projective lens to collect and project the electrons that are not scattered by the sample. 

A CCD camera is placed at the end of the whole structure to transfer the signal from 

the electrons to the image. Electrons can pass through or be scattered by the specimen. 

The bright part shown in the image is the area where the electron beam is not scattered. 

The dark region is the area where the electrons are stoppered by the sample. 

The sample needs to be prepared by dropping a dispersion of the material onto a grid 

and letting the solvent dry out completely. A thin layer of specimen outside the grid is 

used for a better-quality image. 

 

2.3 Optical Properties 

2.3.1 Ultraviolet-Visible Spectroscopy 

Ultraviolet-Visible (UV-Vis) Spectroscopy is a method for measuring the optical 

absorbance of a substance with a common scan range of 200–800 nm in wavelength. 

The light generated by the UV light installed inside is absorbed by the molecule when 

the electronic excitation energy matches the wavelength of the light. 

 

Figure 19. Structure of UV-Vis Spectroscopy9 
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From Figure 19, it can be observed that the light source transmits the light through 

the entrance slit first and it is then dispersed into different wavelengths of light at 

different angles. After the exit slit, the amount of light is selected to travel through 

the sample. The detector behind the sample will collect the signals from the different 

wavelengths and generate the UV-Vis spectrum. The light energy generated by the 

UV light installed inside is absorbed by the molecule when the electronic excitation 

energy matches the wavelength of the light. The spectrum presents this phenomenon 

as absorbance against wavelength to show the light energy absorbed by the molecule 

when the wavelength matches the electronic excitation energy. The absorbance of 

light energy is related to the number of molecules contained in the solution, so a 

correct property is required to make sure that the values obtained in different 

concentrations can be compared.  

2.3.2 Photoluminescence Spectroscopy 
Photoluminescence (PL) Spectroscopy is a measurement to collect and analyse the 

phonon emitted by the sample after an electron is excited by a light beam and absorbed. 

When phonons are absorbed, the electronic excitations are created. Finally, the 

excitations will relax and electrons will return to the ground state. If radiative relaxation 

happens, the light emitted is call PL. This measurement can be used to analyse the 

information about photoexcited material.  

 

Figure 20. Typical experiment set-up for PL measurement10 
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From Figure 20, it can be observed that the light emitted by the laser hits the sample. 

Some phonons are absorbed by the electrons at the surface of the sample, and the 

electrons are excited to higher energy level. The excited-state electrons are unstable, 

and they will return to the ground state with the PL emitted. The PL travels through 

the lens and the spectrometer, and is finally collected by the photo detector.  

2.3.3 Quantum yield 
Quantum yield is the ratio of photons emitted to the photons absorbed in the 

photoluminescence process: 

𝑄𝑄 = 𝑝𝑝ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑒𝑒
𝑝𝑝ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑎𝑎𝑎𝑎𝑎𝑎

                   (2.2) 

The quantum yield requires specific hardware to measure it, but it is simpler to measure 

the relative quantum yield by comparing the sample to a selected reference with a 

known quantum yield. Two methods can be chosen to measure the relative quantum 

yield. The first one is analysing only one solution of fluorophore along with the 

reference with the same concentration as the sample. The quantum yield is calculated 

as: 

𝑄𝑄 = 𝑄𝑄𝑅𝑅
𝐼𝐼
𝐼𝐼𝑅𝑅

𝐴𝐴𝑅𝑅
𝐴𝐴
� 𝑜𝑜
𝑜𝑜𝑅𝑅
�
2

                 (2.3) 

where Q is the quantum yield, QR is the quantum yield of the reference used, I is 

integrated fluorescence intensity, A is absorption, n is the refractive index of the solvent 

and subscript R refers to the reference used. This method needs less time and is easy to 

operate, but the result may be unreliable with inaccuracy. The other method requires 

several samples and reference solutions with a series of concentrations.11 A slope will 

be obtained by fitting the line plotted for the integrated fluorescence intensities against 

the absorptions of the fluorophore solutions to calculate the quantum yield using the 

equation: 

𝑄𝑄 = 𝑄𝑄𝑅𝑅
𝑚𝑚
𝑚𝑚𝑅𝑅

� 𝑜𝑜
𝑜𝑜𝑅𝑅
�
2
                 (2.4) 

where Q is the quantum yield, QR is the quantum yield of the reference used, m is the 

slope, n is the refractive index and subscript R refers to the reference used. The plot can 

be linear only by keeping the absorption measured between 0.01 and 0.1. 
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The UV-Vis spectrophotometer and fluorescence spectrometer were utilised, along 

with a quartz cuvette. 

 

 

2.3.4 Dynamic light scattering 
Dynamic Light Scattering (DLS) is a method for measuring the size of particles. It emits 

a monochromatic light beam into a particle solution, and the light will scatter in all 

directions. The scattered light can be detected by the photomultiplier with the polariser 

on both sides of sample, shown in Figure 21. The particle size can be calculated using 

autocorrelation functions after determining the diffusion coefficient of the particles.  

The result from DLS measurement is not as accurate as microscopy, but this 

measurement is a quick and easy way of checking the size of particle samples. If the 

sample is used in solution, this method is a good way to measure size, as well as the 

effect of particles on the surrounding solvent. 

 

Figure 21. DLS measurements determine particle size from the pattern of 

intensity Fluctuations in scattered light12 
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DLS measurement was performed using Malvern Zetasizer Nano ZS. The sample was 

dissolved in solution and diluted to a low concentration contained in a quartz cuvette. 

A low concentration is helpful to avoid the temporary congregation of nanoparticles, 

and it also provides a better result for the measurement. 

 

2.4 Thermal Gravimetric Analysis differential scanning calorimetry 
Thermogravimetric analysis (TGA) and differential scanning calorimetry (DSC) are 

useful when considering the thermal stability of materials produced and how many 

ligands cover the silicon nanoparticles. TGA is a gravimetric trace that provides 

information about weight change over dynamic and isothermal heat programs. DSC 

gives images for the heat flow during the heat program running. The heat flow is 

related to an endothermic process. These two useful techniques can be used together 

to provide more information on the process shown in DSC. 

TGA and DSC analysis was performed using a METTLER-TOLEDO TGA/DSC1. 

The solid sample was placed in a 40 µL aluminium pan and measurements were taken 

while heating the sample under the temperature limit set in the program. If the setting 

temperature was over the melting point of aluminium, a platinum pan was used. The 

background measurements were taken when running the empty pan with the sample 

temperature range and heating rate. 

2.5 Muon spin spectroscopy 
Muon is a powerful technique used for studying magnetic materials,13 

superconductors14 and other functional materials.15 It shows unique information about 

sample structure as the muon acts as a probe that can be implanted into and utilised for 

every material. Positive and negative muons are produced from the accelerator. The 

positive muon is important in chemical research; it is a decay product of positive pions, 

which has lifetime of 26 ns. The produced muon has a lifetime of 2.2 µs, ½ spin and 

3.183 times larger magnetic moment than proton. The positive muon can pick up an 

electron and produce a neutral atom called Muonium (Mu=µ+е-). The muon could be 

stopped in the specimen of interest, whether it is in a solid, liquid or gaseous state. 

µSR is a powerful technique that has been used, for example, in investigations into 

magnetic materials,16 superconductors,17 functional materials18 and energy 
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materials.19 It is a technique that can provide unique information about sample 

structure and dynamics. In µSR experiments, the local magnetic field felt by the 

muon is estimated by monitoring the state of the muon spin. When organic radicals 

are present, this local magnetic field is dominated by the unpaired electron and the 

information obtained in the experiment reflects what happens to this electron. 

Therefore, µSR experiments are used to study properties such as the dynamics of 

molecules and radicals,20 reaction rates and electron transfer/conduction.21 

Avoided level crossing muon spin resonance (ALC-µSR) is a technique conducted in 

an external field along the direction of muon spin, monitoring the time-integrated 

asymmetry at the same time. The incoming muon goes through the window in the 

backward detector and is not detected. Only the decay positron is detected in the 

forward and backward detectors. The field is changed in small steps, and muon 

polarisation is scanned in each field range.  

Transverse field muon spin rotation (TF-µSR) is a technique conducted in an external 

field applied transverse to the direction of muon spin. Each muon travels through a 

muon detector, which is a fast-electronic clock started by the detection of muon and 

stopped by the detection of positron by the one of the positron detectors. 

Knowledge of the microscopic conduction rates and mechanisms of these materials 

would be of much use in our attempts to improve these materials by design. Muon 

spectroscopy appears to be an elegant method of measuring these microscopic 

properties, as illustrated by Pratt et al.,22 for conducting organic polymers, materials 

which are structurally similar to the ligands found in our phenylacetylene functionalised 

SiNPs. Furthermore, muonium adducted to CC triple bonds in other organic compounds 

have already been characterised by our group. 

In this work, Phenyl-SiNPs in solution state were investigated by both ALC- µSR and 

TF- µSR, while a model compound, tetrakis(2-phenylethynyl) silane, was employed as 

reference for comparison. Clear resonances were observed with interesting temperature 

effects including band broadening and shifting with temperature. In the case of the 

solution state of the model compound, there are eight possible sites of addition for 

muonium, creating the possibility of a large number of radicals. Therefore, a clear 

recognition of the radicals formed is essential for this study. For a complete 

identification of the prompt radicals formed by muonium addition, the muon-electron 

https://ueanorwich-my.sharepoint.com/personal/qwn07jsu_uea_ac_uk/Documents/ISIS%20Muon%202015/PSI%20application%20-round%203.docx#_ENREF_13
https://ueanorwich-my.sharepoint.com/personal/qwn07jsu_uea_ac_uk/Documents/ISIS%20Muon%202015/PSI%20application%20-round%203.docx#_ENREF_13
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hyperfine couplings in the model compound have been calculated. Together with the 

TF- µSR data this will provide a direct probe of electron transport in these materials. 

The ALC-µSR measurements were undertaken using the high-field muon instrument 

(HIFI) spectrometer at the ISIS muon facility of the Rutherford Appleton Laboratory 

(RAL), Oxfordshire, UK.23 while the TF data was measured using the GPD 

spectrometer at the Paul Scherrer Institute (PSI), Villigen, near Zurich, Switzerland.24
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2.5.1 Sample preparation for muon spin experiment 

Samples were redissolved in spectroscopic grade THF with concentrations of 200 mM 

for the model compound and 115 mg/ml for SiNPs, followed by at least three cycles of 

freeze-pump-thaw to remove O2 in the solution. For measurements at ISIS, the 

solutions were loaded into titanium sample cells (25 mm diameter) inside a glovebox 

degassed with an argon prepurge. The sample environment was provided by a closed 

cycle refrigerator cryostat. At PSI, a high momentum muon beam was available, and 

samples were sealed immediately after degassing in a glass sample holder, which was 

placed directly in a gas flow cryostat. In both experiments, the temperature range 

available for study was limited by the freezing and boiling points of the THF solvent. 

The solution needs to be oxygen free by going through several rounds of the freeze-

pump-thaw process because muon spectroscopy is sensitive to oxygen. Samples were 

dissolved in degassed THF. 15 ml of this solution was transferred into a custom-made 

250 ml flask called a bulb. The bulb was connected to the freeze-pump-thaw and the 

solution was frozen using liquid nitrogen. After slowly opening the valve on the bulb, 

with the help of a roughing pump and a turbo pump, the pressure of the system was 

lowered to 10-6 mbar. Most of the oxygen inside the sample holder should already have 

been removed. However, some will still be trapped inside the frozen solution, especially 

compared to the existing high-vacuum state. With the valve sealed, the solution was 

heated by a heat gun to let the gas out from the solution. After several rounds of freezing, 

pumping and warming up, the solution sample was degassed and oxygen-free. 

Afterwards, the solution was transferred into a HIFI sample holder, shown in Figure 22 

inside a glovebox. The sample holder was totally filled up and sealed before mounting. 
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Figure 22. Sample holder for solution state PA-SiNPs 

 

After oxygen-free solution state sample preparation, the sample hold was inserted into 

a HIFI at ISIS, shown in Figure 23. 

The magnet is a 5T superconducting split-pair, with high field homogeneity over the 

sample volume and actively compensated stray field. The dilution fridge can set the 

sample environment from 30 mk to 300 K and the reflector furnace can heat from 300 

K to 1500 K. HIFI can give access to more level crossing resonances, many of which 

are in the 0.5 to 2 T range, for the spectroscopy and molecular dynamics studies. 
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Figure 23. HIFI instrument in ISIS 

For the transverse field result, the sample was measured in the GPD at PSI. A 3D view 

of the GPD instrument at PSI is shown in Figure 24. 

 

 



 
 

 
57 | P a g e  

 

.  

Figure 24. 3D view of GPD instrument at PSI101 

All Gaussian fitting to the lines shown in the figures in Chapter 4 was performed 

using the Mantid analysis software.25 

2.5.2 Computer simulations  

Computer simulations were used for identifying and interpreting the data measured for 

radicals formed by muonium addition. The muon stopping sites in both the model 

compound and the Phenyl-SiNPs were studied using Density Functional Tight Binding 

(DFTB) calculations, as implemented in the DFTB+ code,26 and standard DFT 

calculations, as implemented in the CASTEP code (see supplementary information).27 

The combination of these computational results with the ALC-µSR and TF-µSR 

experimental data provides a unique insight into electron transport in these materials. 

DFTB+ implements Density Functional Theory Tight Binding (DFTB), which is an 

electronic structure method that uses the Kohn-Sham approximation to solve the 

quantum many body problems for electrons. DFTB is more approximate than DFT, as 
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it truncates the exact Kohn-Sham energy to a second-order approximation and expands 

the wavefunction in a series of confined atomic orbitals.28 As a result, a DFTB 

calculation is computationally much cheaper than a DFT calculation. However, 

computational speed comes with an accuracy cost, as DFTB+ is not an ab initio code: 

it makes use of parametrisations computed from pure DFT calculations to describe 

interactions between chemical species.26 

These parametrisations were stored in the so-called Slater-Koster files, which are 

computed to cover specific groups of elements. For the simulation of the tetrakis (2-

phenylethynyl) silane and the phenylacetylene capped silicon nanoparticles, the well-

documented pbc Slater-Koster parameter set pbc was utilised.29 

As regards the CASTEP calculations, a plane wave cut-off for these calculations was 

chosen by converging energy and forces. This was done using the automated tool 

CASTEPconv,30 to try a range of possible values, with every other condition fixed. The 

final choices were the values for which any successive refinement yielded a difference 

in energy and forces lower than a fixed tolerance. This was taken to be smaller than the 

tolerances used for the self-consistent field and geometry optimisation calculations. In 

the end, a value of 700 eV was chosen for the CASTEP plane wave cut-off. As regards 

the k-point grid size, as big molecules are being simulated here, a single-point 1×1×1 

k-point grid was used. This produced forces accurate well within an error of 0.05 eV/Å, 

which as mentioned above was used as the limit tolerance for geometry optimisation. 

CASTEP calculations were also performed to calculate the values of the hyperfine 

tensors for the muonium in the muoniated samples. 

Geometry optimisations on these structures were performed with a BFGS algorithm, 

with fixed unit cell parameters, and using both CASTEP and DFTB+, to a tolerance of 

0.05 eV/Å for the forces. For CASTEP, the PBE exchange-correlation function was 

used, in combination with auto-generated ultrasoft pseudopotentials. As regards the 

DFTB+ calculations, also a self-consistent charge scheme,30 3rd order corrections were 

used.30  
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Chapter 3: Preparation of Phenylacetylene capped Silicon 
Nanoparticles for Muon Study 

 

This chapter describes the synthesis of silicon nanoparticle capped by 

phenylacetylene. Optical property, thermal property and Scanning 

electron microscope (SEM) images are included. 
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3.1 Overview 

Energy shortage and climate change are two of the most serious problems threatening 

our society. The US Department of Energy (DOE) recognizes thermoelectric 

technology as one of several potential technological solutions. Specifically, 

thermoelectric (TE) technology could help to solve the vehicle electrification 

problem and thus contribute to significantly reducing CO2 emissions. The DOE 

continues to commit public money to TE technology development.1 

A TE device is a solid-state energy converter that converts thermal energy directly 

into electricity. The efficiency of a TE device depends on the performance of its 

component materials, and it is embodied in a dimensionless figure of merit ZT, which 

is given by the following expression:2 

                                      𝑍𝑍𝑍𝑍 = 𝜎𝜎𝑆𝑆2𝑇𝑇
𝑘𝑘

        (3.1) 

where 𝜎𝜎 is the electrical conductivity, S is the Seebeck coefficient, k is the thermal 

conductivity and T is the absolute temperature.  

Ligand attachment to silicon nanoparticles has the potential to improve the thermal 

electrical conductivity between particles.3  

3.2 Synthesis of Phenylacetylene capped Silicon Nanoparticles 

Sodium metal (0.7 g) and naphthalene (2.9 g) were sonicated in dry THF (70 ml) for 

2 hours to prepare sodium naphthalide. It gives a dark green suspension. Silicon 

tetrachloride was dispersed in THF and continuously stirred. To this, a solution of 

lithium phenylacetylide (5 ml, 1 M solution in tetrahydrofuran) was added, followed 

by further stirring for 30 minutes. After the lithium phenylacetylide was ready, the 

sodium naphthalide was mixed with the lithium phenylacetylide and silicon 

tetrachloride, and kept refluxing for 8 hours. All precipitates settled, the clear liquid 

was decanted off and all solvent was removed under vacuum. This obtained solid 

was then heated to 373 K under low pressure to remove the remaining naphthalene. 

The resulting product was redissolved in DCM, and washed with DI water and 

methanol to remove all the remaining lithium chloride. The organic layer was dried 

to give phenylacetylene capped silicon nanoparticles, as an orange crystalline solid. 
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3.3 Characterisation of Phenylacetylene capped Silicon Nanoparticles 

Measurements were performed to ensure the characteristics of Phenylacetylene 

capped silicon nanoparticles, such as FTIR, PL/UV, DLS and TGA/DSC.  

 

3.3.1 Fourier transform infrared spectroscopy 

The FTIR spectrum shows the peaks which are characteristic of phenylacetylene 

capped silicon nanoparticles (see Figure 25). The peak at 3051 cm-1 indicates the 

presence of aromatic C-H, and at 1596 and 1488 cm-1 it indicates the presence of 

aromatic C-C bonds. A sharp peak at 2162 cm-1 is observed, which is representative 

of the C≡C stretching mode. This suggests the alkyne is attached to the silicon 

nanoparticles. The peaks at 1441 and 1221 cm-1, that are representative of Si-C≡C, 

also support the suggestion that the alkyne is attached to the silicon nanoparticles. 

The peaks at 1068 and 1026 cm-1 are characteristic of phenylacetylene.  
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Figure 25. FTIR spectrum of phenylacetylene capped silicon nanoparticles 
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3.3.2 Photoluminescence spectroscopy/Ultra-visible spectroscopy 
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Figure 26. PL spectrum of phenylacetylene capped silicon nanoparticles 
(excitation wavelength=340 nm, emission bandwidth=10 nm, excitation 

bandwidth=10 nm). 

Figure 26 shows the PL spectrum of phenylacetylene capped silicon nanoparticles 

at five different concentrations. The UV-Vis spectrum of silicon nanoparticles at 

the same five concentrations is shown in Figure 27. 
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Figure 27. UV spectrum of phenylacetylene capped silicon nanoparticles. 

3.3.3 Dynamic light scattering  

From the DLS spectrum shown in Figure 28, it can be observed that the size of the 

phenylacetylene capped silicon nanoparticles is around 6 nm. Three measurements 

with 15 runs each were taken to obtain an average result. All the phenylacetylene 

capped silicon nanoparticles are hit by the light. The particle size observed with 

electron microscopy is often slightly smaller than the hydrodynamic diameter 

measured by DLS. This observation can be explained by occasional strong 

aggregation of the particles.4 
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Figure 28. DLS spectra for phenylacetylene capped silicon nanoparticles. 

3.3.3 Scanning electron microscope 

 

Figure 29.  SEM image of phenylacetylene capped silicon nanoparticles. 
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From the SEM image shown in Figure 29, it can be observed that there is aggregation 

of the phenylacetylene capped silicon nanoparticles; the scale of SEM makes it 

difficult to measure the size of the nanoparticles. The STEM image of the silicon 

nanoparticles is shown in Figure 30.  

 

Figure 30. STEM image of phenylacetylene capped silicon nanoparticles 
(scale of 200 nm). 

In the STEM image with a scale of 200 nm, the aggregation of phenylacetylene is 

shown clearly. Some of the shadows are over 200 nm and some are much smaller 

than this. A high resolution STEM image is shown in Figure 31. With the scale of 

20 nm, it can be observed that the size of the silicon nanoparticles is smaller than 

10 nm, which has been proved by the DLS measurement. However, the resolution 

is limited by the STEM machine. 
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Figure 31. STEM image of phenylacetylene capped silicon nanoparticles 
(scale of 20 nm). 

 

3.4 Thermal stability 

The initially flat heat flow and sample weight lines show stability up until ~200°C. 

After this, there is a negative heat flow which may be explained by the liquidation 

of the PASiNP. This is supported by the gradual decrease in weight. The continued 

reduction in weight suggests that degradation proceeds gradually. This enabled the 

heat flow to reach a maximum of approximately 1.6 Wg-1 at 330°C. The rate of 

degradation increased between 250 and 325°C, but then steadied until ~450– 600°C, 

and then again between 900 and 1150°C. As expected, each of these features was 

followed by an increase in heat flow.  
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Figure 32. TGA of phenylacetylene capped silicon nanoparticles (scale of 
20 nm). 

The DSC trace shown in Figure 33 fluctuates at the beginning because of the 

evaporation of the solvent. The solid-liquid phase transition is also represented 

before 165°C. Meanwhile, the weight on the TGA trace shown in Figure 32 remains 

close to 100°C. After this feature, the heat flow into the sample begins to decrease, 

which shows that the sample starts to undergo degradation. In this region a minimum 

is observed in TGA, showing a higher rate of weight loss at this point. The DSC trace 

reaches a maximum at 330°C, showing completion of the initial degradation. After 

350°C, an increase in the heat flow into the sample is shown in the DSC trace. The 

weight continues to reduce at the temperature point and this trend becomes more 

rapid at around 500°C. After 650°C, there is only little change in weight. The overall 

weight loss at 1000°C is 45%. 



 
 

 
72 | P a g e  

 

0 100 200 300 400 500 600 700 800 900 1000

-2.0

-1.5

-1.0

-0.5

 

 

H
F 

W
g^

-1

Temperature (oC)

 PA SiNPs

 

Figure 33. DSC of phenylacetylene capped silicon nanoparticles (scale of 
20 nm). 
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Chapter 4: Muon Study on phenylacetylene capped silicon nanoparticles 

 

 

Phenylacetylene capped silicon nanoparticles (Phenyl-SiNPs) have 

attracted interest as a novel thermo-electric material. This chapter reports 

and discusses the results from Muon Spin Spectroscope. Combined muon 

spectroscopic and computational study of this material in solution state 

are included.
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4.1 Overview 

Energy shortage and climate change are two of the most serious problems threatening 

our society. The US Department of Energy (DOE) recognizes thermoelectric 

technology as one of several potential technological solutions. Specifically, 

thermoelectric (TE) technology could help to solve the vehicle electrification 

problem and thus contribute to significantly reducing CO2 emissions. The DOE 

continues to commit public money to TE technology development.1 

A TE device is a solid-state energy converter that converts thermal energy directly 

into electricity. The efficiency of a TE device depends on the performance of its 

component materials, and it is embodied in a dimensionless figure of merit ZT, which 

is given by the following expression:2 

                                                   𝑍𝑍𝑍𝑍 = 𝜎𝜎𝑆𝑆2𝑇𝑇
𝑘𝑘

                          (4.1)  

where 𝜎𝜎 is the electrical conductivity, S is the Seebeck coefficient, k is the thermal 

conductivity and T is the absolute temperature.  

Nanostructured silicon is a promising semiconductor material for thermoelectric 

devices. Silicon has major advantages in its low cost, relative abundance and low 

toxicity,3, 4 and many silicon-based materials have been investigated for potential 

thermoelectric applications.5 In particular, phenylacetylene capped silicon 

nanoparticles (SiNPs), synthesized via the micelle reduction method,2, 6 have the 

potential to become efficient thermoelectric materials, where transport of electrons 

is possible via conjugated ligands. Previous characterization measurements for this 

system provided electric conductivity in the region of 18 S·m-1, thermal conductivity 

0.1 Wm-1K-1 and a Seebeck coefficient of 3228 µVK-1 at 300 K.2  

Beams of 100% spin polarised positive muons are produced by high energy 

collisions between protons in particle accelerators and stopped in the sample under 

study. Muons are unstable particles with a mean lifetime of ~2.2 µs, with their decay 

positrons emitted preferentially in the polarisation direction. The time evolution of 

the polarisation can therefore be followed with great sensitivity by simply monitoring 

the time dependence of the decay positron distribution. Muons may thermalize in 

materials either as the positive muon, with a spin of ½ and a mass of approximately 

one ninth that of a proton or may bind an electron to form muonium (Mu), a light 
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isotope of the H atom. Chemically, Mu is almost identical to H and will undergo the 

same chemical reactions in the sample material. In this experiment it is the addition 

reaction that is of interest, to form a final state muoniated species. 

A number of muon spectroscopic techniques are available, the choice depending 

on the information required. In this study, both avoided level crossing muon spin 

resonance (ALC-µSR) and transverse field muon spin rotation (TF-µSR) 

experiments have been carried out. 

ALC-µSR is a technique where an external magnetic field is applied along the 

direction of the muon polarisation. This polarization is monitored as the applied field 

is scanned, with a loss of polarization measuring a level crossing resonance. 

Resonances occur when states with opposite muon spin become near-degenerate in 

energy, and are characterized by the selection rules (∆M = 0, 1, 2), where M is the 

quantum number for the z-component of the total angular momentum of the muon, 

electron, nuclear system. For the case when ∆M = 0 (∆0), a muon-proton spin flip-

flop, the resonance field(B∆0) given by the formula below:5 

                                                 𝐵𝐵∆0 = 1
2
�𝐴𝐴𝜇𝜇−𝐴𝐴𝑝𝑝
𝛾𝛾𝜇𝜇−𝛾𝛾𝑝𝑝

− 𝐴𝐴𝜇𝜇+𝐴𝐴𝑝𝑝
𝛾𝛾𝑒𝑒

�               (4.2) 

These resonances are seen for radicals in solid, liquid and gaseous phases. 

For the ∆M = 1 resonance (∆1), a muon spin flip transition occurs, the value of the 

external magnetic field at which this resonance is seen is given by:5 

                                                      𝐵𝐵∆1 = 1
2
�𝐴𝐴𝜇𝜇
𝛾𝛾𝜇𝜇
− 𝐴𝐴𝜇𝜇

𝛾𝛾𝑒𝑒
�  (4.3) 

where for isotropic media Aµ and Ap are the isotropic muon and proton hyperfine 

interaction constants in MHz, and can be used to estimate the vibrationally averaged 

electron spin density at the nucleus.7  γµ, γp, and γe are the muon, proton, and 

electron gyromagnetic ratios, 135.5 MHz T-1, 42.57 MHz T-1, and 2.8025×104 MHz 

T-1, respectively.7 Since the peak position is related to the hyperfine couplings of the 

muon and the proton in the radical and, the hyperfine coupling constants being 

characteristic of the particular muoniated radical, one could use this for assigning the 

observed resonances to the appropriate radical species.8 

In the previous work,9 the ALC-µSR technique was employed to investigate 

Phenyl-SiNPs system in the solid state, where the preliminary results showed a 
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reduction in the measured line width of the resonance above room temperature, 

suggesting an activated behaviour for the system.9   

The Fermi contact term, part of the hyperfine coupling, Aµ, may more 

straightforwardly be studied by carrying out a measurement where the external field 

is applied transverse to the direction of the muon spin. Relatively high fields are used 

that fall within the so-called 

Pashen-Back regime. The frequency spectrum of a system under these circumstances 

is characterised by a strong diamagnetic peak and a pair of resonance peaks placed 

symmetrically about the diamagnetic peak, with the value of Aµ simply being 

determined by the splitting between these two measured lines. Software WIMDA 

was used to correlate line pairs in the measured data to obtain values for Aµ.10 

Knowledge of the microscopic conduction rates and mechanisms in these materials 

would be useful in our attempts to improve these materials by design. µSR has been 

shown to be an elegant method for measuring microscopic conduction rates and 

mechanisms in conducting organic polymers,11 which are materials structurally 

similar to the ligands found in phenylacetylene functionalized SiNPs. Further, 

muonium adducts to Carbon-Carbon triple bonds in other organic compounds have 

already been characterized.12   

 

In this work, Phenyl-SiNPs in solution state are investigated by both ALC-µSR and 

TF-µSR, while a solution of the model compound tetrakis(2-phenylethynyl)silane is 

employed as a reference for comparison.  

4.3 Computer Simulations 

In the case of the model compound, there are eight possible sites of addition for the 

muonium in each of the phenylacetylene molecules bonded to the silicon atom, which 

would result in potentially eight different organic radicals.  As regards the Phenyl-

SiNPs, the potential addition sites for the muons are in the same phenylacetylene 

molecules, which are now attached to the silicon nanoparticles.  

 

The molecular structure of the model compound, with its potential muon addition 

sites indicated in red, is shown in Figure 34. The eight potential addition sites for the 

muon correspond to all the regions of unsaturation in the organic ligand.  When the 
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muon reacts with one of these unsaturated centres, it forms the muoniated radical, 

which has an unpaired electron that may be distributed throughout the molecule and 

may interact with the muon via the hyperfine coupling.  In this work, the focus was 

placed on the calculation of the Fermi contact term part of the hyperfine tensor (Aµ), 

which can be compared to experimental results. 

 

 

Figure 34. The tetrakis(2-phenyethynyl)silane molecule with the potential 

muon addition sites. 

 Table 3. Calculated values for the hyperfine contact term for the muon in the addition 

sites 1-8. 

Sites Contact Term 
(MHz) 

1 483.8851 

2 530.8176 

3 517.8782 

4 423.0317 

5 504.2006 

6 380.0408 

7 508.2964 

8 436.5915 
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The calculated contact terms for the muonium in the addition sites 1-8 of the model 

compound are shown in Table 3. The comparison of these values with the 

experimental results from TF-µSR (Figure 5), suggests that muonium is likely to be 

attached to C8.  The values of the experimental results from TF-µSR also allow us 

to rule out the addition of the muon to any part of the silicon nanoparticle. 

Regardless of the temperature dependence, Figures 5 (c) and (d), show that the Aµ 

is smaller in the Phenyl-SiNPs than in the model compound.  This is likely to be 

indicating that the total spin density at the muon site is smaller when the muon is in 

a ligand attached to a nanoparticle, than when the muon is attached to the same 

organic ligand in the model compound.   

The mean diameter of the experimentally produced Phenyl-SiNPs is 6 nm.10 

However, nanoparticles of that size are well beyond the simulation capabilities of 

DFT codes.  Hence, it was necessary to develop an adequate model for the Phenyl-

SiNP that was large enough to represent the properties that were experimentally 

observed and yet small enough to be computationally manageable.  

To test this, a series of calculations on Si nanoparticles of different sizes, with 

different numbers of muoniated ligands attached to them, were performed. The 

model nanoparticles were built by using the Wulff construction method, and given a 

certain target radius. Their geometry was relaxed with DFTB+; then the ligands were 

attached radially to some surface atoms, and the geometry was relaxed again. Finally, 

for the systems simulated with CASTEP, the geometry was relaxed a third time to 

compensate for the small differences in potential between DFT and DFTB 

calculations. Particles were generated with radius between 3 and 6 Angstrom, and 

with 1 to 5 organic ligands attached to them. Figure 35 and Figure 36 show the 

schematic pictures of the type of systems that were simulated:  
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Figure 35. Muonated tetrakis(2-phenyethynyl)silane molecule, with 

muon on C8. 

 

Figure 36. Nanoparticle systems simulated with DFTB+ to determine an 

appropiate nanoparticle siz tob e simulated with CASTEP  

These initial calculations were done with the DFTB+ code, because it allows for the 

efficient treatment of relatively large systems.  The modelled nanoparticles proved 

to have stable electronic structures and relaxed reasonably fast.  Hence, nanoparticles 

of 6 ang. with six ligands were adopted as the systems used to simulate the Phenyl-

SiNPs.  

DFTB+, however, does not have a module to calculate values of hyperfine coupling 

tensors.  Hence, to investigate the changes in values of the Fermi contact term (Aµ) 

of the muon, in the model compound and the Phenyl-SiNPs, CASTEP calculations 

were also performed on a 6 ang. Phenyl-SiNPs with six ligands attached to them.  

The muon in the 6 ang. Phenyl-SiNPs was placed in the Carbon C8 of one of the 

organic ligands, which is the same carbon where the muon was attached in the model 

compound. 

4.4 Results and discussion 

FTIR spectra gives evidence of successful capping of SiNPs with phenylacetylene. 

In Figure 4, the data shows a peak at 3052 cm-1 which is characteristic of aromatic 

C-H bonds. The peaks at both 1596 and 1487 cm-1 are representatives of aromatic C-

C bonds. Also, the clearly visible sharp peak at 2159 cm-1 is characteristic of the 

C≡C bond suggesting that the terminal side of the alkyne is attached to silicon. 
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Another supporting evidence is the features characteristic of Si-C≡C peaks at 1451 

and 1220 cm-1. The model compound sample has the same rings attached to silicon, 

so the features are similar to the SiNPs, see the inset in Figure 37. 
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Figure 37. FTIR of phenylacetylene capped SiNPs. Inset, FTIR of tetrakis(2-

phenylethynyl)silane. 

The hyperfine parameters of the muon can be observed in the results of high 

transverse field (TF-µSR) experiments.  Figure 38 (a) and (b) show the radical 

frequency correlation amplitude against hyperfine frequency at 300 K, whereas 

Figure 38 (c) and (d) show the temperature dependence of the muon’s Fermi contact 

term, for the Phenyl-SiNPs and the model compound respectively. From the TF-µSR 

spectra shown in Figure 38, it can be seen that the peak positions at 300 K are around 

350 MHz for Phenyl-SiNPs (Figure 38(a)), and around 450 MHz for the model 

compound (Figure 38(b)).  Moreover, as the temperature increases, the TF-µSR 

peaks for the Phenyl-SiNPs move towards lower frequency values, whereas the 

model compound peaks move slightly towards higher frequency values. On the linear 

fittings, one can see that the slopes are -0.08 MHz/K and 0.036 MHz/K in Figure 
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38(c) and (d) respectively. The change of the frequency values for Phenyl-SiNPs has 

an absolute value of approximately 10 MHz, while the increasing of the frequency 

values for the model compound has an absolute value of approximately 4 MHz. 

These changes expressed as a percentage of the values of the frequencies at low 

temperatures, are of around 1% for the model compound and around -30% for the 

Phenyl-SiNPs. 
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Figure 38. TF-µSR of Phenyl-SiNPs (a) and tetrakis(2-phenylethynyl)silane 
(b) at 300 K; The temperature dependance of  Phenyl-SiNPs (c) and 

tetrakis(2-phenylethynyl)silane (d). 

The change, therefore, is more relevant for the Phenyl-SiNPs. The changes are not 

only opposite in value, they are also very different in relative size, suggesting that 

the nanoparticles have much stronger thermoelectric behaviour than the compund 

model. The radical frequency correlation amplitude data for all the temperatures 

considered are displayed in Figure 39. 



 
 

 
84 | P a g e  

 

0.0

0.5

1.0

1.5

2.0

0.0

0.5

1.0

1.5

2.0

2.5

0.0

0.5

1.0

1.5

2.0

2.5

0.0

0.5

1.0

1.5

2.0

2.5

0

1

2

3

0.0

0.3

0.6

0.9

0

1

2

3

4

 

 

 

 

 Correlated Intensity
 Gauss Fit

Peak: 360.09± 0.08
FWHM: 1.21± 0.19

  

 

 Correlated Intensity
 Gauss Fit

Peak: 358.07± 0.12
FWHM: 1.77± 0.24

 

 

 

 

 Correlated Intensity
 Gauss Fit

Peak: 356.20± 0.06
FWHM: 1.87± 0.14

 

 

 

 

 Correlated Intensity
 Gauss Fit

Peak: 354.31±0.03
FWHM: 2.08±0.08

32
5 

K
30

0 
K

27
5 

K
25

0 
K

22
5 

K
20

0 
K

(a)

 

 

 

 

 Correlated Intensity
 Gauss Fit

Peak: 362.67± 0.06
FWHM: 2.51± 0.11

400380360340320

 

Frequency (MHz) 

 

 Correlated Intensity
 Gauss Fit

Peak: 363.86± 0.1
FWHM: 1.81± 0.23

 
31

1 
K

 

 

 Correlated Intensity
 Gauss Fit

Peak: 355.40±0.04
FWHM: 2.39±0.10

300

          

0.0

0.5

1.0

1.5

2.0

2.5

0.0

0.3

0.6

0.9

0.0

0.5

1.0

0

1

2

3

0

1

2

3

440 445 450 455 460 465 470
0

1

2

3

0

1

2

3

4

  

 

 Correlated Intensity
 Gauss Fit

Peak: 453.70±0.07
FWHM: 1.07±0.17

(b)

Frequency (MHz)

  

 Correlated Intensity
 Gauss Fit

Peak: 454.15± 0.06
FWHM: 0.73± 0.12

 

 

 Correlated Intensity
 Gauss Fit

Peak: 455.38±0.16
FWHM: 1.54±0.32

 

 Correlated Intensity
 Gauss Fit

Peak: 456.19±0.04
FWHM: 1.21±0.04

  

 

 Correlated Intensity
 Gauss Fit

Peak: 457.28±0.02
FWHM: 0.83±0.05

32
5K

31
0K

30
0K

28
8K

27
5K

25
0K

 

 

 Correlated Intensity
Gauss Fit

Peak: 457.3± 0.15
FWHM: 1.91± 0.16

22
5K

  

 

 Correlated Intensity
 Gauss Fit

Peak: 456.17±0.03
FWHM: 1.00±0.20

                

355

360

365

200 225 250 275 300 325

1.0

1.5

2.0

2.5
 

 

 

P
ea

k 
po

si
tio

n 
(M

H
z)

 Peak position

(c)

 

 

F
W

H
M

 (M
H

z)

Temperature (K)

 FWHM

              

452

453

454

455

456

457

458

200 225 250 275 300 325

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2
 

 

 

Pe
ak

 p
os

iti
on

 (M
H

z)

 Peak position

(d)

 

 

FW
H

M
 (M

H
z)

Temperature (K)

 FWHM

 

 

Figure 39. The TF-µSR of phenylacetylene capped SiNPs (a) and tetrakis 
(2-phenylethynyl) silane (b). The trend of TF-µSR peak position and 

FWHM for phenylacetylene capped SiNPs is shown in (c) and tetrakis (2-
phenylethynyl) silane is shown in (d). 

ALC-µSR results for both the nanoparticle and the model compound are shown in 

Figure 40. Clear Δ0 resonances associated to the Ipso hydrogens formed by the 
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addition of muon to the benzene rings, were observed in these samples, with 

interesting temperature effects including band broadening and resonance-peak 

shifting with temperature.  

Table 4. ALC peak resonance position, width, intensity for SiNPs and 
molecule sample 

Temp 
(K) 

SiNPs 
resonance 
position 
(Gauss) 

SiNPs 
width 
(Gauss) 

SiNPs 
intensity 

Molecule 
resonance 
position 
(Gauss) 

Molecule 
width 
(Gauss) 

Molecule 
intensity 

200 17813 108.97 -0.00238 16675 95.63 -0.0009 

225 17751 94.98 -0.00182 16621 104.61 -0.0013 

250 17685 95.34 -0.00180 16569 80.97 -0.0013 

275 17625 129.9 -0.00231 16503 92.18 -0.0013 

300 17553 119.84 -0.00148 16478 97.48 -0.0017 

325 17471 95.32 -0.00158 16399 62.48 -0.0040 

 

Gaussian fitting shown in the Figure was performed by Mantid.2 Figure 40 (a) and 

(b) show ALC-µSR spectra of Phenyl-SiNPs and the model compound taken at 

various temperatures. The ALC-µSR resonances are observed at values of the 

magnetic field of around 1.75 T for SiNPs and of around 1.65 T for the model 

compound sample. The temperature dependence of these ALC-µSR resonant peaks 

are plotted in Figure 40 (c) for SiNPs and in Figure 40 (d) for the model compound. 

The summary of the peaks is shown in Table 4. 

In the temperature range from 200 K to 325 K, both the molecular sample and the 

nanoparticles show very similar trends, with the peak position decreasing as 

temperature increases (see Figure 40(c), (d) and Figure 41). With the aid of linear 

fittings, one can find the slopes are -2.7 G/K and -2.2 G/K in  Figure 40(c) and (d) 

respectively. However, with the model compound sample, a very distinct difference 

is observed at temperature between 300 K and 325K: there is a significant 

strengthening and sharpening of the resonance at the higher temperature. All other 
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temperatures appear to show very similar resonances within the signal to noise of the 

present spectra.   

This observed difference is likely to be due to the differences in dynamics of the two 

samples, particularly the barrier to rotation of the phenyl group, which is dependant 

on the bond order of the bonds between the phenyl ring and the nanoparticle or the 

Si atom in the model compound.  Even though one tends to write these chemical 

formulae with the bonds between the phenyl ring and the silicon centre as a single 

bond followed by a triple bond and another single bond, the bond order in reality will 

be different due to any delocalisation of electrons.  If we are to assume a smaller 

amount of delocalisation of the unpaired electron in the model compound compared 

to the nanoparticle, one would expect a higher barrier to phenyl rotation in the case 

of the nanoparticle compared to the model compound. Therefore, it is likely that we 

are observing this energy barrier around 325 K, in the case of the model compound 

while that for the nanoparticle would be predicted to be higher due to conduction. 

16500 17000 17500 18000

  

 

 

325K

(a)

300K

200K

225K

250K

275K

Field (G)
 



 
 

 
87 | P a g e  

 

15500 16000 16500 17000 17500

 

 

Field (G)

(b)

225K

200K

250K

275K

300K

325K

 

200 250 300 350

17490

17600

17710

17820

 

Temperature (K)

 Peak centre
 Linear Fit

Fi
el

d 
(G

)

(c)

 



 
 

 
88 | P a g e  

 

200 250 300 350

16368

16456

16544

16632

 

 

 Peak Center
 Linear Fit

Fi
el

d 
(G

)

Temperature (K)

(d)

 

Figure 40. ALC-µSR of Phenyl-SiNPs (a) and tetrakis(2-
phenylethynyl)silane (b). The temperature dependence of Phenyl-SiNPs 

(c) and tetrakis(2-phenylethynyl)silane (d). 
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Figure 41. The trend of ALC-µSR height, FWHM, and peak position: 
phenylacetylene capped SiNPs (left) and tetrakis (2-phenylethynyl) silane 

(right). Note that for the Phenyl-SiNPs the Δ0 line likely arises from 
coupling to the ring proton bonded to C5 in Figure 1, while for the model 

compound coupling is to the ipso-proton. 

With observed values of Aµ from TF-µSR and ∆0 field from ALC-µSR at 300 K, 

the calculated values of Ap using equation (2) are 28.68 MHz and 147.89 MHz for 
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the Phenyl-SiNPs and the model compound respectively. Calculated values at other 

temperatures are listed in the Table 5. 

 

Table 5 Calculated values for SiNPs and model compound at other 
temperatures 

SiNPs 

Temperature (K) B∆0 (T) Aµ (MHz) Ap (MHz) 

200 1.78 362.86 30.72 

225 1.776 362.6 31.21 

250 1.768 360.09 30.20 

275 1.763 358.07 29.11 

300 1.756 356.2 28.68 

325 1.746 354.31 28.53 

Molecule 

Temperature (K) B∆0 (T) Aµ (MHz) Ap (MHz) 

225 1.662 453.7 142.83 

250 1.657 454.55 144.59 

275 1.650 455.38 146.71 

300 1.648 456.19 147.89 

325 1.640 457.3 150.47 

 

 
For the model compound and the Phenyl-SiNPs, computer simulations have 

determined that site of addition for the muonium is in carbon C8 of one of the organic 

ligands bonded to the silicon atom or the silicon nanoparticle.   

 
Table 6 presents and compares the CASTEP results obtained for the model 

compound and the Phenyl-SiNPs.  It can be seen that, in agreement with the 

experimental results, the computed value of the Aµ for the Phenyl-SiNPs is smaller 

than the computed value of Aµ for the model compound.  The modelling results also 

show that this decrease in the value of the Aµ is correlated with a decrease in the 

total electronic and spin density at the muon site when we go from the model 
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compound to the Phenyl-SiNPs. Furthermore, we used computational modelling to 

propose a plausible model for the experimentally observed effects of the temperature 

in the values of the Fermi contact terms of the muon in the model compound and the 

muoniated Phenyl-SiNPs.  

The ALC-µSR results shown in Figure 40 are related to a ∆0 transition, which is the 

coupling between the muon and proton, and is represented by the Fermi contact term 

AH.  The trends with temperature for the values of the ∆0 peaks for the model 

compound and the Phenyl-SiNPs observed in those experiments were the same.  

However, in the case of the TF-µSR experiments shown in Figure 5, the values of 

the Fermi contact term of the muon hyperfine coupling constant, Aµ, were estimated, 

which gives an estimate of the unpaired electron density at the muon site. These 

experiments show that the trends with temperature, for the values of Aµ in the model 

compound and the Phenyl-SiNPs, are different.  As we discussed previously, in the 

analysis of Figure 38, the relative change in the value of Aµ is the relevant quantity 

to consider. In the case of Phenyl-SiNPs, the relative change in the value of Aµ -

expressed as a percentage of its value at low temperatures, decreases by 30% with 

increasing in temperature, which indicates a decrease in the unpaired electronic 

density at the muon site. In the case of the model compound, the relative change in 

the value of Aµ increases by only 1%. The decrease in unpaired electron density at 

the muon site with decreasing temperature for the Phenyl-SiNPs may be interpreted 

as an increase in conduction away from the muon site, which is similar to what is 

observed for conduction in metals, due to a reduction in the phonon excitations.24
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Table 6. CASTEP results for the tetrakis (2-phenylethynyl) silane and the Pheny-
SiNPs 

System Total 
charge 

(e) 

Total 
electron

ic 
density 

(e) 

Spin up 
(hbar/2) 

Spin 
down 

(hbar/2) 

Total 
spin 

(hbar/2) 

Aµ 
(MHz

) 

6 ang. 
Phenyl-
SiNPs 

0.310 0.680 0.360 0.320 0.04 323.9
7 

tetrakis(2-
phenylethyn
yl)silane 

0.306 0.694 0.375 0.319 0.056 436.5
9 

 

 

 

 

 

   
Figure 42. The calculated electronic energy states of the tetrakis(2-

phenylethynyl) silane muoniated molecule (left) and those of the muonated 6 
ang (right).The calculated electronic energy states of the tetrakis(2-

phenylethynyl) silane muoniated molecule (left) 
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As mentioned in Chapter 2, the muon stopping sites in both the model compound and the 

Phenyl-SiNPs were studied using Density Functional Tight Binding (DFTB) calculations in 

the DFTB+ code, and standard DFT calculations in the CASTEP code. The calculation was 

performed with the aid from Dr Leandro Miguel Liborio and Dr Simone Sturniolo. Figure 

42 shows the calculated electronic energy states of the model compound (left) and those of 

the muoniated 6 ang. Phenyl-SiNPs with six ligands attached to it (right).  These calculations 

were done with CASTEP.   The red and blue vertical stripes represent the electronic energy 

states for the up and down spin channels, and the black plots superimposed on these 

electronic energy states- represent the projected electronic states associated to the muon. 

The dotted vertical lines are the calculated Fermi energies.  

The electronic structure of the model compound shows a peak on the density of states at the 

Fermi energy in both channels, which indicates that there is a strong component of muon 

states at those energy levels. As muoniated model compound tetrakis(2-phenylethynyl) 

silane is a radical that has one unpaired electron in its highest occupied molecular orbital 

(HOMO), the combination of muon and electronic states at the Fermi level is what explains 

the relatively large values of the Aµ in this model compound.   

Furthermore, the electronic structure of the model compound shows a semiconductor-type 

minimum band-gap of approximately 1 eV in the down spin channel. No sensible increase 

in temperature will be able to allow the electrons in the HOMO to jump to the next energy 

levels and, therefore, the value of the Aµ of the muon is unlikely to go down. 

 

As regards the muoniated Phenyl-SiNPs, its electronic states resemble more the band 

structure of a metallic system, where there are several bands all close together in energy in 

its electronic structure. We expect these discrete states to come closer and closer to a 

continuum as the particle gets bigger, as metallic behaviour at the surface of Si nanoparticles 

is a known phenomenon.25  However, in this case the projected density of states associated 

with the muon are not exclusively at the Fermi level anymore, rather they are smeared above 

and below it. This combination of distributed muon states and metallic behaviour help 

explain why the Aµ in muoniated Phenyl-SiNPs is smaller than in the model compound.  

The electronic structure of the muoniated Phenyl-SiNPs systems also offers a qualitative 

explanation of the temperature dependence of Aµ.  For the real nanoparticles, the energy 

states at the Fermi level will likely form a continuum and, as the temperature increases, it 
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would be easier for an electron in a band close to the Fermi level to jump to the next energy 

level, as the levels will all be quite close to each other.   If the new occupied level had a 

smaller contribution to the hyperfine coupling it would end up lowering the total coupling.  

Moreover, the calculated electronic structures of the model compound and muoniated 

Phenyl-SiNPs systems also help explain the ALC-µSR results presented in Figure 40.   

The metallic-type electronic structure of the Phenyl-SiNPs is correlated with a larger 

electronic delocalization of its unpaired electron when compared to the unpaired electron in 

the tetrakis(2-phenylethynyl) silane model compound, whose electronic structure has a 

relatively large band gap that would make electronic delocalization more difficult. The 

larger electronic delocalisation in the Phenyl-SiNPs can affect affect the the bonds between 

the phenyl ring and the Si nanoparticle: rather than having a single-triple-single bond order, 

the electronic delocalisation may produce a different bond order that will likely affect the 

single bonds and increase the energy barrier for the phenyl rotation in the Phenyl-SiNPs, 

which is what is observed in the ALC-µSR results presented in Figure 40.    

 

Figure 43. DFTB+ average Mulliken charges of the organic ligands as a function 
of the average radius of the silicon nanoparticles and the number of attached 

organic ligands.  Nanoparticles with average diameters of 5 and 6 Å are shown. 
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Figure 44. DFTB+ average Mulliken charges of the hydrogen atoms in the 
organic ligands as a function of the average radius of the silicon nanoparticles 

and the number of attached organic ligands.  Nanoparticles with average 
diameters of 5 and 6 Å are shown. A maximum of 5 organic ligands could be 

attached to the 5 Å Si nanoparticles 

The purpose of our simulations is to model the effect of transforming the silicon atom in the 

model compound into a silicon nanoparticle with a high surface coverage of organic ligands. 

Hence, we had to develop an adequate physical model for the Phenyl-SiNPs that was, on one 

hand, large enough to represent the properties that were experimentally observed and, on the 

other hand, small enough to be computationally manageable. 

As the main property that we are simulating in this work is the Fermi contact terms Aµ and Ap 

of the muon and ipso hydrogen, we analysed the electronic charge in the organic ligands and, 

in particular, in the hydrogen atoms, as a function of the Phenyl-SiNPs size. 

We built the nanoparticles using the Wulff construction method, which gives the crystal shape 

under equilibrium conditions.26, 27 In this construction, the distance of a facet from the crystal 

centre is proportional to the surface energy of that facet, and the inner convex hull of all facets 

form the Wulff shape. For the construction of our nanoparticles, we used the (100), (111), (322) 

and (320) facets, and radii of 3 to 6 Å Then we radially attached 1 to 6 organic ligands to Si 

atoms in the nanoparticle. These ligands were distributed around the nanoparticle using a 

repulsion algorithm,28 which secures the maximum possible angular distance between these 

ligands. Due to their size, no more than five organic ligands could be attached to the 5 Å Si 

nanoparticles. 
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Figure 43 and Figure 44 show the DFTB+ average Mulliken charges, expressed in atomic units, 

of the organic ligands, and their corresponding hydrogen atoms, attached to Phenyl-SiNPs. The 

nanoparticles shown have average diameters of 4 and 6 Å and an increasing number of organic 

ligands attached to them. The nanoparticles with an average diameter of 6 Å and 6 organic 

ligands attached to them have average Mulliken charges converged to a tolerance smaller than 

0.005(e). These 6 ang. nanoparticles are composed of 30 silicon atoms, which is a size at which 

Si nanoparticles start showing properties which are characteristic of a nanoparticle-like state, 

i.e.: a state that is in-between the single Si atom and crystalline Si.29, 30 Hence, we adopted these 

6 Å 6 ligands Phenyl-SiNPs as representative of the experimental Si nanoparticles.  

The geometries of the Phenyl-SiNPs were relaxed using first DFTB+ and then CASTEP, using 

the parameters indicated in the previous subsection.  

 

4.5 Conclusions 

In summary, µSR measurements have shown that there is a difference in the electronic 

structure of the Phenyl-SiNPs and the tetrakis(2-phenylethynyl) silane model compound.  In 

particular, the µSR measurements have shown that the spin density on the muon is greatly 

reduced for the Phenyl-SiNPs system compared to the model compound. The low 

temperature values of the of Aµ are of the order of 450 MHz and 350 MHz for the model 

compound and the Phenyl-SiNPs respectively.  Furthermore, the changes of the relative 

values of Aµ with temperature in the Phenyl-SiNPs are 30 times larger than in the model 

compound.  This suggests that the Phenyl-SiNPs have much stronger thermoelectric 

behaviour than the model compund.  

 

A computational study using both DFTB+ and CASTEP supports these results, while also 

offering a qualitative explanation for the change in the bonding between the Si nanoparticles 

and the Phenyl rings and for the temperature dependence of Aµ in both the Phenyl-SiNPs 

and the model compound. Calculations indicate that the Phenyl-SiNPs have a metal-type 

electronic structure, while the model compound have a semiconductor-type electronic 

structure. This variation in the electronic structure of both systems, suggests a mechanism 

for enhanced electron transport in the Phenyl-SiNPs system.  
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This combined µSR and computation study has therefore provided insight into the enhanced 

thermoelectric properties of Phenyl-SiNPs, and has also allowed us to propose a microscopic 

mechanism that explains this thermoelectric behaviour.   
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Chapter 5: Si-based anode material for lithium-ion battery 

 

The following chapter describes the synthesis of hollow structured Si@TiO2 and the techniques 

used to test the assembled batteries. A description of the LAND battery test system and CHI-

660E electrochemical workstation is presented. The results of X-ray Electron Spectroscopy, 

Scanning Electron Microscope and X-ray Powder Diffraction are also discussed. 
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5.1 Background 
Silicon has very high energy capacity in theory; a comparison between silicon and common 

anode materials is shown in Table 7. Graphite is an anode material used widely in our daily 

lives. The theoretical specific capacity is 372 mah/g. Alloy-type anodes have a better ability 

to store Li than graphite anodes. However, silicon has up to ten times more graphite, up to 

4200 mah/g, which is the highest known theoretical specific capacity. Li, Sn and Al have 

been widely studied as anode materials in research.1-3  

 

Table 7. Comparison of different anode materials. 

Anode 
materials C Li Si Sn Sb Al Mg 

 

Li4Ti5O12 

  

Bi 

Lithiated 
phase LiC6 Li Li4.4Si Li4.4Sn Li3Sb LiAl Li3Mg Li12Ti5O12 Li3Bi 

Theoretical 
specific 
capacity 
(mAh g-1) 

371 3862 4200 994 660 993 3350 175 385 

Theoretical 
volume 
capacity 
(mAh cm-3) 

837 2047 9786 7246 4422 2681 4355 613 3765 

Volume 
change (%) 12 100 320 260 200 96 100 1 215 

 

With such high energy capacity, silicon will expand while cycling4 (see Figure 45). Silicon has 

the highest theoretical specific capacity, but also the highest volume change. If the diameter of 

a silicon nanoparticle is over 150 nm, it will crack and fracture. The battery will be broken after 

that. Sizes smaller than 150 nm silicon nanoparticles will also expand. The design of a yolk-

shell silicon nanoparticle would help to dissolve the expansion problem. 
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Figure 45. Different cracking or fracture with different sizes of silicon 
nanoparticles 

 

5.2 Synthesis of hollow structured Si@TiO2 

 

Figure 46. Synthesis of hollow structured Si@TiO2  

 

To overcome the disadvantage of silicon, a titanium dioxide shell is designed to wrap the 

silicon nanoparticles. The procedure is shown in Figure 46. 

Materials used for the synthesis are listed below:  

Glucose, silicon nanoparticle (60 nm, Thermo Fisher), Titanium Isoproproxide, Ethanol, DI 

water. 

Si@TiO2 was prepared in a normal environment with the following procedure:  

70 g glucose and 0.7 g silicon nanoparticles are mixed and sonicated in 70 ml DI water to 

get a dark brown suspension because silicon nanoparticles will not dissolve in DI water. The 

dark brown suspension needs to be transferred into a Teflon reaction still and fixed into a 

stainless stell autoclave, then put the autoclave into the oven and heat at 180 oC for 8 hours. 

After heating, centrifuge the product 3 times at 10000 rpm for 10 min is required to wash 
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away the extra glucose. The dark brown slurry left after centrifuging was dried under 

vacuum for 4 hours to get dry powder. After that, 20 ml of titanium isoproproxide contained 

Ti4+ and 30 ml of ethanol were mixed and sonicated to make sure that the Si@C is spread 

properly and then age the mixture for 12 hours. The aged suspension needs to be washed 

three times with centrifuge to remove the extra Ti4+. The white mass left after wash was 

dried in the oven at 40 oC for 4 hours to get white powder. The white powder is heated in 

the furnace at 550 oC for 2 hours with 5 oC heating rate to get final product which is brown 

and white solid. 

Owing to its low structural strain and non-toxicity, TiO2 has gained immense attention as a 

safe electrode material for lithium-ion batteries (LIBs). It has been reported to be a superb 

anode material because of its great chemical stability.5, 6 Titanium is used as part of anode 

materials with high specific capacity materials, such as Li and Al, to improve the stability 

of this kind of anode material1, 3 In this study, Ti4+ in ethanol was used to react with oxygen 

to give a TiO2 shell outside the silicon nanoparticles. This shell is a safe electrode and helps 

prevent the extension of silicon while charging and discharging.   

 

5.3 Synthesis of adjusted hollow structured Si@TiO2 

Based on the battery performance achieved from the previous recipe, the specific capacity 

was lower than expected and similar to TiO2. The TiO2 shell outside the silicon core is too 

thick. The XPS survey also proved this, see Figure 49. The amount of Ti4+ needed to be 

reduced to obtain a thinner shell. Then the adjusted procedure is shown below. 

Materials used for the synthesis: Glucose, silicon nanoparticle (60 nm, Thermo Fisher), 

Titanium Isoproproxide, Ethanol and DI water. 

The amounts used in the synthesis of Si@TiO2 were adjusted. The updated procedure is 

shown below: 

70 g glucose and 0.7 g silicon nanoparticles are mixed and sonicated in 70 ml DI water to 

get a dark brown suspension because silicon nanoparticles will not dissolve in DI water. The 

dark brown suspension needs to be transferred into a Teflon reaction still and fixed into a 

stainless stell autoclave, then put the autoclave into the oven and heat at 180oC for 8 hours. 

After heating, centrifuge the product 3 times at 10000 rpm for 10 min is required to wash 

away the extra glucose. The dark brown slurry left after centrifuging was dried under 
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vacuum for 4 hours to get dry powder. After that, 5 ml of titanium isoproproxide contained 

Ti4+ and 30 ml of ethanol were mixed and sonicated to make sure that the Si@C is spread 

properly and then age the mixture for 12 hours. The aged suspension needs to be washed 

three times with centrifuge to remove the extra Ti4+. The white mass left after wash was 

dried in the oven at 40oC for 4 hours to get white powder. The white powder is heated in the 

furnace at 550 oC for 2 hours with 5 oC heating rate to get final product which is brown and 

white solid. 

 

5.4 Characteristics of Si@TiO2 

5.4.1 X-ray Photoelectron Spectroscopy 

XPS is a surface technique. The XPS survey spectrum obtained from pure silicon 

nanoparticles is shown in Figure 47, and the XPS survey spectrum of Si@C with high 

resolution of Si 2p, O1s and C1s is shown in Figure 48. The XPS survey spectrum of 

Si@TiO2 (high amount of TiO2) and a high resolution of Si 2p and Ti 2p is shown in Figure 

49, and the XPS survey spectrum of Si@TiO2 (low amount of TiO2) and high a resolution 

of Si 2p and Ti 2p is shown in Figure 50. 
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Figure 47. XPS survey spectrum obtained from Si powder (Step: 1 eV) 



 
 

 
106 | P a g e  

 

1400 1200 1000 800 600 400 200 0

0.00E+000

1.00E+010

2.00E+010

3.00E+010

 

 

C 1sO 1s

O KLL

C
PS

Binding energy (eV)

 Si@C

C KLL
Ti 2p

Si 2p

 

108 106 104 102 100 98 96 94

6E6

7E6

8E6

9E6

1E7
 Raw
 Si-C
 Si-O
 Si-Si
 Envelope

 

 

C
PS

Binding energy (eV)

(a) 

542 540 538 536 534 532 530 528 526 524

2.00E+008

4.00E+008

6.00E+008

 Raw
 C=O
 Ti-O
 Si-O
 Envelope

 

 

C
PS

Binding energy (eV)

(b)

 



 
 

 
107 | P a g e  

 

300 298 296 294 292 290 288 286 284 282
0.00E+000

2.00E+008

4.00E+008

 Raw
 C=O
 CO/Ti
 C-O
 Envelope

 

 

C
PS

Binding energy (eV)

(c) C1s

 

Figure 48. XPS survey spectrum obtained from Si@C with 1 eV step (a) high 
resolution spectrum obtained from Si@C showing  Si2p region with 0.1 eV step 
(b) high resolution spectrum obtained from Si@C showing of O1s with 0.1 eV 

step (c) high resolution spectrum obtained from Si@C showing C1s region with 
0.1 eV step 
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Figure 49. XPS survey spectrum obtained from Si@TiO2 with 1 eV step (a) High 
resolution spectrum obtained from Si@TiO2 showing Si2p region with 0.1 eV 

step (b) High resolution spectrum obtained from Si@TiO2 showing Ti2p3/2 and 
Ti2p1/2 region with 0.1 eV step 
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Figure 50. XPS survey spectrum obtained from Si@TiO2 with less amount of 
titanium (a) High resolution obtained from Si@TiO2 with less amount of 

titanium showing Si2p region with 0.1 eV step (b) High resolution obtained 
from Si@TiO2 with less amount of titanium showing Ti2p3/2 region with 0.1 eV 

step 

Figure 47 shows the XPS survey of pure 60 nm silicon nanoparticles with step of 0.1 eV. The 

major peaks are O1s and Si2s and Si2p. After heating silicon nanoparticles and glucose in oven 

at 180°C, there was a thick carbon shell outside the silicon nanoparticles. This is shown in 

Figure 48: a strong C1s peak appears and covers the signal from Si. XPS is a technique to 

detect the surface of materials. C1s is 77.46% and O1s is 21.55%. The signal from silicon 

is weak, and the percentage of silicon is 0.98% because the XPS is not able to analyse more 

than 5-10 nm. This proves that there should be a thick shell outside the silicon nanoparticle. 

But the sample is polluted by Ti during synthesis, there is Ti peak shown in the spectra.  

The Si@C was aged with titanium isoproproxide and heated to 550°C in a furnace without 

air protection to react all the carbon with oxygen to obtain a hollow structured Si@TiO2. 

From Figure 49, it can be observed that the Ti peak is much stronger than the C peak. There 

are Ti2p3/2 and Ti2p1/2, shown in Figure 49(b). Compared with Si2p, shown in Figure 49(a), 

the Si:Ti ratio is around 1:9. Silicon is 2.25% and Ti is 18.44%. The evidence shows that 

the carbon reacts with oxygen and a thick titanium dioxide shell is wrapped outside the 

silicon nanoparticles. However, the signal of Si is still covered. When analysing the XPS 

survey spectrum with the battery performance, it can be seen that the amount of Si is much 

lower than the amount of titanium. The specific capacity of titanium dioxide is around 200 

mah/g. The high percentage of silicon may increase the specific capacity of the battery. The 

amount of titanium was therefore reduced to obtain a thinner shell outside the silicon 

nanoparticles. Figure 50 shows the XPS survey spectra after reducing the amount of titanium 
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isoproproxide when ageing. A signal from silicon is detected, and the signal from Ti is much 

lower than from Ti 2p. The atomic percentage of silicon was calculated as 8.75%, over 90 

times more than the atomic percentage of Ti, which is 0.2%. This is evidence that the shell 

is thinner than in the previous sample.  

5.4.2 X-ray Powder Diffraction 
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Figure 51. XRD spectrum obtained from Si@TiO2 

The observations made using XPS are also visible in the XRD spectrum, shown as TiO2. 

Silicon 111 NP, Si 220 and Si 400 are visible in Figure 51, which with the observation from 

XPS could prove that the silicon nanoparticles are wrapped by TiO2. 
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5.4.3 Scanning Electron Microscope 

 
Figure 52. SEM image of raw 60 nm Si nanoparticles used for the synthesis 

 

SEM was utilised to determine the size and shape of Si@TiO2. It shows that TiO2 might 

wrap multiple silicon nanoparticles together. From the image for the Si@TiO2, multiple 

sizes of nanoparticles are obtained because not only one silicon nanoparticle is wrapped by 

the TiO2 shell. If more than one nanoparticle is wrapped by the TiO2 shell, its size and shape 

will be changed. The SEM image of raw silicon nanoparticles is shown in Figure 52. The 

size of the raw silicon nanoparticles used for the synthesis is only 60 nm; the resolution of 

SEM is not able to provide a clear image of these particles. 
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Figure 53. SEM images of Si@C. Si@C is the product after burning glucose and 
Si nanoparticles in the oven at 180oC, (a) SEM image with 100 µm scale, (b) 

SEM image with 10 µm scale 

(b) 

(a) 
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The 60 nm silicon nanoparticles were mixed with DI water and glucose. The mixture was 

heated to 180oC for 12 hours. There was a thick carbon shell outside the silicon nanoparticles, 

around 500 nm in size. The SEM image is shown in Figure 53. The particles are larger than 

the raw material. This is also proved by the XPS survey of Si@C, where the percentage of 

C is 77.46%. The shell is so thick that the XPS can not receive a signal from the silicon 

nanoparticles inside.  

The next step is ageing Si@C with titanium isoproproxide; the SEM image from 

Si@C@TiO2 is shown in Figure 54. A thick titanium dioxide shell is not expected because 

it would not improve the battery performance. From the SEM image, it can be observed that 

the size is similar to that of Si@C. The titanium dioxide shell will be only several 

nannometers, so it is hard to tell the difference after ageing with titanium isoproproxide. The 

Si@C@TiO2 was heated to 550oC without any air protection. The solution of titanium 

isoprorpoxide contains Ti4+, which will react with oxygen to give a TiO2 shell. The ageing 

process is in solution, so not all the Ti4+ will change to TiO2. This step will help to avoid 

Ti4+ and part of the carbon will react with oxygen as well. After burning away the carbon 

between silicon nanoparticles and TiO2, the size will be similar to the previous Si@C or 

Si@C@TiO2, but many anatase shells also merged with each other, thus forming connected 

yolk-shell Si@TiO2 clusters, like biological tissue that contains many adjacent cells.7 
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Figure 54. SEM images of Si@C@TiO2 after ageing the Si@C with titanium 
isoproproxide with different scales, (a) SEM image with 50 µm scale, (b) SEM 

image with 10 µm scale 

(b) 
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(a) (b) 

(c) 
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Figure 55. Higher resolution SEM images of Si@TiO2, different shapes of 
Si@TiO2 are shown, (a) SEM image with 10 µm scale, (b) SEM image of another 
part of the sample with 10 µm scale, (c) SEM image with 5 µm scale, (d) STEM 

image with 100 nm 

 

5.5 Battery assembly procedure 

To measure the performance of the battery with Si@TiO2 as the anode, carbon black, binder 

and our sample were mixed together. The mixture was coated with copper foil and cut to a 16 

mm circle to fit the battery case.  

Basic materials used for battery assembly were: PVDF (Polyvinylidene fluoride 50mg/ml), 

separator (Celgard), activated charcoal, 1-Methyl-2-pyrrolidone, lithium, foamed nickel and 

LiPF6 in a mixture of ethylene carbonate/ dimethyl-carbonate/ethyl-methyl-carbonate (1:1:1). 

Assembly is one of the important elements of battery capacity. The manufactory problem will 

fail the battery when the battery is tested. The assembly steps are shown in Figure 56: 

(d) 
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1. Dry the sample completely. 

2. Weigh 0.16g sample mixed with 80mg PVDF and 80mg graphite. Add 200μl 1-Methyl-2-

pyrrolidone. 

3. Stir the mixture for 12 hours to fully mix the sample. 

4. Make sure the mixture has mobility. If it is too thick to flow, add more 1-Methyl-2-

pyrrolidone. If it is too thin, stir for longer. 

5. After stirring, use a coating device to paint the surface sample with copper foil. 

6. After drying for 12 hours in the vacuum oven, use a tablet press machine to cut the copper 

foil with the sample into a circle. Then cut the copper foil separately to calculate the average 

weight of the copper foil. 

7. Then put the round copper foil with the sample into the oven to dry them again. 

 

In the glovebox: 

The gas used for the glovebox is 95% N2 and 5% H2 to protect the oxygen sensitive materials. 

Put the circle of copper foil over the positive electrode battery case. Cover the copper foil with 

a separator. Then put the foamed nickel with a piece of lithium above them. Finally, drip on 3-

4 drops of electrolyte and assemble the battery.  

There are two common binder systems: PVDF+NMP and SBR+CMC. PVDF and SBR are the 

binders to make sure that the sample can be coated with the copper foil properly. NMP and 

CMC are used to make the powder of active materials and carbon black can be easily spread in 

the slurry. The solvent for SBR and CMC is DI water. The carbon black and Si@TiO2 are 

lighter than water, so they cannot be mixed well in this system. PVDF and NMP do not have 

this problem. 
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Figure 56. Assembled structure of coin cell 

5.6 Half-cell and full-cell cycling test 

 

Figure 57. Cycling data from carbon black as a comparison with Si-based anode 
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The anode materials are assembled into a half cell. 1M LiPF6+EC/DMC(1:1 v/v)+2% VC is 

chosen as the electrolyte. From Figure 57, it can be observed that the specific capacity of carbon 

black is lower than 150 mAh/g, which is also lower than the theory specific capacity: 372 

mAh/g. The specific capacity of the first cycle can be up to 500 mAh/g. It will drop down 

rapidly in the second cycle. 

 
Figure 58. Cycling data from Si@TiO2 (high amount of Ti) 

Before the adjustment of the amount of titanium isoprorpoxide, the battery performance is 

shown in Figure 58 and Figure 59, when assembling the battery with the thicker titanium 

dioxide shell silicon nanoparticles. 
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Figure 59. Columbic efficiency and specific capacity data from Si@TiO2 (high 

amount of Ti) 

The specific capacity of the higher amount of titanium is around 200 mAh/g; in the first cycle 

it can be up to 340 mAh/g, which is far away from the theory specific capacity of silicon and 

similar to the performance of titanium. The working voltage is around 1.8 V which is quite 

high when compared with silicon Combining this data with the previous XPS and XRD, the 

titanium dioxide shell is too thick, so the silicon does not contribute to the reaction during the 

charging and discharging cycles.  
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Figure 60. Cycling data from Si@TiO2 (low amount of Ti) 

After reducing the amount of titanium, the capacity of Si@TiO2 improved a lot. The specific 

capacity of the first cycle can be up to 630 mAh/g, shown in Figure 60, which is almost double 

the capacity of the commercial materials used in batteries. Also, the stability was much better 

than the heavy titanium sample. After 50 cycles, the specific capacity was still 470 mAh/g, 

which was around 75% of the initial cycle, shown in Figure 60. The heavy one showed less 

than 50% specific capacity left after 10 cycles.  
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Figure 61. Columbic efficiency and specific capacity from Si@TiO2 (low amount) 

and cycling data from Si@TiO2 (1, 5, 10,20, 30, 50 cycle) 

From Figure 62, it can be observed that the columbic efficiency remains at 100% and the 

specific capacity drops down from 550 mAh/g to 470 mAh/g from the second cycle to the 50th 

cycle.  
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A half-cell battery is not able to be used in daily life; it is just a research standard to obtain data 

from the materials that people focus on. It is therefore necessary to assemble and test a full-cell 

battery. However, which kind of cathode materials is chosen is quite important. LiCoO2 is 

selected as the cathode materials. The theory capacity of LiCoO2 is up to 274 mAh/g. The full-

cell test results show that 

Figure 62. Full-cell cycling data from Si@TiO2 (mass loaded: 0.958mg), around 
1 mg si-based active material loaded on the anode chip  

the specific capacity for the silicon-based anode can be over 380 mAh/g after 150 cycles, 

which is over 7 times the specific capacity of graphite, shown in Figure 62 and Figure 63. 



 
 

 
124 | P a g e  

 

 

Figure 63. Columbic efficiency and capacity from Si@TiO2 for full cell 

5.7 Electrochemical workstation test 

The CV curve is shown in Figure 64, which displays the reduction-oxidation reaction of the 

silicon-based anode during the first charging and discharging cycle within the voltage range 0-

3.0 V at scan rate 0.1 mV s-1. There is a primary reduction peak at about 0.6 V, which mainly 

corresponds to the silicon and a sharp peak around 1.5 V, possibly owing to the TiO2. The 

observed oxidation peaks at 0.7 V and 1.4 V should be attributed to the lithium insertion into 

the silicon and TiO2. The TiO2 shell is too thick for the second charge-discharge cycles. The 

whole TiO2 shell contributes to redox reaction; the deep TiO2 did not participate inthe redox 

reaction. 

  



 
 

 
125 | P a g e  

 

 

Figure 64. CV curve of Si@TiO2 

 

Figure 65. Electrochemical impedance spectra for Si@TiO2 with frequency 
range from 0.01 to 100 kHz 
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5.8 EMU study for lithium ion diffusion 

5.8.1 Background 

The research on energy storage devices such as LIBs is vital for electric vehicles (EVs), 

electronic devices and grid-scale energy storage. According to the recent reports by market 

research firms, IHS Isuppli, Transparency Market Research and Taiyou Research, the global 

market for LIBs alone is expected to expand to US$53.7 billion a year by 2020. The surge in 

production of EVs by the car industry, including Tesla, Nissan and General Motors, makes a 

significant contribution to such a high demand. However, the current batteries can only take a 

car about 400 km after a single charging, which is substantially less than the range of 

conventional cars. If a battery’s energy density could be doubled, the driving range would be 

doubled. 

Research into replacing the traditionally used graphite for silicon as an anode material for LIBs 

has become increasingly prominent over the years. This is due to the promising electronic 

properties silicon has to offer over graphite. It has been widely reported that silicon has an 

exceptionally high specific capacity of 4200 mAh/g, especially when compared to the currently 

used graphite anode capacity of 372 mAh/g.8 The higher capacity renders a higher energy 

density availability in energy storage devices, which is crucial for EVs and grid-scale energy 

storage. Silicon makes up 27.7% of the Earth's crust and it is the 2nd most abundant element 

in the crust. In addition to abundance, the availability of silicon is also greater, as silicon is 

routinely found in the form of complex silicate minerals. 

Despite having a much larger theoretical capacity, silicon has been plagued by large volume 

expansion and contraction upon lithiation and delithiation, resulting in the anode cracking and 

sintering, thus giving the anode a very short lifetime. The use of silicon nanoparticles 

compacted together with titanium oxide in a hollow structure has increased the anode lifetime 

towards commercial application levels with a real capacity of almost twice that of graphite.9  

 

5.8.2 Experimental discussion 

In a conventional graphite anode, it takes six carbon atoms to hold one lithium ion. In a silicon 

anode, each silicon atom can hold four – a huge advantage. Here we propose a brand-new 

project in EMU,10 to investigate the kinetics of lithium ions in our unique high capacity anode 

materials with the following two aims:  



 
 

 
127 | P a g e  

 

(i) to study the temperature effect on muon relaxation rate with lithium ion diffusion. 

Since this is the first time investigating such anode materials, we need to know whether muons 

are sensitive to Li intercalated in these materials and the temperatures of Li diffusion 

occurrence. 

(ii) to investigate the effect of silicon nanoparticles’ concentration on the capacity of the anodes. 

Muon relaxation should increase as lithium concentration increases. Li concentration is 

dependent on the charging states and it is affected by the silicon nanoparticles in this case. 

The anode materials, silicon nanoparticles encapsulated in a TiO2 hollow structure, have been 

synthesised in lab, forming a 0.2 mm thickness anode coated with 10 µm copper foil. The areal 

densities of these materials are such that the majority of muon stops will be in the anode; 

however, it is likely that there will be a small copper component in the signal, which will be 

needed to be considered during the data analysis. Anode materials with (a) 0% and (b) 10% 

silicon nanoparticles mixed with graphite will be studied, each in three charging states: (i) zero 

charged; (ii) half charged; (iii) fully charged. Therefore, in total, we have six samples to 

measure. In the future, we need an in-situ measurement facility to accommodate the full study 

of this project.  

A muon study on Li-ion diffusion in Li intercalated graphite C6Li and C12Li probed has been 

successfully conducted.11 We expect to employ a similar methodology to study silicon anodes. 

Assuming an average count rate of ~120 Mev/hr, samples are to be measured in zero field (ZF), 

a weak longitudinal field (LF), and a weak transverse field (wTF) in the temperature (T) range 

between 50 and 500 K using a cryo-oven; we estimate at least 24 hours per sample. In total, 

we request 6 days to complete this preliminary experiment. The EMU experiment has been 

carried out with an uncharged sample and a half-charged sample. Along with these two samples, 

it is important to add the fully charged one to the data set. 
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Figure 66. Lithium diffraction from uncharged Si@TiO2 (a) uncharged Si@TiO2 

at 50 K with zero field (b) uncharged Si@TiO2 at 50 K with 500 Gauss field (c) 
uncharged Si@TiO2 at 390 K with zero field (d) uncharged Si@TiO2 at 390 K with 

500 Gauss field 

The form of the ZF data measured at 50K from an uncharged sample during the beamtime can 

be modelled in a manner consistent with that described in previous research,12 using a Kubo 

Toyabe to represent the muons stopped in the Cu foil (sigma ~ 0.37 µs-1) and a relaxation term 

to describe muons stopped elsewhere. In our case, because there is no Li present and other 

moments (Ti, Si, O) are weak, this was slowly relaxed at 50K (lambda ~0.018 µs-1) – there is 

likely to also be a contribution to this decay from muons stopped outside the sample, as the 

present sample mounting is not fully optimised. When the temperature was increased to 390 K, 

the lambda was about 0.0039 µs-1. 
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Figure 67. Lithium diffraction from uncharged Si@TiO2 (a) charged Si@TiO2 at 
50 K with zero field (b) charged Si@TiO2 at 50 K with 500 Gauss field (c) 

charged Si@TiO2 at 390 K with zero field (d) charged Si@TiO2 at 390 K with 500 
Gauss field 

The half-charged sample was measured with the same temperature and field. After the lithium 

was added to the sample, the relaxation was stronger than in the uncharged one (lambda ~0.011 

µs-1). Comparing these two samples, we are sure that there is a contribution to this decay from 

muon stopped by the lithium ion. 

 

5.9 Biomass silicon nanoparticles 

Apart from Si@TiO2, biomass silicon nanoparticles are researched in this project as well. 

Biomass SiOx based anode material from barley husk was produced by the procedure shown 

in Chapter 1. More data is required to prove this material has high specific capacity.  The 

specific capacity is related to the x of SiOx, one way to improve the capacity is to reduce the 

oxygen. In the future work, the effect of oxygen will be researched.  
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Biomass SiO2-C is designed. Biomass SiO2-C from barley husk was processed by the 
following Scheme 1: 

 

Scheme 1: Procedure for biomass SiO2-C 

Barley husk was dried in an oven at 40oC overnight. Acid wash was taken afterwards to remove 

the P, K, S etc. contained in the barley husk. Si, O and C will be left for the remaining process. 

The residue is ball milled to obtain SiO2 and C. The powder after ball milling is heated to 650oC 

with N2 protection. After those steps, SiO2 is embedded into the carbon.  

Also, aluminum could be one factory to improve the performance of this material. In the future 

work, the effect of addition of aluminum can be researched.  

5.9.1 Characteristics of biomass silicon nanoparticles 

5.9.1.1 X-ray Photoelectron Spectroscopy 

X-ray Photoelectron Spectroscopy (XPS), involves the interactions of x-ray beams with the 

sample solid surface to produce energy peaks for electrons that react to a specific energy. The 

XPS survey spectrum obtained from biomass silicon nanoparticles is shown in Figure 68, 

high resolution of Si 2p and C 1s are shown in (a) and  (b). 

After heating silicon nanoparticles with N2 protection in furnace at 650°C, some of the carbon 

will react with the O of SiO2, but there was carbon left outside the silicon nanoparticles. 

This is shown in Figure 68 (b): a strong C 1s peak appears and covers the signal from Si. 

XPS is a technique to detect the surface of materials. C1s is 83.08% and O1s is 16.35%. The 

signal from silicon is weak, and the percentage of silicon is 0.57% because the XPS is not 

able to analyse more than 5-10 nm.  
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Figure 68. XPS survey for biomass silicon nanoparticles with 1 eV step (a) High 
resolution spectrum obtained from biomass silicon nanoparticles showing Si2p 

region with 0.1 eV step (b) High resolution obtained from biomass silicon 
nanoparticles showing C1s region with 0.1 eV step 
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5.9.1.2 Scanning electron microscope 

 

    

Figure 69. SEM images for biomass silicon nanoparticle with 1 µm and 100 nm 
scale 

SEM images for biomass silicon nanoparticles with 1 µm and 100 nm scale are shown in 

Figure 69. Due to the large amount of carbon contained in this sample, silicon is not able to 

be found in SEM. The carbon wrapped outside will potentially help to reduce the volume 

change while charging and discharging. 

5.9.2 Half cell cycling performance test 

This silicon based biomass material is coated and assembled into coin cell following the same 

structure shown in Figure 56. The initial cycle is 1880 mAh/g, but there is a 44% drop between 

the first and second cycle. After 38 cycles, the specific capacity is still around 800 mAh/g, 

which is 6 times than graphite. The coulombic efficiency is above 100% for the majority of the 

38 cycles. 
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Figure 70. Specific capacity of biomass silicon nanoparticles.  

 

Figure 71. Columbic efficiency and specific capacity from biomass silicon 
nanoparticles. 
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5.10 Summary and conclusion 

Compare the XPS spectra obtained from Si@C and Si@TiO2, the peak of Si-C disappears in 

the XPS spectrum obtained from Si@TiO2. That clearly prove the carbon was burned away. 

The peak of TiO2 in the spectrum of Si@TiO2 shows that the Ti contained in the titanium 

isoproproxide is Ti4+ and the silicon nanoparticles are wrapped by TiO2. All the data confirm 

the hollow structured silicon nanoparticles wrapped by TiO2 have been successfully 

synthesized and the battery performance prove the silicon nanoparticles have the potential to 

be an anode material to improve the performance of market level lithium-ion batteries. 

Furthermore, not only the commercial silicon nanoparticles can be the core of the hollow 

structured nanoparticles. The biomass silicon nanoparticle might be an alternative nanoparticle 

to reduce the cost. However, the amount of titanium isoproproxide for aging still need to be 

researched to get a suitable thickness of the TiO2 shell, not too thick to prevent the redox 

reaction. 

For the biomass silicon nanoparticles, silicon nanoparticles can not be seen in the SEM image 

because there are a lot of carbon. But a weak signal of Si in the XPS spectrum shows silicon is 

embedded in carbon. The battery performance proves this biomass silicon nanoparticles can 

reach to high capacity. However, the capacity of the second cycle drops rapidly. That is similar 

to the performance of SiO2. Also, only small amount of silicon contain in the barley as all the 

silicon are in the barley husk. If the barley husk can be rolled as the raw material and pure the 

silicon more, the performance would be better. 
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Chapter 6 Future work 

 

 

In this chapter, future work is proposed: silicon nanoparticles from natural product for 

lithium-ion batteries, synthesized Si@TiO2 for lithium-ion batteries and EMU. 
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Future work can be divided into two parts. The first part is silicon nanoparticles embedded in 

carbon from barley husk. The second part is synthesized hollow-structured silicon 

nanoparticles. The second part can be divided into two separate research purpose. One is for 

lithium-ion batteries, one is for EMU. 

6.1 Biomass SiOx based anode material  

Background of biomass SiOx based anode material from barley husk was shown in Chapter 1 

and some data is shown in Chapter 5. However, more data is required to prove this material 

has high specific capacity.   

The specific capacity is related to the x of SiOx, one way to improve the capacity is to reduce 

the oxygen. In the future work, the effect of oxygen will be researched. Possibly, the speed of 

ball milling can be increased to react more O with C to improve the purity of Si.  

The original material using in this project is the whole wheat, the barley husks are the purpose 

raw material. After changing to barley husks, the amount of carbon will be reduced. 

Also, aluminum could be one factory to improve the performance of this material. In the future 

work, the effect of addition of aluminum can be researched.  

One more thing needs to be researched is the pollution during the heating in furnace, it might 

increase the cost in production.  

6.2 Synthesis of hollow structured silicon nanoparticles 

The procedure of this material is shown in Chapter 5. This material has shown higher specific 

capacity than the commercial carbon used in batteries. However, it is still far away from the 

theoretic specific capacity of Si. The material of the shell can be changed to get better 

performance in the future.  

 

Figure 72. Future synthesis of hollow structured silicon nanooptics. 
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The structure of hollow structured silicon nanoparticles can be adjusted to get higher capacity. 

An additional carbon layer can be added between TiO2 and Si. For the existing sample, a better 

set of electrolyte and binder should be tried to improve the performance. Also, lower amount 

of Ti4+ can be tried to reduce the TiO2 shell outside the silicon nanoparticles. 

For the EMU experiment, the fully charge and fully discharged data is needed to be compared.  
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