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Abstract

Observational data and high resolution (<4 km grid spacing) Met Office Unified Model

(MetUM) output is used to investigate the dominant causes of surface melting on the Larsen

C ice shelf. In the first two parts of the thesis, a case study approach is used to examine the

role of wintertime foehn winds and summertime cloud phase on the surface energy balance

(SEB) of Larsen C, and therefore surface melting. Firstly, wintertime foehn events are shown

for the first time to drive significant and unseasonal surface melting by greatly enhancing

surface sensible heat fluxes. Secondly, it is demonstrated that cloud phase, and particularly

liquid water content, strongly influences the SEB and surface melting. More accurate model

representations of cloud phase are shown to reduce biases in SEB terms and melt. As part of

this work, an optimised MetUM configuration is developed for the Antarctic Peninsula.

Thirdly, the final part of the thesis presents and analyses a novel, multi-decadal (1998-

2017) model hindcast for Larsen C. The hindcast reproduces observed patterns of foehn-driven

melt, making it one of the first long model simulations to do so. Solar radiation is the dominant

driver of melting, but cloud phase is shown to determine its extent and duration via feedbacks

on temperature and energy fluxes, and foehn winds are especially important for producing

melt in non-summer seasons. Large-scale patterns of climate variability like the Southern

Annular Mode (SAM) establish conditions for foehn- and cloud-mediated melting to occur.

This advanced understanding of processes contributing to surface melting on Larsen C

establishes a baseline for future projections. If recent trends towards a more positive SAM and

higher temperatures continue in future, surface melting could increase enough to destabilise

the ice shelf, potentially contributing to sea level rise.
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1Introduction

This thesis will investigate the atmospheric causes of surface melting on the Larsen C ice shelf

on the Antarctic Peninsula. It aims to identify key processes contributing to surface melting,

and to quantify their effects in the present and in recent decades. This understanding will

be instrumental for deriving estimates of how surface melting on Larsen C might change in

the future, with implications for the surface mass balance of the Antarctic Peninsula and its

contribution to global sea level rise.

The over-arching research question that underpins this entire thesis is:

“What are the most important atmospheric processes that drive surface melting

on the Larsen C ice shelf?”

To answer this question, this thesis will first examine current knowledge of the most

important processes on Larsen C, and then present work that addresses areas of uncertainty.

Chapter 2 synthesises the published literature, summarises current scientific understanding,

and identifies important knowledge gaps that this thesis will address.

The primary analytical tool used throughout the thesis is the UK Met Office Unified

Model (MetUM), a numerical weather and climate prediction model used for operational and

research purposes. Model case studies, longer simulations and a multi-decadal hindcast are all

produced using the MetUM, and these are compared with available in situ data for validation

and comparison. Further detail of the model physics, parameterisations and setup is given

in Chapter 3 and the specific experiments, methods and adaptations used for each section

of work is outlined at the start of the relevant results chapter. Similarly, information about

the primary data sources is provided in Chapter 3 and summarised in each results chapter

(Chapters 4 - 6).

The three sections of work presented in Chapters 4 - 6 investigate specific atmospheric

features or processes in detail using model simulations of case studies, longer simulations and

a multi-decadal hindcast. Specifically, Chapter 4 evaluates the role of orographically-driven

foehn winds in driving wintertime surface melting on Larsen C during two specific case studies

in May 2016. It aims to address three key research questions: 1) Do foehn events occur on

Larsen C during winter? 2) What is the effect of wintertime foehn on the surface energy

balance (SEB) of Larsen C? 3) Do wintertime foehn events cause melting on Larsen C?
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Chapter 5 investigates the importance of cloud phase in determining the amount and

evolution of surface melting during summer. It aims to determine the influence of cloud phase

on the summertime SEB of Larsen C and how this is represented in the MetUM by drawing

together two observational datasets and evaluating model performance during two case studies

and one longer model simulation. It investigates several key questions: 1) Is the MetUM able

to represent observed cloud phase and microphysics? 2) How does cloud phase influence the

SEB in observations and the MetUM? 3) Can a double-moment microphysics scheme improve

simulations of cloud phase? 4) How does summertime cloud phase influence the SEB during

the entire OFCAP period? Chapter 5 identifies an optimum MetUM configuration that best

represents summertime mixed-phase cloud properties and their effect on the SEB of Larsen C,

which is then used to produce the model hindcast presented in Chapter 6.

Chapter 6 synthesises understanding from the preceding two results chapters, as well

as published studies summarised in Chapter 2, to evaluate the role of various atmospheric

processes in a high-resolution MetUM model hindcast of the period 1998-2017. Chapter 6

explores the mean near-surface meteorology of Larsen C, and presents a climatology of several

pertinent variables such as temperatures, winds and surface energy fluxes. The importance of

foehn winds are again evaluated, and the frequency and variability of these events is calculated

annually, seasonally and inter-annually, as is the importance of foehn for the evolution of

surface melting. The importance of cloud phase is again explored, and the role of large-scale

circulation patterns and regional atmospheric features such as the Southern Annular Mode, El

Niño Southern Oscillation and Amundsen-Sea Low in establishing conditions for melting is

comprehensively evaluated. Chapter 6 examines six main research questions: 1) How does

the SEB of Larsen C vary throughout the year? 2) How does cloud influence surface melting

on Larsen C? 3) Where and when do foehn events occur? 4) Where and when does the most

melting occur? 5) What is the current modelled ice shelf-integrated surface melt rate? 6)

What are the most important drivers of surface melting on Larsen C?

The thesis concludes with a summary of the most important findings from each chapter and

the thesis as a whole, and suggests areas for future research to explore the topic further.
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The paper is reproduced in Appendix B.

2.1 Climatological setting
The Antarctic Peninsula, the northernmost part of the Antarctic continent (Figure 2.1), is

the warmest part of Antarctica, and the only place where widespread melting can take place

at the surface (van Wessem et al., 2016). The peninsula is fringed by ice shelves, which are

the floating extensions of glaciers that flow off the steep terrain of the Antarctic Peninsula

mountains and are at the ocean/atmosphere interface, making them useful indicators of

change in both domains (Luckman et al., 2014; Oza, 2015). The mountains, which are on

average ~2000 m high, present a significant barrier to the prevailing westerly winds that

intersect the peninsula, and make the western side relatively warmer than the east (Orr et al.,

2008). Air masses are typically of maritime origin on the west, while cold continental air

dominates on the east (Elvidge et al., 2015).

Quantifying atmospheric trends on the Antarctic Peninsula is challenging because of the

limited temporal and/or spatial resolution of many datasets. Station and upper air observations

can be of limited quality and intermittent (Turner et al., 2005). The installation of many

automatic weather stations (AWSs) has increased data coverage on the peninsula, but these

datasets do not yet have sufficient temporal coverage to examine decadal-scale changes and

trends, and can have data quality issues (Picard et al., 2007; Lazzara et al., 2012).

Station observations show an annual mean surface air temperature increase of 3◦C on the

northern peninsula in the second half of the twentieth century, with the most pronounced

effect in autumn and winter (Turner et al., 2005; Cape et al., 2015). Warming has also been

detected in reanalysis products, which are frequently used to quantify long-term change in the

Antarctic because of the long time series available compared to limited in situ observations

(Bracegirdle and Marshall, 2012; Nygard et al., 2016). This warming trend has been attributed

to ozone depletion (Thompson and Solomon, 2002), sea ice changes (Turner et al., 2013),
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stronger circumpolar westerly winds associated with the Southern Annular Mode (SAM,

Marshall et al., 2006), and tropical teleconnections to the El Niño Southern Oscillation (ENSO,

Ding et al., 2011; Clem and Fogt, 2013). Warming has contributed to mass loss from more

than half of the region’s ice shelves, including the collapse of the Prince Gustav, Larsen A and

B ice shelves (Cook and Vaughan, 2010). Since the late 1990s/early 2000s, however, cooling

has been observed, especially in summer, dampening the overall warming trend (Turner et al.,

2016).

Large-scale circulation patterns such as the SAM, ENSO and Amundsen-Sea Low (ASL)

strongly influence weather and climate on the Antarctic Peninsula. ENSO and SAM are

negatively correlated throughout the instrumental and reconstructed proxy record (Dätwyler

et al., 2019). The SAM is the dominant mode of variability in the Southern Hemisphere and

exerts a major influence on warming, especially in autumn (Marshall, 2003; Clem and Fogt,

2013), whereas ENSO exerts its largest effect in spring/winter and on the western side of the

peninsula (Clem et al., 2016). Both patterns affect the depth and location of the ASL, which

influences the frequency and intensity of cyclones in the Bellingshausen Sea that advect warm

air across the peninsula (Clem et al., 2016).

The collapse of the Larsen A and B ice shelves in 1995 and 2002, respectively, on the

cooler eastern side of the peninsula, has been linked to a more positive SAM (Marshall, 2003;

Marshall et al., 2006; Orr et al., 2008; van Lipzig et al., 2008). The positive phase of the SAM

is associated with stronger circumpolar westerly winds, which increases the flow of warmer

air along the western side of the peninsula and, importantly for Larsen C, warms the eastern

side by increasing the frequency of foehn winds (Orr et al., 2004). Foehn wind frequency

increases because stronger circumpolar westerly winds advect more warm maritime air over

the peninsula, which is then adiabatically warmed and dried as it descends, causing surface

temperatures to rise (Cape et al., 2015). This contributes to surface melting, especially during

summer when temperatures are warmer, but also during other seasons (Kuipers Munneke

et al., 2018; Datta et al., 2019). Surface melting has been linked to the destabilisation of both

Larsen A and B (Scambos et al., 2000; Scambos et al., 2003; Bell et al., 2018), and foehn

winds are thought to have played a role in their demise (Grosvenor et al., 2014; Luckman et al.,

2014). Following ice shelf collapse, tributary glaciers can accelerate significantly because the

buttressing capacity of the shelf is removed (Scambos et al., 2004), thereby contributing to sea

level rise (Cook and Vaughan, 2010). The southward progression of ice shelf disintegration on

the Antarctic Peninsula has motivated the study of Larsen C (Bevan et al., 2017; Schannwell
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et al., 2018, Figure 2.1), which neighbours the now-absent Larsen A and B ice shelves and so

is regarded as vulnerable.

2.2 The Larsen C ice shelf
Larsen C is the largest remaining ice shelf on the Antarctic Peninsula. It has an area of

47,000 km2 (Bevan et al., 2017), and is located east of the Antarctic Peninsula mountains at a

latitude of approximately 66◦S - 69◦S (Figure 2.1). The mountains, which stretch north-south

along the length of the peninsula, separate the relatively warm climate of the western side

from the east, which can be between 5-10◦C colder (Cape et al., 2015). The mountains

present a significant barrier to approaching (often westerly) flow, so atmospheric conditions

over Larsen C are usually influenced by cold air masses that flow down from the cold, high

Antarctic plateau as a southerly barrier jet (Schwerdtfeger, 1974; King et al., 2008). This

means that Larsen C can be considerably colder than locations at a comparable latitude on the

western side, such as Rothera research station.

Larsen CLarsen C
ice shelfice shelf

Larsen ALarsen A
embaymentembayment

Larsen BLarsen B
embaymentembayment

ScarScar
InletInlet
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Figure 2.1.: Map of the Antarctic Peninsula region showing the Larsen C ice shelf and its tributary
inlets, plus the remnant Larsen B ice shelf (labelled "Scar Inlet") and the Larsen A and B
embayments. The main inlets referred to in the thesis are indicated as green triangles,
and the location of ice shelf grounding lines is shown as a teal line. The mean height of
orography is indicated with coloured contours, and is derived from the RAMP2 200 m
elevation model (Liu et al., 2015).
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Although a comprehensive climatology of the Larsen C ice shelf has yet to be published,

Kuipers Munneke et al. (2012) present two years of automatic weather station (AWS) data at

two sites (AWS 14 and AWS 15, see Figure 3.1) revealing typical meteorological conditions,

and van Wessem et al. (2015) have produced a regional model climatology of wind and

near-surface temperature over the shelf. These both show mean annual 2 m air temperatures

of around -15◦C, and 10 m wind speeds of approximately 4 m s−1. The atmosphere is typically

stably stratified with a temperature inversion near the surface. In winter, this inversion

is driven by a radiation deficit at the surface, while in summer it is usually only observed

during night-time when warm air is advected over a melting surface (Kuipers Munneke et al.,

2012).

Kuipers Munneke et al. (2012) also examine the surface energy balance (SEB) of the ice

shelf, which is the "net amount of energy received at the surface" (Lenaerts et al., 2017, pp.

3355). The SEB comprises net radiation (the sum of upwelling and downwelling longwave

and shortwave fluxes), turbulent (latent and sensible heat) and ground heat fluxes. The total

amount of energy received at the surface, Etot, can therefore be calculated as the sum of these

components, as in King et al. (2015) and as given in Chapter 3 (Equation 3.3). Fluxes are

defined as positive when directed towards the surface. Melting occurs when Etot is positive

and the surface temperature is at the melting point, 0◦C. The SEB therefore influences the

surface mass balance because surface melting has been one of the dominant drivers of ice

mass loss over Antarctic Peninsula ice shelves (Bell et al., 2018).

During austral summer (DJF), when the SEB is dominated by incoming solar shortwave

(SW) radiation, net radiation is compensated by the turbulent upward flux of moisture

and heat, i.e. negative sensible and latent heat fluxes, as a result of weak convection and

sublimation (Kuipers Munneke et al., 2012). In winter, when solar forcing is absent, longwave

(LW) cooling is balanced by turbulent mixing of heat towards the surface (positive sensible

heat flux) (Kuipers Munneke et al., 2012). Consequently, melting is dominated by SW fluxes

in summer, while turbulent fluxes become increasingly important outside of DJF (Grosvenor

et al., 2014; Elvidge et al., 2020).

2.3 Antarctic Peninsula ice shelf glaciology

2.3.1 Recent ice shelf changes on the Antarctic Peninsula
Since the mid-twentieth century, seven out of the Antarctic Peninsula’s 12 ice shelves

have retreated or collapsed (Cook and Vaughan, 2010). The loss of ice shelves contributes
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to sea level rise because although ice shelves displace their own weight in water, they exert

backstress on tributary glaciers that feed into them: this is their "buttressing capacity" (Borstad

et al., 2013). Ice shelf thinning or loss reduces buttressing and increases the flow velocity of

tributary glaciers and hence the input of ice into the ocean (Rignot et al., 2004; Trusel et al.,

2015; Fürst et al., 2016). For example, tributary glaciers accelerated following the collapses of

Larsen A and B in 1995 and 2002, respectively, because of the reduction in backstress (Borstad

et al., 2013; De Rydt et al., 2015; Royston and Gudmundsson, 2016). Greater mass loss from

Larsen C’s accelerating tributary glaciers has been caused by observed ice shelf thinning in

recent decades, which has reduced its buttressing capacity (Khazendar et al., 2011; Chen

et al., 2016). Thinner ice shelves may also be less resistant to collapse because the reduction

in backstress allows fractures to form and penetrate through the shelf, further destabilising

already weakened ice shelves (Borstad et al., 2017).

2.3.2 The role of surface melting in ice shelf disintegration and

glacier dynamics
Surface melting can trigger a series of glaciological processes that destabilise an ice shelf

and can lead to its collapse (van den Broeke, 2005). Because surface melting is largely

influenced by the SEB, this makes it an excellent indicator of atmospheric processes that alter

the SEB (Kuipers Munneke et al., 2014). For example, the exceptional surface melt event

that preceded the collapse of Larsen B was driven by an atmospheric circulation anomaly that

persisted for three months, reducing sea ice concentrations in the Weddell Sea and allowing

warm, maritime air to penetrate onto the ice shelf (van den Broeke, 2005).

Surface melt is also the most important driver of firn densification (Scambos et al., 2000;

Holland et al., 2011). Firn is a porous, low-density medium formed as snow develops into

ice where meltwater percolates and refreezes, thereby acting as a "buffer" for surface melt

processes (Kuipers Munneke et al., 2014). However, if the rate of melt and refreezing within

the firn layer exceeds the rate at which new firn is produced, then the layer can become

saturated with refrozen meltwater. Both firn densification and firn air contents are an indicator

of saturation, and consequently ice shelf stability, because meltwater becomes denser when it

refreezes, filling pore spaces and thereby expelling air (Holland et al., 2011; Luckman et al.,

2014). Once the firn layer is saturated with refrozen meltwater, meltwater begins to collect in

ponds on the surface because it cannot drain away (Scambos et al., 2000; Kuipers Munneke

et al., 2014). This allows hydrofracturing to occur, which causes ice shelves to disintegrate

extremely rapidly: over about a month in the case of Larsen B (Scambos et al., 2003).
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Hydrofracturing is the process whereby water-filled crevasses widen as a result of the

hydrostatic pressure acting at the crevasse tip (Kuipers Munneke et al., 2014). Meltwater

collecting on the surface percolates into existing rifts and crevasses, causing them to propagate

once they fill above a critical threshold of ~90% (Scambos et al., 2003). Firn densification

and hydrofracturing are believed to have been the most significant factors contributing to

the collapse of Larsen A and B (Kuipers Munneke et al., 2014; Trusel et al., 2015). Melt

ponds were observed over the Wilkins and Larsen A and B ice shelves before their respective

collapses, and more extensive ponding was associated with areas that calved more icebergs

(Scambos et al., 2003). Ponding is also observed in satellite imagery of Larsen C (Luckman

et al., 2014), but less extensively than was seen over its now-absent neighbours.

2.3.3 Observed surface melting on Larsen C
Estimating mean ice-shelf integrated meltwater production over Larsen C is important

to investigate its stability. Meltwater production rates over Larsen B surpassed 600 mm w.e.

yr−1 (mm meltwater equivalent per year) prior to its collapse, so this threshold may be an

important benchmark for ice shelves on the Antarctic Peninsula (Trusel et al., 2015). Trusel

et al. (2013) find mean annual meltwater production of 220 mm w.e. yr−1 over the whole

Larsen C ice shelf during the period 1999-2009, with meltwater production peaking at >

400 mm w.e. yr−1 in the northwestern inlets, and Trusel et al. (2015) find "contemporary"

mean melt of ~300 mm w.e. yr−1. Several studies show that melting occurs predominantly in

the north of Larsen C, and in inlets close to the mountains (Holland et al., 2011; Luckman

et al., 2014; Hubbard et al., 2016; Ashmore et al., 2017; Bevan et al., 2017; Bevan et al.,

2018). The north-south gradient in melt duration observed by Luckman et al. (2014) and

Bevan et al. (2018) is explained by greater SW radiation and warmer temperatures at more

northerly latitudes, which means the melting point is more frequently reached. The east-west

gradient superimposed upon this pattern is related to the occurrence of foehn winds, which

cause the cumulative annual number of melt days to be higher nearest the mountains (Elvidge

et al., 2020). In western inlets, the onset of melt and refreezing happens earlier and later,

respectively, by several days relative to locations further out on the ice shelf (Holland et al.,

2011; Luckman et al., 2014; Grosvenor et al., 2014).

Melting has been measured on Larsen C using various methods, including satellite

observations of melt inferred from backscatter (Luckman et al., 2014; Bevan et al., 2018) or

brightness temperature (e.g. Datta et al., 2019), radar or laser satellite altimetry estimates of

surface elevation changes (Griggs and Bamber, 2009; Chuter and Bamber, 2015), airborne and
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ground-based radar surveys of firn air content and ice shelf structure (Holland et al., 2011;

McGrath et al., 2014; Holland et al., 2015), borehole observations of firn density (Hubbard

et al., 2016; Ashmore et al., 2017; Bevan et al., 2017), and ground penetrating radar, snowpit

and sonic height ranger observations of surface elevation, firn density and air content (Kuipers

Munneke et al., 2017). Many types of model are also used to investigate patterns and trends

in Antarctic surface melt, including firn models (Kuipers Munneke et al., 2014; van Wessem

et al., 2016; Bevan et al., 2017), flowline models (Bevan et al., 2017), SEB models (Kuipers

Munneke et al., 2012; Bevan et al., 2018), mass balance models (van Wessem et al., 2016),

regional climate models (Kuipers Munneke et al., 2014; Kuipers Munneke et al., 2017; Datta

et al., 2019; Elvidge et al., 2020) or coupled models like atmosphere-snowpack models (Trusel

et al., 2013).

2.3.4 High-resolution regional atmospheric modelling on Larsen C
High-resolution atmospheric modelling can be particularly useful to overcome the sparsity

of in situ observations and limitations of satellite and reanalysis products in the Antarctic.

Many regional climate models are run over the Antarctic Peninsula, including WRF (Deb et al.,

2016; Deb et al., 2018; Listowski and Lachlan-Cope, 2017; Turton et al., 2018; Hines et al.,

2019), RACMO (Lenaerts et al., 2016a; Lenaerts et al., 2018; van Wessem et al., 2014; van

Wessem et al., 2015; van Wessem et al., 2016; van Wessem et al., 2018), the MetUM (Orr

et al., 2014; Elvidge, 2013; Elvidge et al., 2015; Elvidge et al., 2016; Elvidge and Renfrew,

2016; Elvidge et al., 2020; Gilbert et al., 2020), HIRHAM (Walther, 2016), MAR (Agosta

et al., 2018; Datta et al., 2019), CAM (Nicolas et al., 2017), CESM (Lenaerts et al., 2016b)

and COSMO-CLM (Souverijns et al., 2019). These produce four-dimensional output (three

spatial dimensions over time), providing a complete picture, where observations are typically

one- or two-dimensional. Horizontal grid-spacing is of first-order importance for accurately

resolving topography and thus flow conditions creating features like foehn winds (van Lipzig

et al., 2008; Elvidge et al., 2016; Turton et al., 2018) or cloud microphysics and precipitation

(Rotstayn et al., 2000; Lebo et al., 2017; Favier et al., 2017). This makes high-resolution

regional atmospheric models (horizontal grid spacing ~5 km or finer, ~40 vertical levels,

timesteps < ~10 min) particularly useful (Hong and Dudhia, 2012). For example, on Larsen

C, Elvidge et al. (2016) find that foehn winds are much better resolved using the MetUM at

1.5 km than at 4 km, and Turton et al. (2017) report similar results using WRF at 5 km and

1.5 km resolution.
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However, even at relatively high resolution, models are often unable to reproduce the

observed foehn-driven east-west gradient in surface melt shown by remote sensing and in

situ observations. For example, King et al. (2017) and van Wessem et al. (2016) find that

AMPS and RACMO, respectively, do not simulate sufficient melting in the inlets close to

the foot of the mountains on Larsen C. Both are high-resolution regional models optimised

for polar regions, but RACMO has a much more sophisticated snow scheme than the one

used in AMPS, so may be expected to reproduce observed spatial patterns more closely.

However, atmospheric properties must still be realistically simulated, and both of these studies

use models at approximately 5 km horizontal grid spacing, which is likely not sufficient to

resolve the atmospheric processes that drive melting, such as foehn. Additionally, RACMO

is a hydrostatic model, which means that important dynamical processes relating to vertical

motion at the mesoscale are not adequately resolved. Using the MetUM at 1.5 km resolution,

Elvidge et al. (2020) are able to resolve increased melt rates in inlets. Increased model

resolution may be necessary to accurately resolve observed foehn-related patterns of melt,

but spatial resolution may not be the only factor determining how realistically melt patterns

are simulated. The varying performance of regional models in simulating spatial patterns

of melt on Larsen C indicates that resolution, model dynamics, resolved processes and the

representation of important atmospheric properties (such as cloud phase, discussed in section

2.5) are all important in determining simulation quality.

High resolution is frequently achieved in models using dynamical downscaling methods,

where a smaller, higher resolution domain (or series of domains) is embedded within a larger

global domain, taking its forcing data from this outer region (Pielke Sr and Wilby, 2012;

Ekström et al., 2015). Statistical downscaling can also achieve the same goal via statistical

functions that describe observed relationships between large-scale and local-scale variables

such as temperature or pressure (Pielke Sr and Wilby, 2012). Both methods have been shown

to improve model skill at reproducing observed conditions, although statistical methods rely

on observed relationships, which are not robustly constrained in the Antarctic because of the

dearth of observations. There is also no guarantee that relationships between variables will

not change over time, so dynamical downscaling methods are more commonly used (Hong

and Kanamitsu, 2014).

Reanalysis data is typically used as forcing, the quality of which strongly influences

simulation quality (Bromwich et al., 2013). For example, reanalyses have well-documented

biases in the Antarctic due to the low availability of observations for assimilation (Yu et al.,

2010; Bracegirdle and Marshall, 2012; Fréville et al., 2014; Nygard et al., 2016; Jones et al.,
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2016; Jonassen et al., 2019) and their coarse resolution means complex features such as foehn

winds or precipitation and accumulation gradients near steep topography are not adequately

resolved (Bracegirdle and Marshall, 2012; Bromwich et al., 2013; van Wessem et al., 2015).

On the Antarctic Peninsula, Nygard et al. (2016) find that eight different reanalyses are too

moist, with under-estimated wind speeds and over-estimated near-surface air temperatures on

the eastern side and a cold bias to the west. No single reanalysis stands out as the best for all

purposes, but newer reanalyses with improved spatial resolution tend to out-perform coarser

ones (Nygard et al., 2016; Gossart et al., 2019). Bromwich et al. (2013) find that ERA-Interim

is best for providing initial and lateral boundary conditions in Antarctica.

2.3.5 Recent surface melt trends on Larsen C
Melt trends have been extensively assessed on the Antarctic Peninsula using some of the

techniques outlined above. For example, Barrand et al. (2013) showed positive, statistically

significant trends in melt duration at four out of six stations on the Antarctic Peninsula since

1948 using station records, satellite data and a positive degree day model, concurrent with

observed warming (Turner et al., 2005). In contrast, Liu et al. (2006) use satellite observations

from 1978-2004 to show that melt duration trends on the Antarctic Peninsula were negative,

but exhibited high inter-annual variability, with some very high melt years. This is consistent

with Fahnestock et al. (2002) and van den Broeke (2005), who show that the collapse of

Larsen A and B were driven largely by “exceptional” melt events forced by meteorological

factors, rather than a gradual, climatically driven increase in mean melt duration over time.

Melting on Larsen C was shown to be increasing in the late twentieth and early twenty-first

centuries, as inferred by Shepherd et al. (2003) from an observed ice shelf thinning of 0.27 ±

0.11 m yr−1, and by Holland et al. (2011) from a surface lowering of 0.2 m yr−1. This surface

lowering corresponds to an increasing trend of 0.5 melt days yr−1 per year over the period

1978/79 – 2008/09, and a total increase of ~15 melt d yr−1 by 2008/09. This is consistent

with Tedesco (2009), who finds a larger rising trend in melt days of 1.2 d yr−1 per year over

Larsen C. However, both surface and basal melting has reduced since 2009 (Datta et al., 2019)

and surface elevation has consequently increased: Adusumilli et al. (2018) found a surface

lowering over Larsen C of 1.0 ± 0.3 m from 1994-2009, but an increase in surface elevation

of 0.5 ± 0.3 m from 2009-2017. Similarly, Bevan et al. (2018) find that the number of melt

days per year declined by 1-2 d yr−1 during 1999-2017 over much of the ice shelf, with the

exception of inlets, where the number of melt days increased.
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These melt trends are consistent with the aforementioned temperature trends on the

Antarctic Peninsula, which were considerable and positive until the turn of the century (e.g.

2.8◦C warming observed between 1951-2000 at Faraday/Vernadsky: Turner et al., 2005), but

then reversed, indicating a cooling trend from the late 1990s (Turner et al., 2016). Cooling

temperatures likely limit melting under non-foehn conditions, when melt is largely driven

by incoming SW radiation (Grosvenor et al., 2014; Gilbert et al., 2020; Elvidge et al., 2020),

whereas an ongoing trend towards an increasingly positive SAM (Marshall, 2003; Gillett et al.,

2006; Swart et al., 2015) more frequently establishes conditions conducive to foehn (Marshall

et al., 2006; van Lipzig et al., 2008; Orr et al., 2008, see also section 2.4). Thus, the enhanced

melting in inlets reported by Bevan et al. (2018) is likely caused by a strengthening of the

circumpolar westerly winds, whereas the decline in melting across much of the ice shelf can

be explained by cooling temperatures, which cause the surface to reach melting point less

often, therefore reducing melt duration. Foehn winds are demonstrably important for driving

surface melting on Larsen C: the following section describes their characteristics and effects.

2.4 Foehn winds on Larsen C

2.4.1 Definitions
Foehn winds are warm, dry winds generated by air descending in the lee of steep

topography (Elvidge and Renfrew, 2016). At the surface, these winds cause relative humidity

to fall, while wind speeds and near-surface air temperatures rise (Elvidge et al., 2016). This

leeside "foehn effect" can be quite pronounced, producing temperature increases of up to

25◦C over an hour (Elvidge and Renfrew, 2016). Foehn is commonly observed in inlets on the

eastern side of the peninsula mountains because the mountains are oriented approximately

north-south, and are consistently ~2000 m high, while the prevailing wind direction is

westerly (Orr et al., 2008; Elvidge and Renfrew, 2016; King et al., 2017), which produces

conditions favourable to foehn occurrence.

Several mechanisms known to produce foehn winds are quantified in Elvidge and Renfrew

(2016):

1. The thermodynamic mechanism: orographic uplift and condensation and precipitation on

the windward side leading to latent heat release and warming on the lee side;

2. Isentropic drawdown: upwind flow blocking at lower elevations, causing air to be drawn

down from a higher altitude where it has higher potential temperature; and

3. Mechanical mixing: mixing of potentially warmer air from above into lower-level flow.
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In the classical "thermodynamic" mechanism, air is cooled as it ascends over steep terrain,

and any moisture is forced to condense into clouds, which can eventually precipitate, making

the process irreversible. This process warms and dries the air mass because latent heat is

released and moisture is removed during condensation. This more frequently occurs when

the air impinging on the peninsula is moving fast enough to overcome internal buoyancy

forces and ascend over the obstacle ("linear" conditions identified in Elvidge et al., 2016, and

described below, page 13). Conversely, when air flow is slower and therefore non-linear, flow

"blocking" commonly occurs because air cannot ascend over the mountains (Smith, 1990b),

which generates foehn via mechanism 2. This "isentropic drawdown" mechanism means air

reaching the surface as a foehn wind originates at higher altitude (Elvidge and Renfrew,

2016). Air masses impinging on the Antarctic Peninsula are frequently stably stratified (King

et al., 2008), so air sourced from higher up has higher potential temperature and often lower

relative humidity (Elvidge and Renfrew, 2016). Mechanism 3 causes warming of leeside

low-level flow by mixing in potentially warmer (and drier) air from higher levels, generating a

positive sensible heat flux (Elvidge and Renfrew, 2016). As a result of mechanisms 1 to 3, air

downwind of the mountains is often drier and hence cloud-free (Hoinka, 1985): this "foehn

clearance" allows more SW radiation to reach the surface, which heats radiatively (Elvidge

and Renfrew, 2016; Grosvenor et al., 2014).

The characteristics of the lee-side response to air flowing perpendicular to a barrier - such

as whether a foehn wind occurs, by which mechanism it is produced, and its extent and

intensity - depend on the properties of the barrier, and of the cross-barrier flow (Elvidge et al.,

2016). The linearity of the flow can be measured using the non-dimensional mountain height,

ĥ, defined as:

ĥ = Nh

u
(2.1)

where N is the Brunt Väisälä frequency, a measure of atmospheric stability (typically

0.01 s−1), h is the height of the mountain barrier (1500-2000 m for the Antarctic Peninsula)

and u is the velocity of the oncoming flow (Orr et al., 2004). N and u must be determined

at least one Rossby radius of deformation (λR = Nh/f where f is the Coriolis parameter)

upwind of the barrier, such that they are not influenced by the barrier (Orr et al., 2008;

Elvidge et al., 2016). Flow regimes, and/or foehn occurrence may also be diagnosed using a

related parameter, the Froude number, defined as the inverse of ĥ, i.e. u/Nh, as in Bannister

(2015).
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When ĥ « 1, the whole air mass is able to pass over the mountain easily and "flow-over"

conditions prevail (Orr et al., 2008; van Lipzig et al., 2008), but as ĥ increases to ~1 or above,

non-linear effects like upwind flow blocking, wave breaking and leeside hydraulic jumps

are observed (Orr et al., 2008; Elvidge et al., 2016). Strongly stably stratified, slow-moving

flow approaching the peninsula is more non-linear, and so is more likely to promote upwind

blocking, where flow stagnates upstream of the barrier (Orr et al., 2008) and causes air to flow

along the length of the peninsula mountains. Slower moving, non-linear flow often causes

foehn to be generated via mechanism 2, while faster moving flow may result in flow-over

conditions, producing leeside foehn via mechanism 1 (Elvidge et al., 2016). Linear flow

typically produces more extensive foehn events with higher associated melt rates because

the warm, dry air is able to flow over the ice shelf at low levels. This delivers large fluxes of

sensible heat and mechanically mixes warmer air towards the surface, preventing an inversion

from being established (Elvidge et al., 2016). By contrast, non-linear events are usually

associated with a more intense but confined foehn signal on the lee side because non-linear

effects like hydraulic jumps cause the foehn flow to rebound from the surface, so it does not

cause melting further out on the ice shelf (Elvidge et al., 2016).

The leeside response to foehn is also related to the geography of the region. Elvidge et al.

(2015) describe three different foehn events over the Larsen C ice shelf that have varying

characteristics. They describe "foehn jets", which are a type of mountain gap flow that occur

during foehn conditions, and typically emanate from the mouths of inlets. These so-called

foehn jets are associated with accelerated wind speeds but cooler and moister air relative to

foehn conditions downstream of higher elevation orography. Elvidge et al. (2015) argue that

this dampened foehn effect in jet regions results from air flowing through lower elevation

mountain passes, which produces less orographic uplift in the case of linear events produced by

mechanism 1 and causes air to be sourced from lower altitudes in the case of more non-linear

events produced by mechanism 2. Adjacent "wake" regions that they also identify are usually

warmer and drier (Elvidge et al., 2015).

Because foehn winds are produced by specific synoptic meteorological conditions, foehn

occurrence on Larsen C varies throughout the year. For example, strong westerly winds

impinging on the Antarctic Peninsula, which typically occur when the SAM is most positive,

often generate foehn. Estimates of foehn frequency have been conducted using AWS data and

high-resolution regional modelling. For example, across the northern Antarctic Peninsula, Cape

et al. (2015) find monthly mean foehn occurrence ranging between 5-25%, while Wiesenekker

et al. (2018), Turton et al. (2018) and King et al. (2017) find that foehn occur on average
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14%, 15% and 21% of the year, respectively, across the whole Larsen C ice shelf. All of these

studies, as well as Datta et al. (2019), find maximum foehn occurrence in spring (SON), with

Turton et al. (2018) estimating that foehn occur 50% of the time in SON.

2.4.2 The effect of foehn on the surface energy balance
Kuipers Munneke et al. (2012) show that foehn conditions have a notable effect on the

near-surface meteorology and SEB of Larsen C. They identify foehn events in observations

from two AWSs on Larsen C that are associated with reduced downwelling longwave (LW↓),

and higher downwelling shortwave (SW↓) radiation, and elevated melt rates. During summer,

higher SW fluxes can drive considerable melting. Indeed, Grosvenor et al. (2014) suggest

that the increase in SW radiation associated with foehn-induced cloud clearance is the most

important driver of melting during the summertime foehn cases they examine. As is also noted

in Elvidge et al. (2015) and Elvidge et al. (2016), the foehn events shown in Kuipers Munneke

et al. (2012) are accompanied by much higher sensible heat fluxes, driven by the delivery of

air that has been adiabatically warmed and dried on its descent over the peninsula mountains.

The presence of warm, dry air above the ice surface also drives sublimation, resulting in a

negative latent heat flux (Kuipers Munneke et al., 2012). This inverse relationship between

the sensible and latent heat fluxes over Larsen C is also shown by King et al. (2008) in stable

conditions.

Foehn events contribute to greater surface melting because the reduction in the latent and

LW fluxes is smaller than the increase in the SW and sensible heat fluxes (Kuipers Munneke

et al., 2012). The importance of sensible heat fluxes is even more apparent during wintertime

foehn events when SW↓ is either zero or very small. For example, Kuipers Munneke et al.

(2018) attribute foehn-driven melting in May 2016 to sensible heat fluxes of up to 200-300 W

m−2. Fluxes of this magnitude represent a considerable departure from their usual (non-foehn)

values, which are typically negative, and of the order of tens of W m−2 (Kuipers Munneke

et al., 2012; Kuipers Munneke et al., 2018). Elvidge et al. (2020) show that melting on Larsen

C during foehn, especially outside of the summer months (DJF), is primarily forced by elevated

turbulent heat fluxes, particularly of sensible heat: events where sensible heat is the dominant

contributor to the SEB and melting occur 76% of the time in their observations from Cabinet

Inlet (whose location is shown in Figure 2.1).

The spatial characteristics of foehn also affect melting. For instance, Elvidge (2013) found

less melting in inlets, which are often jet regions discussed above, in contrast to the results of

e.g. Luckman et al. (2014), who find enhanced melting in these locations. However, the cases

2.4 Foehn winds on Larsen C 15



examined in Elvidge (2013) were accompanied by cool air temperatures and therefore limited

melting (Elvidge et al., 2020). Although foehn occurrence can be higher in jet regions due to

the channelling effect of orography, they can be less intense – in some cases when latent heat

fluxes dominate over sensible heat fluxes, the surface can cool because higher wind speeds

enhance shear-dominated turbulence (Elvidge et al., 2020). The competing effects of higher

occurrence/reduced drying and warming in jet regions, in addition to the effect of foehn on

local boundary layer stability, could explain why Grosvenor et al. (2014) found no coherent

effect of foehn jets on melting.

While several studies have focused on the causes, mechanisms, and effects of foehn on

melting over the Antarctic Peninsula (Orr et al., 2004; van Lipzig et al., 2008; Elvidge, 2013;

Elvidge et al., 2015; Elvidge et al., 2016; Cape et al., 2015; Elvidge and Renfrew, 2016; King

et al., 2017), almost all have examined the role of the phenomenon during summertime.

However, foehn winds occur throughout the year, and foehn-driven melting can occur even

in winter (Cape et al., 2015; Kuipers Munneke et al., 2018). Kuipers Munneke et al. (2018)

used a comprehensive set of satellite records, AWS observations and regional climate model

output to demonstrate this concretely for the first time, using a case study from May 2016.

Analysis included in this study is developed in Chapter 4. Datta et al. (2019) reported similar

results, showing that melting occurred outside the summer season in their regional model

climatology and satellite observations of the period 1982-2017. Elvidge et al. (2020) use

high-resolution MetUM simulations to build on Kuipers Munneke et al. (2018), and show that

foehn-driven melting is extremely important on Larsen C: despite occurring just 15% of the

time, foehn conditions are associated with 45% of the melt in their study. They also find that

foehn-driven melting is especially important outside the summer months, accounting for 90%

of the melting occurring in winter, spring and autumn (JJA, SON and MAM, respectively).

Almost all studies of foehn winds on Larsen C have used high-resolution regional modelling to

examine the phenomenon (Elvidge, 2013; Grosvenor et al., 2014; Elvidge et al., 2015; Elvidge

et al., 2016; King et al., 2017; Kuipers Munneke et al., 2018; Wiesenekker et al., 2018; Turton

et al., 2018; Kirchgaessner et al., 2019), because surface observations are sparse and those

available are confined to the near-surface.

2.4.3 Trends in foehn frequency
There is uncertainty regarding trends in foehn frequency on the Antarctic Peninsula and

Larsen C, their relationship with large-scale circulation like the SAM, and the effect that trends

have on the SEB and melting. For example, Cape et al. (2015) find a strong positive correlation
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on the Antarctic Peninsula between SAM index, surface temperature, foehn frequency and

melting, especially during DJF, over the period 1962-2010. This supports previous work

(Scambos et al., 2003; van den Broeke, 2005) that increased foehn frequency was important in

driving the collapse of Larsen B. However, although a consistent warming trend was observed

alongside a trend towards more positive SAM index values until the early 2000s, since 2004-05

a mean cooling trend has been present (Turner et al., 2016), particularly in summer and

autumn, accompanied by a decline in foehn frequency (Cape et al., 2015). Similarly, the

decline in melt duration over Larsen C since the early 2000s reported by Bevan et al. (2018)

is mostly related to falling mean annual surface temperatures (Turner et al., 2016), despite a

recent trend towards more positive SAM values. As outlined above, a more positive SAM index

is related to stronger westerly winds, which increases the frequency of foehn events and thus

melting. However, the correlation between SAM and melting over Larsen C is weakest and

insignificant during summer, when the majority of melting occurs (Cape et al., 2015; Bevan

et al., 2018). Additionally, more cold air was advected onto the Larsen C ice shelf during

the early 2000s because of changes to large-scale circulation patterns, which produced more

cyclonic easterly/south-easterly flow and pushed sea ice from the Bellingshausen Sea closer to

the peninsula (Turner et al., 2016). Air flowed over the relatively colder sea ice rather than

over the ocean, restricting the source of heat from the ocean and causing temperatures to be

cooler (Bevan et al., 2018). Against this backdrop of decreasing annual mean temperatures

and an overall decline in melting across the entire Larsen C ice shelf , Bevan et al. find

an increase in melt duration of 2 d yr−1 in inlets. This indicates that positive SAM trends

still increase foehn frequency closest to steep topography, but that the competing effects of

large-scale circulation patterns drive down average temperatures over the wider Larsen C

region.

Foehn winds have been shown in this section to influence the SEB and surface melting.

However, clouds also strongly influence the SEB: their effects are summarised next.

2.5 The importance of cloud for the surface energy

balance on Larsen C

2.5.1 Cloud properties
Despite their importance in the polar climate system, Antarctic clouds are among the most

under-sampled in the world because of the difficulties of in situ data collection in this harsh,
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remote environment (Lachlan-Cope, 2010; Bromwich et al., 2012). The effect of Antarctic

clouds on the SEB can determine whether the ice surface remains frozen or melts (Kalesse

et al., 2016; Nicolas et al., 2017), with consequent implications for ice sheet mass balance

and, potentially, for global sea level rise. Clouds can alter the onset, extent, intensity and

duration of surface melting via their effect on the SEB (Scott et al., 2017). Cloud impacts on

the SEB are most important in warmer regions like the Antarctic Peninsula, where surface

temperatures can rise above freezing in summer and cause melting, and where fractional

cloud cover is typically 80-90% (Lachlan-Cope, 2010).

Cloud phase strongly influences cloud radiative properties. Mixed-phase clouds dominate

in summer over coasts and ice shelves like Larsen C (Lachlan-Cope, 2010; Listowski et al.,

2019) and have a complex vertical profile, with multiple thin layers in a "water-over-ice"

structure of supercooled liquid droplets above heavier ice crystals (Barrett et al., 2017a).

Listowski et al. (2019) use the DARDAR product to show that mixed-phase clouds across

Antarctica occur ~10-30% of the time, and that unglaciated supercooled liquid clouds occur

up to ~20% of the time continent-wide (in summer), and exist down to temperatures as

low as -38◦C. This is because there are very few ice nucleating particles (INPs, particles that

initiate ice formation) in pristine Antarctic air to trigger glaciation (Lawson and Gettelman,

2014). Clouds with higher liquid water paths, comprised of many small droplets, are less

transmissive to incoming SW radiation, and more emissive in the infrared, so radiate more

LW radiation back to the surface (Zhang et al., 1996). However, the vertical position of liquid

within the cloud is important: for instance, the supercooled liquid upper layer of mixed-phase

clouds can reflect lots of SW, but has little effect on LW emission (Barrett et al., 2017a).

Atmospheric models typically struggle to represent cloud phase or vertical structure

correctly, especially at high latitudes. For example, Klein et al. (2009) find that models cannot

usually simulate enough liquid water in Arctic stratocumulus because too much ice is formed

at the expense of supercooled liquid. Many atmospheric models, including the MetUM, exhibit

this bias in cloud phase and structure because their microphysical parameterisations are

developed for the mid-latitudes and are relatively simple. For example, poor representations of

processes like riming (Furtado et al., 2016) and vapour deposition (Furtado and Field, 2017),

as well as large-scale cloud phase partitioning (Abel et al., 2017) have been shown to cause

the MetUM to over-estimate cloud ice and under-estimate cloud liquid contents. Model ice

nucleation parameterisations can also strongly influence cloud phase; for instance Listowski

and Lachlan-Cope (2017) show that in WRF, the most accurate simulations of Antarctic

Peninsula summertime cloud liquid water contents is only achieved using more sophisticated
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INP parameterisations, such as that of DeMott et al. (2010), which are not included in the

model. In many models, including in the MetUM, errors in cloud phase produce significant

SEB biases, most notably over the Southern Ocean (Bodas-Salcedo et al., 2012; Hyder et al.,

2018), where cloud radiative effect is most sensitive to the presence of liquid water (Lawson

and Gettelman, 2014). This is because sub-grid scale spatial variability in temperature and

humidity are necessarily parameterised in models by large-scale cloud schemes, which compute

liquid and ice cloud fractions that are then fed into the microphysics scheme. In reality, ice

and liquid can co-exist in spatially segregated pockets (Tan and Storelvmo, 2016), but in many

models it is difficult to sustain a separation between the phases. For instance, when total cloud

fraction in the MetUM exceeds 100%, ice and liquid phases are assumed to overlap within a

homogeneously mixed mixed-phase region (Abel et al., 2017). In this mixed-phase region, ice

forms preferentially because of the lower saturation vapour pressure over ice than liquid.

Modelled cloud has been implicated as a primary driver of surface radiation biases over

Antarctica (Bromwich et al., 2013) and specifically over Larsen C (King et al., 2015). King

et al. (2015) find that three different regional atmospheric models simulate either too little

cloud, or cloud that is optically too thin over the ice shelf. Summertime clouds over Larsen

C in the MetUM are optically too thick in the SW part of the spectrum, while being too thin

in the infrared, which results in negative SW↓ and LW↓ biases. Overall, they find a negative

net downward LW bias and positive net downward SW bias because too little SW radiation is

reflected by the surface. These net SW and LW fluxes do not entirely cancel, which produces a

positive net downward energy flux at the surface and can cause the MetUM to over-estimate

melt on Larsen C. High resolution regional climate models are typically able to represent

the radiative effects of mixed-phase cloud more accurately than global models because more

processes can be explicitly resolved (Vergara-Temprado et al., 2018). However, computational

constraints still necessitate parameterisations that approximate sub-grid scale cloud properties,

which produce errors in the SEB. These are examined in further detail in the next section.

Inaccurately representing cloud phase over the Southern Ocean produces large radiative

biases and therefore sea surface temperature biases, which degrades the quality of future

projections made with regional and global models (Bodas-Salcedo et al., 2016; Vergara-

Temprado et al., 2018; Hyder et al., 2018). Cloud radiative effect is strongly influenced by

cloud microphysics, with ice phase microphysics demonstrated to be one of the most important

determinants of cloud phase in the Southern Ocean and Antarctic (Vergara-Temprado et

al., 2018). This is supported by the results of Field et al. (2014), who found that altering
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modelled INP particle size distributions in their experiments allowed more supercooled water

to persist.

Microphysical properties, such as particle size, shape and number concentration, are related

to cloud phase and have varying effects on cloud radiative effect and the SEB. For example,

cloud condensation nuclei, which initiate the formation of liquid droplets, are around 105 -

106 times more numerous than ice nucleating particles that trigger ice formation (Rotstayn

et al., 2000; Morrison et al., 2012). Ice crystals therefore tend to be larger, because the same

amount of condensate is divided between fewer particles, making them more likely to gain

enough mass to precipitate out of the cloud (Pruppacher and Klett, 1978; Wilson and Ballard,

1999; McCoy et al., 2016). The lifetime of ice clouds is therefore lower than for liquid clouds

because particles precipitate, causing the cloud to dissipate, which has especially large effects

on the SEB in polar regions (Kalesse et al., 2016). Ice nucleation in mixed-phase clouds is the

main control on cloud lifetime (Seinfeld et al., 2016; Barrett et al., 2017a).

Cloud phase and microphysical properties can produce competing SW and LW effects, for

example high ice clouds have a surface net LW warming effect because they reduce LW losses

to space by being colder and less emissive than the surface, but their SW effect is strongly

determined by microphysical properties like ice crystal size, habit and optical depth (Wendisch

et al., 2005; Wallace and Hobbs, 2006; Cotton et al., 2011). Clouds at high latitudes tend to

warm the surface and cool the atmosphere because they are rarely more reflective to SW than

the ice surface and are more emissive in the LW than the atmosphere (Cotton et al., 2011).

In particular, optically thin, low-level clouds with high water contents can play an important

role in the polar SEB because they are transmissive to SW but emissive in the infrared (Miller

et al., 2015; Scott et al., 2017). For instance, Bennartz et al. (2013) found that clouds with

low liquid water paths were responsible for sustaining the prolonged melt event observed over

the Greenland ice sheet in 2012 by maintaining temperatures above melting point.

2.5.2 Observations of Antarctic cloud
Although airborne campaigns are one of the best ways of sampling cloud, very few have

been conducted on the Antarctic Peninsula. Data from the 2010 and 2011 JASPER and OFCAP

campaigns, respectively, described in Grosvenor et al. (2014), Lachlan-Cope et al. (2016) and

Listowski and Lachlan-Cope (2017), are some of the only available aircraft observations of

clouds on the Antarctic Peninsula. Surface-based visual observations of cloud type, coverage

and height are made at many staffed stations on the peninsula, particularly during summer,

when they are often coupled with ceilometer observations (Bromwich et al., 2012). For
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example, Kirchgaessner (2010) used surface observations at Vernadsky station to assess trends

in cloudiness over the western Antarctic Peninsula. In situ observations are also possible when

cloud reaches the ground: although this is less frequently observed on the peninsula, Lachlan-

Cope et al. (2001) describe observations of cloud and precipitation particles from Avery

Plateau. Ground-based remote sensing, for instance with LIDAR (Nott and Duck, 2011; Rowe

et al., 2016; Silber et al., 2018) and radar (Gorodetskaya et al., 2015; Silber et al., 2018) has

been used to profile clouds bottom-up, while airborne (Morley et al., 1989) and spaceborne

remote sensing are frequently used to retrieve cloud properties top-down. Satellites can

measure clouds either passively (e.g. MODIS, AVHRR) or actively (e.g. CALIOP) and the

emergence of more sophisticated products like DARDAR-CLOUD that combine techniques has

increased understanding of the microphysics of Antarctic clouds (Delanoë and Hogan, 2010;

Ceccaldi et al., 2013; Listowski et al., 2019). The importance of cloud for global climate,

as well as the lack of observations and the limitations of satellite products has motivated

the development of more sophisticated atmospheric models that can resolve or parameterise

cloud.

2.5.3 Model representation of cloud
Clouds remain the largest source of uncertainty in global climate models used for climate

projections and so are an important area of research (Komurcu et al., 2014; Baran et al., 2014;

Seinfeld et al., 2016). This is largely because cloud processes, which must be parameterised,

are too complex to resolve explicitly, and often occur at smaller scale than a model gridbox

(Mechoso and Arakawa, 2015; Pu and Kalnay, 2012). Parameterisations can introduce biases

and uncertainties into model output, and the choice of these can therefore critically impact

simulation quality (Gettelman et al., 2010; Mechoso and Arakawa, 2015). For instance,

Barrett et al. (2017b) show that the parameterisation of ice phase cloud microphysics is the

dominant source of error in their simulations of mixed-phase altocumulus and King et al.

(2015) speculate that limitations in the representation of cloud microphysics accounts for the

majority of SEB errors in their simulations over Larsen C. Further, Grosvenor et al. (2017)

show that the treatment of sub-grid cloud has as large an effect on simulated SW fluxes as

increasing aerosol loading by an order of magnitude.

In particular, phase partitioning parameterisations can influence microphysical process

rates. For example, as outlined in section 2.5.1 above, the assumption in many parameterisations

that ice and liquid are homogeneously mixed results in over-active vapour deposition that

produces too much ice at the expense of liquid (Klein et al., 2009; Field et al., 2014; Tan and

2.5 The importance of cloud for the surface energy balance on Larsen C 21



Storelvmo, 2016). In the MetUM, Abel et al. (2017) show that limiting mixing between phases

can double simulated liquid water path. Listowski and Lachlan-Cope (2017) show using

WRF that more sophisticated microphysics parameterisations produce much more supercooled

liquid in summertime Antarctic Peninsula clouds, and hence downwelling LW radiation is

represented better. In particular, they show that double-moment or bin microphysics schemes

perform better and that the parameterisation of INP within each scheme is important, with

the DeMott (2010) scheme most closely matching observations (Listowski and Lachlan-Cope,

2017). Furtado and Field (2017) show that reducing the parameterised efficiency of cold-cloud

ice processes like riming in the MetUM increases the amount of cloud liquid and reduces SEB

biases relative to observations.

Non-microphysical processes also impact cloud though, for instance parameterisations of

sub-grid turbulence can strongly impact cloud phase (Klein et al., 2009). Furtado et al. (2016)

demonstrate that improving the MetUM’s parameterisation of sub-grid scale turbulence can

increase modelled cloud liquid and reduce radiative biases in the Arctic and Southern Ocean.

Because parameterisation schemes interact, the order in which they are called in the model

can also impact the final solution: Donahue and Caldwell (2018) find that model output is

sensitive to ordering because each process "feels" the effects of those preceding.

2.6 Current knowledge gaps
This chapter has presented current understanding of atmospheric processes contributing

to surface melting on Larsen C, and areas of uncertainty. As detailed in section 2.4, it is

unclear how foehn frequency on the Antarctic Peninsula is changing in response to evolving

large-scale atmospheric circulation. On Larsen C, the spatial distribution of foehn occurrence

has not been quantified. In addition, while the impact of foehn on the SEB and melting has

been examined on Larsen C during case studies (Grosvenor et al., 2014; Elvidge et al., 2015;

Elvidge et al., 2016; Elvidge et al., 2020; Kuipers Munneke et al., 2018), this kind of analysis

has not been performed over longer (multi-year) timescales. Climatologies have focused

solely on near-surface meteorology (van Wessem et al., 2018) or the importance of foehn for

the evolution of the snowpack (Datta et al., 2019) but no studies have been published that

explicitly link meteorology, foehn occurrence, the SEB and surface melting. There is also a

gap in scientific understanding regarding the influence of cloud phase on the SEB and surface

melting over Antarctic Peninsula ice shelves, and models typically cannot represent cloud well

(section 2.5). King et al. (2015) conclude that cloud properties are a likely cause of modelled

SEB biases. However, although observed cloud phase has been assessed by Grosvenor et al.

22 Chapter 2 Literature Review



(2012) and Lachlan-Cope et al. (2016) and modelled by Listowski and Lachlan-Cope (2017),

no work has been done to explicitly connect these properties to the SEB. The representation

of polar clouds should be a research priority because it is of critical importance for climate

model development (Lenaerts et al., 2017) and can therefore strongly affect model projections

of future climate change (Barrett et al., 2017a; Barrett et al., 2017b). Lastly, although some

broad estimates of surface meltwater production on Larsen C have been made (Trusel et al.,

2013; Trusel et al., 2015), there has been little work done to quantify the effect of the most

important processes contributing to surface melting there. Few models have been able to

reproduce the observed east-west gradient in melting associated with foehn occurrence on

Larsen C because they do not capture the main processes that create this pattern.

This thesis will address these gaps by examining the influence of foehn, cloud and

meteorology on the SEB and surface melting in observations and model output. The following

chapter will outline the primary data sources and methods used to do this.
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3Data and methods

This chapter describes the datasets and methods used throughout the thesis. It will provide an

overview of relevant technical information and data treatment, although chapter-specific uses

or configurations will be described in the relevant results chapter.

3.1 Data description

3.1.1 AWS measurements, instrumentation and data treatment
The difficulty of making meteorological measurements in Antarctica noted in Chapter 2

means that most in situ near-surface observations on Larsen C come from AWSs. Although

some intensive sampling campaigns have taken place, these are limited in their temporal

coverage. Time series of surface meteorology and energy fluxes from four AWSs are employed

throughout the thesis to answer the research questions outlined in Chapter 1. All are operated

by the Institute for Marine and Atmospheric research at Utrecht University (IMAU) and

maintained by the British Antarctic Survey (BAS). Metadata and specific uses for AWS data

in this thesis are summarised in Table 3.1. The selection of AWSs for each chapter depends

on data availability during the time period considered, as well as the research question. For

instance, to evaluate the effect of foehn winds on the SEB it is necessary to use data from a

station which measures the full SEB close to the foot of the mountains where the foehn effect is

most pronounced. The Cabinet Inlet AWS (AWS 18) is therefore used to evaluate the influence

of foehn in Chapters 4 and 6. Similarly, AWS 14 is used to evaluate the impact of cloud phase

on the SEB over a larger area of the ice shelf in Chapter 5 because it is representative of a

wider area and uninfluenced by topography.

All stations measure surface meteorology, as well as the full SEB (AWS 14, 17 and 18) or

radiative fluxes (AWS 15). AWS 14 is located around 125 km east of Larsen C’s grounding

line, at approximately 40 m above sea level (a.s.l.). It is currently operational. AWS 15 was

emplaced in January 2009, and was operational until June 2014. It is located approximately 75

km southwest of AWS 14, slightly further inland from the ice shelf edge. The area surrounding

both AWS 14 and 15 is relatively flat and homogeneous, meaning that measurements taken

at both stations are representative of a wider area (King et al., 2015). AWS 17 is located

on the remnant Larsen B ice shelf, in Scar Inlet (shown in Figure 2.1), where near-surface
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Figure 3.1.: Locations of the AWSs used in the thesis. Topography is shaded, where darker colours
indicate higher terrain.

meteorology is influenced by localised topographic features. It was operational from February

2011 until March 2016. AWS 18 is located in Cabinet Inlet on the northwest of Larsen C, close

to the foot of the Antarctic Peninsula mountains and is still operational. It is also surrounded

by steep topography, which makes the meteorology very localised. The locations of all AWSs

used are given in Table 3.1 and shown in Figure 3.1.

AWSs 14, 15 and 17 use the same basic meteorological sensors and are a "Type II" station

used by IMAU for all stations 1997-2014 (Figure 3.2a and b), while AWS 18 is a next-

generation "intelligent weather station for polar use" (iWS, Figure 3.2c and d), which has been

developed at IMAU and used at stations erected since 2014 (van den Broeke et al., 2013).

At the "Type II" stations, a Vaisala HMP35AC is used to measure relative humidity and air

temperature at 2 m above the surface, while a Vaisala PTB101B sensor measures air pressure.

The air temperature and humidity instrument is unventilated, which can lead to positive

temperature biases in calm, sunny conditions, so a correction is applied to the final dataset

using concurrent thermocouple observations after Smeets (2006) and Smeets et al. (2018).

Additionally, relative humidity measurements are corrected to account for solar heating of the

housing of the unventilated instrument, as well as its slow response time (Kuipers Munneke

et al., 2018). Wind speed and direction are measured with a Young wind monitor (model
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05105 at "Type II" stations, model 05103 at AWS 18). Upwelling and downwelling radiative

fluxes (SW↓, SW↑, LW↓ and LW↑) are observed by a Kipp and Konen radiometer (CNR1 at

"Type II" stations, CNR4 at AWS 18), and SW fluxes are adjusted for the tilt of the sensor using

in-built tilt sensors for AWS 14, 15 and 17, and after the MODIS-satellite guided procedure of

Wang et al. (2016) for AWS 18. All variables from AWS 14, 15 and 17 are sampled at 6 minute

resolution (except air pressure, which is sampled hourly) and recorded as hourly averages,

while data from AWS 18 is recorded at half-hourly resolution.

The iWS setup (van den Broeke et al., 2013) uses ultra-low power consumption instruments

and data logger, contained within a single housing to make it more robust for use in polar

environments. Air temperature, pressure, relative humidity and snow height sensors, as well

as a GPS unit, batteries and communication antenna are all included inside. A propeller-vane

Young anemometer and Kipp & Konen CNR4 radiometer are installed outside the housing to

measure wind speed, direction and radiation.

A SEB model (Kuipers Munneke et al., 2009; Kuipers Munneke et al., 2012) is used to

compute the SEB at AWS 14, 17 and 18. This model uses various quantities (pressure, relative

humidity, air temperature, wind speed, SW↓, LW↓ and SW↑ radiation) to close the energy

budget and compute the turbulent fluxes of sensible and latent heat using the bulk method.

The sensible (HS) and latent (HL) heat fluxes are calculated using the bulk aerodynamic

equations given in Equations 3.1 and 3.2, respectively,

HS = ρaCpu
∗T ∗ (3.1)

HL = ρaL(v,s)u
∗q∗ (3.2)

where ρa is the density of air, Cp is the specific heat capacity of dry air, L(v,s) is the latent

heat of vaporisation or sublimation (which of these is used is determined from the surface

temperature, TS), u∗ is the friction velocity and T ∗ and q∗ are the turbulent scaling parameters

for temperature and humidity, respectively, calculated using the iterative bulk aerodynamic

method based on Monin-Obhukov similarity theory and described in Kuipers Munneke et al.

(2009).

The ground heat flux, GS , is calculated using a multi-layer snowpack model. Because the

model accounts for subsurface radiation absorption, the amount of melt energy, Emelt, is the

sum of surface and subsurface melt (Kuipers Munneke et al., 2012). The subsurface model is

set up using various constants, such as the scalar roughness length (0.11 mm, derived from
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directly measured turbulent fluxes), roughness lengths for temperature and humidity (derived

from Andreas, 1987), snowpack LW emissivity (0.98), snow grain size (100 µm) and snow

density profiles (derived from snow pits dug in January 2011, and being relatively constant at

around 400-500 kg m−3 between 0-0.6 m below the surface).

Table 3.1.: Summary of metadata, measured parameters, data availability and use of AWS data
throughout the thesis.

Station
name

Location Elevation Data
coverage

Available
measurements

Use in this thesis

AWS 14
(Larsen
North)

67◦00’44”S
61◦30’00”W

40 m
a.s.l.

January
2009 -
present

Surface meteorology,
radiative fluxes,
subsurface snowpack
information, full SEB,
radiosondes during
OFCAP (Jan/Feb 2011)

SEB information
in Chapter 5,
hindcast
validation in
Chapter 6

AWS 15
(Larsen
South)

67◦34’14”S
62◦09’06”W

50 m
a.s.l.

January
2009
– June
2014

Surface meteorology,
radiative fluxes

Radiative fluxes
in Chapter 5,
hindcast
validation in
Chapter 6

AWS 17
(Scar
Inlet)

65◦56’ “S
61◦51’ “W

50 m
a.s.l.

February
2011 –
March
2016

As AWS 14 Hindcast
validation in
Chapter 6

AWS 18
(Cabinet
Inlet)

66◦28’58”S
63◦22’16”W

70 m
a.s.l.

November
2014 -
present

As AWS 14 Foehn wind
detection and
impact on SEB in
Chapters 4 and 6,
hindcast
validation in
Chapter 6

Radiative components (SW↓, SW↑, LW↓ and LW↑) and meteorological variables from AWS

15 (67.57◦S, 62.15◦W) are also used. All stations measure temperature, pressure, humidity,

winds and radiation terms, and snowpack sensors down to 15 m are installed at AWS 14.

A full description of the instrumentation is given in Kuipers Munneke et al. (2012), and an

explanation of the model used to calculate additional flux terms can be found in Kuipers

Munneke et al. (2009).
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Figure 3.2.: Images of the standard "Type II" AWS set-up used by IMAU before 2014 and the latest
"iWS" setup used at Cabinet Inlet. Panels a) and b) show the set-up of AWS 17 (Scar Inlet)
and detail of the instrumentation, respectively, while panels c) and d) show the same for
AWS 18 (Cabinet Inlet). All images are from IMAU.
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The SEB is defined as the "net amount of energy received at the surface" (Lenaerts et al.,

2017, pp. 3355), and is formulated as follows:

Etot = LW↑ + LW↓ + SW↑ + SW↓ +HS +HL +GS (3.3)

where LW↑ and LW↓ are the upwelling and downwelling components of LW radiation,

respectively, SW↑ and SW↓ are the upwelling and downwelling components of SW radiation,

respectively, and HS , HL and GS are the surface sensible, latent and ground heat fluxes,

respectively. All fluxes are defined as positive when directed towards the surface.

Surface melt energy is defined as in King et al. (2015), as

Emelt =


Etot TS ≥ 0◦C

0 TS < 0◦C
(3.4)

such that melt only occurs when there is a surplus of energy at the surface (Etot in Equation

3.3 is positive) and surface temperature is at the melting point.

3.1.2 Aircraft measurements, instrumentation and data treatment
In situ data collected using the British Antarctic Survey’s instrumented De Havilland Twin

Otter aircraft are used in Chapter 5 to examine the effect of cloud microphysics on the SEB.

The dataset includes positional information from standard aircraft sensors, meteorological

information such as three-dimensional winds, temperature, humidity and pressure, and cloud

microphysical information from a cloud probe fitted on a wing pylon (Figure 3.3). A full

description of the aircraft instrumentation is given in King et al. (2008).

Basic meteorological information is measured by the standard instrument suite. Two

humidity instruments are fitted: a Rosemount mounted Vaisala Humicap and a Buck 1011C

cooled-mirror hygrometer. Temperature is measured via Goodrich Rosemount probes on

the nose of the aircraft, and de-iced (model 102AU1AG) and non de-iced (model 102E4AL)

measurements are available. Pressure is measured using standard Honeywell HPA aircraft

sensors, which also record GPS position, aircraft roll, pitch and yaw, speed and altitude.

Laser (Riegl LD90-3800VHS-FLP) and radar (in-built aircraft sensors) altimeters both measure

height above the surface. A NOAA/ARA "Best Aircraft Turbulence" (BAT) probe is fitted on a

boom extending from the nose of the aircraft, and measures acceleration, as well as pressures

and exposed thermocouple temperatures from nine holes in the probe. Temperature and

pressure data are combined with attitude information from the aircraft sensors to calculate
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Figure 3.3.: Schematic illustration of instrumentation on the British Antarctic Survey DHC Twin Otter
aircraft.

turbulence using the eddy covariance method. SW↑, SW↓, LW↑ and LW↓ are measured

with Eppley pyranometers and pyrgeometers mounted on the underside and roof of the

aircraft, and a downward-facing camera records surface conditions. An infrared thermometer

(Heimann model KT19.82) can also be mounted in the floor hatch panel to measure surface

temperature.

Data from the Orographic Flows and Climate of the Antarctic Peninsula (OFCAP) campaign

in January/February 2011 is examined in Chapter 5. During OFCAP, a Droplet Measurement

Technologies Cloud, Aerosol and Precipitation Spectrometer (CAPS) probe (Baumgardner

et al., 2001) was fitted on a wing pylon to measure cloud microphysics. The CAPS probe

contains three distinct instruments:

1. The Cloud and Aerosol Spectrometer (CAS) measures particles in the size range 0.5 – 50

µm at 1 Hz frequency. In practice, these particles tend to be either cloud droplets or aerosol

particles during summer on the Antarctic Peninsula. A correction is applied to the data to

account for the lack of anti-shatter inlet on the sensor, which was shown by Grosvenor et al.

(2012) to increase the particle count from the CAS by 1.47 times due to air acceleration

within the tube (Lachlan-Cope et al., 2016).

2. The hotwire liquid water content (LWC) sensor measures the amount of liquid in air using

a heated wire. The instrument features a heated copper wire mounted between two arms,

which is maintained at a constant temperature. The instrument measures the power needed
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to maintain the temperature of the wire as it is cooled by the evaporation of liquid particles

colliding with it (King et al., 1978). A simple relationship is used to relate the power output

to LWC. The data are used only to validate CAS data because the instrument is known to

underestimate peaks in LWC (Lachlan-Cope et al., 2016).

3. The Cloud Imaging Probe (CIP) measures particles with diameters between 25 µm and 1.5

mm at a pixel resolution of 25 µm. It works by imaging particles as they pass through a

charge coupled device array. Particles project a silhouette and this signal is processed to

produce number concentrations of ice particles and large liquid droplets.

CIP data are quality controlled and processed according to the method of Crosier et al.

(2011), and ice water contents are computed from CIP imagery using the mass-dimensional

relationship of Brown and Francis (1995). Data were pre-processed before use by Russell

Ladkin, Tom Lachlan-Cope and Constantino Listowski. Ice and liquid particles are distinguished

based on their circularity, C, defined as:

C = P 2

4πA (3.5)

where P is the particle perimeter and A is the particle area, both as measured by the CIP.

To discriminate between ice and liquid, A must be a minimum of 50 pixels, which translates

to a particle of approximately 200 µm in diameter. Below this threshold, the phase of particles

cannot be determined. As noted by Lachlan-Cope et al. (2016), these particles comprised less

than 2-3% of all particles observed by the CAS, and were consequently disregarded. Circular

particles with values of C between 0.9 and 1.2 are classified as liquid drops, while irregular

particles of C > 1.4 are considered to be ice. Particles with circularity of 1.2 - 1.4 were

categorised on a case-by-case basis by visually analysing example images outputted by the

CIP. During summer on the Antarctic Peninsula, these particles were classified as ice, as in

Lachlan-Cope et al. (2016).

3.2 Model description
The MetUM is used throughout the thesis, and is the primary analysis tool. It is used by

the UK Met Office operationally for forecasting as well as for research purposes. It is run as

an atmosphere-only model, but can also be used as a coupled model. The MetUM uses input

data, in this thesis either operational analysis or reanalysis, to force a global model, which is

dynamically downscaled using a series of increasingly high-resolution domains.
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The outermost global domain is initialised using atmospheric fields (such as pressure,

temperature, moisture and three-dimensional winds) from operational analysis in Chapters 4

and 5, and reanalysis in Chapter 6. Both inputs are relatively coarse resolution (for example,

MetUM global "N512" operational output has a horizontal grid spacing of ~27 km at mid-

latitudes and ERA-Interim reanalysis ~79 km), which is unsuitable for local, regional or

process-scale studies such as are conducted in this thesis (Lo et al., 2008). However, their

large-scale (global) features are robust, and can therefore be dynamically downscaled to add

regional detail where observations are sparse (Yoshimura and Kanamitsu, 2008; Storch et al.,

2017). Models forced with reanalysis often out-perform reanalysis alone, for example in North

America (Castro et al., 2012; Bastola and Misra, 2014), Portugal (Soares et al., 2012) and

Southern Africa (Haensler et al., 2011).

Information about global-scale atmospheric circulation is fed into the nested inner domain

via lateral boundary conditions (LBCs) within a defined relaxation region around the boundaries.

The inner domain then simulates conditions across the rest of the domain given this information.

This nesting approach, whereby regional domains take LBCs from the outer domain they

are nested within, can be repeated as many times as required to achieve the desired spatial

resolution. Further details of the configurations used are given in Table 3.2 and section

3.2.2.

The accuracy of simulations increases with more frequent re-initialisations, which constrain

the simulation more closely to observed values. Regional models that are initialised just once

at the beginning of an integration ("free-running" models) can drift more considerably from

observations than re-initialised models. Lo et al. (2008) outline three methodologies typically

used with dynamical downscaling and show that the choice of method can influence simulation

quality:

1. Continuous integration ("free-run"), where the limited-area model running over the regional

nested domain is initialised once at the beginning, and then permitted to run freely as a

continuous integration, using forcing from the parent global model. While this method is

computationally least demanding, there is a danger that the inner domain can drift from

the outer domain and develop physically inconsistent features during long integrations (Lo

et al., 2008);

2. Frequent re-initialisations ("forecast mode") where the model is frequently re-initialised

and allowed to run only short forecasts, which are then stitched together into a continuous

time series, typically discarding the first section of each forecast;
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3. Nudged runs ("nudging") where the model is allowed to run as in method 1 but the inner

regional domain is "nudged" towards climatologies or observations to prevent model drift.

Method 1 is typically unsuitable for long simulations because the model drifts from

observations without data input and can develop internal features different to the LBCs and

large-scale fields (Lo et al., 2008). Methods 2 and 3 increase the utilisation of observations by

periodically integrating them via frequent re-initialisations, or by nudging to bring simulated

values in the regional model closer to the driving fields (Lo et al., 2008). Both prevent

model drift and improve the skill of the simulation: for example, Rockel et al. (2008) find

that applying nudging improves the representation of large-scale features like total kinetic

energy in downscaled regional domains compared with un-nudged simulations. Good quality

regional model output is required to reliably simulate atmospheric features such as foehn

winds. Sensitivity tests showed that MetUM simulations using "forecast mode" were of better

quality than "free running" mode, and this methodology was therefore applied in this thesis.

Nudging is impossible in the MetUM.

Figure 3.4.: Model domains used in the thesis. The 4.4 km and 1.5 km domains are used in Chapter 4,
while only the 1.5 km domain is used in Chapter 5. The 4.0 km domain is used in Chapter
6 only.
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3.2.1 Core physics and model description
The MetUM contains a non-hydrostatic, fully compressible dynamical core (ENDGame)

with semi-implicit time stepping and semi-Lagrangian advection. Atmospheric prognostic

variables are the dry virtual potential temperature, Exner pressure, dry density and three-

dimensional winds, and moist prognostics such as cloud fields and specific humidity are

advected as atmospheric tracers (Walters et al., 2017). Prognostic variables are discretised

horizontally on an Arakawa-C grid and a terrain-following hybrid vertical coordinate with

Charney-Phillips staggering is used in the vertical. When run as a regional, limited area model

(LAM), the MetUM uses a rotated latitude-longitude grid to maintain uniform resolution across

the domain. The LAM takes its boundary conditions from the coarser outer domain it is nested

within, and the predicted solutions of the inner and outer nests are blended within a "halo

region" around the edge of the inner domain.

3.2.2 Model domains and methodology
An atmosphere-only configuration of the model is used with a nested LAM centred on

the Antarctic Peninsula. The specific domains used vary between chapters: in Chapter 4,

two nests are used to downscale archived global operational MetUM analysis from N512

(~27 km horizontal grid spacing at mid-latitudes) to 4.4 km and then 1.5 km resolution,

in a manner similar to Orr et al. (2014). The domains used in each chapter are shown in

Figure 3.4. In Chapter 5, the inner nest, at 1.5 km grid spacing, is forced directly at the

boundaries by a global model run at N768 (~17 km resolution at mid-latitudes), initialised

from archived operational MetUM global analysis, while in Chapter 6, the inner nest is smaller

and coarser resolution (4 km horizontal resolution), and the global model (N512) is initialised

from ERA-Interim re-analysis data. The model domain sizes, boundaries and resolutions

were selected firstly to maximise the number of pertinent processes that could be explicitly

resolved, secondly to ensure that driving synoptic-scale circulation features could be included,

and thirdly to limit the number of grid points within the domain to maximise computational

efficiency. The global model is always run using GA6.1 physics (Walters et al., 2017) and in

all chapters, the LAM configuration has 70 vertical levels up to 40 km.

Simulations are run in "forecast mode" described above, whereby the global domain is

reinitialised periodically and runs a global forecast (typically 24 hours). The global model

output provides the LBCs for the inner nested domain (which provides LBCs for the next

nested domain, if applicable). Time series are created by discarding the first 12 hours of each

24-hour model forecast and concatenating the t+12 h to t+24 h series.
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Table 3.2.: Summary of differences between MetUM model configurations used in each chapter.

Parameter Wintertime melt
cases (Chapter 4)

Cloud
microphysics
(Chapter 5)

Hindcast
(Chapter 6)

Resolution of driving
global model

N512 (~27 km at
mid-latitudes)

N768 (~17 km at
mid-latitudes)

N768 (~17 km at
mid-latitudes)

Forcing data Archived Met
Office operational
analysis

Archived Met
Office operational
analysis

ERA-Interim
reanalysis

Number and resolution
of limited area nests 1. 4.4 km and

2. 1.5 km
1. 1.5 km 1. 4.0 km

Finest horizontal
resolution

1.5 km 1.5 km 4.0 km

Number of grid points
in finest nest

400 x 400 400 x 400 220 x 220

Time step of nest 60 s 60 s 100 s

Model
parameterisations used

Default settings Variable: see Table
5.1, Chapter 5.

Optimised settings
developed in
Chapter 5 (see
Table 5.1, Chapter
5).

Model version 10.4 10.8
(single-moment),
11.1 (CASIM)

11.1

A summary and comparison of the model set-ups used in each chapter is given in Table

3.2.

3.2.3 Updated orography dataset
By default, the MetUM takes information about coastlines (land-sea mask) and orography

from the GLOBE dataset, which contains data about the Antarctic Peninsula collected in

1993 (Hastings and Dunbar, 1999). These data are averaged from their native 30 arc-second

(~1 km) resolution to 1 arc-minute resolution for use in the global model, which are then

downscaled to the regional nest. This makes the dataset relatively low resolution, particularly

for simulating topographically-driven features such as foehn winds. Additionally, the default

land-sea mask is outdated and includes the now-collapsed Larsen A and B ice shelves.
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Figure 3.5.: Difference between default and updated surface elevation (orography) and land-sea mask
(LSM) files used in MetUM runs. The default orography and land-sea mask are based on
the 1 km resolution GLOBE dataset (Hastings and Dunbar, 1999). The updated land-sea
mask is derived from the SCAR Antarctic Digital Database, and updated orography is
based on the Ohio State University RAMP 200 m digital elevation model (Liu, 1999),
produced by Tony Phillips at BAS. Blue colours indicate where land is removed from the
updated land-sea-mask compared to the default, and where surface elevation is lower
than in the default, while red colours indicate the opposite.

Updated orography and land-sea mask files were consequently generated for use in the

thesis by Tony Phillips at BAS. The land-sea mask is based on the SCAR Antarctic Digital

Database coastline, version 7.0 (released January 2016 and available at https://www.add.scar.org/).

The orography file is based on the Ohio State University RAMP 200 m resolution Antarctic

digital elevation model (Liu, 1999), and is converted for use in the MetUM by interpolating
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the dataset onto each model domain used in the thesis (the 4.4 km domain used in Chapter 4,

the 1.5 km domain used in Chapters 4 and 5, and the 4.0 km domain used in Chapter 6) and

applying smoothing as follows. Firstly, unsmoothed orography was created by calculating for

each model grid box a mean of all heights in the corresponding region in the digital elevation

model. The smoothed orography was created by applying a 2D 1-2-1 filter with convolution

and setting all points not classified as land in the new mask to a height of 0 m. The differences

in orography and land-sea mask between the standard MetUM files and the updated data used

are shown in Figure 3.5.

3.2.4 Important parameterisation schemes
The following sections summarise important parameterisation schemes used in the MetUM.

The radiation scheme is built on code from SOCRATES (Suite of Community RAdiative

Transfer codes) and is based on Edwards and Slingo (1996). It computes gaseous absorption

of SW and LW radiation in six and nine bands, respectively, and includes absorption by

water vapour, ozone, oxygen and carbon dioxide. Absorption and scattering by aerosols such

as sea salt, mineral dust and black carbon is calculated using climatological or prognostic

aerosol concentrations. Aerosol concentrations are also used to calculate cloud droplet number

concentration after Jones et al. (1994; 2001) and cloud droplets are parameterised using

“thick averaging” described in (Edwards and Slingo, 1996), with Padé fits used to parameterise

variations in droplet effective radius with droplet number concentration. Ice is parameterised

according to Edwards et al. (2007) and Baran et al. (2014).

The boundary layer scheme parameterises turbulent motions that occur at a finer scale

than can be explicitly resolved using a 3D smagorinsky-type scheme, and uses the formulation

of Lock et al. (2000), with modifications documented in Lock (2001) and Brown et al.

(2008). Adiabatically conserved heat and moisture variables as well as momentum and

tracers are mixed in a first-order turbulence closure scheme (Walters et al., 2017). Unstable

boundary layers are parameterised using two types of diffusion coefficients: one for turbulence

originating from the surface (surface heating, wind shear) and another for cloud-top driven

turbulence (evaporative or radiative cooling) (Walters et al., 2017). Stable boundary layers

are parameterised using the scheme of Brown et al. (2008). Turbulent fluxes (above the

surface) are computed from local conditions with an eddy diffusivity method, which are

proportional to mixing length, vertical wind shear, and local stability. Stability is diagnosed

using a Richardson number-dependent stability function, and several options are available

which produce varying amounts of mixing (Lock, 2011). Mixing length is proportional to the
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surface roughness length, which for snow-covered land and sea ice is prescribed as 5 × 104 m

(Orr et al., 2014).

The purpose of the large scale cloud scheme is to calculate the amount of condensation

that occurs at each model timestep, and to diagnose the ice, liquid and mixed-phase cloud

fractions (that is, the fraction of the gridbox occupied by ice, liquid or mixed-phase cloud)

for use by the radiation and precipitation (microphysics) schemes. This is done by assuming

instantaneous condensation and by parameterising sub-grid scale variations in moisture and

temperature using a probability distribution function. Two variants are available in the MetUM:

the diagnostic scheme based on Smith (1990a) and PC2 (Wilson et al., 2008). These are

described in turn.

The diagnostic scheme is based on Smith (1990a). It calculates sub-grid scale variations

in liquid condensate, s, by assuming a symmetric triangular probability distribution function

representing the within-gridbox deviation of liquid condensate fractions from the gridbox

mean. The parameterisation also relies on diagnosing a critical relative humidity, RHcrit, at

which condensation occurs. RHcrit profiles are prescribed such that condensation is permitted

when gridbox mean relative humidity is less than 100% to capture the effect of local, sub-grid

scale variations in humidity that can produce condensation in smaller pockets. This enables the

scheme to compute vapour mass mixing ratios and liquid cloud fractions assuming knowledge

only of total condensate, relative humidity and temperature, and means that it takes into

account spatial heterogeneity within a gridbox. Ice cloud fraction is parameterised in the

scheme in an analagous way to the liquid fraction. The total and mixed-phase cloud fractions

are calculated assuming minimal overlap between ice and liquid.

The prognostic cloud, prognostic condensate (PC2) scheme (Wilson et al., 2008) prognostically

computes ice, liquid and mixed-phase cloud fractions and advects these in space and time

by calculating sources and sinks of condensate. Like the Smith (1990a) scheme it calculates

sub-grid scale variations in liquid condensate by assuming a probability density function of s.

However, in PC2, cloud fractions are updated incrementally to include the effect of individual

processes that can act as sources or sinks of condensate, such that each scheme (convection,

radiation, boundary layer, precipitation etc.) produces an effect on cloud fractions. In further

contrast to the Smith (1990a) scheme, the autoconversion process in the microphysics scheme

does not influence liquid cloud fractions, which in practice means that extensive, optically

thin liquid clouds with high liquid cloud fraction but low liquid water contents can persist. An

advantage of this method is that individual process contributions can be extracted, and cloud

may be advected, permitting more realistic simulation of cloud evolution.
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The large-scale precipitation (microphysics) scheme, calculates process rates that increase

or decrease cloud ice, liquid and water vapour. Two schemes are used in this thesis: the

default single-moment scheme based on Wilson and Ballard (1999), which simulates particle

mass only, and the newly developed multi-moment scheme, which simulates mass and number

concentrations. Both are described in turn.

The default large-scale precipitation formulation is a physically-based, single moment

microphysics scheme based on Wilson and Ballard (1999), with modifications. It represents

four phases of water: water vapour, cloud water, rain droplets and snow (encompassing all ice

in the gridbox). Cloud liquid is produced by condensation and its sinks are autoconversion

to precipitation, loss via settling, and conversion to ice via deposition and riming. Rain is

produced by autoconversion, melting of ice, and accretion, and lost by evaporation or ice

growth. Rain droplet sedimentation can increase or decrease rain mass mixing ratios as rain

descends through model levels. Sedimentation acts similarly on ice, which is produced via

depositional growth, riming or capture of rain, and lost by sublimation and melting (Field

et al., 2014).

The scheme represents only the first moment of the hydrometeor size distribution, mass,

so cloud droplet number concentrations (the number of activated cloud nuclei) are prescribed.

This value is set to 100 cm −3 over open water and 300 cm −3 over land (including ice

shelves). Whilst these assumed values of cloud droplet number concentrations are unrealistic

over Antarctic ice shelves, initial sensitivity tests (not shown) revealed that the choice of

values had a negligible effect on the quality of simulations. The particle size distribution of

rain drops is parameterised as in Abel and Boutle (2012), with fall velocities parameterised

using Abel and Shipway (2007). For ice aggregates, a generic size distribution is used where

ice number concentration is calculated using the relation between ice water content and

temperature given in Field et al. (2005) and Field et al. (2005). The Hallett-Mossop secondary

ice formation process is switched off because the model frequently over-estimates ice water

contents as described in Chapter 2.

The newly developed Cloud AeroSol Interaction Microphysics scheme (CASIM) (Shipway

and Hill, 2012; Hill et al., 2015; Grosvenor et al., 2017) is a multi-moment microphysical

parameterisation scheme with five hydrometeor classes that permits one- or two-way cloud-

aerosol interactions. The size distribution of each class is described with a gamma distribution,

and CASIM calculates prognostic mass mixing ratios and number concentrations (Miltenberger

et al., 2018). Fixed density, mass-diameter and fall speed relationships are assumed. Details

of the parameterisation of the various microphysical processes described by CASIM can be
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found in Miltenberger et al. (2018) and Grosvenor et al. (2017). In the configuration used

in Chapter 5, two soluble modes of aerosol - accumulation mode aerosol and coarse dust -

are represented, with one-way coupling between cloud and aerosol, meaning that the cloud

field is forced by aerosol, but that cloud development does not deplete aerosols during the

simulation. Mass mixing ratios and number concentrations of accumulation mode aerosol

are prescribed as 4.56 × 10−9 kg kg−1 and 3.8 × 108 kg−1, respectively, whereas the coarse

aerosol mode is prescribed as a profile that varies with height. The Abdul-Razzak and Ghan

(2000) droplet activation scheme is used, and several ice nucleation schemes are available:

some of these are tested and documented in Chapter 5. The convection parameterisation is

switched off in Chapter 5 because the LAM is sufficiently high resolution to resolve convective

systems.

The MetUM configurations in this thesis use the Met Office Surface Exchange Scheme

(MOSES-II) (Cox et al., 1999; Essery et al., 2001; Essery et al., 2003) because the newer, more

sophisticated JULES land surface scheme (Best et al., 2011) has not been widely tested or

tuned for Antarctica. When configured to run with a single-layer snowpack, JULES defaults

to MOSES-II settings. The scheme calculates the surface radiative, turbulent and ground

heat fluxes (i.e. the SEB) and surface temperature interactively by specifying land types and

parameters (Cox et al., 1999). In Antarctica, a single-layer snowpack is represented. Water is

not allowed to penetrate into the subsurface, and all runs off the surface, with no refreezing.

Over snow-covered surfaces, the only surface processes considered are sublimation, snowfall,

snowmelt and surface runoff. This means the moisture flux from snow-covered surfaces comes

exclusively from the sublimation of lying snow.

Surface net radiation (Rnet) is parameterised using direct and diffuse albedos for each

gridbox in the SW and LW bands (Essery et al., 2003). SW↓ and LW↓ is calculated by the

radiation scheme as described above, and fed into the surface scheme. The albedo (α) of

snow-covered surfaces is permitted to evolve as the snow ages according to the spectral albedo

model of Wiscombe and Warren (1980). The absorption of SW↓ and LW↓ is related to surface

temperature (TS) and summed over i SW bands, making Rnet equal to:

Rnet =
∑

i(1− α)SW↓,i + SW↓,i − σT 4
S (3.6)

where σ is the Stefan-Boltzmann constant.
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Turbulent fluxes are parameterised using the bulk aerodynamic formulae, with sensible

heat flux defined as:

HS = ρ
Cp

ra
{TS − T1 −

g

Cp
z1} (3.7)

and latent heat flux defined as:

HL = ψ
ρ

ra
qsat(TS , pS)− q1 (3.8)

where g is the acceleration due to gravity, Cp is the specific heat capacity of air, T1 and

q1 are the atmospheric temperature and specific humidity at height z1 above the surface,

respectively, ra is the aerodynamic resistance (which depends on roughness length, prescribed

as 1.0 × 10−4 m for ice, wind speed and atmospheric stability), ρ is the surface air density, TS

is the surface temperature, ψ is a factor set to 1 for saturated surfaces including snow, and

qsat(TS , pS) is the saturation specific humidity at temperature TS and pressure pS .

The conductive flux, GS , from the surface into the (in this case single) sub-surface layer is

parameterised as:

GS = 2λ
∆zS

(TS − Tsub) (3.9)

where ∆zS is the layer thickness, λ is the thermal conductivity (assumed to be 0.265 W m−1

K−1) and TS and Tsub are the temperatures of the surface and underlying layer, respectively.

The surface temperature, TS is a diagnostic with the form:

TS = Tsub + GS∆zS

2λ (3.10)

The energy balance of the surface is calculated as in Equation 3.3, such that any residual

energy (Etot > 0) is available for melting. When there is snow, melt occurs whenever TS or

Tsub > 0. Enough melting must occur such that the Equation 3.3 is satisfied for Tsub = TS and

other surface fluxes are adjusted accordingly.

This chapter has summarised the data and methods used throughout the thesis, including

surface AWS and airborne microphysics observations and detailed the configuration and

parameterisations used in the MetUM. The next chapter presents results of wintertime case

studies of foehn events identified from AWS data, and simulated with the MetUM.
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4The influence of foehn winds on

surface melting over Larsen C in

non-summer seasons

Parts of the work on which this chapter is based have been published in: Kuipers Munneke,

P., Luckman, A. J., Bevan, S. L., Gilbert, E., Smeets, C. J. P. P., Van Den Broeke, M. R.,

Wang, W., Zender, C., Hubbard, B., Ashmore, D., Orr, A., King, J. C. (2018). "Intense

winter surface melt on an Antarctic ice shelf." Geophysical Research Letters, 45, 7615–7623.

https://doi.org/10.1029/2018GL077899, doi: https://doi.org/10.1029/2018GL077899 (reproduced

in Appendix A).

My contribution to this paper was the modelling work, and figures 3 c) and d). Elements

of this chapter that have been previously published are indicated.

4.1 Introduction

4.1.1 Aims and objectives
This chapter investigates the role of foehn winds in driving surface melting over Larsen C

in non-summertime conditions (hereafter referred to as "wintertime melt" for convenience).

It aims to determine whether foehn events have an effect on the SEB and surface melting

by examining observations from AWS 18 and simulations with the MetUM during two case

studies when foehn were suspected in Cabinet Inlet. As described in Chapter 3, AWS 18 is

located at the foot of the peninsula mountains, adjacent to the Larsen C ice shelf (see Figure

3.1). The signatures of foehn events are strongest nearest the steep terrain that generates

them, which also causes more frequent meltwater ponding here (Luckman et al., 2014), hence

Cabinet Inlet is an appropriate location at which to study foehn-induced melt.

The two case studies identified are 9–13 May 2016 (CS1) and 25–30 May 2016 (CS2).

CS2 is evaluated in Kuipers Munneke et al. (2018) and both cases were selected because they

were associated with considerable temperature and wind speed increases and large decreases

in relative humidity. These wintertime foehn tend to be intense, yet short-lived compared

to summertime events (Kuipers Munneke et al., 2018). The MetUM was run as described in

Chapter 3 for both case studies. Both were simulated at 4.4 and 1.5 km resolution as outlined
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in Table 3.2. For clarity, throughout the majority of this chapter, only results from the 1.5 km

domain will be presented, except where comparison with 4.4 km results is informative.

4.1.2 Research questions
The influence of foehn winds on the SEB of Larsen C during CS1 and CS2 are examined by

answering the following research questions:

1. Do foehn events occur on Larsen C during winter?

2. What is the effect of wintertime foehn on the SEB of Larsen C?

3. Do wintertime foehn events cause melting on Larsen C?

4.1.3 Novelty of research
As described in Chapter 2, foehn-related melt events have been documented in summer

on Larsen C (Elvidge et al., 2015; Elvidge et al., 2016; Cape et al., 2015; King et al., 2017),

supported by an array of observational data (for example from aircraft, modelling, radiosondes

and AWS data). However, until 2018 there had been no definitive demonstration that foehn-

driven surface melting also occurs during other seasons. This chapter builds on contributions

to Kuipers Munneke et al. (2018), which showed for the first time that foehn-driven surface

melt is occurring during winter on the Larsen C ice shelf. This has subsequently also been

demonstrated by Datta et al. (2019) and Elvidge et al. (2020). This chapter will add to work

published in Kuipers Munneke et al. (2018) by examining the effect of foehn on the SEB, and

hence on melting, in detail. This has not yet been done for Larsen C during non-summer

seasons, and exploring this connection is important to better understand the processes that

connect atmospheric phenomena with the observed glaciological changes described in Chapter

2.

4.2 Research question 1: Do foehn events occur on

Larsen C during winter?
First, it must be established whether foehn occurs during winter. As described in Chapter 2,

leeside foehn conditions can occur when upstream ĥ, defined as in Equation 2.1, exceeds 1. In

both CS1 and CS2, ĥ derived from 4.4 km model output suggests that such conditions prevail

(ĥ = 1.89 and 1.61 for CS1 and CS2, respectively). Non-linear effects such as foehn events,

wave breaking and hydraulic jumps occur when ĥ > 1 (Elvidge et al., 2016), suggesting that

these conditions could establish a non-linear leeside foehn response during both cases.
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4.2.1 Synoptic conditions
As described in Chapter 2, foehn events on Larsen C are generated by synoptic conditions

favourable to their development, i.e. cross-peninsula (westerly) flow. Mean atmospheric

circulation at 750 hPa at the start of CS1 and CS2 from ERA-5 reanalysis is shown in Figure

4.1a and b, respectively, and shows that synoptic flow is broadly cross-peninsula over Larsen C

in both cases. Lower pressure east of the Antarctic Peninsula is shown in both cases, although

the low pressure centre in the Weddell Sea in CS2 is deeper. A ridge of high pressure extends

along the peninsula mountains in CS1, and to some extent in CS2, generating flow with

a large westerly component. The approximately zonal flow at 750 hPa and upwind ĥ > 1

suggests that low-level flow blocking occurs during both cases, and that foehn is generated by

the isentropic drawdown mechanism outlined in Chapter 2.
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Figure 4.1.: Synoptic conditions over the Antarctic Peninsula at the onset of foehn conditions: a)
12:00 UTC on 9 May and b) 12:00 UTC on 25 May, derived from ERA-5 reanalysis at 31
km grid spacing. Colour contours show 1.5 m temperature in degrees celsius, unfilled
contours show mean sea level pressure and overlaid vectors show 750 hPa winds in m
s−1. A 10 m s−1 scale vector is included at top left for reference.

4.2.2 Surface conditions
The classical fingerprint of foehn (warm, dry, windy conditions) can be seen in the surface

meteorological observations from AWS 18 during CS1 and CS2 (Figures 4.2 and 4.3). The time

series shown in Figures 4.2 and 4.3 show the signature of foehn beginning on both 9 May and
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25 May, i.e. an abrupt rise in temperature and wind speed with a concurrent drop in relative

humidity. Considerable temperature rise is observed at Cabinet Inlet during both foehn events:

2 m air temperatures (Tair) peak at 10◦C and 14◦C in Cabinet Inlet on the 9 (Figure 4.2) and

26 May (Figure 4.3), respectively. These temperatures represent a significant departure from

temperatures usually observed over Larsen C during winter, which for March–May are around

-20◦C at AWS 14 and 15, both located closer to the edge of Larsen C (Kuipers Munneke et al.,

2012). The 4.4 km and 1.5 km model output are almost indistinguishable, so the analysis

in this section will focus on the 1.5 km results only. Modelled Tair rises across the whole ice

shelf at the height of both cases, as shown in Figure 4.4. The surface temperature (TS) rises

abruptly to the melting point as Tair peaks, and does not fall below 0◦C for most of the event

(Figures 4.2 and 4.3). If Etot is positive during the same time period, this will cause melt,

according to Equation 3.4. Relative humidity falls by 40-50% in both cases, from fairly typical

values of ~98% (Kuipers Munneke et al., 2012) to minima of ~40% and ~30% in CS1 and

CS2, respectively. Wind speeds peak at approximately 20 m s−1 in both cases. Typical values

at AWS 14 and 15 are 4 m s−1 during March–May (Kuipers Munneke et al., 2012), so this

represents a significant increase. However, Cabinet Inlet might be expected to experience

higher winds due to its location near the complex topography of the peninsula mountains,

which can channel air and contribute to elevated wind speeds as described in Elvidge et al.

(2015). This evaluation of observed time series supports the hypothesis that foehn events take

place during winter.

Differences between the cases are evident, for instance CS2 is more intense than CS1. This

may be because upstream flow is stronger at the start of CS2, which is indicated by the smaller

ĥ reported in section 4.2.1. ERA-5 analysis shows that Tair in Cabinet Inlet at the start of

CS1 is warmer than at the start of CS2, and an area of warmer temperatures extends further

south in CS1 from Cabinet Inlet across the Larsen C ice shelf (Figure 4.4). CS1 also appears to

show two separate foehn events: the main event examined lasts from 9 May until 14 May, but

another begins on 15 May. This is seen in the time series, where on 13 May relative humidity

and temperatures (wind speeds) increase (die down), and then drop (pick up) again on 15

May (Figure 4.2).
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Figure 4.2.: Time series of near-surface meteorological variables during CS1: a) relative humidity, b)
wind speed, c) 1.5 m air temperature, d) surface temperature. In all panels, the black line
shows observations from the Cabinet Inlet AWS, while the blue and pink lines show the
model output at 4.4 and 1.5 km resolution, respectively.

Figure 4.3.: Time series of near-surface meteorological variables during CS2: a) relative humidity, b)
wind speed, c) 1.5 m air temperature, d) surface temperature, as in Figure 4.2.
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Figure 4.4.: Modelled near-surface conditions shortly after the onset of foehn conditions in a) CS1 at
12:00 UTC on 10 May and b) CS2 at 00:00 UTC on 26 May from the 1.5 km resolution
model domain. Filled contours show 1.5 m air temperatures, while vectors indicate 10 m
wind speeds. A scale vector of 20 m s−1 is shown top centre for reference.

Figures 4.2 and 4.3 show that the signature of foehn are modelled reasonably accurately,

but that there are some disparities in the magnitude and timing of changes. Figure 4.4 shows

a spatial snapshot of surface conditions at the onset of foehn, at 12:00 UTC on 10 May and

00:00 UTC on 26 May respectively, for CS1 and CS2. During both cases, simulated Tair rises

above 0◦C in the immediate lee of the mountains, and TS reaches 0◦C across much of the ice

shelf. Modelled wind speeds are highest closest to steep terrain, consistent with the occurrence

of foehn. In both cases, the extent and precise location of simulated warming differs, which

could be due to differences in the MetUM’s representation of foehn dynamics, wind direction

or boundary layer stability. Models struggle to represent stable boundary layers, which develop

frequently in winter.

Although overall the MetUM represents surface meteorological variables well, some biases

are still evident. Table 4.1 and panels a – d in Figures 4.5 and 4.6 show correlations between

observed and modelled surface meteorology during CS1 and CS2, respectively. Modelled Tair

and TS are both negatively biased, while relative humidity and wind speed are positively
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biased. The root mean square errors (RMSE) of the time series of modelled surface variables

for CS1 and CS2 are shown in Table 4.1.

Table 4.1 shows that the cold bias and RMSE is larger for Tair than TS . The RMSE of air

(surface) temperature is 4.4◦C (3.3◦C), respectively, during CS1 and 6.9◦C (4.8◦C) during CS2.

Model biases are larger in CS1 than CS2, which may be because CS1 is less intense. Figures

4.2 and 4.3 show that the MetUM under-estimates the maximum temperatures reached during

both events by several degrees, and misses the smaller peak in temperatures observed on

May 23–24 (CS2). This bias could result from several things. Firstly, the vertical structure of

the atmosphere may not be modelled accurately. If the potential temperature of air sourced

from higher altitudes during the foehn event is not warm enough, this will create a cold bias

at the surface once it is adiabatically compressed and warmed as it descends down the lee

slope. Secondly, over-estimated wind speeds may also push too much warm foehn air out

over the ice shelf and away from Cabinet Inlet, contributing to the cold bias. Lastly, if the

modelled boundary layer is too stable or too deep, the MetUM could struggle to represent the

magnitude of temperature changes associated with foehn, which would influence the biases

shown in Table 4.1. If the stable boundary layer does not erode correctly with time, warm

temperatures may not penetrate to the surface and produce a surface effect, despite foehn

occurring dynamically at higher levels. This process is described in Orr et al. (2008).

Relative humidity is also over-estimated by approximately 5-15% in the model compared

with the observations, which suggests that the model under-estimates the intense drying

associated with extreme wintertime foehn events such as these. However, this is because the

simulated air temperature is too low, which means the air is more saturated with water vapour.

This is illustrated in panels a and c of Figures 4.2 and 4.3, where the bias in relative humidity

is highest when the bias in air temperature is highest and can be demonstrated using the

Clausius Clapeyron equation1.

Wind speed is over-estimated relative to observations in both cases. The model particularly

over-estimates winds during strong wind periods, such as those seen on 11 and 12 May (CS1)

and 26–28 May (CS2). The RMSE of wind speed is highest during CS2 at 1.5 km resolution

when the correlation between observed and modelled values is also lowest. However, given

1The Clausius-Clapeyron equation takes the form Ln(es/6.11) = (Lv/Rv)(1/T0)-(1/T ), where Lv is the latent
heat of vaporisation, 2.453 × 106 J kg−1, Rv is the gas constant for dry air, 461 J kg−1 and T0 is a reference
temperature, taken to be 0◦C or 273.15 K. For example, at the onset of CS2, modelled Tair ≈ 4.0◦C and RH
≈ 70.9%, making e/es ≈ 5.75/8.11 hPa. At the observed Tair ≈ 8.4◦C and RH ≈ 52%, e/es ≈ 5.65/10.89
hPa. The approximate equivalence of e between model and observations demonstrates that the model correctly
simulates the absolute quantity of atmospheric water vapour, and that temperature biases are responsible for
the RH bias.
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the complex orography in this region, which can be extraordinarily difficult to represent in a

model (King et al., 2017), wind speeds are reproduced very closely.

Of the four surface variables considered, relative humidity is simulated best, particularly in

CS1. However, minimum relative humidity is often over-estimated, especially in CS2, when

observed relative falls to 32.1%, whereas the modelled low is 45.8%. However, the mean bias

is around 10% during both cases, and RMSE is < 25%. The statistics are poorer during CS2

because the model simulates the onset of foehn slightly too early, and because the temperature

bias is more extreme during CS2.

4.2.3 Model representation of atmospheric vertical structure during

foehn
The vertical structure of the atmosphere during the cases provides further evidence that

foehn is occurring. Figure 4.7 shows a longitudinal cross-section through the peninsula during

the peak of CS2. A similar structure is observed during CS1 (not shown). Cross-peninsula

airflow causes high wind speeds and warm near-surface air temperatures in the lee of the

mountains, consistent with the signature of foehn recorded at the surface and reproduced in

model output (Figure 4.3). Enhanced downslope winds associated with the event are evident

in Figure 4.7, accompanied by the drawdown of potentially warmer air from higher altitudes.

This suggests that foehn is generated by the isentropic drawdown mechanism, described in

Chapter 2. This warm air causes near-surface temperatures to rise above freezing across much

of Larsen C (Figure 4.4). This is confirmed in the observations from Cabinet Inlet.

The vertical structures of the cases support the conclusion that CS2 is more extreme than

CS1. Higher downslope wind speeds are observed during CS2, consistent with higher surface

winds and warmer air temperatures at Cabinet Inlet shown in Figure 4.3.

The representation of the vertical structure of foehn events is important to understand the

sources and mechanisms that generate surface conditions. Improved spatial resolution may

therefore enhance the interpretation of plots like Figure 4.7. The next section will examine

the effect of altering the model set-up on the representation of foehn.
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Figure 4.5.: Scatterplots of observed vs. modelled (1.5 km resolution) surface variables at the Cabinet
Inlet AWS during CS1. Correlations (r values) are given in the top right hand corner of
each panel: bold values indicate statistical significance at the 99% level. The dashed
line in each plot indicates perfect agreement between model and observations. Panels
a – d show surface meteorological variables: surface temperature, TS; near-surface air
temperature, Tair; relative humidity; and wind speed; and panels e – h show SEB terms:
downwelling longwave, LW↓; downwelling shortwave, SW↓; net radiative, Rnet and
melt, Emelt, fluxes.
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Figure 4.6.: Scatterplots of observed vs. modelled surface variables at the Cabinet Inlet AWS during
CS2, with details as in Figure 4.5.
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Table 4.1.: Observed and modelled means, plus biases, percent root mean square error ("% RMSE")
and correlation coefficients ("Correlation (r)") during both cases at 1.5 km resolution
for surface variables: surface temperature, TS (◦C); near-surface air temperature, Tair

(◦C); relative humidity, RH (%); wind speed, FF (m s−1); and fluxes of downwelling and
upwelling shortwave and longwave SW↓, SW↑, LW↓ and LW↑, respectively; net shortwave,
SWnet; net longwave, LWnet; sensible heat, HS; latent heat, HL; total energy, Etot; melt
energy, Emelt and melt energy with observed TS prescribed, Emelt,forced, all measured in
W m−2.

Observed mean Model mean Bias % RMSE Correlation (r)
CS1 CS2 CS1 CS2 CS1 CS2 CS1 CS2 CS1 CS2

TS -4.49 -4.15 -6.24 -6.29 -1.74 -2.14 -73% 116% 0.91 0.85
Tair 1.14 1.89 -2.19 -2.27 -3.33 -4.16 384% 363% 0.93 0.80
RH 65.47% 62.94% 76.83% 70.72% 11.35% 7.78% 22% 24% 0.85 0.69
FF 4.63 6.13 8.57 12.72 3.94 6.59 115% 136.% 0.79 0.68
SW↓ 7.95 2.48 7.59 1.59 -0.36 -0.89 96% 138% 0.90 0.94
SW↑ -7.44 -2.34 6.04 -1.20 1.14 -1.40 166% 102% 0.90 0.94
SWnet 0.51 0.14 1.55 0.39 1.04 0.25 516% 596% 0.89 0.89
LW↓ 267.28 273.71 253.95 252.36 -13.33 -21.35 8% 11% 0.76 0.72
LW↑ -297.96 -296.13 -263.34 -289.69 34.63 6.44 13% 4% 0.86 0.91
LWnet -28.84 -24.25 -35.73 -10.97 -6.89 13.28 -58% -94% 0.71 0.63
HS 44.23 65.97 65.92 98.55 21.70 32.59 96% 109% 0.77 0.53
HL -5.53 -9.03 -14.07 -32.97 -8.53 -23.94 -379% -409% 0.72 0.64
Etot 6.49 31.82 17.68 55.00 11.18 23.18 642% 236% 0.66 0.25
Emelt 18.14 34.90 15.28 20.01 -2.86 -14.88 174% 209% 0.64 0.01
Emelt,forced 18.14 34.90 16.70 33.52 -1.44 -1.38 160% 165.35% 0.69 0.38

4.2.4 The effect of higher resolution on the representation of foehn
In contrast to previous findings (Elvidge et al., 2015; Elvidge et al., 2016; Elvidge and

Renfrew, 2016), the representation of surface variables appears insensitive to resolution

(Figures 4.2 and 4.3). There is little difference between the 4.4 km and 1.5 km time series of

surface variables and fluxes at Cabinet Inlet in either case. This may be because the newer

version of the model used in this chapter (10.4) uses the improved ENDGame dynamical core,

whereas version 7.6 used in Elvidge’s work was still based on the older "New Dynamics". The

1.5 km domain represents surface meteorology slightly better, capturing peak wind speeds

and minimum relative humidities better. Generally however, wind speeds are over-simulated

more at 1.5 km than at 4.4 km, which also results in a larger sensible heat flux in the 1.5 km

data. Temperature biases improve moderately between the 1.5 km and 4.4 km results, but

wind speed and relative humidity biases are higher at 1.5 km resolution. Considering these

limited differences, the 1.5 km results have been the focus of the preceding sections.

Figure 4.7 shows a snapshot of both foehn events at 4.4 km (left, panels a and c) and 1.5

km (right, panels b and d) grid spacing. The foehn event appears only slightly stronger at the

finest resolution. Modelled wind speeds and temperatures are higher at 1.5 km spacing, likely
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Figure 4.7.: Vertical cross-sections through the Antarctic Peninsula mountains into Cabinet Inlet at the
onset of foehn during CS1 (top row, panels a and b) on 10 May at 12:00 UTC, and during
CS2 (bottom row, panels c and d) on 26 May 2016 at 00:00 UTC. Filled colour contours
show potential temperature (in degrees celsius) and contours show zonal wind velocity,
in m s−1. The first column (panels a and c) show 4.4 km MetUM output, and the second
column (panels b and d) show 1.5 km MetUM output. A similar plot has been published
in Kuipers Munneke et al. (2018).

due to the increased ability to represent the steep terrain, which generates higher downslope

winds and thus greater isentropic drawdown and compressional heating.

Overall, there appears to be limited benefit to increasing model resolution from 4.4 km

to 1.5 km or better in both CS1 and CS2, suggesting that foehn events are already suitably

resolved at 4.4 km. This result suggests that, at least for wintertime cases, running the MetUM

at 4.4 or 1.5 km resolution may be sufficient to resolve the dynamical and thermodynamical

structure associated with foehn events at this particular AWS. However, spatial comparisons

against observations are impossible because data is available only at a single grid point, which

limits the conclusions. Further, this is in opposition to the findings of Elvidge et al. (2016)

who showed that the boundary layer structure and foehn jets were better resolved at higher
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resolution. As previously discussed, this may be due to the improvements made to the MetUM’s

dynamical core. What may also be important is the resolution of the orography that is fed into

the model, because foehn winds are generated by flow over steep terrain. The next section

will explore this.

4.2.5 The effect of improved orography on the representation of

foehn
Foehn winds are examples of orographic flows, hence the representation of orography in

the model is of great significance. Because it was anticipated that increasing the resolution

of the model orography would improve the representation of atmospheric conditions, model

simulations using the default and updated orography datasets described in section 3.2.3 were

compared. The effect on simulation quality using the two datasets are shown in Figure 4.8.

During typical (non-foehn) winter conditions, near-surface conditions are very alike. It was

originally hypothesised that wind speeds in the lee of the mountains during foehn events

would be higher in simulations with more finely resolved orography, generating more extreme

adiabatic warming and thus more intense foehn. However, this is not observed: the overall

effect of using improved orography is minimal at Cabinet Inlet for the cases examined.

Ten metre winds appear largely unchanged compared to the default set-up in simulations

with updated orography (Figure 4.8). Strong cross-peninsula flow is observed in both

configurations during foehn conditions, and is strongest near mountain passes, which generate

gap flows downwind. To some extent, jet and wake regions such as those identified by Elvidge

et al. (2015) are more clearly visible and spatially constrained in the updated set-up, but

this may just be for the cases examined. The spatial distribution of above-freezing 1.5 m

temperatures also differs marginally between the set-ups. Warm air is advected by wind during

foehn, so because the wind field is comparable between the simulations, patterns in 1.5 m

temperatures are too.

The net effect on the surface at Cabinet Inlet of improving orographic resolution is

negligible, as can be seen in the time series shown in Figure 4.9. Simulations with default and

updated orography are almost indistinguishable for 10 m wind speed, 1.5 m humidity, 1.5

m air temperature and surface temperature during CS2 (Figure 4.9) and CS1 (not shown).

Indeed, the model bias relative to observations is much larger than the difference between the

two configurations. However, surface observations may be better represented at a nearby grid

point if the MetUM simulates foehn conditions correctly, but in a slightly different location.

This is examined in the following section.
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Figure 4.8.: Near-surface (1.5 m) air temperatures and 10 m wind speeds during non-foehn (left
column; panels a and c) and foehn conditions (right column; panels b and d) during CS2
using the default MetUM orography and land-sea mask (top row; panels a and b) and
updated orography and land-sea mask (bottom row; panels c and d). Non-foehn panels
show hourly mean conditions for the period 23:00 UTC 22 May - 00:00 UTC 23 May and
foehn panels show hourly mean conditions for the period 11:00 - 12:00 UTC 26 May.
Filled contours show 1.5 m air temperatures, while vectors show 10 m wind speeds. A
scale vector of 10 m s−1 is given at top centre for reference.
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Figure 4.9.: Time series of surface meteorological variables during CS2 in AWS observations at Cabinet
Inlet (black) and 1.5 km MetUM output using the default MetUM orography and land-sea
mask (purple) and updated set-up (turquoise). Panel a) shows relative humidity; b) 10 m
wind speed; c) near-surface air temperature; and d) surface temperature.

4.2.6 Can biases be improved by choosing a more representative

grid point?
The effect of choosing a more representative grid point at which to calculate surface

variables was examined (not shown). Because models may struggle to represent features

precisely where they are observed, choosing a nearby grid box that more closely reproduces

observations can be justifiable. Representation of surface meteorology was assessed in all

grid boxes within 20 km of the Cabinet Inlet AWS’s model location. MetUM temperature and

wind speed biases shown in section 4.2.2 are larger during foehn conditions than non-foehn

conditions, suggesting that the model may simulate foehn warming more accurately further

east over the ice shelf, further away from the direct effect of leeside foehn warming. During

the peak of both foehn events, modelled air temperatures do not reach those observed in any

of the grid boxes on the ice shelf (not shown). Overall therefore, there is limited justification

for choosing a different (nearby) grid point. The results of these sensitivity tests suggest that

there may be more fundamental causes of the model biases in the representation of foehn,

such as dynamics or other physical processes in the model like the surface or boundary layer

schemes.
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The first section of this chapter has demonstrated that foehn events occurred during winter

2016 at Cabinet Inlet. The classic signature of these events is evident in surface meteorology

and the modelled vertical structure of the atmosphere suggests that foehn are produced via the

isentropic drawdown mechanism. The next section will demonstrate the effect of wintertime

foehn on the SEB.

4.3 Research question 2: What is the effect of wintertime

foehn on the SEB of Larsen C?
The onset of foehn changes the sum of fluxes contributing to the SEB. In summer, radiative

(SW and LW) fluxes dominate because of the near-24-hour daylight, which is reflected from

the high-albedo ice surface. Daily mean SW↓ fluxes can exceed 400 W m−2 in summer, and

although almost all is reflected by the ice surface, the instantaneous SEB is dominated by SW

fluxes. However, during polar night, the SW component of radiation is small and LW fluxes

dominate the radiative component of the SEB. LWnet becomes negative at the beginning of

both observed foehn events (Figures 4.10 and 4.11), meaning the surface is cooling. While

this could indicate a reduction in LW↓ associated with foehn-induced cloud clearance, also

implied by the lower humidity values shown in Figures 4.2 and 4.3 and expected from studies

such as Elvidge et al. (2016) and Hoinka (1985), the decrease in LWnet is due mostly to the

enhanced emission of LW radiation by the ice surface as the surface temperature increases. In

both cases the model over-estimates LWnet, making it occasionally positive. This is because

the model under-estimates surface temperature, so although LW↓ is also under-estimated

(Figures 4.12 and 4.13), LWnet is over-estimated because the compensating errors do not

entirely cancel.

Biases in the modelled fluxes are evident in panels e – h of Figure 4.5 and 4.6. These

scatterplots of observed vs. modelled surface fluxes exhibit the same negative biases in both

downwelling radiative components as are reported in King et al. (2015), who considered

summertime conditions. This indicates that cloud is optically too thin in the infrared part

of the spectrum (likely because there is too little liquid), which reduces LW↓, while it is too

thick in the SW, thereby preventing enough solar radiation from reaching the surface, even

during winter. However, net radiation (Rnet) is positively biased, due to a combination of

factors: because surface temperatures are too low, not enough LW (SW) is emitted (reflected),

meaning the surface does not cool enough and LW↑ and SW↑ are both too small to compensate

for the downwelling fluxes, resulting in a positive Rnet bias. Additionally, the mean model
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albedo, α (SW↑/SW↑) is 0.8 in CS1 and 0.75 in CS2, which is lower than the observed mean

albedo of approximately 0.94 in both cases. This means that too little radiation is reflected,

producing a positive bias.

Figures 4.12 and 4.13 show that during both cases, LW↓ remains quite high, even

increasing slightly: from ~250 W m−2 pre-foehn to ~300 W m−2. The model under-estimates

LW↓, particularly in CS2 (Figure 4.13), suggesting that too little cloud, or cloud that is

optically too thin, is present in the model run. This is consistent with the findings of King

et al. (2015) who find negatively biased LW↓ at AWS 14 in summer 2011. Clouds that are

cooler, higher, or have lower liquid water contents than observed will radiate less strongly

in the infrared (LW) (Zhang et al., 1996). Several works (e.g. Field et al., 2014; Abel et al.,

2017) have found that the MetUM under-estimates liquid water contents during relatively

cold conditions, causing downwelling radiative fluxes to be negatively biased. A more detailed

examination of this problem over Larsen C is conducted in the following chapter.

Turbulent fluxes, usually of the order of tens of W m−2, become increasingly important

during foehn. HS becomes strongly positive in foehn periods because warm, dry air is brought

to the surface by the high winds (Figures 4.12 and 4.13). Rapid HS increases follow wind

speed peaks, when much warmer air is advected into Cabinet Inlet. This produces a positive

temperature gradient between the air and the surface, meaning energy is transferred from the

overlying air mass into the ice surface. During both cases, HS fluxes become the dominant

source of energy available for melting, peaking at almost 350 Wm−2 during CS2.
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Figure 4.10.: Time series of total SEB during CS1, May 9-–15, in a) observations, and b) and c) 1.5
km model output. Panel b) includes directly modelled melt flux, while panel c) shows
the melt flux calculated using observed surface temperatures (as discussed in main text).
Net SW and LW fluxes are shown in purple and red, respectively, sensible and latent heat
fluxes are shown in orange and blue, respectively, and melt flux is shown in dark grey.
All fluxes are given in W m−2.
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Figure 4.11.: Time series of total SEB during CS2, May 23–30, with details as in Figure 4.10.

Although the model represents patterns in HS quite accurately, it generally over-predicts

it, especially towards the end of CS2 (Figures 4.12 and 4.13). The MetUM fails to reproduce

some of the rapid variation in HS associated with wind speed because of its under-estimation

of temperature. HS is modelled far better in CS1 than in CS2, maybe because HS fluxes

during CS1 are smaller. The consistent over-estimation is probably because it over-estimates
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wind speed, which is used in the calculation of HS (Equation 3.7). This means too much heat

energy is mixed towards the surface by winds. Physically, over-estimated wind speeds mean

too much warm air is advected to Cabinet Inlet, resulting in erroneously large HS .

Modelled HL is negatively biased relative to observations at AWS 18. This is seen in 1.5 km

and 4.4 km output in Figures 4.12 and 4.13. Interestingly, the observed HL (Figures 4.12 and

4.13) very occasionally becomes slightly positive during both foehn events, suggesting that

condensation is occurring. This is unexpected: sublimation or evaporation would normally be

expected as warm, dry foehn air is advected over a colder surface. This condensation is likely

happening because the foehn air is so warm compared to the surface that it can "hold" more

moisture; i.e. that its specific humidity at 1.5 m is higher than that at the surface, meaning the

moisture gradient is directed towards the surface. These periods of positive HL are short-lived

however, so does not significantly affect the model mean bias, RMSE or correlation coefficient.

Errors are larger during periods when the wind speed and humidity are more positively biased,

and when temperature is most negatively biased, i.e. 10–13 and 26–29 May for CS1 and CS2,

respectively.

Overall, this means the model over-estimates Etot. Etot is over-estimated by 11.18Wm−2 in

CS1 and 23.18 Wm−2 in CS2. The largest source of error is HS , and to a lesser extent LWnet,

which is not negative enough to offset modelled HS as much as in observations. Errors in both

HS and LWnet originate from errors in key model variables: HS is over-predicted because

of positively biased wind speeds, while LWnet is positively biased because under-estimated

surface temperatures reduce LW↑. Errors in fundamental model variables must therefore be

addressed to improve the representation of surface fluxes.

In answer to the second research question, this section has shown that foehn alter the

SEB. The observed effect on turbulent fluxes is pronounced: sensible heat fluxes increase

significantly, and latent heat fluxes become negative. The MetUM simulates increased sensible

heating, and decreased latent heating, but these are over- and under-estimated, respectively,

resulting in biases. Effects on SW fluxes are minimal in the absence of significant solar heating,

but under-estimated surface temperatures cause LW↑ to be too small. These effects cause

Etot to become more positive in both observations and the model, and therefore could drive

melting of the ice surface. This is the focus of the third research question, and of the following

section.
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Figure 4.12.: Time series of surface energy fluxes at Cabinet Inlet during CS1, May 9 – 15, in
observations (black line) and model output at 1.5 km (pink) and 4.4 km (blue) resolution.
Panels show individual surface energy balance (SEB) components: a) downwelling
shortwave, SW↓; b) downwelling LW, LW↓; c) sensible heat, HS; and d) latent heat,
HL fluxes.

4.4 Research question 3: Do wintertime foehn events

cause melting on Larsen C?
The significant effect of foehn on the SEB demonstrated above could be expected to

influence the production of meltwater. Melting occurs when the SEB is positive, and when

surface temperatures reach the melting point of 0◦C as shown in Equation 3.4. As shown

in section 4.3, the effect of wintertime foehn events is to increase the SEB and surface

temperatures. To answer the third research question, this section will determine whether this

results in an increased melt flux.

Observations suggest that foehn events may alter the ice shelf SEB enough to produce

melt. During both cases studied in this chapter, surplus energy is available to melt the surface

of the ice shelf (Figures 4.10 and 4.11) when surface temperatures reach the melting point
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Figure 4.13.: Time series of surface energy fluxes at Cabinet Inlet during CS2, May 23 – 30, with
details as in Figure 4.12.

(Figures 4.2 and 4.3). The observed melt flux closely follows HS , indicating that the majority

of the melting is driven by the advection of warmer air over the cold ice surface, generating

extreme temperature gradients. Energy available for melting (Emelt) is converted to meltwater

production, M , in mm w.e., using the latent heat of melting (Lm = 3.34 x 105 J kg−1) and

density of water (ρw = 999.7 kg m−3), and Equation 4.1, after Krapp et al. (2017).

M = Emelt

ρwLm
(4.1)

More melt is simulated during CS2 than CS1 (72 mm w.e. compared to 31.6 mm w.e.), as

expected from the higher surface and air temperatures and HS fluxes (Figures 4.3 and 4.13

and Table 4.2). Observed energy available for melting reaches a maximum of 300 W m−2

at the height of CS2 (Figure 4.11), and melting occurs almost continually from the onset of

foehn at 08:24 on 25 May until 11:31 on the 28 May, producing 72.2 mm w.e. of meltwater

(Table 4.2).
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Despite Etot being positively biased in both cases, largely because HS is over-estimated as

discussed above, modelled Emelt in CS2 is negatively biased, while it is positively biased in

CS1. Mean observed Emelt when the surface is at the melting point during CS1 (CS2) is 61.1

W m−2 (74.9 W m−2), while the modelled melt flux for the same period is 71.6 W m−2 (69.2

W m−2): a bias of 10.4 W m−2 (-16.4 W m−2).

However, modelled meltwater production, M , is too low in both cases. This is because

surface temperature is below the melting point for most of the foehn event, due to the cold

bias shown in section 4.2.2 and Table 4.1. In CS1, modelled mean Emelt is positively biased

although the conditions for melting (TS = 0◦C) occur less frequently than observed due to

this cold bias, but only because there is a large surplus of energy available for melting during

periods when the modelled surface does reach the melting point. This means the model

produces half the observed melt during CS2 (37.7 mm w.e. compared to 72.2 mm w.e.) and

under-estimates meltwater production in CS1 by 15%. Particularly in CS2, this results in

an extremely low correlation (r < 0.02) between observed and modelled Emelt (Figure 4.6,

panel h). Overall however, there is relatively good agreement between modelled and observed

Emelt.

The effect of the cold TS bias can be illustrated with the following example. Because the

surface temperature is under-estimated, the surface is frequently too cold to melt despite

a surplus of energy being available. However, due to the reasons listed in section 4.3, Etot

is modelled inaccurately. If model melt is calculated using observed TS values rather than

modelled TS , as shown in panel c of Figures 4.10 and 4.11, then modelled mean Emelt becomes

38.4 W m−2 and 33.3 W m−2 for CS1 and CS2, and meltwater production becomes 34.6 and

36.6 mm w.e., respectively. Both represent an improvement from the modelled values shown

in Table 4.2, with r values increasing from 0.64 and 0.01 to 0.69 and 0.38 for CS1 and CS2,

respectively.

Table 4.2.: Mean observed and modelled melt fluxes (top row, in W m−2) during periods when the
surface temperature is at melting point, and cumulative meltwater production (bottom
row, in mm w.e.) for both case studies. Model results at 1.5 km resolution are shown.

CS1 CS2
Observed Modelled Observed Modelled

Energy available for
melt (TS > 0) (W m−2)

61.1 71.6 74.9 69.2

Meltwater produced
(mm w.e.)

37.6 31.6 72.2 37.7
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Figure 4.14.: Energy available for melting at the Cabinet Inlet AWS from November 2014 until
September 2016. The blue lines show instantaneous melt fluxes (in W m−2), while the
pink line shows cumulative meltwater production over the entire time series in units of
mm w.e..

Both the observations and model results show that melt is occurring as a result of foehn

(Figures 4.10 and 4.11), although the modelled melt flux is lower than observations due

to the cold surface temperature bias. However, if surface temperatures are set to observed

values as described above and shown in Figures 4.10c and 4.11c, the over-estimated SEB

causes modelled melt fluxes to be positively biased. Evidently, there are some errors in the

representation of individual SEB components over Larsen C during foehn, but the model

is still able to capture wintertime melting, which has not been shown before. These errors

likely result from several problems. Firstly, errors in the representation of the stable boundary

layer and its evolution, described above, may influence how surface variables are simulated.

This may explain the large RMSE values for some variables. Secondly, the representation of

cloud phase could produce errors in the LW flux, as also suggested in King et al. (2015). The

representation of cloud phase, liquid and ice water path, and hence optical depth, alters how

much radiation reaches the surface (Zhang et al., 1996). This is more important in summer

though, when clouds can affect SW as well as LW radiation. The effect of cloud phase on the

SEB of Larsen C is the subject of Chapter 5.

Both foehn cases examined are cases of vigorous winter melt. Winter foehn-driven melt

events are intense, but short-lived, and cause large jumps in the cumulative melt flux (Figure

4.14). Such events were responsible for 23% of all melt in 2016 (Kuipers Munneke et al.,

2018) in observations from the AWS 18 for the period November 2014 – November 2017
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(and where "winter" is defined from 1 April – 31 October). This makes them important to

represent accurately in order to improve estimations of ice shelf melt, which will be crucial for

predicting future change and global sea level rise.

Although only two cases were examined, Figure 4.14 shows that these type of wintertime

foehn events occur frequently. However, because 2016 was an exceptionally high melt year

(Kuipers Munneke et al., 2018) and CS2 is the most intense event in a short observational

record (since 2014), caution must be exercised when extrapolating to winter conditions

generally. However, in a warming world - and given rising temperatures on the Antarctic

Peninsula (as shown in Chapter 2) - foehn events could push surface temperatures above

melting point more frequently, and therefore cause melting. This mechanism is hence likely to

become more important in future.

4.5 Conclusion
This chapter, as well as Kuipers Munneke et al. (2018), has shown for the first time that

observed wintertime melt over Larsen C is most likely due to foehn events. This work has

shown firstly that foehn are occurring during winter, as is evident in observations and model

output; secondly that these foehn events alter the SEB, again as seen in observations and

the MetUM; and thirdly that this causes melting. Despite the shortcomings of the MetUM,

particularly with respect to the SEB components, these findings are robust. Estimates of

modelled melt rely on an accurate representation of surface temperature, however, which

suggests that further work is necessary to improve the model physics. Further development

will improve the representation of individual SEB components, consistent with the original

premise of the thesis. Of particular interest is the representation of cloud phase, shown to

be a significant source of error in the representation of radiative fluxes in the MetUM and

other models (Chapter 2). This will be the subject of the next chapter. These findings have

implications for the stability of the Larsen C ice shelf. If melt is occurring frequently in winter,

Larsen C might be more susceptible to collapse than previously thought, and could make a

larger contribution to future sea level rise than current estimates suggest.
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5The effect of summertime cloud phase

on surface melting over Larsen C

Declaration: Much of this chapter has been adapted from Gilbert, E., Orr, A., King, J. C.,

Renfrew, I. A., Lachlan-Cope, T., Field, P. F., Boutle, I. A. (2020). "Summertime cloud phase

strongly influences surface melting on the Larsen C ice shelf, Antarctica." Quarterly Journal

of the Royal Meteorological Society, 2020, 1–16, doi: https://doi.org/10.1002/qj.3753. The

paper is reproduced in Appendix B.

5.1 Introduction
This chapter will investigate the effect of cloud properties, and particularly cloud phase, on

the SEB of Larsen C. Microphysical data from an aircraft campaign conducted in January/February

2011 will be compared with surface meteorological and energy flux measurements at AWS 14

(see Figure 3.1). Specifically, this chapter will focus on two case studies during this period

when microphysical data were collected.

5.1.1 Aims and objectives
The aim of this chapter is to determine the importance of the microphysics of Antarctic

Peninsula summertime mixed phase clouds in influencing the SEB, and how accurately this is

represented in the MetUM. This is a key topic of uncertainty because as described in Chapter

2, observations of Antarctic cloud microphysics are difficult to make, and our understanding of

them is therefore limited. This means that models also struggle to represent Antarctic clouds. A

further objective of this chapter is to optimise the MetUM to best represent summertime mixed

phase clouds over Larsen C, which will inform the production of the hindcast configuration

used in Chapter 6.

5.1.2 Research questions
To achieve this aim, several specific research questions will be explored. These are:

1. Is the MetUM able to represent observed cloud phase and microphysics?

2. How does cloud phase influence the SEB in observations and the MetUM?

3. Can a double-moment microphysics scheme improve simulations of cloud phase?

4. How does summertime cloud phase influence the SEB during the entire OFCAP period?
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5.1.3 Novelty of research
Published studies, discussed in Chapter 2, have focused on individual components of

this chapter, or different regions, for instance on: 1) observed microphysics in the Antarctic

(Grosvenor et al., 2014; Lachlan-Cope et al., 2016); 2) model representation of cold mixed

phase cloud microphysics in the Antarctic (Listowski and Lachlan-Cope, 2017) and mid-

latitudes (Field et al., 2014; Abel et al., 2017); 3) the observed and modelled radiative effect

of cloud microphysics in the Arctic (Stevens, 2017) and West Antarctica (Scott et al., 2017;

Nicolas et al., 2017; Hines et al., 2019); and 4) the SEB of Antarctic Peninsula ice shelves like

Larsen C (King et al., 2015). Until now, there has not been a study that brings together each

of these components to understand how models represent mixed phase microphysics on the

Antarctic Peninsula, and how this translates into the representation of the SEB. This chapter

will address each of these elements specifically and draw them together to comprehensively

address this knowledge gap.

5.2 Data, modelling and methods

5.2.1 Methods
Two instructive case studies are identified to examine cloud properties and surface fluxes:

flights 150 and 152, hereafter referred to as f150 and f152, conducted on 15 January 2011 and

18 January 2011, respectively. The flight tracks and location of AWS 14 are shown in Figure

5.1. Cases were selected following inspection of AVHRR satellite imagery and ERA-Interim

re-analysis data that showed cloud cover to be evenly distributed across Larsen C, with similar

synoptic meteorological conditions across the whole ice shelf. Under these conditions, it is

assumed that the cloud sampled by the aircraft is representative of cloud across the whole

ice shelf. Case f150 was selected because the aircraft conducted several lateral transects at

approximately constant latitude, sampling predominantly supercooled liquid-bearing mixed-

phase cloud, which models are known to represent poorly (see Chapter 2 for a summary of

the literature). Case f152 was selected because the aircraft conducted two vertical profiles

between 100–5000 m near AWS 14.

Observed and modelled surface fluxes and in-cloud atmospheric profiles and transects

are compared at AWS 14 during both cases. "In-cloud" is defined as per Lachlan-Cope et al.

(2016) to be when the observed ice number concentration exceeds 1.0 × 10−8 cm−3 or

droplet number concentration exceeds 1.0 cm−3. Model in-cloud values are more complex

to determine because single-moment microphysics schemes output only mass mixing ratios
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Figure 5.1.: The inner 1.5 km resolution MetUM model domain used in this chapter, centred on the
Larsen C Ice Shelf. The model’s surface elevation is indicated by shaded contours. The
flight track of the f150 (a) and f152 (b) case studies is also shown, where the aircraft’s
altitude is indicated by the scale shown on the right, and the location of AWS 14 is marked
with a cross.

of ice and liquid, not number concentrations. Thus, a mass mixing ratio threshold derived

from the OFCAP observations is applied. Model in-cloud conditions are therefore diagnosed

when mass mixing ratios exceed the minimum in-cloud mass mixing ratio observed during all

OFCAP flights: 1.0 × 10−4 g kg−1 and 1.5 × 10−6 g kg−1 for ice and liquid, respectively.

Model output is taken from the closest gridpoint to AWS 14’s location, plus the eight

surrounding gridpoints: an area of approximately 4.5 km2. Because AWS 14 is located on

a flat, homogeneous ice surface, it can be reasonably assumed that conditions there are

representative of a large area (King et al., 2015). Mean vertical profiles and transects are

computed from observations and model output using in-cloud data only, during the period

when the aircraft was sampling over the ice shelf (between approximately 17:15 and 19:45

UTC during f150 and 15:00 and 17:00 UTC during f152).

Case f152 was simulated with four single-moment model "Regional Atmosphere" (RA)

configurations, which are summarised in Table 5.1 and described in detail in section 3.2. Case

f152 is used to answer research questions 2, 3, and 4. Case f150 was simulated with the best-

performing single-moment configuration and several variants of the CASIM double-moment

configuration (described in Chapter 3) with differing ice nucleation parameterisations, shown

in Table 5.1 and detailed in section 3.2.4. Case f150 is predominantly used to answer research

question 4 and single-moment results are not presented for this case to avoid repetition. The

best-performing configuration identified using case f152 was used to simulate the entirety of

the Orographic Flows and Climate of the Antarctic Peninsula (OFCAP) campaign, which took
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place between January 1 and February 7, 2011 (see Elvidge et al., 2015; Elvidge et al., 2016;

King et al., 2015). An additional sensitivity test is performed with amended representation of

boundary layer mixing, and is described in Appendix C. During the whole OFCAP period, only

the representation of surface fluxes is assessed because cloud phase measurements are not

consistently available throughout the period. Initial tests showed modelled cloud phase to be

sensitive to forecast length, so the first 12 hours of each 24-hour forecast were discarded as

spin-up. Each case study simulation was initialised at 00:00 UTC on the day of interest to allow

the model to spin up. For the longer OFCAP simulation, forecasts were re-initialised every 12

hours and the t+12 h to t+24 h hour part of each successive forecast was concatenated to

form a continuous time series.

The aim of running multiple MetUM experiments with varying configurations is to optimise

the simulation of summertime cloud phase and SEB, and inform the production of the hindcast

setup for Chapter 6. There must be reasonable confidence in the model’s ability to represent

the fields of interest before it can be robustly relied upon to simulate conditions for which

there is limited or no data, for instance during winter, when aircraft campaigns are impossible.

This configuration is optimised for the Antarctic and includes processes and features that are

not included by default in the MetUM, which is tuned to simulate conditions in northern

mid-latitudes.

5.2.2 Data
Two observational datasets are used to validate MetUM-simulated cloud phase and SEB

over Larsen C. Namely, airborne observations of cloud collected with the British Antarctic

Survey’s instrumented De Haviland Twin Otter aircraft and observations of near-surface

meteorological variables and surface energy fluxes from the Larsen North AWS (AWS 14).

Both datasets and their treatment are described in Chapter 3, and the SEB is computed as in

Equation 3.3.

5.2.3 Model experiments
Regional atmosphere physics configurations

Two variants of RA physics are used in this chapter: RA1M and RA1T, configured for the

mid-latitudes and tropics, respectively, and described in Bush et al. (2019). The primary

difference between them is that RA1M uses the operational (diagnostic) large-scale cloud

scheme based on Smith (1990a) whereas RA1T uses a prognostic scheme, PC2 (Wilson et al.,

2008). Both are described in Chapter 3.
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Table 5.1.: Configurations for model experiments used in this study. Varying model schemes and
parameterisations used in each model experiment are summarised in the second column
("options"), and the cases that each experiment is used to simulate are indicated in the last
column ("case").

Experiment
name

Options Case

RA1M
• RA1M physics, based on Smith (1990) large-scale cloud

scheme
• Heterogeneous nucleation temperature threshold set to

-18◦C (Field et al., 2014)

f152

RA1M_mod As in RA1M, with the following modifications:
• Shape-dependent riming (Furtado and Field, 2017)
• Modified ice cloud fraction parameterisation (Abel et al.,

2017)

all

RA1T
• RA1T physics, based on PC2 (Wilson et al., 2008)

large-scale cloud scheme
• Heterogeneous nucleation temperature threshold set to

-18◦C (Field et al., 2014)

f152

RA1T_mod As in RA1T, with the following modifications:
• Turbulent production of supercooled water (Furtado et al.,

2016)
• Shape-dependent riming (Furtado and Field, 2017)

f152

no ice As in RA1M_mod, with ice processes switched off. f150 & f152

Cooper As in RA1M_mod, with the following modifications:
• CASIM double-moment microphysics representing cloud

particle mass mixing ratio and number concentration
• Cooper (1986) ice nucleation parameterisation

f150 & f152

DeMott2010 As in Cooper, but using the DeMott et al. (2010) ice
nucleation parameterisation

f150 & f152

DeMott2015 As in Cooper, but using the DeMott et al. (2015) ice
nucleation parameterisation

f150 & f152

RHcrit =
0.85

As in Cooper, with RHcrit set to 0.85 throughout the profile
(see description in main text)

f150
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Configurations used in the second two experiments (RA1M_mod and RA1T_mod) include

modifications to the base configurations shown to improve the simulation of cold mixed-phase

clouds by increasing the supply of liquid water and reducing its conversion to ice (see Table

5.1 for a summary). These are: 1) the inclusion of shape-dependent riming (Furtado and

Field, 2017), 2) the turbulent production of supercooled liquid (Furtado et al., 2016), and

3) modifications to the ice cloud fraction parameterisation described in Abel et al. (2017).

Modification 1) is applied to both RA1M and RA1T, 2) is applied to RA1T only, and 3) is

applied to RA1M only. Firstly, riming depletes liquid water, so limiting the efficiency of this

process can sustain higher liquid fractions in mixed-phase clouds. Reducing riming efficiency

has been shown to improve Southern Ocean SW↓ biases associated with the conversion of

too much cloud liquid water to ice (Chapter 2, Furtado and Field, 2017). Secondly, cloud

liquid water can also be produced by sub-grid scale variations in humidity that are related

to unresolved turbulence. Because turbulent motions occur at finer scale than the MetUM

can explicitly resolve, this can produce humidity distribution differences that are also not

explicitly simulated. Furtado et al. (2016) demonstrated that increasing the supply of liquid

in this manner can enhance the amount of cloud liquid. This modification is only compatible

with the PC2 cloud scheme, on which RA1T is based. Finally, several studies show that ice

cloud fractions are consistently over-estimated in mixed-phase clouds by the MetUM (e.g.

Field et al., 2014; Abel et al., 2017) due to computational limitations that mean that the

model cannot explicitly resolve small-scale spatial heterogeneity in cloud water phase. Abel

et al. (2017) developed an adaptation to the ice cloud fraction parameterisation that limits

the overlap between the liquid and ice fractions, thereby reducing the conversion of liquid

to ice via vapour deposition and riming. This adaption mimics the real-world existence of

spatially discrete (sub-grid scale) pockets of ice and liquid without explicitly resolving them.

It is only compatible with the RA1M scheme.

In all experiments, the heterogeneous ice nucleation temperature threshold (representing

an immersion freezing or condensation mechanism, whereby ice is permitted to form heterogeneously

in the presence of liquid water) used by the microphysics scheme was changed from its default

value of -10◦C to -18◦C, shown by Field et al. (2014) to improve the representation of

mixed-phase cloud.

Double moment cloud microphysics

The newly developed Cloud AeroSol Interaction Microphysics scheme (CASIM: Shipway

and Hill, 2012; Hill et al., 2015; Grosvenor et al., 2017) is a double-moment parameterisation

74 Chapter 5 The effect of summertime cloud phase on surface melting over Larsen C



with five hydrometeor classes that permits one- or two-way cloud-aerosol interactions. The

size distribution of each hydrometeor class is described with a gamma distribution, and CASIM

calculates prognostic mass mixing ratios and number concentrations (Miltenberger et al.,

2018). Density, mass-diameter and fall speed relationships are prescribed. Further details

on CASIM can be found in Miltenberger et al. (2018), Grosvenor et al. (2017) and Chapter

3. In the configuration used, two soluble modes of aerosol are represented (accumulation

mode and coarse dust), with one-way coupling between cloud and aerosol, meaning that the

cloud field is forced by aerosol, but that cloud development does not deplete aerosols during

the simulation. The Abdul-Razzak and Ghan (2000) droplet activation scheme is used, and

the default Cooper (1986), DeMott et al. (2010) and DeMott et al. (2015) ice nucleation

schemes are all tested (the "Cooper", "DeMott2010" and "DeMott2015" experiments in Table

5.1, respectively), as well as an experiment with ice processes switched off ("no ice" in Table

5.1), and another with a constant profile of critical relative humidity ("RHcrit = 0.85"). In

the default MetUM configuration, RHcrit is higher nearer the surface because temperatures

are warmer at lower altitudes, and so condensation can occur more readily. Hence, reducing

RHcrit closer to the surface in this experiment should allow more cloud to form at lower

levels.

The configurations used in this chapter are summarised in Table 5.1.

5.3 Results and discussion
A summary of cloud microphysics observed during the OFCAP campaign is given in Lachlan-

Cope et al. (2016). Of the two cases selected, f150 has relatively higher liquid water contents

and lower ice contents (mean mass mixing ratios of 8.76 × 10−2 g kg−1 (standard deviation,

σ, = 1.56 × 10−2 g kg−1) and 2.62 × 10−4 g kg−1 (σ = 1.37 × 10−4 g kg−1), respectively, and

number concentrations of 294.11 cm−3 (σ = 16.22 cm−3) and 1.69 × 10−4 cm−3 (σ = 5.72

× 10−5 cm−3), respectively), whereas f152 is a case with relatively lower liquid contents and

higher ice contents (mean mass mixing ratios of 6.3 × 10−2 g kg−1 (σ = 7.74 × 10−2 g kg−1)

and 1.83 × 10−3 g kg−1 (σ = 3.78 × 10−3 g kg−1), respectively, and number concentrations of

60.34 cm−3 (σ = 52.80 cm−3) and 4.08 × 10−4 cm−3 (σ = 6.02 × 10−4 cm−3), respectively).

In comparison, using a larger sample of flights, Lachlan-Cope et al. (2016) report mean liquid

and ice mass mixing ratios east of the peninsula mountains during OFCAP of 1.08 × 10−1

g kg−1 and 1.24 × 10−2 g kg−1, respectively, and liquid and ice number concentrations of

191.68 cm−3 and 7.37 × 10−4 cm−3, respectively. This suggests that droplets in f150 and ice

particles in f152 were relatively smaller than the average of all flights: in f152 a comparable ice
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mass mixing ratio is divided between a larger number of particles, suggesting a source of INP,

while in f150 the number concentration of droplets is similar to the average of Lachlan-Cope

et al. (2016), but mass mixing ratio is approximately half.

5.3.1 Observed cloud phase during f150 and f152
Two cloud layers were present over Larsen C during f150: mid-level altostratus (between

2500 - 3100 m altitude) and low-level stratocumulus (< 750 m altitude) layers. The aircraft

flew straight and level east-west transects across the Larsen C ice shelf between approximately

66.0◦W and 62.5◦W at a constant latitude of approximately 67.0◦S (see Figure 5.1), sampling

predominantly in the upper layer, where temperatures were between -11◦C and -20◦C (not

shown). The lower layer contained mostly small liquid droplets, and temperatures were

warmer than -5◦C. Ice crystals were large, and showed evidence of riming. Pockets with

much smaller ice crystals were observed in the mid-level layer at temperatures below -18◦C.

Maximum liquid droplet number concentrations and mass mixing ratios, peaking at 469.21

cm−3 and 1.45 × 10−1 g kg−1, respectively, were observed closest to the ice shelf edge,

suggesting marine sources of CCN.

During case f152, the aircraft performed a spiral ascent and descent to vertically profile

the cloud layers (see Figure 5.1). A multi-layered cloud structure was observed (Figure 5.2),

with many thin, tenuous layers between thicker layers. A higher altostratus layer was present

at around 4 km altitude, while a stratocumulus deck was observed between approximately

400 m and 2200 m. This stratocumulus appeared in two distinct layers and contained higher

mass mixing ratios of cloud ice and liquid than the upper level altostratus, reaching 1.6 ×

10−2 g kg−1 and 3.4 × 10−1 g kg−1, respectively, and exhibiting the "water-over-ice" structure

typical of low-level polar mixed-phase clouds. Very large particles were observed at the base

of the lowest layer (not shown), around 100 m above the surface, where temperatures were

warmer (-2◦C) and ice mass mixing ratios were high, while very little liquid was observed,

which suggests that these particles were rimed ice crystals or precipitation-sized particles.

5.3.2 Research question 1: Is the MetUM able to represent

observed cloud phase and microphysics?
To avoid repetition, only results from case f152 are presented in answer to research question

1. Results are broadly similar for f150. During f152, while the MetUM successfully captures

the presence of altostratus and lower stratocumulus layers, all four model configurations
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Figure 5.2.: Mean vertical profiles of cloud a) ice and b) liquid mass mixing ratios, in g kg−1, and
mean modelled cloud gridbox volume fractions of c) ice cloud and d) liquid cloud during
f152 when the aircraft was sampling over Larsen C. Observations are shown in a) and
b) with the solid black line and model output above AWS 14 is shown in all panels with
coloured lines with markers. Solid lines with heavy markers indicate the two "base"
configurations, while dashed lines with lighter markers show their modified counterparts.
The experimental configurations are detailed in Table 5.1.

5.3 Results and discussion 77



Table 5.2.: Mean observed surface energy fluxes, defined as in Equation 3.3, Chapter 3, and associated
model biases of each experiment at AWS 14 during f152. All fluxes are given in W m−2,
and are abbreviated as in Chapter 3. Fluxes and biases are positive when directed towards
the surface. The smallest biases are highlighted in bold text and standard deviations are
given in brackets.

Mean bias (W m−2)
Flux AWS 14 (observed) RA1M RA1M_mod RA1T RA1T_mod

SW↓ 594.6 (76.2) 66.1 (12.6) 30.3 (12.0) 195.4 (15.0) 114.8 (29.0)
SW↑ -501.3 (64.2) -55.4 (8.7) -32.1 (8.7) -135.1 (9.5) -84.9 (18.5)
SWnet 93.2 (11.9) 10.7 (4.1) -1.8 (3.4) 60.3 (5.7) 30.0 (10.6)
LW↓ 279.1 (12.2) 9.2 (3.0) 12.4 (1.6) -41.1 (8.7) -5.1 (7.2)
LW↑ -315.6 (0.0) 0.3 (0.0) 0.3 (0.0) 0.8 (0.1) 0.4 (0.1)
LWnet -36.5 (12.2) 9.5 (3.0) 12.6 (0.0) -40.3 (8.6) -4.7 (7.2)
HS -3.6 (3.5) -2.4 (0.6) -3.5 (0.5) -8.6 (0.4) -6.6 (0.4)
HL -10.9 (8.1) 7.8 (1.3) 7.9 (1.5) 1.4 (1.1) 6.2 (0.8)
Etot 42.2 (12.5) 25.1 (3.0) 13.2 (4.1) 15.3 (3.0) 23.4 (5.2)
Emelt 47.3 (9.5) 17.3 (5.1) 6.1 (5.9) 9.6 (3.6) 16.5 (7.0)

simulate the lowest cloud layer around 1 km higher than is observed and produce just one

layer below 2 km rather than the two indicated by the observations.

Figure 5.2a and b show that all model configurations (RA1M, RA1M_mod, RA1T and

RA1T_mod) over-estimate ice mass mixing ratios, and under-estimate liquid mass mixing

ratios above 2.5 km altitude, where virtually no liquid is present in any configuration. Ice

cloud is concentrated in the upper layers (above ~3 km) because any supercooled liquid

present is converted readily to ice below the ice nucleation temperature threshold of -18◦C. At

4 km altitude, the largest positive bias in ice contents is in RA1T_mod, which produces an ice

mass mixing ratio 22.7 times larger than observed, while RA1M shows the smallest bias (an

over-estimate of 2.3 times compared to observations). All models except RA1T_mod produce

negligible liquid mass mixing ratios above 4 km, although observed liquid mixing ratios reach

5.3 × 10−2 g kg−1 at 3.8 km. At lower altitudes modelled cloud generally contains less liquid

and ice than observed. Between 1 and 2 km, ice mass mixing ratios in RA1M_mod peak at 7.2

× 10−3 g kg−1, 1.9 times higher than RA1M, and 2.8 and 7.5 times larger than in RA1T and

RA1T_mod, respectively. At the same heights, liquid mass mixing ratios peak in RA1M and

RA1M_mod at 1.1 × 10−1 g kg−1 and 2.5 × 10−1 g kg−1, respectively, and at 2.1 × 10−3 g

kg−1 and 5.2 × 10−2 g kg−1 respectively in RA1T and RA1T_mod. Throughout the profile,

ice mass mixing ratios are over-estimated (by between 1.7 times in RA1M and 5.1 times in

RA1T_mod), while liquid mass mixing ratios are under-estimated (by 3.0 times in RA1M_mod

to 64.9 times in RA1T) compared to observations. This is consistent with the results of Furtado

et al. (2016) and Abel et al. (2017) who find that riming and vapour deposition occur too
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efficiently in modelled cold mixed-phase clouds, forming ice too readily at the expense of

supercooled liquid.

RA1M simulates cloud ice and liquid mass mixing ratios that are closer to those observed

than the tropical configuration, RA1T. RA1T produces little liquid cloud compared to observations,

evident from Figure 5.2b, and compared to RA1M, shown in Figure 5.2b and d. Additionally,

RA1T only simulates thin ice clouds over AWS 14. This is suggested by Figure 5.2c, which

shows that ice cloud volume fraction reaches 100% at 1.2 km, and Figure 5.2a, which shows

very low ice mass mixing ratios in this layer. Modelled "volume fractions" refer to the fraction

of a gridbox occupied by cloud of each phase, and volume fractions in Figure 5.2c and d

are shown as means for each model layer. Note that RA1T is designed for use in tropical,

convective regions and is less suited to Antarctic conditions where convection is less vigorous,

which may explain these differences.

Modifications to the "base" model configurations produce varying results. Observed liquid

mass mixing ratios in the lowest simulated cloud layer peak at 3.4 × 10−1 g kg−1. At 2.5 ×

10−1 g kg−1, RA1M_mod produces 2.3 times more liquid than RA1M in the lowest cloud layer,

but the modifications to RA1M do not change its height, which is still approximately 1 km too

high in RA1M_mod. RA1T_mod generates 1.7 times more cloud ice above 3 km than RA1T,

but is the only configuration to simulate liquid at this height, as is observed (Figure 5.2d).

Throughout the profile, it also produces almost ten times as much liquid than RA1T, but liquid

mass mixing ratios in RA1T_mod are still around six times lower than in observations. Of

all four experiments, RA1M_mod exhibits the lowest bias in liquid mass mixing ratios, while

RA1M over-estimates ice mass mixing ratios by the smallest amount.

Water vapour mass mixing ratio is represented reasonably accurately (within 10-25% of

observed values) in all experiments throughout the profile up to 2 km (Figure 5.3a). However,

between 2 and 3.5 km, modelled water vapour mass mixing ratios are considerably lower than

observed (by 63-65% at 2.6 km). This under-estimation of water vapour may be expected to

negatively bias LW fluxes. However, all configurations are largely in agreement, so this effect

should have the same effect on the SEB in all experiments. Similarly, all experiments show

similar air temperature biases (Figure 5.3b), so these would not be expected to impact the

formation of cloud differently between experiments.
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Figure 5.3.: As in Figure 5.2, observed and modelled vertical profiles of a) water vapour mass mixing
ratio, in g kg−1, and b) air temperature (in degrees celsius) during flight f152. Colours
and markers are as indicated in Figure 5.2.

5.3.3 Research question 2: How does cloud phase influence the

surface energy balance in observations and the MetUM?
Surface flux biases at AWS 14 for each model experiment during f152 are presented in Table

5.2. As in the previous section, biases are not shown for f150 to avoid repetition. Emelt is over-

estimated by all configurations of the MetUM, but the bias is highest in RA1M at 17.3 W m−2,

causing modelled Emelt to be 37% too large compared to observations. Because the modelled

and observed surface temperature are at melting point throughout the flight (not shown),

this bias is solely driven by errors in the simulated surface fluxes. Additionally, the modelled

surface albedo (SW↑ / SW↓) is within ± 2% of observed values in all simulations, suggesting

that biases are driven almost entirely by downwelling radiative errors, and highlighting the

importance of cloud phase in determining melt. SWnet is simulated better by RA1M and

RA1M_mod, with the lowest bias produced by RA1M_mod (-1.8 W m−2), while the smallest

bias in LWnet (-4.7 W m−2) is found in RA1T_mod. Both modified experiments produce lower

SW flux biases than their respective "base" configurations, but RA1M produces smaller LW↓

and LWnet biases than RA1M_mod.

Between-experiment differences in downwelling fluxes are partly driven by the representation

of cloud. Positive SW↓ biases in all experiments indicate that the simulated cloud is optically

too thin in this part of the spectrum, thus allowing too much SW radiation to reach the

surface (as also found by King et al., 2015). Conversely, over-estimated LW↓ indicates that
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the cloud is optically too thick in the infrared, which can be related to poorly simulated cloud

liquid water content, temperature or altitude (Zhang et al., 1996). The lowest simulated

cloud layer is approximately 1 km too high in all experiments, which would cause cloud

base temperature to be lower than observed, while temperature profiles are represented well

compared to observations (Figure 5.3b). A too-cold, too-high cloud base would be expected to

contribute to negative LW↓ and LWnet biases in all experiments, but this is only true of the

two RA1T experiments, suggesting that other effects, such as biases in parameterised cloud

particle size, influence biases in RA1M and RA1M_mod. RA1T_mod exhibits the smallest

LW↓ bias, while RA1T has the largest. LW↓ biases are positive in the two RA1M experiments,

and negative in the RA1T experiments, although LW↓ and LW↑ biases are both comparatively

small in RA1T_mod. Positive LW↓ biases in RA1M and RA1M_mod are also likely a result of

errors in simulated cloud phase, which are only partly offset by negative water vapour biases

(Figure 5.3). Thick ice clouds can have a significant LW warming effect (Miller et al., 2015),

so although water vapour and liquid contents - usually the dominant component of cloud LW

radiative forcing – are under-estimated, the considerable over-estimation of ice contents at

altitudes above 3 km likely explains this positive bias.

The RA1T experiment produces quite different cloud profiles, and consequently SEB biases,

to the other three simulations. As shown in Figure 5.2, RA1T produces comparatively low

liquid cloud fractions and liquid mass mixing ratios throughout the cloud profile, which likely

explains the negative LW↓ (-41.13 W m−2) and extremely positive SW↓ (195.38 W m−2)

biases shown in Table 5.2. The amount of SW radiation transmitted through ice clouds is

relatively insensitive to ice cloud thickness (Miller et al., 2015), which means that although

RA1T simulates an ice cloud gridbox volume fraction of 100% in two layers (5.2c and d), this

has a limited effect on surface SW↓ because SW radiation can still reach the surface. RA1T

produces a melt flux bias comparable to RA1M_mod because its large LW and SW biases

cancel and biases in the turbulent fluxes are relatively minor.

RA1T_mod has the smallest (negative) LW↓ bias, but this may be due to errors in simulated

cloud phase. An accompanying positive SW↓ bias indicates that too little (liquid) cloud is

simulated (also suggested by the low liquid water contents and volume fractions in Figure

5.2), which would usually be associated with a large negative LW↓ bias. However, liquid cloud

occupies up to 80% of the gridbox in the lowest layer, despite the liquid water contents being

far too low, suggesting that the layer is extremely thin in RA1T_mod. Optically thin liquid

clouds have been shown to cause greater warming than thicker liquid clouds in summer over
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the Greenland ice sheet because they are thin enough to allow SW radiation to penetrate, but

thick, low and warm enough to radiate strongly in the infrared (Bennartz et al., 2013).

Overall, RA1M_mod is considered to be the best-performing single-moment configuration

with respect to cloud and SEB properties. Erroneous cloud fields and large cancelling radiative

flux errors remove RA1T and RA1T_mod from consideration. RA1M and RA1M_mod have

comparable LWnet biases, and although cancelling SW↓ and SW↑ errors exist in both, these are

smaller in RA1M_mod, which over-estimates SW↓ by just 5%. Further, RA1M_mod’s Etot and

Emelt biases are the smallest of all configurations.

5.3.4 Research question 3: Can a double moment microphysics

scheme improve simulations of cloud phase?
Several studies suggest that more sophisticated formulations of model microphysics can

improve the representation of polar cloud phase and consequently SEB (e.g. Klein et al.

(2009) in the Arctic; Listowski and Lachlan-Cope (2017); Hines et al. (2019) in the West

Antarctic). RA1M_mod simulations of cases f152 and f150 are therefore compared to several

experiments (shown in Table 5.1) using the MetUM’s multi-moment microphysics scheme,

CASIM, with varying ice nucleation schemes, plus an experiment with ice processes switched

off ("no ice") and for f150 only, another with modified critical relative humidity ("RHcrit =

0.85"). Double-moment results from case f152 are presented for comparison with results

shown in section 5.3.2, while results from f150 are evaluated to determine the MetUM’s ability

to simulate mixed-phase cloud with relatively higher liquid and lower ice contents. Each

experiment is based on RA1M_mod physics for comparability, and all are summarised in Table

5.1. This section addresses the third research question with these experiments.

Double-moment model representation of case f152

Case f152 is simulated with three double-moment configurations (Cooper, DeMott2010

and no ice), which are summarised in Table 5.1. These are compared with profiles from

RA1M_mod to determine how well they perform in relation to the improved single-moment

configuration. Figure 5.4 shows mean vertical profiles of ice and liquid mass mixing ratio,

as in Figure 5.2, with these four configurations. All three double-moment configurations

perform poorly compared to observations, and worse than RA1M_mod. Cooper over-estimates

ice mass mixing ratios above 3 km similarly to RA1M_mod, with the layer displaced slightly

lower. Ice mass mixing ratios at this altitude are too large in Cooper by a median of 15.2

times, while RA1M_mod over-estimates by a median of 14.9 times. DeMott2010 reproduces
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observed ice mass mixing ratios above 3 km best, over-estimating the peak ice mass mixing

ratio at 4.1 km of 1.09 × 10−3 g kg−1 by only 12%. By definition, the no ice configuration

contains no ice throughout the profile, and neither Cooper nor DeMott2010 contain any ice

below 2.5 km. All double-moment configurations produce virtually no liquid water throughout

the profile, completely failing to simulate the observed peaks in liquid mass mixing ratios

between 1 and 2 km altitude, and what liquid there is is confined to the lowest 150 m of

the profile. The maximum liquid mass mixing ratios produced are 3.4 × 10−2 g kg−1, 3.0

× 10−2 g kg−1 and 1.5 × 10−3 g kg−1 for DeMott2010, Cooper and no ice, respectively. All

three under-estimate the amount of liquid in the profile by one or two orders of magnitude,

and also considerably under-estimate cloud ice mass mixing ratios compared to observations.

Overall, the double-moment experiments simulate f152 poorly, with DeMott2010 slightly

out-performing Cooper and no ice. Inspection of time series of ice and liquid water paths

(Figure 5.5a) reveals that cloud forms approximately five hours before the time of f152 in

all model experiments listed in Table 5.1, with liquid converted steadily to ice as the cloud

begins to glaciate, precipitate and dissipate. However, the rate at which the cloud dissipates

varies between experiments (not shown). RA1M_mod glaciates less quickly, consistent with a

slower rate of conversion of liquid to ice via vapour deposition, which prolongs the lifetime of

modelled cloud.
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Figure 5.4.: As in Figure 5.2, but showing mean vertical profiles of cloud ice and liquid mass mixing
ratios from double-moment experiments using CASIM (Cooper, DeMott2010 and no ice)
during f152.
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Double-moment model representation of case f150

As noted previously, the aircraft sampled predominantly liquid-bearing clouds in case

f150. It has been demonstrated that the conversion of ice to liquid is a consistent problem

in the configurations tested, particularly in double-moment configurations. This section

evaluates model representation of cloud during a case with relatively lower ice and higher

liquid mass mixing ratios than f152, to explore whether mass mixing ratio biases are related

to over-active ice formation or the representation of cloud overall. Case f150 is simulated

with the RA1M_mod, Cooper, DeMott2010 and no ice configurations detailed above, plus the

DeMott2015 and RHcrit = 0.85 experiments also detailed in Table 5.1. Initial tests showed

that the DeMott2010 and DeMott2015 results were indistinguishable, so for the remainder of

this section, only results from the DeMott2010 experiment are shown.
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Figure 5.5.: Time series of modelled ice and liquid water paths, plus downwelling LW and SW radiation
over AWS 14 during f152 on 18 January 2011 in RA1M_mod. Panel a) shows mean
modelled ice (IWP) and liquid (LWP) water paths, both in g m−2, and indicated with the
blue line with starred markers, and brown line with triangle markers, respectively. Panel
b) shows downwelling LW and SW radiation (LW↓ and SW↓, respectively, both in W m−2)
and indicated with the green line with crossed markers and blue line with circle markers,
respectively. The approximate time during which the aircraft was sampling over Larsen C
is indicated with the grey shading.

Figure 5.6 shows transects of in-cloud liquid mean mass mixing ratios during f150 along

a line of constant latitude (approximately 67.0◦S). Ice mass mixing ratios are not examined

because they are not the focus of this section, and are low throughout the transect (observed

mean values of 4.1 × 10−5 g kg−1). The aircraft conducted longitudinal transects during f150,

predominantly sampling low-level stratiform cloud with liquid mass mixing ratios of up to 1.3

× 10−1 g kg−1 and cloud droplet number concentrations of up to 469.2 cm−3. The black line
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Figure 5.6.: Mean longitudinal transects (at ~67.0◦S) of in-cloud liquid mass mixing ratios, in g kg−1,
during f150 when the aircraft was sampling over Larsen C. Observations are shown in
turquoise, with individual data points indicated with square markers and the transect
mean given with the solid line. The total in-cloud observed mean liquid mass mixing ratio
for the entire flight is shown as a dashed black line. Other coloured lines indicate the
various experiments examined during f150: RA1M_mod, Cooper, DeMott2010, no ice and
RHcrit = 0.85 (details in Table 5.1).

and data points show that observed cloud liquid water contents mostly ranged between 5.0

× 10−2 g kg−1 and 1.5 × 10−1 g kg−1, peaking at around 62.5◦W, and with a minimum at

63.5◦W, and a mean value of 8.8 ×10−2 g kg−1. All double-moment experiments simulate

liquid mass mixing ratios lower than observed, and exhibit a decline in liquid contents with

increasing distance from the peninsula mountains that is not observed. The only experiment

to successfully simulate the magnitude of liquid contents is RA1M_mod, which simulates

mean in-cloud mass mixing ratios of up to 1.0 × 10−1 g kg−1, peaking at 63.7◦W, and a

transect-mean in-cloud mass mixing ratio of 7.3 × 10−2 g kg−1, an under-estimate of 17%.

Although RA1M_mod simulates the peak in liquid water contents in a different location to the

observed peak, this could be an artefact of the sampling strategy or due to the evolution of the

observed cloud (which began to glaciate during the flight, not shown). Model transect-mean

liquid mass mixing ratios in RA1M_mod are 2.9 times higher than the 2.5 × 10−2 g kg−1

simulated by RHcrit = 0.85, the experiment with the next-highest liquid contents, and 10.8

times higher than the 6.7 × 10−3 g kg−1 simulated by Cooper, with the lowest liquid water

contents.

The demonstrated failure of double moment experiments to represent cloud phase in

cases f150 and f152 may be related to the aerosol inputs to CASIM, which parameterise the

availability of CCN and INP, but it is beyond the scope of this chapter to investigate this further.

The large errors in cloud phase shown above result in wildly inaccurate surface fluxes (not
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Figure 5.7.: Scatterplots of observed energy available for melting (Emelt) against a) downwelling
shortwave (SW↓) and b) downwelling longwave (LW↓) at AWS 14. Data plotted are
instantaneous values outputted at 30-minute intervals. Pearson correlation coefficients,
significant at the 99% level, are given at top centre of each panel.

shown) that offer limited insight into processes on Larsen C. Consequently, the remainder

of the chapter focuses on RA1M_mod, which was used to run a five-week simulation of the

OFCAP period for a third evaluation of simulation quality.

Table 5.3.: Pearson correlation coefficients between cloud cover (CC), downwelling longwave (LW↓)
and shortwave fluxes (SW↓), and melt flux (Emelt), at AWS 14 during 1 January – 7
February 2011. Correlation coefficients between observed components are shown in
columns one to four, while modelled coefficients are given in columns five to eight.
Correlation coefficients in bold text are significant at the 99% level.

Observed correlations Modelled correlations

CC LW↓ SW↓ Emelt CC LW↓ SW↓ Emelt

CC 1.00 -0.19 0.12 1.00 0.87 -0.14 0.05

LW↓ 1.00 0.24 1.00 0.15

SW↓ 1.00 0.62 1.00 0.65

Emelt 1.00 1.00
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5.3.5 Research question 4: How does summertime cloud phase

influence the surface energy balance during the entire OFCAP

period?
Sections 5.3.2 and 5.3.3 showed that errors in modelled cloud phase contribute to errors

in modelled downwelling fluxes during case f152. However, single case studies may not be

representative of mean summertime conditions on Larsen C, so conditions during the entire

five-week OFCAP period (1 January – 7 February 2011) are simulated. Because there are very

few aircraft observations over Larsen C of cloud properties during this period, comparison of

cloud microphysics is not possible for OFCAP. Downwelling radiation fluxes and biases are

therefore used to infer information about cloud phase in observations, and Pearson correlation

coefficients are used to understand relationships between melting and observed or modelled

fluxes.

Table 5.4.: Mean observed surface energy fluxes at AWS 14 ("AWS 14 (observed)") and mean model
biases of the RA1M_mod simulation of the OFCAP period ("Mean bias"), as in Table
5.2. Mean biases reported by King et al. (2015) are given in the third column ("King
et al. (2015) bias", and mean biases, RMSEs and Pearson correlation coefficients of the
RA1M_mod OFCAP simulation are given in columns four to six, respectively. As in Table
5.2, the smallest biases are highlighted in bold, and fluxes and biases are positive when
directed towards the surface.

RA1M_mod
Flux AWS 14

(observed)
King et al.

(2015)
bias

Mean bias RMSE Correlation
coefficient

Standard
deviation

SW↓ 277.9 -31.6 -21.0 105.0 0.91 12.0
SW↑ -232.7 41.0 12.8 87.8 0.91 8.7
SWnet 45.2 9.4 -8.2 24.9 0.9 3.4
LW↓ 280.1 -7.0 -0.3 33.0 0.49 1.63
LW↑ -303.9 -2.0 1.2 14.1 0.63 0.0
LWnet -23.8 -6.3 0.8 25.7 0.47 1.6
HL -5.1 1.9 4.6 8.7 0.71 0.5
HS -9.3 5.9 6.4 11.5 0.48 1.5
Etot -1.4 10.5 12.0 31.7 0.78 4.1
Emelt 13.5 7.6 -1.7 16.3 0.82 5.9

Table 5.3 and Figure 5.7 show positive correlations (significant at the 99% level) at AWS 14

between observed Emelt and SW↓ (rSW,melt = 0.62) and LW↓ (rLW,melt = 0.24). This indicates

that surface melt is most likely to occur when more SW radiation can reach the surface, but is

also weakly associated with higher LW↓, which is strongly related to liquid water contents,

especially at the relatively low liquid water paths (< 40 g m−2) typical of Antarctic clouds
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(Grosvenor et al., 2017) and shown in f150 and f152. Observed Emelt is not strongly related to

cloud cover (rCC,melt = 0.12), where "cloud cover" is defined as the portion of the sky above

AWS 14 occupied by cloud, and the negative correlation between SW↓ and cloud cover shows

that SW↓ is highest during clear conditions (rCC,SW = -0.19), which occur 11.5% of the time

(defining "clear" as having cloud cover < 0.31, as in Kay et al., 2008). Observed cloud cover is

not compared with LW↓ because it is computed from the closure of the LW radiation budget

using the energy balance model of Kuipers Munneke et al. (2009) and so is not independent.

Modelled relationships between radiative fluxes and Emelt (Table 5.3) compare well with

observations, suggesting that the model is able to reproduce the observed drivers of surface

melting. For example, modelled Emelt is positively correlated with SW↓ (rSW,melt = 0.65) and

to a much lesser extent, LW↓ (rLW,melt = 0.15). Additionally, the large and significant (at

the 99% level) correlation between modelled cloud cover and LW↓ (rCC,LW = 0.87) suggests

that cloud cover affects LW fluxes most strongly in the MetUM. This is mostly due to the

contribution of liquid clouds – the correlation between LW↓ and liquid water path is much

higher (rLW P,LW = 0.63) than with ice water path (rIW P,LW = 0.21) (not shown). Moreover,

modelled melting during OFCAP usually follows cloudy periods, during which liquid and

then ice water paths increase and then rapidly decline as cloud glaciates and dissipates (as

is shown for f152 in Figure 5.5). Higher modelled cloud cover (and especially clouds with

high liquid water contents) increases LW↓ relative to clear-sky conditions, which can begin

to increase surface temperature and Etot. Melting first begins as LW↓ increases, but is then

sustained as the cloud glaciates and more SW radiation can reach the surface. This process is

partly illustrated for f152 in Figure 5.5, but the timing of the flight means that SW↓ begins to

decline as the day progresses. This time-evolving process may partly explain the relatively low

modelled correlations with Emelt of cloud cover and downwelling fluxes.

Biases in modelled SEB terms during the OFCAP period (Table 5.4) are broadly similar to

those during f152 (Table 5.2). As in f152, OFCAP SWnet is negatively biased, but not for the

same reasons. Whereas during f152 SW↓ is positively biased, during OFCAP it is negatively

biased, indicating that cloud is optically too thick in the SW part of the spectrum during

the OFCAP period, consistent with King et al. (2015). As shown in Table 5.4, mean OFCAP

LW biases are all ~1 W m−2 in magnitude, but LW↓ (and consequently LWnet) shows a poor

correlation with observations, indicating that the model struggles to represent (liquid) clouds,

atmospheric water vapour contents and/or that clouds are simulated at the wrong time. As

previously noted, this may be because the model is unable to capture the exact timing of

cloud formation, glaciation and dissipation. OFCAP LW biases are consistent with results
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from the case study, which indicates that the MetUM represents some cloud properties poorly.

For example, errors in simulated cloud base height may explain the poor correlation during

OFCAP with observed LW↓, as seen for the f152 case, when the MetUM-simulated cloud base

was 1 km too high. The OFCAP Etot and Emelt biases are smaller than during f152 (12.0 W

m−2 and -1.7 W m−2 compared to 13.2 W m−2 and 6.1 W m−2, respectively, in f152. OFCAP

Emelt is under-estimated, whereas Emelt is over-estimated during f152.

King et al. (2015) validated the SEB over Larsen C during the OFCAP period in three

regional climate models, including an earlier version of the MetUM, largely similar to

the (unmodified) RA1M configuration. As noted in Chapter 2, they concluded that cloud

microphysics, and likely cloud phase, were responsible for SEB biases. The MetUM model

configuration used by King et al. contained the same dynamical core as the version in this

chapter, but numerous incremental improvements have been implemented since. Additionally,

King et al. used a model domain at 4 km resolution, compared to 1.5 km in this chapter. As

shown in Table 5.4, modelled radiative biases during OFCAP are mostly of the same sign

as King et al. (2015), but smaller in magnitude, suggesting that physics updates, higher

resolution, and modifications applied in this chapter have improved the representation of

cloud microphysics, and consequently surface energy fluxes.

The OFCAP Emelt bias is smaller than in King et al. (2015) (-1.7 W m−2 compared to

7.6 W m−2, an under-estimate of just 12%), but of the opposite sign. This results in a 13%

under-estimate of cumulative meltwater production throughout OFCAP, at 114 mm w.e.. King

et al. (2015) found that the MetUM over-predicts the occurrence of melt, despite a cold

bias that is particularly present at high latitudes where conditions are more stable (Lock,

2011). Although the OFCAP simulation also produces a small mean cold bias (-0.27◦C), and

exhibits considerable negative biases in surface temperature during night-time (Figure 5.8), it

represents melt frequency well because errors in modelled surface temperature are mostly

when it is already well below the melting point (Figure 5.8). For example, observed melting

occurs 29.5% of the time during OFCAP, while the model simulates melting 33% of the time

(Figure 5.9). Emelt biases are therefore smaller than Etot biases because melt occurs only

when the surface temperature is at melting point. Remaining model biases, for instance in

the turbulent fluxes, may be explained by other sources of error, such as the land surface or

boundary layer schemes.
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Figure 5.8.: Mean surface temperature, TS during the OFCAP period in observations (black) and as
modelled by the RA1M_mod simulation (blue, with circle markers).
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Figure 5.9.: As in Figure 5.8, but for mean modelled melt flux, Emelt, during the OFCAP period.
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5.3.6 Summary of optimisations to the MetUM to better represent

summertime mixed phase cloud and surface energy balance

over Larsen C
Sections 5.3.2 to 5.3.5 have demonstrated, by testing the representation of summertime

cloud microphysics and SEB in numerous model configurations, that the MetUM can be

optimised to represent summertime mixed phase clouds and the SEB over Larsen C more

accurately. Modifications proposed by Abel et al. (2017) and Furtado et al. (2016) reduced

errors in simulated cloud phase and surface fluxes in two case studies, consistent with

published results. However, contrary to the findings of Listowski and Lachlan-Cope (2017) and

Hines et al. (2019) using WRF, the use of more sophisticated microphysics parameterisations

did not improve the simulation of cloud phase in the MetUM during f152 or f150. This

suggests that the implementation of CASIM in the MetUM requires further development before

it is widely used for the Antarctic Peninsula. During OFCAP, the optimised RA1M_mod is

shown to lessen SEB biases relative to previously published results using the MetUM.

5.4 Summary and conclusions
This chapter has demonstrated that summertime cloud phase strongly influences the SEB

of Larsen C in observations and model output. An optimum MetUM configuration, RA1M_mod,

is identified, which produces much better simulations of melt at AWS 14 during two case

studies and the OFCAP period than the present default configurations and previous model

versions. Because surface fluxes at AWS 14 are representative of a wider area (King et al.,

2015) and the large-scale meteorological forcing producing cloud is similar across the ice

shelf, these improvements will likely be seen across the whole of Larsen C. RA1M_mod uses

single-moment microphysics and is based on the MetUM’s mid-latitude regional atmosphere

package, including modifications proposed by Furtado and Field (2017) and Abel et al. (2017).

The quality of simulations using RA1M_mod was consistently higher than with double-moment

configurations, in contrast to previous findings. This may be due to the aerosol data used as

input to CASIM, which is derived from mid-latitude observations and may not be representative

of the pristine Antarctic environment, although further investigation of the limitations of

CASIM is beyond the scope of this thesis. The adaptations to improve simulated cloud phase

applied in RA1M_mod have wider applications for other regional models and in other regions

of Antarctica.
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Visual inspection of vertical cloud profiles during case study f152 suggests that RA1M_mod

reproduces the observed cloud vertical structure most closely. All single-moment model

configurations over-estimate ice concentrations in a mid-level Altostratus layer (between ~3-5

km) and under-estimate liquid concentrations throughout the atmosphere, although this is

especially visible at lower levels (below ~2 km). RA1M_mod produces the second lowest ice

mass mixing ratios above 3 km and twice as much liquid as the next-best configuration in a

lower cloud layer, bringing the modelled cloud liquid mass mixing ratio closer to observed

values. Mean profile-integrated mass mixing ratios of liquid and ice in RA1M_mod are 2.8

and 2.3 times lower and higher, respectively, than observed.

The RA1M setup likely outperforms the RA1T configurations because it has been more

extensively developed, and is designed for use in colder mid-latitude conditions that are more

comparable to those observed in the Antarctic, and because it is based on the Smith (1990a)

large-scale cloud scheme, which has been more extensively modified and tested than the

prognostic PC2 scheme on which RA1T is based. RA1T probably requires further development

if it is to be suitable for simulating the Antarctic environment. Additionally, the superior

performance of RA1M_mod over the basic RA1M setup supports the findings of previous work

that modifications to increase the amount of liquid and limit its conversion to ice improve the

representation of cold mixed-phase clouds (Furtado and Field, 2017; Abel et al., 2017).

Double-moment configurations consistently produce too little ice and liquid throughout

the profile in f152, with the best-performing configuration, DeMott2010, producing 4.9 and

16.8 times too little ice and liquid, respectively. By improving the MetUM’s representation of

cloud phase in f152, RA1M_mod restricts biases in downwelling radiative fluxes to around 5%

of their observed values. The resultant net radiation bias of 10.8 W m−2 is almost half that of

20.2 W m−2 produced by the default RA1M configuration.

RA1M_mod performed better when simulating a case (f150) where observed clouds

contained relatively more liquid water, representing cloud liquid water mass mixing ratios to

within 17% of observed values. This suggests that the parameterisation of ice microphysics

is still a large source of error in simulated cloud and SEB terms. Comparison of transects

simulated by RA1M_mod and several experiments using the double-moment CASIM microphysics

show that RA1M_mod out-performed all CASIM-based experiments. RA1M_mod produces

2.9 and 6.1 times more liquid water in cases f150 and f152, respectively, than the next-

best simulation. The poor performance of CASIM-based experiments suggests that further

development is required before it can be widely used in Antarctica. Future research should
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focus on ice microphysics and the aerosol inputs used to parameterise the availability of CCN

and INP in CASIM, which may not be representative of Antarctic conditions.

During the whole OFCAP period, only the model’s representation of surface fluxes was

evaluated because continuous observations of cloud properties were not available. Cloud

phase is shown to be important for mediating the onset and evolution of melting via its

relationships with downwelling fluxes. Enhanced LW↓ associated with increased cloud cover

and particularly liquid water contents raises TS and initiates surface melting. As the cloud

develops and glaciates, SW↓ increases and sustains melting. Biases in downwelling radiative

fluxes during the OFCAP period were less than 8% of their observed values, which produced

a net radiation bias of -7.3 W m−2 (11%). RA1M_mod is able to simulate the occurrence

and magnitude of summertime surface melt better than the versions of the MetUM used in

previous studies, such as King et al. (2015), which used the default Smith (1990a) large-scale

cloud scheme without the modifications noted here. Over the entire OFCAP period, a mean

bias of -1.7 W m−2 (-12%) is found in modelled melt flux at AWS 14, which represents a

four-fold reduction on the bias of 7.6 W m−2 (+56%) reported by King et al. (2015). Despite

this improvement, further developments in the representation of cloud phase are evidently

still needed to reduce summertime biases in melt. Observed cumulative meltwater production

of 114 mm w.e. during the OFCAP period is still underestimated by 13% due to errors in the

modelled SEB. Biases of 4.6 W m−2 and 6.4 W m−2 in the latent and sensible heat fluxes,

respectively, account for a large proportion of the overall biases in Etot and are greater than

those shown in King et al. (2015). Remaining sources of error likely include model schemes

beyond the scope of this thesis, such as the land surface, snow or boundary layer schemes. The

snow scheme is important for determining the ground heat flux, which is poorly represented

during OFCAP (see Appendix C for details).

The following chapter presents results from a 20-year model hindcast to examine the role

of foehn winds and cloud on the SEB and surface melting between 1998-2017.
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6Simulated surface melting on Larsen C

in a 20-year hindcast of the Antarctic

Peninsula

6.1 Introduction

6.1.1 Aims and objectives
This chapter aims to synthesise and build upon work from the preceding two results

chapters (Chapters 4 and 5) and published studies to determine which conditions and

atmospheric phenomena are responsible for causing surface melting on Larsen C. The effect of

foehn winds, large-scale meteorology and cloud on the surface energy balance (SEB) will be

evaluated to provide a comprehensive understanding of surface melting on the ice shelf.

An optimised configuration of the MetUM is used to run a high-resolution hindcast of the

period 1998-2017. This configuration has been shown in Chapter 5 and Gilbert et al. (2020)

to improve the representation of cloud and the SEB over Larsen C. The 20-year hindcast, with

4.0 km horizontal grid spacing (demonstrated in Chapter 4 to be sufficient to resolve foehn

winds) and outputted at 3-hourly temporal resolution, is the highest resolution multi-year

model dataset of the Antarctic Peninsula region to date, and includes a comprehensive list of

variables to examine the role of various atmospheric features on the SEB and surface melt.

6.1.2 Research Questions
As outlined in Chapter 1, this chapter will evaluate the key atmospheric processes

contributing to melting on Larsen C by answering the following research questions:

1. How does the SEB of Larsen C vary throughout the year?

a) How do surface fluxes and the mean SEB change between seasons?

2. How does cloud influence surface melting on Larsen C?

a) Can certain cloud types/conditions be related to specific SEB regimes/melting?

b) Does cloud phase influence the amount of melt?

3. Where and when do foehn events occur?

a) How frequently do foehn events occur?

b) Are there patterns in their occurrence (e.g. seasonal)?
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c) How does this compare with published work?

4. Where and when does the most surface melting occur?

a) Does this match with satellite observations and previously published work?

b) How variable is melt spatially and temporally?

5. What is the current modelled ice shelf-integrated surface melt rate?

a) Are there seasonal patterns or trends?

b) What might be the effect on Larsen C’s stability?

6. What are the most important drivers of surface melting on Larsen C?

a) Where does foehn exert the strongest influence on melting? Where is the correlation

strongest between foehn occurrence and melt?

b) How do synoptic meteorology and large-scale circulation interact with the local weather

and climate?

c) Are there specific conditions that enhance or dampen melt?

6.1.3 Novelty of research
Although some studies have been published on individual drivers of melt, no work has

attempted to assess the relative roles of these different elements (e.g. cloud, foehn, large-scale

meteorology) on melting together. Additionally, there has not been a thorough assessment

of the effect of these drivers of melting on the SEB, i.e. how they contribute to melting. For

example, several studies have assessed spatial and temporal patterns of melt over the ice shelf

(e.g. Luckman et al. (2014) and Bevan et al. (2018) using satellite data; Hubbard et al. (2016)

using borehole data; Kuipers Munneke et al. (2017) using snow stake records and radar

data; Bevan et al. (2017) using firn models; Holland et al. (2011) using airborne geophysical

surveys) and many have suggested atmospheric causes for observed patterns, but none have

quantified this.

Similarly, many studies have looked at atmospheric conditions on Larsen C, but have not

directly linked these to surface melting. For instance, Kuipers Munneke et al. (2012) evaluated

the weather and climate of Larsen C with two years of observational data at AWS 14 and

15, though they caution against considering this a climatology due to the limited dataset

used. van Wessem et al. (2018) produced a near-surface climatology using RACMO at 5.5

km resolution, but this dataset includes only temperature and wind speed and RACMO is a

hydrostatic model, which may not be capable of adequately resolving foehn winds, especially

at 5.5 km resolution. Wiesenekker et al. (2018) diagnose foehn wind occurrence between

1979-2016 at Cabinet Inlet, close to the foot of the mountains, from observations and RACMO
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model data, but do not relate this to the SEB. King et al. (2015) comprehensively evaluate

three models’ ability to reproduce observed meteorology and SEB during summer 2010/11,

but the period is short – just one month. Similarly, Elvidge et al. (2020) use the MetUM at

1.5 km resolution to assess the role of various SEB regimes in driving melting on Larsen C

during a six-month period, which includes a thorough investigation of the role of different

types of foehn and the conditions that produce these. However, this study is also limited in its

duration. Another relevant recent study is Datta et al. (2019), who use the MAR model at 7.5

km resolution to produce a climatology of an overlapping time period (1982-2017). They use

this climatology to evaluate the effect of foehn events on surface melting of the ice shelf, and

hence the evolution of the snowpack. Combining model output with satellite data, they find

three regimes in which surface melting occurs, related to foehn winds and cloud occurrence.

However, the focus of their study is on the evolution of firn and the snowpack, rather than

quantifying the atmospheric processes that produce various SEB regimes and surface melting,

which is the objective of this chapter.

Models have been increasingly used in recent years to assess melting on Larsen C. However,

most struggle to reproduce observed patterns of melting. Luckman et al. (2014) and Bevan

et al. (2018) used satellite measurements to show that annual meltwater production on Larsen

C is highest in the north, where temperatures are closer to the melting point, and in inlets

close to the mountains, where foehn winds are most intense and frequent. These patterns are

also seen in borehole and air content measurements that indicate firn densification in inlets

(Hubbard et al., 2016; Bevan et al., 2017; Holland et al., 2011). Many models successfully

simulate the temperature and radiation-driven north-south gradient in melting, but most

are unable to reproduce the east-west gradient in melt associated with foehn winds. This is

largely a result of the modelling techniques used, which have been at insufficient resolution or

complexity to simulate foehn winds, the SEB, and consequently melting. However, Datta et al.

(2018) use MAR at 10 km horizontal resolution to show slightly enhanced surface melting

in southern inlets, which they suggest is associated with foehn occurrence. A follow-up

paper (Datta et al., 2019) showed higher melt totals and higher foehn occurrence nearest

the mountains during March and May 2016 (using MAR at 7.5 km resolution). However, the

east-west gradient in melting is much weaker than observed using satellites, is demonstrated

only for the strongest cases, and is not replicated during their entire period of study.

Various models have also been used to simulate the surface mass balance (SMB) of the

entire Antarctic ice sheet (e.g. RACMO, Lenaerts et al. (2017); COSMO-CLM, Souverijns et al.

(2019); and MAR, Agosta et al. (2018)) as well as various regions, including West Antarctica
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(Lenaerts et al., 2018) and the Antarctic Peninsula (van Wessem et al., 2018). Given the

established role of surface melting in previous ice shelf disintegrations on the peninsula,

quantifying surface melting is important for understanding SMB in the context of past, present

and future change. However, although these studies have determined the role of surface

melting on surface mass balance, none have evaluated the processes that cause surface melt.

This chapter will fill the gap identified in the literature. By bringing together many elements

that are demonstrably important in the region, such as cloud phase, foehn and large-scale

circulation, and comprehensively determining their impacts on the SEB and surface melting,

it will bridge the gap between studies documenting dominant atmospheric phenomena and

those examining the SMB. Understanding the drivers of melting on Larsen C will enhance

scientific knowledge of present conditions and facilitate more accurate projections of future

scenarios in a warming climate.

6.2 Hindcast model configuration
As described in Chapter 3, the model configuration consists of a nested inner domain at

4.0 km (0.036◦) horizontal resolution containing 220 × 220 gridpoints, centred on the Larsen

C ice shelf. The domain is slightly smaller than the 4.4 km domain used in Chapter 4 because

the simulation is much longer and computationally expensive, but larger than the domain

used in Chapter 5, which focused more specifically on Larsen C. This domain should therefore

include synoptic-scale features. This domain is nested within the N512 global model, which is

initialised with 12-hourly ERA-Interim data. ERA-Interim was selected because the full time

series of forcing data was readily accessible and at adequate resolution for initialising the

global model. As in previous chapters, 24-hour forecasts are run, with the model re-initialised

every 12 hours. The first 12 hours of each forecast is discarded as spin-up and the t+12 h to

t+24 h period of each forecast is concatenated into a single 20 year time series, in the same

manner as the OFCAP simulation in Chapter 5. The model configuration is summarised in

Table 3.2, Chapter 3.

The model physics are the same as in Chapter 5, using RA1M regional physics and

adaptations to the large-scale cloud and microphysics presented there, plus a revised mixing

length of 5 m (see Appendix C for details). The inner domain runs with a 100 second time

step, as recommended in Bush et al. (2019) for simulations of this resolution. Surface (2D)

variables are outputted 3-hourly and 3D variables are 6-hourly, considered sufficient temporal

resolution to capture important processes such as cloud and foehn winds. Further details are

given in Chapter 3.
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6.3 Validation
Like many models, the MetUM exhibits biases associated with the representation of the

stable boundary layer, which commonly develop at high latitudes. However, biases vary during

specific conditions. As shown in Chapter 4, during two wintertime foehn case studies in

2016, the MetUM over-estimates wind speed and relative humidity, while under-estimating

TS and Tair. During these cases, modelled LW↓ and Rnet are both under-estimated relative

to observations (Figures 4.5 and 4.6). During the OFCAP period discussed in Chapter 5,

relative humidity is also over-estimated, but wind speeds are under-estimated, in contrast to

what is shown in Chapter 4. Coupled with a cold TS bias and warm Tair bias, this enhances

temperature and moisture gradients between the surface and near-surface, and produces

positive biases in latent, HL, and sensible, HS , heat fluxes. During OFCAP, SWnet and LWnet

are under- and over-estimated, respectively. Overall, the sum of fluxes, Etot, is too large, while

melt flux, Emelt, is under-estimated.

The MetUM hindcast is validated at all AWSs shown in Figure 3.1 using all available

observations. Missing data are linearly interpolated for validation purposes. Initial inspection

of time series at each station (not shown), reveals that AWS 17/18 and AWS 14/15 are similar

enough to justify being grouped. The means of the time series at AWS 14/15 and AWS 17/18

are hereafter presented as "ice shelf" and "inlet" stations, respectively. Because the full SEB is

not available at AWS 15, ice shelf values for TS , HL, HS , Etot and Emelt are taken from AWS

14 only. The full SEB is available at both inlet stations.

Table 6.1 shows observed and modelled annual mean values and the 5th and 95th

percentiles for surface variables at inlet and ice shelf stations during the hindcast period.

Observed statistics in Table 6.1 are given for the observational period available for each

station (see Table 3.1 for details), while modelled statistics are shown for the entire period

1998-2017. Scatterplots of observed vs. modelled surface variables at AWS 14 during the

entire observational period for that station (January 2009 - December 2017, Table 3.1) are

shown in Figure 6.1. AWS 14 is shown because it has the longest observational record, and for

brevity, only these results are shown in this chapter. Results at all stations are broadly similar,

and scatterplots for AWS 17 and 18 are given in Figures D.4 and D.5 in Appendix D, which

also contains further details of the hindcast validation.

Overall, the MetUM hindcast performs extremely well with respect to surface meteorological

variables and surface fluxes. The seasonal cycle and timing of weather events (not shown)

matches well between model and observations, which produces high correlation coefficients
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(Figure 6.1) and low RMSEs for most parameters in Table 6.1. As shown in Figure 6.1 and

Table 6.1, annual mean Tair, TS , wind speed and relative humidity are positively biased by

2.1◦C, 2.4◦C, 0.91 m s−1 and 2.7%, respectively, at inlet stations and 2.1◦C, 3.1◦C, 0.81 m

s−1 and 3.8%, respectively, at ice shelf stations (Table 6.1), making the MetUM on average

warmer, windier and moister than observations. The slight warm bias in temperatures is likely

related to the representation of boundary layer mixing in the MetUM and the warm bias

in ERA-Interim discussed in Chapter 2. Because both Tair and TS are positively biased, the

near-surface temperature gradient is too large, which contributes to biases in HS . Wind and

relative humidity biases may be related to the representation of orography, as discussed in

Chapter 4.

As shown in Table 6.1, annual mean downwelling radiative fluxes are simulated to within

10% of their observed values at all stations and the model SW albedo (SW↓/SW↑) is simulated

to within 1% and 3% of observed values at inlet and ice shelf stations, respectively. Positive

biases in TS and Tair cause LW↑ to be over-estimated by 2.9% annually, generating an energy

deficit at the surface (and negatively biased mean Rnet, shown in Figure 6.1). This causes

annual mean daily mean Emelt to be under-estimated by 17-31%, particularly at inlet stations.

Negative Emelt biases are largest during DJF when the majority of melting occurs, and biases

increase during 2015-17 (see Appendix D for further details), when exceptional foehn-driven

melt events, such as those examined in Chapter 4 and in section 6.6.3 (this chapter) were

observed. This may indicate that the MetUM under-predicts the magnitude of foehn-driven

Emelt fluxes, consistent with the results of Chapter 4, which found that although the MetUM

was able to capture the timing and duration of the foehn cases examined, the magnitude of

Emelt was under-estimated.

To summarise, the hindcast is able to simulate observed surface meteorological variables

and SEB components at all stations and in all seasons reliably. This is consistent with the

validation results presented in Chapters 4 and 5, which demonstrated that the MetUM was

able to accurately reproduce the events observed during case studies. Further discussion of

the model validation can be found in Appendix D.

6.4 Research question 1: How does the surface energy

balance vary throughout the year?
This section will answer the first research question and examine seasonal variations in the

SEB. Figure 6.2 shows the mean modelled daily SEB for summer (DJF) and winter (JJA) at ice
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Figure 6.1.: Scatterplots of observed vs. modelled daily means of surface variables at AWS 14.
Correlation coefficients (r values) are given in the bottom right hand corner of each
panel: all values are statistically significant at the 99% level. The dashed line in each plot
indicates perfect agreement between model and observations. Panels a – d show surface
meteorological variables: surface temperature, TS; near-surface air temperature, Tair;
relative humidity; and wind speed; and panels e – h show surface energy budget terms:
downwelling longwave, LW↓; downwelling shortwave, SW↓; net radiative, Rnet and melt,
Emelt, fluxes.
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Table 6.1.: Summary statistics for inlet and ice shelf stations in observations and model output.
Annual means (shown in bold), plus the fifth and ninety-fifth percentiles of surface
variables are given, where abbreviations and units are as follows: TS: surface temperature
(◦C); Tair: 1.5 m air temperature (◦C); RH: relative humidity (%), FF: 10 m wind
speed (m s−1); P: surface pressure (hPa); u: 10 m zonal wind speed (m s−1); v: 10
m meridional wind speed (m s−1); SW↓: downwelling shortwave radiation (W m−2), SW↑:
upwelling shortwave radiation (W m−2); SWnet: net shortwave radiation (W m−2); LW↓:
downwelling shortwave radiation (W m−2); LW↑: upwelling shortwave radiation (W m−2);
LWnet: net shortwave radiation (W m−2); HS: sensible heat flux (W m−2); HL: latent heat
flux (W m−2); Etot: sum of all fluxes (W m−2); Emelt: melt flux (W m−2). All fluxes are
positive when directed towards the surface.

Observed Modelled
Inlet Ice shelf Inlet Ice shelf

Mean 5th 95th Mean 5th 95th Mean 5th 95th Mean 5th 95th

Tair -14.5 -26.0 -2.5 -14.7 -26.7 -2.2 -12.4 -23.0 -2.4 -12.6 -23.4 -2.4
TS -14.0 -25.2 -3.0 -15.2 -27.1 -3.2 -11.6 -21.6 -2.3 -12.1 -22.4 -2.3
FF 4.2 2.6 6.2 4.3 2.9 5.6 5.1 3.4 6.8 5.1 4.0 6.3
u 0.1 -0.3 0.3 0.0 -0.2 0.2 1.1 -0.3 2.3 0.4 -1.4 2.2
v 0.0 -0.4 0.3 0.0 -0.2 0.2 1.6 -0.8 4.1 0.9 -1.0 2.8
P 984.5 975.3 995.0 985.0 977.1 994.2 983.6 974.1 993.5 983.9 974.4 993.4
RH 90.9 79.5 96.3 93.3 88.7 97.4 93.6 86.9 99.8 97.1 91.9 102.5
SW↓ 124.5 2.9 302.2 131.0 0.7 323.2 130.2 0.1 319.2 126.6 0.0 320.3
SW↑ -105.6 -2.7 -255.0 -113.4 -0.4 -283.0 -109.4 -267.8 -0.1 -106.6 -268.4 0.0
SWnet 18.9 0.2 50.4 19.2 0.1 51.0 20.9 0.0 55.4 20.0 0.0 53.4
LW↓ 237.6 205.8 280.9 238.6 203.9 283.7 233.6 191.0 276.3 234.1 188.2 278.8
LW↑ -256.3 -213.0 -304.4 -255.5 -210.2 -305.9 -263.6 -304.9 -222.7 -262.8 -304.7 -221.0
LWnet -18.7 -33.1 -5.4 -15.8 -28.6 -2.4 -30.0 -43.9 -18.2 -28.8 -42.4 -16.2
HS 3.7 -8.5 21.3 -1.1 -10.6 9.9 6.9 -4.0 23.9 4.2 -3.9 18.5
HL -4.3 -10.7 0.2 -3.4 -12.1 0.9 -3.9 -9.3 0.3 -1.8 -7.8 2.1
Etot -3.6 -12.0 4.8 -3.4 -12.0 7.4 -6.1 -22.5 11.3 -6.3 -22.0 10.8
Emelt 3.4 0.0 16.1 2.9 0.0 14.8 2.9 0.0 12.9 2.2 0.0 11.3

shelf and inlet stations averaged over the hindcast period. Similar patterns (not shown) are

observed during spring (SON) and autumn (MAM), but are less pronounced. All fluxes are

positive when directed towards the surface.

At all stations during DJF (Figure 6.2a and b), the SEB is dominated by SWnet, which

peaks at local noon (around 16:00 UTC). Simultaneously, LWnet, HL and HS become more

negative, cooling the surface. This is explained as follows. As the surface temperature rises,

the surface emits more longwave radiation, increasing LW↑, making LWnet more negative. As

the surface warms, the air-surface temperature gradient decreases, therefore reducing HS

so that it becomes negative, indicating that the surface is warmer than the overlying air and

the HS flux cools the surface. HL falls from very slightly positive values during night-time to

negative values during the day, suggestive of sublimation. These negative fluxes compensate

(partly) for the positive SWnet flux, but overall the surface gains energy during the day in

DJF.
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Figure 6.2.: Mean modelled diurnal cycle, averaged over each season, of SEB components during DJF
(top row, panels a and b) and JJA (bottom row, panels c and d) at ice shelf (first column,
panels a and c) and inlet stations (second column, panels b and d) during 1998-2017.
The sum of all fluxes, Etot, is shown in black. For ease of understanding, the diurnal cycle
is presented in local time such that local noon is at 12:00 h (UTC -4 h), equivalent to
16:00 UTC.

During JJA (Figure 6.2c and d) when the amount of SW radiation reaching the surface is

greatly reduced, there is a very minimal modelled diurnal cycle and a stable boundary layer

develops. Mean fluxes stay relatively constant throughout the day, with negative LWnet fluxes

dominating the SEB. This cooling effect is partially offset by a positive HS flux, but overall the

surface loses energy during JJA because the latent and SW fluxes are so close to zero.

While the modelled diurnal cycles are broadly similar between inlet and ice shelf stations,

there are some noticeable differences. During DJF, daily mean Emelt is very close to zero at

ice shelf stations, peaking at a maximum of 1.22 W m−2. By contrast, Emelt reaches 28.73 W

m−2 at inlet stations. As shown in Chapter 5, Grosvenor et al. (2014), Elvidge et al. (2016)

and Gilbert et al. (2020), SW↓ is the primary source of energy available for melting during

summer on Larsen C. However, because the ice shelf and inlet stations are at comparable

latitudes, differences in the amount of solar radiation reaching the surface, and consequently

SWnet, do not explain these differences in Emelt. Rather, contrasting diurnal cycles in the

modelled turbulent fluxes produce an excess of energy available for melting at inlet stations,

which produces a larger mean modelled melt flux than at ice shelf stations. At inlet stations,

the sensible and latent heat fluxes do not become as negative during the day as at ice shelf

stations. Consequently, HL and HS do not offset the positive SWnet flux as much as at ice shelf
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stations. This leads to a surplus of energy available, meaning that melting can take place if

temperatures are warm enough. As shown in Chapter 4 and Elvidge et al. (2016), turbulent

fluxes are extremely important for controlling melt during foehn events, and the difference

between ice shelf and inlet stations is related to the increased occurrence of foehn in inlets.

This will be investigated in section 6.6, this chapter.

6.5 Research question 2: How does cloud influence

surface melting on Larsen C?
This section examines the role of cloud in determining the SEB and melting over Larsen C.

The importance of cloud and its phase and microphysical composition has been demonstrated

in Chapter 5. To understand the drivers of melting on Larsen C, modelled cloud properties must

be assessed in the hindcast. Table 6.2 shows the percentage of time during which different

cloud cover regimes are simulated, based on the criteria of Kay et al. (2008). Throughout

the year, cloudy conditions occur 92.2% of the time, with seasonal mean cloud fractions of

0.75 in DJF and 0.72 in JJA, consistent with colder temperatures and thus lower moisture

availability for cloud formation in JJA. Clear periods occur most frequently in JJA (10.6% of

the time), while they occur 7.2% of the time during DJF. Overcast and broken cloud conditions

(the second cloudiest category) are most common during SON (1.3% and 62.8% of the time,

respectively).

Table 6.2.: Percentage of time during the hindcast period where simulated daily mean cloud fraction
averaged over the Larsen C region (see Figure H.1) meets the criteria of Kay et al. (2008).
The cloud regimes of Kay et al. are determined using cloud fraction thresholds, derived
from Arctic cloud satellite observations. Standard deviations of the percentage of time
each category is simulated are given in brackets.

Percent of time category observed.
Category ANN DJF MAM JJA SON

"Overcast" = 1. 0.4 (0.4) 0.0 (0.0) 0.0 (0.0) 0.2 (0.4) 1.3 (1.5)
1. < "Broken" > 0.75 58.3 (3.8) 58.9 (7.5) 56.9 (8.5) 53.9 (7.5) 62.8 (7.2)
0.75 < "Scattered" > 0.31 33.5 (2.8) 33.9 (5.4) 36.6 (7.8) 35.3 (5.7) 28.8 (5.8)
"Cloudy" > 0.31 92.2 (2.2) 92.8 (5.1) 93.6 (4.2) 89.4 (4.8) 92.8 (4.0)
"Clear" < 0.31 7.8 (2.2) 7.2 (5.1) 6.4 (4.2) 10.6 (4.8) 7.2 (4.0)
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6.5.1 The influence of cloud on the surface energy balance and

surface melting
Cloudy and clear conditions are typified by high and low liquid water path (LWP > 75th

percentile and < 25th percentile), respectively. To explore the impact of such conditions on the

SEB, daily mean meteorological conditions during periods of high and low cloud fraction and

LWP are averaged to produce a composite (Figure 6.3). The thresholds used to diagnose each

regime are summarised in Table H.1, Appendix H. Synoptic conditions and SEB anomalies

during the "cloudy" / "high LWP" and "clear"/ "low LWP" regimes are virtually indistinguishable

from one another.

During JJA, cloudy, high LWP conditions, generated by cyclonic flow to the east and

southerly winds over Larsen C, are associated with positive mean daily maximum temperature

(Tmax) anomalies (Figure 6.3c). Meanwhile, clear conditions (Figure 6.3g) are associated

with very negative Tmax anomalies caused by weak flow over Larsen C, which permits strong

radiative cooling to occur - typical stable boundary layer conditions - and a zonal pressure

gradient. Mean Emelt anomalies in JJA (Figure 6.3d and h) are almost zero in both regimes

because melt occurs so infrequently in JJA, but 95% of the melting that does occur is associated

with cloudy conditions (91% for high LWP).

Clear, low LWP summertime conditions, typically associated with westerly flow (Figure

6.3e), result in higher SWnet fluxes and Tmax anomalies, which permits surface melting to

occur closest to the mountains, although mean Etot is lower than average because of the

negative LWnet anomalies in clear conditions (not shown). Mean absolute values of Etot during

clear conditions are negative across Larsen C (-4.6 W m−2), but an east-west gradient in Emelt

anomalies is visible in Figure 6.3d, which suggests that foehn-induced cloud clearance may

sometimes influence surface melting during DJF. These findings are consistent with Chapter 5,

which shows that summertime melting is predominantly driven by SW fluxes.

During DJF, cloudy, high LWP conditions are associated with easterly flow of maritime

air from the Weddell Sea and negative Tmax anomalies on Larsen C (Figure 6.3a). Enhanced

LW↓ produces positive Etot anomalies and absolute values (9.3 W m−2 over ice shelf areas

below 50 m), but because temperatures typically do not reach the melting point during cloudy

periods (mean Tmax = -1.13◦C), melt anomalies are negative and despite occurring 59% of

the time in DJF, cloudy conditions (cloud fraction > 0.75) are associated with just 50% of

melt (Figure 6.3b, Table 6.10).
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Because mean daily Tmax during cloudy, high LWP conditions during 1998-2017 is only

slightly below the melting point and the large LW↓ fluxes associated with cloud produce

positive Etot fluxes, this implies that cloud could become an important driver of surface melt in

a warming climate. Surface air temperatures on the eastern Antarctic Peninsula are projected

to warm by ~0.5-3◦C by 2100 (van Oldenborgh et al., 2013), which would mean the melting

point could be reached more frequently in DJF during cloudy periods. This could allow

extensive low cloud-mediated melt events to occur such as were observed in Greenland in

2012 (Bennartz et al., 2013). As shown in Chapter 5, cloud initiates summertime melt by

raising surface temperatures, which then persists as glaciation occurs and SW fluxes increase.

Because low-level (liquid) cloud is typically extensive on Larsen C, this melting could occur

across the entire ice shelf.

Correlations between melting, cloud properties and radiative fluxes over the ice shelf

during the hindcast offer insight into the processes driving melting. These will be examined in

section 6.8.1 below. The following section examines foehn winds in the hindcast.

6.6 Research question 3: Where and when do foehn

events occur?

6.6.1 Diagnosis methods
The importance of foehn for determining the SEB and thus melting has been well

established, for instance in Chapter 4, King et al. (2017) and Kuipers Munneke et al. (2018).

King et al. (2017) find that foehn conditions over Larsen C occur ~20% of the time during

summer 2010/11, which agrees well with other estimates, such as Wiesenekker et al. (2018),

Turton et al. (2018) and Datta et al. (2019), who find that foehn conditions occur 14%, 15%

and 6-15% of the time, respectively, at various locations on the ice shelf.

Foehn can be diagnosed from model output in several ways, which may affect the way

foehn events are counted. These can be summarised as: the (1) surface, (2) Froude number

and (3) isentrope methods. The surface method diagnoses foehn when near surface winds,

temperature and relative humidity change by a threshold amount over a given time period,

typically 6 hours. The Froude number method diagnoses foehn conditions based on the

upstream Froude number, while the isentrope method diagnoses foehn by determining the

change in height of an upstream isentrope on the lee side of orography. All three methods are
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described in detail and assessed for use over Larsen C in Appendix E, alongside temperature

and relative humidity thresholds for use in method 1.

Following initial evaluation of these three methods (see Appendix E), a combined "Goldilocks"

foehn detection algorithm was devised. The Goldilocks detection algorithm is a combination

of the isentrope method (3) with additional stipulations that concurrent surface effects must

also be simulated at the location considered. An increase and decrease in temperature and

relative humidity, respectively, must be simulated to detect foehn. This minimises the chance

of diagnosing foehn conditions during periods of foehn flow at downstream locations where

these are not experienced. For example, although isentropic drawdown may cause a foehn

effect near the mountains, this may not be experienced at the surface further out on the ice

shelf, particularly in the case of non-linear events that result in features like hydraulic jumps.

Because the purpose of this section is to determine the overall effect of foehn on surface

melting, if surface temperatures do not rise sufficiently to permit melt and drive positive

sensible heat fluxes at a particular location, melt will not occur and foehn should not be

diagnosed.

The algorithm is summarised as follows:

• Determine the mean westerly component of the wind, uZ1, impinging on the peninsula.

uZ1 is calculated at least one Rossby radius of deformation away from the barrier and as an

average of the flow speed between the near-surface and an altitude, Z1, equivalent to the

peak height of orography. In this thesis, uZ1 was calculated as the mean u wind between

200-2000 m altitude in the region marked "X" in Figure H.1. If this westerly component,

uZ1 ≥ 2 m s−1 (and there is therefore a clear cross-barrier flow):

– Find the potential temperature at Z1, θZ1, and trace this isentrope across the mountain

barrier

– Determine the minimum elevation, Z2, of θZ1 on the lee side of the mountains over Larsen

C

– Determine the maximum change in height of the isentrope θZ1 upwind and downwind of

the barrier, i.e. Z3 = Z1 – Z2.

– If, over 6 hours, Z3 > 500 m AND Tair increases AND RH decreases, then foehn conditions

are detected.

A schematic illustration is given in Figure E.1.
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Table 6.3.: Summary seasonal modelled foehn frequency statistics for ice shelf and inlet stations over
the period 1998-2017. Means, medians and standard deviations ("SD") are given for each
season and annual totals.

Mean Median SD

Ice shelf DJF 11.2 % 11.0 % 3.7 %
MAM 12.1 % 11.3 % 3.9 %
JJA 13.4 % 13.1 % 3.3 %
SON 14.5 % 14.4 % 3.1 %
ANN 12.7 % 12.5 % 2.4 %

Mean Median SD

Inlet DJF 15.4 % 15.8 % 4.0 %
MAM 15.4 % 14.9 % 3.7 %
JJA 16.1 % 16.8 % 3.0 %
SON 18.5 % 18.5 % 2.7 %
ANN 16.1 % 16.0 % 1.9 %

6.6.2 Modelled foehn frequency
Table 6.3 shows summary statistics for modelled foehn frequency at inlet and ice shelf

stations during all seasons in the hindcast period. An equivalent table showing foehn

frequencies at all stations and during all years is given in Table F.1, Appendix F. Foehn

conditions are modelled 27% more frequently at inlet stations than at ice shelf stations,

consistent with theory. Foehn are least likely to occur during DJF, especially at ice shelf

stations, as has also been found by Datta et al. (2019). As is widely noted in the literature

(e.g. Cape et al., 2015; Turton et al., 2018; Wiesenekker et al., 2018; Datta et al., 2019),

modelled foehn on Larsen C are most frequent in SON, and modelled foehn frequencies

compare favourably with figures reported in the studies cited (5-25% in Cape et al., 15% in

Turton et al., 14% in Wiesenekker et al. and 21% in King et al., 2017 for summer 2010/11).

Trends calculated with a Mann-Kendall test in annual and seasonal foehn frequency are small

and insignificant at all stations. However, considerable inter-annual variability is seen, as

shown by the large standard deviations in Table 6.3.

Particularly, MAM 2016 stands out as an extremely high foehn season. As shown in Table

6.4, foehn frequencies at all stations exceed one standard deviation, a result also found by

Datta et al. (2019). Interestingly, this is also the period examined in Chapter 4 and Kuipers

Munneke et al. (2018), which may indicate that the foehn-driven wintertime melting observed

during that year was unusually high. To examine the causes of the unusually high foehn

frequency during this period, the synoptic meteorology and surface fluxes are assessed in

greater detail.
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Table 6.4.: Mean modelled MAM foehn occurrence during the model hindcast period ("1998-2017
mean"), mean modelled MAM foehn occurrence during the hindcast period plus one
standard deviation ("Mean + SD") and modelled foehn occurrence during MAM 2016
("MAM 2016") at each station.

AWS 1998-2017
Mean (%)

Mean + SD
(%)

MAM 2016
(%)

AWS 14 13.9 17.6 22.8
AWS 15 10.3 13.5 18.3
AWS 17 15.7 19.3 21.5
AWS 18 15.1 18.9 24.2

6.6.3 MAM 2016: a high-foehn season
In order to evaluate the causes of the unusually high foehn flow simulated in the hindcast

during the second half of MAM 2016 (Table 6.4), mean meteorological conditions are examined

during April 15 – May 31, when foehn occurrence and melting across Larsen C were both

anomalously high (Figure 6.4a). Strong cross-peninsula flow is simulated and mean near-

surface daily maximum air temperatures are 5.8◦C warmer than climatology for the period,

causing surface temperatures to frequently reach the melting point and climb as high as 12.6◦C

in Mill Inlet on the 25 May 2016 (the peak of CS2 in Chapter 4, the case identified as being

strongest in the entire AWS record from Cabinet Inlet).

This synoptic situation creates optimum conditions for foehn to occur. Panels b – f in Figure

6.4 show mean anomalies for individual SEB components during April 15 – May 31. Increased

surface temperature produces modest negative LW↑ and LWnet anomalies (Figure 6.4b) but

the turbulent fluxes differ considerably from the climatology. Negative HL anomalies leeward

of the mountains (Figure 6.4c) indicate that the air is drier than the climatology, as foehn air

is warmed and dried on its descent, and causes sublimation over Larsen C. Extremely positive

sensible heat anomalies (Figure 6.4d) are modelled east of the mountain crest and extend

across the ice shelf as foehn flow mixes warm, dry air towards the surface. This strong foehn

effect generates mean Etot anomalies (Figure 6.4e) of up to 76.8 W m−2 in the lee of the

mountains. Mean Emelt anomalies (Figure 6.4f) of up to 61.1 W m−2 are simulated wherever

Etot is positive, as mean maximum air temperatures are above 0◦C in almost all locations

(Figure 6.4a).

Emelt anomalies result in anomalous cumulative meltwater production over Larsen C

(Figure 6.5), with 29 times more melt (5.7 Gt) produced during the MAM 2016 season than

in the 1998-2017 MAM climatology (0.2 Gt), representing 35.4% of the meltwater production

for the 2015/16 melt year (August-July, 16.0 Gt). The mean modelled MAM 2016 meltwater
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production anomaly over Larsen C relative to the model MAM climatology is shown in Figure

6.5b, with maximum simulated melt along a transect shown in Figure 6.5a. Maximum melt

fluxes along the transect are highest in the immediate lee of the mountains, and diminish

rapidly with distance from the peak of orography as warm, dry foehn air is increasingly mixed

into cold ambient air masses. Regions of elevated melt exist further out onto the ice shelf in

some regions, with "streams" of higher melt emanating from the mouths of inlets. These may

be the same foehn "jet" regions identified by Elvidge et al. (2015), which are typically cooler

but experience higher wind speeds during foehn events. They are downstream of mountain

passes which channel flow and enhance wind speeds, but cause air to be sourced from lower

altitude, meaning that it is cooler when it reaches the surface than in adjacent "wake" regions.

Because the events during MAM 2016 are so intense and ambient temperatures are so high, the

relatively cooler jet temperatures do not limit melting, and the elevated wind speeds enhance

the sensible heat flux enough to drive extremely intense melting in these jet regions.

6.6.4 Spatial patterns of foehn occurrence
Spatial patterns of foehn occurrence are important to understand surface melting. However,

foehn cannot be diagnosed over the entire model domain using the isentrope or "Goldilocks"

methods because of computational constraints. Therefore, to produce spatial maps of foehn

frequency, the surface method of Turton et al. (2018) is used, with an additional requirement

that there be an upwind westerly wind component ( uZ1 ≥ 2.0 m s−1, as in King et al., 2017).

Turton et al. (2018) diagnose foehn using RH-based criteria, when over 12 hours either: 1)

RH falls below the 10th percentile, 2) RH decreases below a defined threshold, or 3) a decline

in RH below the 15th percentile is accompanied by a temperature increase greater than 3◦C.

The overall pattern shown in Figure 6.6, with foehn occurring most frequently in inlets

in the immediate lee of steep orography and infrequently over the ice shelf, is consistent

with theory and observations. Closest to the mountains, modelled foehn conditions prevail

for 16.1% of the entire year on average, while further out on the ice shelf, foehn conditions

occur less frequently (12.7%). The percentage of time when foehn conditions are diagnosed

decreases rapidly with distance from the mountains. Airflow over the mountain range produces

a larger foehn effect in inlets because warm, dry foehn air is increasingly mixed into the

ambient air as it flows over the ice shelf and away from the mountain barrier. Therefore

intense (non-linear) events have the largest surface effect nearest the mountains, particularly

when non-linear features like hydraulic jumps mean foehn flow is deflected upwards away

from the surface (cf. case study "A" in Elvidge et al., 2016).
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Figure 6.4.: Mean modelled synoptic meteorological conditions and surface flux anomalies during
15 April – 31 May 2016. Panel a) shows mean modelled meteorological conditions,
where colours indicate the mean daily maximum 1.5 m air temperature anomaly (in
◦C), contours show mean mean sea level pressure (hPa) and vectors show mean 10 m
wind speed and direction. Panels b) to f) show flux anomalies, in W m−2, relative to the
1998-2017 model climatology for 15 April – 31 May, of LWnet, HL, HS , Etot and Emelt,
respectively. In all panels, blue colours indicate negative anomalies while red colours
show positive anomalies.
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Figure 6.5.: Mean meltwater production over Larsen C during 15 April – 31 May 2016. Panel a) shows
the maximum cumulative melt produced along an east-west transect, indicated by the
grey box in panel b). Panel b) shows the mean cumulative meltwater production anomaly
with respect to the 1998-2017 model climatology for 15 April – 31 May.
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Figure 6.6.: Mean percentage of time over the period 1998-2017 where foehn conditions are diagnosed
over the model domain, using the surface-based foehn diagnosis method of Turton et al.
(2018) with an additional requirement, as in King et al. (2017), that there be a westerly
wind component (uZ1 ≥ 2.0 m s−1). See text for more details. The 50 m elevation
contour (approximately the height of the ice shelf at the grounding line), is shown.
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Figure 6.7.: Time series of total seasonal foehn frequency diagnosed from model output at inlet and
ice shelf stations (coloured lines) against seasonally-averaged SAM index, after Marshall
(2003). Foehn frequency and SAM index are both shown as seasonal means.

6.6.5 Correlations between modelled foehn and SAM index
As is well established in the literature (e.g. Orr et al., 2004; Orr et al., 2008; Marshall

et al., 2006; van Lipzig et al., 2008, see Chapter 2 for a comprehensive review), a positive

SAM index is associated with stronger westerly winds over the Antarctic Peninsula, which

increase the frequency of foehn events, leading to increased surface temperatures to the east

of the Peninsula. As shown in Figure 6.7, the time series of foehn frequency at inlet and ice

shelf stations closely matches patterns in the time series of seasonally averaged SAM index.

The number of foehn events diagnosed at inlet stations is systematically higher than ice shelf

stations, consistent with theory. More positive SAM seasons are associated with a higher

number of foehn events as a result of a more westerly wind pattern, while fewer foehn events

are simulated during negative SAM seasons. Correlations between the seasonal mean SAM

index and seasonal foehn frequency are strongest and most statistically significant during DJF

and weakest (and insignificant) during JJA. As shown in Table 6.5, the Pearson correlation

coefficient between annually averaged SAM index and annual mean foehn frequency is 0.52

in inlets and 0.54 at over the ice shelf (both significant at the 95% level). However, while

statistics are relatively similar between AWS 17 and 18, there are differences between AWS 14

(r = 0.46) and AWS 15 (r = 0.63).
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Table 6.5.: Pearson correlation coefficients between modelled foehn frequency at inlet and ice shelf
stations with the observed SAM index of Marshall (2003). Correlations that are statistically
significant at the 95% level are given in bold, while statistical significance of 99% is
indicated with an asterisk.

inlet ice shelf

DJF 0.66* 0.62*
MAM 0.55 0.54
JJA 0.19 0.16
SON 0.50 0.46
ANN 0.52 0.54

6.7 Research questions 4 and 5: How does surface

melting vary in time and space?
Determining the total amount of melt that occurs over Larsen C is a key objective of

this work. This section will address the fourth and fifth research questions, which focus on

where and when melting occurs during the hindcast, whether these patterns match published

estimates, and current meltwater production on Larsen C.

6.7.1 Comparing hindcast- and satellite-derived estimates of melt
Observed annual melt duration (Bevan et al., 2018) is compared with simulated melt

duration for all full melt seasons included in the hindcast period (a total of 18 melt years,

starting 1999/2000 and ending 2016/2017), where melt seasons are defined as in Bevan et

al. from August-July (Figure 6.8). Simulated melt duration (Figure 6.8b) agrees well with

the results of Bevan et al. (2018) (Figure 6.8a) and Luckman et al. (2014) (not shown),

with a clear north-south gradient across the ice shelf, and more melt days observed in inlets.

The modelled east-west gradient in melt duration is weaker than observed, with longer melt

duration simulated in the southeast of Larsen C (near the shelf edge) and shorter melt periods

in the southwestern inlets than observed. However, the model’s ability to reproduce the

major patterns of melting, particularly the east-west gradient and concentration of meltwater

production in inlets – which has not been shown before in any published model hindcast – is

extremely encouraging and justifies the use of the MetUM for further study in this region.

6.7.2 Modelled meltwater production
Total meltwater production is more useful to simulate than melt duration because it is

directly related to the surface mass balance of Larsen C. In contrast to Chapter 4, in the

hindcast simulation meltwater production is outputted by the MetUM. Meltwater production
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Figure 6.8.: Mean melt duration (in number of melt days per melt season) over the Larsen C ice shelf
in satellite observations and the hindcast. Panel a) shows the mean number of melt days
per melt season calculated from QSCAT morning and ASCAT satellite retrievals during the
period 1999/2000 to 2016/2017, and is reproduced from Bevan et al. (2018) "Decline in
Surface Melt Duration on Larsen C Ice Shelf Revealed by The Advanced Scatterometer
(ASCAT)" Earth & Space Science 5, doi: 10.1029/2018EA000421. Copyright (c) 2018, the
authors, under Creative Commons CC BY-NC 3.0 license. Panel b) shows the annual mean
number of days per melt year where melting is modelled during at least one 3-hour period
over the Antarctic Peninsula model domain for the same period. The plot is designed
for comparison with both Luckman et al. (2014) and Bevan et al. (2018) and uses the
same colour scale. The grey contour shows where annual mean modelled melt duration is
equal to 50 days per year.

6.7 Research questions 4 and 5: How does surface melting vary in time and space? 117



is calculated by the surface scheme in a manner similar to Equation 4.1. Figure 6.10 shows

simulated cumulative annual meltwater production in all complete melt years (August 1999

– July 2017). The spatial pattern of melt duration (Figure 6.8b) and meltwater production

(Figure 6.10) closely matches the pattern of foehn occurrence (Figure 6.6), further emphasising

the importance of foehn in driving melting on Larsen C, especially in inlets. A statistically

significant difference (99% level) in modelled monthly mean melt amount is simulated at ice

shelf stations compared to inlet stations.

Figures 6.9 and 6.10 show that ice-shelf averaged meltwater production was highest during

the 1999/2000, 2006/07 and 2015/16 melt seasons and that maximum melt rates, which are

always simulated in inlets, are highest in 2006/07, 2013/14 and 2015/16. These findings

broadly agree with the high melt years identified in Bevan et al. (2018) and Luckman et al.

(2014). As shown in Chapter 4, Kuipers Munneke et al. (2018), Datta et al. (2019) and this

chapter, foehn-driven melting dominates in JJA, SON and MAM when solar radiation is less

important, while in DJF melting is more strongly related to temperature and SW radiation

(Chapter 5, Gilbert et al., 2020). The stronger relationship noted in Chapter 2 between

ENSO and SAM (and therefore foehn occurrence) during SON and JJA accounts for the larger

amount of melt modelled in inlets during El Niño melt seasons of 1999/2000, 2006/07 and

2015/16, and suggests an important role for foehn-driven melt in these years. Additionally,

as shown above, the number of foehn events in MAM 2016 was more than one standard

deviation above the annual mean, accounting for 35% of meltwater production during the

2015/16 melt season. The seasonally averaged SAM index in MAM 2016 was 1.5 (calculated

after Marshall, 2003) – also outside one standard deviation of the MAM mean during the

hindcast period. This suggests that the considerable melt rates observed during 2015/16

are related to the positive phase of the SAM, which dramatically increased the number of

foehn events during MAM, and dominated the signal for the whole year. The mechanisms and

drivers of melt, including the influence of large-scale climate variability, are examined further

in section 6.8.

Simulated mean annual meltwater production amounts over Larsen C (Table 6.6, Figure

6.9) are comparable to those in Trusel et al. (2013), who use satellite data and modelling to

find ice-shelf integrated mean meltwater production of 220 mm w.e. yr−1 over the period

1999-2009, exceeding 400 mm w.e. yr−1 in the northwestern inlets, and Trusel et al. (2015)

who show contemporary melt rates over Larsen C of ~300 mm w.e. yr−1 (see Chapter 2).

Comparable hindcast-simulated values for 1998-2017 are 130 mm w.e. yr−1 for all of Larsen

C, and 536 mm w.e. yr−1 for inlets only, taking maximum meltwater production rates as
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Table 6.6.: Total and maximum modelled meltwater production over the Larsen C ice shelf and
tributary glaciers (region marked "LCIS" in Figure H.1, Appendix H) plus the standard
deviation of annual mean cumulative melt during each melt year (August-July) in the
hindcast period. Annual ice-shelf integrated and maximum modelled meltwater production
greater than one standard deviation above the mean are indicated with red-orange shading
and bold text, while modelled meltwater production less than one standard deviation
below the mean is indicated with green shading and italics. The standard deviation of
annual cumulative mean melt across Larsen C, that is, a measure of the spatial variability
of cumulative melt totals, is given in the final column.

Melt year Ice shelf mean
annual total
meltwater

production (mm
w.e.)

Maximum annual
total meltwater
production (mm

w.e.)

Standard
Deviation
(mm w.e.)

98-99 117.4 761.9 80.6
99-00 156.8 488.1 97.6
00-01 98.6 422.3 66.3
01-02 111.1 439.2 62.2
02-03 156.4 414.3 85.4
03-04 117.9 419.8 69.4
04-05 145.7 573.8 92.1
05-06 124.6 467.0 79.4
06-07 187.9 779.6 115.7
07-08 149.1 481.8 78.8
08-09 135.6 451.4 89.8
09-10 112.8 396.6 70.7
10-11 86.4 370.0 55.6
11-12 131.0 411.3 78.0
12-13 103.4 421.0 62.7
13-14 130.9 601.6 80.9
14-15 93.9 347.2 58.8
15-16 157.1 796.5 105.4
16-17 161.0 1024.7 124.1
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Figure 6.9.: Seasonal SAM index and annual mean and maximum cumulative meltwater production
rates across the Larsen C ice shelf in each melt year during the hindcast simulation, in
mm w.e. yr−1. The seasonal mean SAM index is shown with the blue line in panel a and
is calculated after Marshall (2003), while cumulative melt production is shown in panel b.
The region over which the totals are calculated is shown in Figure H.1.

a proxy for inlet melting (maxima are always observed in inlets). This suggests that the

MetUM may under-estimate surface melting, as was also shown in section 6.3 (Table 6.1

and Appendix D). Although caution should be used when evaluating the hindcast’s absolute

meltwater production totals, it is notable that maximum values simulated in the northwestern

inlets during high melt years (up to 796.5 mm w.e., 601.59 mm w.e. and 1024.7 mm w.e. in

Mill Inlet during 2013/14, 2015/16 and 2016/17, respectively, and up to 779.63 mm w.e. in

Cabinet Inlet during 2006/07) exceed those observed over Larsen B before its collapse (~600

mm w.e. yr−1, Trusel et al., 2015). If rising global temperatures increases the number of high

melt years in future, or causes melt to extend across the entire ice shelf, this could compromise

the stability of Larsen C. This impact would be compounded by the ongoing trend towards a

positive SAM, which increases the frequency of foehn events.

Considerable inter-annual variability in simulated surface melting across Larsen C is evident

in Table 6.6 and Figure 6.9b during 1998-2017. Considerable inter-seasonal variability is also

visible in the SAM (Figure 6.9a), and no statistically significant correlation between SAM index

and cumulative annual meltwater production is present, a finding also reported by Bevan

et al. (2018) using satellite measurements. Similarly, as Bevan et al. also show, no statistically

significant trends are seen in hindcast-modelled ice-shelf averaged meltwater production.

Contrasting trends are reported in the literature, however. For example, Trusel et al. (2015)

find an increase in Larsen C-averaged surface melting between 2000-2009, concurrent with
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rising temperatures (discussed in Chapter 2), while Bevan et al. (2018), show a decline in

ice-shelf averaged surface melting between 2000-17 but an increase in melt duration in inlets

over that period (Chapter 2). In the hindcast, more melting is simulated in inlets towards

the end of the hindcast period (Table D.1, Figures 6.10 and 6.9), echoing the findings of

Bevan et al. (2018). Maximum melt rates, which are a good proxy for inlet melting, are

relatively stable throughout the period, except during the positive SAM, high foehn, high melt

years of 2006/07, 2015/16 and 2016/17. The considerable meltwater production observed

during 2015/16 and 2016/17, when mean melt rates were considerably higher than during

the preceding seven years, coincide with a period of exceptional Antarctic sea ice decline,

including in the Weddell and Bellingshausen Seas that sandwich the peninsula (Turner et al.,

2016; Parkinson, 2019, Chapter 2). Reduced sea ice concentrations can increase turbulent

heat fluxes and affect local atmospheric circulation, but are also caused by the same large-scale

patterns, such as ENSO, SAM and the polar stratospheric vortex (Schlosser et al., 2018; Wang

et al., 2019) that can enhance melting over Larsen C.

6.8 Research question 6: What are the most important

drivers of surface melting on Larsen C 1998-2017?
This final section will answer some of the key questions posed during this thesis, and

reveal some of the dominant atmospheric causes of surface melting on Larsen C. Specifically, it

will answer the last research question, examining the relationships between variables, spatial

correlations and composites to identify the most important factors contributing to surface

melting on the Larsen C ice shelf.

6.8.1 Time series correlations
Tables 6.7 and 6.8 show Pearson correlation coefficients between daily mean modelled

variables over the Larsen C ice shelf for the entire hindcast period (i.e. annual values, ANN)

and for individual seasons, respectively. Correlations between Emelt and other variables are

used to identify the most important atmospheric drivers of melting. The conclusions drawn

here are broadly similar to the results of the process-based study of Elvidge et al. (2020).

Radiative fluxes are important in determining whether or not melt occurs. The largest

correlation annually (ANN, Table 6.7), between Emelt and any flux is with SWnet (rSWnet,Emelt

= 0.56), and Emelt is (slightly) negatively related with cloud cover (rEmelt,CC = -0.05). This

pattern is also seen in DJF (Table 6.8), with a positive relationship between Emelt and SWnet
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Figure 6.10.: Total annual cumulative snow melt amount (in mm meltwater equivalent per year, mm
w.e. yr−1) across the Larsen C ice shelf for each melt year (August - July, defined as
in Luckman et al., 2014 and Bevan et al., 2018) in the period 1998-2017, plus the
mean of all full melt years (bottom right panel). The 50 m elevation contour is given,
approximately the height of the modelled ice shelf at the grounding line.
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Table 6.7.: Pearson correlation coefficients between daily mean modelled variables over the Larsen C
ice shelf during the entire hindcast period, for all months. Only values that are significant
at the 99% level are given. Correlations between Emelt and other variables are indicated
in bold.

SWnet LWnet SW↓ LW↓ HL HS Emelt CC LWP IWP

SWnet 1 -0.41 0.99 0.34 -0.64 -0.26 0.56 -0.19 -0.20
LWnet 1 -0.34 0.62 0.40 -0.32 -0.12 0.83 0.60 0.57
SW↓ 1 0.41 -0.63 -0.30 0.52 -0.12 0.17 -0.14
LW↓ 1 -0.11 -0.27 0.33 0.63 0.77 0.42
HL 1 0.13 -0.19 0.14 0.28
HS 1 - -0.26 -0.25 -0.18
Emelt 1 0.17
CC 1 0.50 0.49
LWP 1 0.38
IWP 1

(rSWnet,Emelt
= 0.45) and a negative correlation between Emelt and cloud cover (rmelt,CC =

-0.2). This emphasises the conclusions of Chapter 5 that SW radiation is the dominant driver of

surface melting. The strongest positive (negative) correlations between Emelt and SW↓ (cloud

cover) throughout the year are found closest to the mountains, in inlets (not shown), which

may indicate that foehn-related cloud clearance can enhance melt, as found by Grosvenor

et al. (2014).

Annually, Emelt is negatively correlated with LWnet (rLWnet,Emelt
= -0.12) but positively

correlated with LW↓ (rLW↓,Emelt
= 0.33, Table 6.7), which is also seen in MAM and SON (Table

6.8). This suggests the importance of cloud liquid water contents and atmospheric water

vapour, especially in the shoulder seasons of MAM and SON: when low-level liquid clouds

are present they radiate strongly in the infrared, increasing LW↓ but also raise the surface

temperature, which raises LW↑ and causes LWnet to become negative. This process, whereby

low-level liquid clouds warm the surface and initiate melt, has been observed in Greenland

and other locations in Antarctica (Bromwich et al., 2012; Bennartz et al., 2013; van Tricht

et al., 2016; Hines et al., 2019) and is also described in Chapter 5 and Gilbert et al. (2020).

As cloud develops and begins to glaciate, particles grow and eventually reach precipitable size,

so the cloud begins to dissipate, allowing more SW radiation to reach the surface. Because

SW radiation is the dominant driver of melting, this sustains and intensifies melt. In months

where SW radiation is not a significant contributor to the SEB, melting is driven by other

fluxes, for example turbulent fluxes during foehn events.
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Table 6.8.: As in Table 6.7, but for individual seasons.

DJF
SWnet LWnet SW↓ LW↓ HL HS Emelt CC LWP IWP

SWnet 1 -0.83 0.97 -0.7 -0.54 0.16 0.45 -0.73 -0.69 -0.52
LWnet -0.83 1 -0.76 0.96 0.47 -0.39 -0.19 0.96 0.81 0.52
SW↓ 0.97 -0.76 1 -0.63 -0.56 - 0.42 -0.65 -0.62 -0.45
LW↓ -0.7 0.96 -0.63 1 0.45 -0.32 - 0.93 0.81 0.49
HL -0.54 0.47 -0.56 0.45 1 -0.09 0.15 0.34 0.44 0.39
HS 0.16 -0.39 - -0.32 -0.09 1 0.38 -0.5 -0.23 -0.15
Emelt 0.45 -0.19 0.42 - 0.15 0.38 1 -0.2 -0.17 -0.16
CC -0.73 0.96 -0.65 0.93 0.34 -0.5 -0.2 1 0.71 0.45
LWP -0.69 0.81 -0.62 0.81 0.44 -0.23 -0.17 0.71 1 0.5
IWP -0.52 0.52 -0.45 0.49 0.39 -0.15 -0.16 0.45 0.5 1

MAM
SWnet LWnet SW↓ LW↓ HL HS Emelt CC LWP IWP

SWnet 1 -0.28 0.99 0.17 -0.33 -0.1 0.07 -0.15 - -0.17
LWnet -0.28 1 -0.21 0.79 0.32 -0.42 - 0.91 0.69 0.57
SW↓ 0.99 -0.21 1 0.24 -0.31 -0.13 - -0.09 0.1 -0.11
LW↓ 0.17 0.79 0.24 1 0.22 -0.08 0.15 0.77 0.78 0.5
HL -0.33 0.32 -0.31 0.22 1 0.09 0.08 0.15 0.22 0.3
H S -0.1 -0.42 -0.13 -0.08 0.09 1 0.28 -0.43 -0.16 -0.21
Emelt 0.07 - - 0.15 0.08 0.28 1 - 0.11 0.08
CC -0.15 0.91 -0.09 0.77 0.15 -0.43 - 1 0.6 0.52
LWP - 0.69 0.1 0.78 0.22 -0.16 0.11 0.6 1 0.43
IWP -0.17 0.57 -0.11 0.5 0.3 -0.21 0.08 0.52 0.43 1

JJA
SWnet LWnet SW↓ LW↓ HL HS Emelt CC LWP IWP

SWnet 1 -0.21 1 -0.21 - 0.09 - - -0.14 -0.14
LWnet -0.21 1 -0.19 0.86 0.39 -0.43 - 0.75 0.67 0.63
SW↓ 1 -0.19 1 -0.19 - 0.09 - - -0.12 -0.12
LW↓ -0.21 0.86 -0.19 1 0.3 - 0.07 0.75 0.73 0.62
HL - 0.39 - 0.3 1 -0.15 - 0.09 0.32 0.29
HS 0.09 -0.43 0.09 - -0.15 1 0.11 -0.16 -0.07 -0.23
Emelt - - - 0.07 0.11 1 - 0.12 -
CC - 0.75 0 0.75 0.09 -0.16 - 1 0.46 0.52
LWP -0.14 0.67 -0.12 0.73 0.32 -0.07 0.12 0.46 1 0.46
IWP -0.14 0.63 -0.12 0.62 0.29 -0.23 - 0.52 0.46 1

SON
SWnet LWnet SW↓ LW↓ HL HS Emelt CC LWP IWP

SWnet 1 -0.51 0.98 0.08 -0.62 -0.23 0.33 -0.41 -0.09 -0.32
LWnet -0.51 1 -0.43 0.74 0.37 -0.32 - 0.84 0.65 0.62
SW↓ 0.98 -0.43 1 0.15 -0.61 -0.31 0.29 -0.35 - -0.26
LW↓ 0.08 0.74 0.15 1 - -0.20 0.22 0.69 0.77 0.53
HL -0.62 0.37 -0.61 - 1 - -0.14 0.17 0.08 0.28
H S -0.23 -0.32 -0.31 -0.20 - 1 0.07 -0.14 -0.19 -0.16
Emelt 0.33 - 0.29 0.22 -0.14 0.07 1 - 0.14 -
CC -0.41 0.84 -0.35 0.69 0.17 -0.14 - 1 0.50 0.51
LWP -0.09 0.65 - 0.77 0.08 -0.19 0.14 0.50 1 0.41
IWP -0.32 0.62 -0.26 0.53 0.28 -0.16 - 0.51 0.41 1

124 Chapter 6 Simulated surface melting on Larsen C in a 20-year hindcast of the Antarctic Peninsula



SW and LW fluxes (both net and downwelling) are typically anti-correlated, suggesting LW

fluxes are small during periods of high SW and vice versa – this, and the negative correlation

between cloud cover and SW fluxes indicates the importance of cloud in controlling the SEB.

Cloud properties influence the radiative fluxes, and hence melting. A statistically significant

correlation is only modelled between Emelt and cloud cover in DJF, when rCC,Emelt
= -0.20

(Table 6.8). Annually there is a significant correlation, but it is very weak ( rCC,Emelt
= -0.05,

Table 6.7). However, although the modelled cloud volume fraction appears unimportant in

determining Emelt, cloud phase does influence melting. Cloud liquid contents are especially

important: in all seasons except DJF (when melting is overwhelmingly driven by SW↓),

correlation coefficients between Emelt and LWP are positive (rLW P,Emelt
= 0.11, 0.12, 0.14

and 0.17 for MAM, JJA, SON and ANN, respectively, Tables 6.7 and 6.8). Correlations between

Emelt and IWP are mostly very small and insignificant, likely because the LW effect of liquid

dominates in mixed phase cloud and ice is relatively transparent to SW (Zhang et al., 1996,

Chapter 5). The positive correlation between Emelt and LWP is consistent with the dominant

role cloud liquid plays in determining the LW fluxes: the correlation coefficient of LW↓ with

cloud cover and LWP, respectively, is rCC,LW↓ = 0.63 and rLW P,LW↓ = 0.77 through the whole

period, but both are especially large in DJF when they rise to rCC,LW↓ = 0.93 and rLW P,LW↓

= 0.81, respectively.

Turbulent fluxes become important for driving melting in specific seasons. Positive

correlations are modelled between Emelt and HS and in all seasons, but annually it is only

significant at the 95% level. The correlation is largest in DJF (rHS ,Emelt
= 0.38) when

temperature gradients are at their most extreme because air temperatures are warmest and

surface temperatures do not rise above the melting point of 0◦C. This correlation coefficient is

almost as large as rSWnet,Emelt
in DJF, suggesting that foehn events are almost as important

for driving melting as SW fluxes. In all seasons, foehn events are associated with higher HS

fluxes, which drive melting, so rHS ,Emelt
is positive. The combined effect of foehn and warm

air advection may explain why the correlation is higher in DJF and MAM. In contrast, HL is

negatively correlated with Emelt annually and in SON, which is consistent with melt occurring

when the overlying air mass is drier than the surface, for example during foehn events or

when drier air masses are advected over a melting surface. However, the correlation is positive

during DJF and MAM (rHL,Emelt
= 0.15 and 0.08 in DJF and MAM, respectively, Table 6.8),

suggesting that melting occurs when HL fluxes are positive, indicative of condensation. This is

likely because MAM and DJF are the only seasons when temperatures are warm enough for

the air to hold more moisture than the surface, so when warmer air moves over the ice shelf,
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Figure 6.11.: Pearson correlation coefficient across the Larsen C ice shelf between derived foehn index,
FI (see main text), and simulated melt amount during a) MAM and b) SON. Areas
where the correlation is significant at the 90% level are indicated with shading and
stippling.

condensation or freezing can occur. These warm conditions likely coincide with periods of

melting.

6.8.2 Spatial correlations
In order to spatially correlate foehn frequency with melt amount, a "Foehn Index" is devised

that describes the intensity of each event. The foehn index, FI, defined in Equation 6.1,

combines the percent change in temperature and relative humidity when airflow impinging on

the peninsula is westerly (i.e. uZ1 ≥ 2.0 m s−1). As described in section 6.6, uZ1 is calculated

at each time step as the mean u wind between 200-2000 m (representative of the mean flow

impinging on the peninsula) in the area marked region "X" in Figure H.1. At each time step

that uZ1 ≥ 2.0 m s−1, the percentage change in air temperature and relative humidity over

6 hours, dT6hr and dRH6hr, respectively, is calculated for all gridboxes, and the change in

relative humidity is subtracted from the change in air temperature such that a positive value
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indicates a foehn event and values are normalised such that changes in air temperature and

relative humidity are equally important.

FI =


dT6hr − dRH6hr uZ1 ≥ 2.0ms−1

0 uZ1 < 2.0ms−1
(6.1)

The mean foehn index during each season is shown in Appendix G. Averaged across all

of Larsen C, FI is highest during SON, consistent with greater overall frequency of foehn

events in this season (Table 6.3), but higher in inlets during DJF, perhaps suggesting a role

for more intense, rather than extensive foehn events in DJF than in SON. During all periods,

the largest values of FI are found in the northwestern inlets, where the highest meltwater

production rates and melt durations are found, yet again suggesting an important role for

foehn in causing surface melting.

Correlations between FI and surface meltwater production across Larsen C are largest and

most statistically significant in the inlets. Figure 6.11 shows the Pearson correlation coefficients

between FI and melt amount during MAM and SON. The correlation is highest and most

widely significant during MAM, suggesting that relatively more melt is caused by foehn in

MAM, and in both seasons is most significant closest to high elevation. However, correlations

are typically small (r < 0.1) and not significant across the whole Larsen C ice shelf, which

may indicate that foehn events are not the only driver of surface melting in these seasons, or

that the foehn index does not capture all foehn events. During MAM, regions downstream

of lower elevation topography - the "jet" regions identified by Elvidge et al. (2015) - exhibit

negative correlations, suggesting that foehn events do not contribute to surface melting here

because these regions are associated with cooler temperatures during foehn. This emphasises

the role of foehn in driving surface melt downwind of steep topography, especially in MAM.

Next, the dominant regimes associated with surface melting are evaluated using a composite

approach.

6.8.3 Regimes influencing melt on Larsen C
To diagnose the dominant causes of surface melting in the hindcast, several regimes are

determined. These are abbreviated as indicated in the caption of Table 6.10 and Appendix

H. The seasonal mean frequency of occurrence and percentage of total meltwater production

occurring during each regime throughout the whole hindcast period are given in Table 6.10.

Table 6.10 shows that the cloudy regime is most common in all seasons, while the barrier

wind regime occurs least frequently in most seasons. Some regimes, such as the ENSO, SAM
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and barrier wind regimes, are more common in certain seasons, whereas others vary relatively

less between seasons. Daily means of surface meteorological variables and SEB components

during each regime are averaged to produce composites, as in section 6.5.1 and Figure 6.3.

To diagnose each regime, various indicator variables, thresholds and regions are established.

These are summarised in Table H.1. The regions used for averaging indicator variables are

shown in Figure H.1 and data sources and treatments are described in detail in Appendix

H. Large-scale circulation patterns (SAM and ENSO) are diagnosed using observed indices

(NOAA’s CPC index and the Nino3.4 index for SAM and ENSO, respectively). For the SAM,

the threshold for positive and negative periods, respectively, is taken to be ± one standard

deviation of the time series 1998-2017. The phase of ENSO is defined according to the

World Meteorological Organization by taking the three-month running mean of sea surface

temperature anomalies in the Nino3.4 region. Positive (negative) ENSO periods are diagnosed

when three-month running mean anomalies exceed (fall below) +0.5◦C (-0.5◦C). Other

regimes are determined from model output and diagnosed from "indicator variables". For

example, the barrier wind regime is diagnosed when meridional wind speeds in the box

indicated in Table H.1 and marked "B" in Figure H.1 exceed 5.0 m s−1, while the "blocked"

regime occurs during periods where uZ1 (as defined in section 6.6) ≥ 2.0 m s−1 and Fr < 0.5.

For further details, please refer to Appendix H.

Figure 6.12 shows synoptic meteorological conditions (panels a-d) and Emelt anomalies

(panels e-h) during periods of significant melting (melt amount > 75th percentile) in all

seasons. As shown in Table 6.9, 90% of melting occurs during DJF, with 4% and 5% occurring

in MAM and SON, respectively. Throughout the year, significant melting occurs during periods

of north-westerly flow, which produces cross-peninsula winds and establishes foehn conditions,

and/or during warm air advection events. As shown in Chapter 4 and above, foehn increase

HS fluxes and significantly raise Etot fluxes, driving surface melting. Table 6.9 shows seasonal

mean meltwater production throughout the hindcast period. During JJA because melting is so

rare (< 0.1% of the time, Table 6.9), cross-peninsula flow must be exceptionally strong (~7

m s−1 and ~20 m s−1 at 10 m upwind and in inlets, respectively), causing Tmax anomalies

of ~20◦C. During DJF when high SW fluxes cause temperatures to be at the melt point more

frequently, much weaker cross-peninsula flow and very minimal Tmax anomalies produce melt

above the 75th percentile, and significant melt events can also occur during clear periods (this

is also seen in Figure 6.3d, which shows positive Emelt anomalies during clear conditions in

DJF). Summertime melting is less intense, with 63% of DJF meltwater production occurring

in "high melt" periods, which occur 25% of the time (Table 6.10). This differs from SON,
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MAM and JJA, when melting occurs almost exclusively during intense, confined melt events

associated with cross-peninsula flow, with 93%, 100% and 100% of seasonal meltwater

production occurring in just 9%, 25% and 3% of the time, respectively.

Table 6.9.: Percentage of modelled cumulative meltwater produced during each season.

Season
Relative

meltwater
production

JJA <0.1%
SON 5.3%
DJF 90.4%

MAM 4.2%

Conversely, low melt periods (melt amount < 25th percentile) are associated in DJF with

the development of a southerly barrier jet that delivers cold air from high on the Antarctic

plateau, typically established by cyclones in the Weddell Sea that produce coastal easterlies or

southeasterlies, resulting in cold Tmax anomalies over Larsen C (Figure 6.13). DJF is shown

because this is when the majority of melting occurs. The similarities between panels a) and

b) of Figures 6.13 and 6.14 suggest that this barrier jet regime is the dominant circulation

pattern during low melt periods over Larsen C in DJF. Figure 6.14 shows three regimes that

suppress surface melting over Larsen C in DJF. The barrier wind regime (panels a and b) has

the largest effect on Emelt during DJF. Although Etot is affected minimally (anomalies are

small, not shown), Emelt anomalies are negative across the entire Larsen C ice shelf because of

the negative Tmax anomaly (Figure 6.14). SAM- (panels c and d) and ASL (panels e and f)

regimes also suppress melting relative to DJF climatology.

As noted in Chapter 2 and above, SAM+ and ENSO- are associated with cross-peninsula

flow that promotes foehn occurrence (Figure 6.15). Cross-peninsula flow (both flow-over

and blocked regimes) is important for controlling surface melting on Larsen C, particularly

outside DJF, when melting is more strongly associated with high SW (Chapter 5, section

6.8.1). ENSO- has a very minimal effect on Emelt anomalies in all seasons except MAM,

when ENSO- conditions are associated with greater melting in inlets (Figure 6.15h). Positive

and negative SAM regimes produce positive and negative Emelt anomalies (Figures 6.16b

and 6.14b), respectively, especially in the immediate lee of steep terrain, consistent with the

importance of SAM in producing foehn winds demonstrated in section 6.6.5 and Figure 6.7. As

seen in Figure 6.15, mean synoptic meteorological conditions during SAM+ and ENSO- during

MAM (panels b and d, respectively) are characterised by cross-peninsula winds, positive Tmax
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anomalies and positive HS anomalies (not shown), which results in positive Emelt anomalies

in inlets (Figure 6.15f and h). In DJF, SAM+ and ENSO- are associated with much weaker

cross-peninsula flow (Figure 6.15a and c), but small positive Emelt anomalies are still modelled

because surface temperatures are at the melting point and melt is driven primarily by SW↓.

As shown in section 6.6.5 and Figure 6.7, modelled foehn occurrence is correlated with

observed SAM index. During MAM, when foehn is most common, 36% of surface melting

occurs when SAM is positive (17% of the time, Table 6.10), which suggests that SAM is an

important driver of inlet surface melting via its effect on foehn occurrence. During MAM and

JJA, 100% and 97%, respectively, of the melting that occurs is associated with cross-peninsula

flow (defined as above and in King et al., 2017, to be when uZ1 ≥ 2.0 m s−1 - see Appendix

E for details), despite these conditions occurring just 61% and 59% of the time (the sum of

values cited in Table 6.10 for the flow-over and blocked regimes). In DJF and SON, 47% and

20%, respectively, of the melting that occurs is caused by other processes, such as warm air

advection events or clear conditions leading to enhanced SW fluxes.

The second column of Figure 6.16 shows Emelt anomalies associated with regimes that

enhance surface melting: b) flow-over, d) SAM+ and f) ENSO- conditions. Anomalies are

shown for DJF, when their influence on Emelt is strongest, but similar spatial patterns are

observed in all seasons with the exception of ENSO- in SON, which is associated with negative

Tmax and Emelt anomalies. These regimes are non-independent and the similarities between

them suggest that SAM+ and ENSO- patterns produce flow-over conditions that result in

foehn, which this chapter has conclusively demonstrated to exert a considerable influence on

surface melting.

The composites presented in Figures 6.14, 6.15 and 6.16 demonstrate the importance of

large-scale atmospheric circulation patterns, which establish local and regional atmospheric

conditions that either promote or suppress surface melting on Larsen C.
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Figure 6.13.: Composited mean conditions during the "low melt" regime (melt amount < 25th

percentile) during DJF in the hindcast. Panel a) shows synoptic meteorological
conditions, with colours, vectors and contours as in panels a - d of Figure 6.12. Panel b)
shows seasonal mean melt flux anomalies, as in panels e - h of Figure 6.12.
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Figure 6.14.: Composited mean synoptic meteorological conditions and mean Emelt anomalies in DJF
associated with three regimes that reduce Emelt relative to climatology: the barrier wind
("barrier", panels a and b), negative SAM ("SAM-", panels c and d) and deep ASL ("ASL",
panels e and f) regimes. Colours, contours and vectors are as in previous plots.
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Figure 6.16.: Composited mean synoptic meteorological conditions and mean Emelt anomalies in MAM
associated with three regimes that increase Emelt relative to climatology: the flow-over
("flow-over", panels a and b), positive SAM ("SAM+", panels c and d) and negative ENSO
("ENSO-", panels e and f) regimes. Colours, contours and vectors are as in previous plots.
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6.9 Summary and conclusions
This chapter has evaluated the drivers of melting on the Larsen C ice shelf and parts of

the Antarctic Peninsula using an original MetUM model hindcast of the period 1998-2017, by

focusing on synoptic meteorology, cloud, the SEB and large-scale circulation. Model validation

at four AWSs show that the model performs well with respect to observations, although the

annual mean daily mean melt flux is under-estimated by 17-31%. Emelt biases are largest in

DJF, when the majority (90%) of melting occurs, and are positive at AWS 14, but negative at

inlet stations, suggesting that the model may be struggling to entirely represent foehn-driven

melt, or stable boundary layers. The warm temperature bias causes LW↑ to be over-estimated,

leading to a LW cooling of the surface, especially in JJA when stable conditions dominate. This

energy deficit means that there is sometimes too little energy available for melting despite the

surface reaching melting point, which causes the melt flux to be under-estimated.

Seasonal differences are apparent in the modelled SEB, and in the SEB at inlet vs. ice

shelf stations. In DJF, SW fluxes dominate the SEB and melting frequently occurs across

the ice shelf, while during JJA, the turbulent fluxes become more important, and melting is

occasionally modelled at inlet stations, associated with foehn events. As also shown in Chapter

5, cloud phase influences radiative fluxes, and consequently the SEB, during DJF. Larsen C

is cloudy 92% of the time throughout the year, although this varies seasonally, with cloudy

conditions dominating in DJF (93% of the time) and less common in JJA (89%). The effects

of cloud on the SEB are explored using a composite approach, comparing "clear" vs. "cloudy"

conditions. Cloudy conditions on Larsen C tend to be associated with warmer mean daily

maximum air temperatures, and circulation patterns that advect moist air onto the ice shelf

from either the west or southeast. Mean daily maximum temperatures above the melting

point are commonly observed in DJF, supporting the findings of Chapter 5 that clouds can

initiate or sustain surface melting on Larsen C. In DJF, cloudy conditions are associated with

negative melt anomalies because they reduce SW↓, while clear conditions promote surface

melting. The opposite is true in other seasons because cloudy conditions raise Etot relative

to clear-sky periods. However, because temperatures are typically below melting point in

this scenario, melting rarely occurs. This suggests that cloud-mediated melting, whereby

clouds warm the surface and initiate melting via the process described in Chapter 5, could

become more important in future as climate change pushes mean temperatures higher. Such

cloud-mediated melting would likely be most important at the beginning and end of the melt

season, when SW is a less dominant driver of surface melting.
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Foehn have been consistently identified in the literature and in this thesis as an important

factor in determining the weather and climate of Larsen C, and of causing surface melting that

could potentially have implications for glaciological processes like hydrofracturing and ice

shelf destabilisation. Simulated spatial patterns of foehn occurrence are consistent with theory

and exhibit an east-west gradient, declining in frequency with distance from the peninsula

mountains. This matches the pattern of surface melting observed using satellite measurements

and other in situ methods, supporting the hypothesis that foehn exert an important influence

on melting over Larsen C. To understand the role of foehn in driving melt, a single, high-melt,

high-foehn season is examined as a case study. This analysis shows that strong cross-peninsula

flow produces foehn conditions in MAM 2016, which results in large positive temperature

anomalies, and dramatically enhances the turbulent heat fluxes. During this season the SEB

becomes dominated by HS and melting occurs frequently, resulting in Emelt anomalies of up to

10 W m−2 in the lee of the mountains because foehn events raise temperatures high enough

to reach the melting point. This results in much greater meltwater production than typically

occurs outside DJF, accounting for 35% of meltwater production for the entire melt season,

eight times greater than the simulated MAM average of 4% for the entire hindcast period.

Modelled foehn frequency is shown to be strongly correlated with observed SAM index (r =

0.62), which suggests that more foehn, and therefore more melting, could result from the

trend towards a more positive SAM that has been recorded over recent decades. However, no

trends in foehn frequency are evident over the hindcast period, although this is a relatively

short amount of time and the signal may be complicated by other factors.

Meltwater production rates, which are more useful for quantifying the surface mass balance

of the ice shelf, and hence predicting Larsen C’s future, compare well with the few values

found in the literature, although caution should be used when interpreting absolute melt

totals. This represents an advance in our understanding of meltwater production over the

Larsen C ice shelf in recent decades because observations of meltwater production are difficult

to make.

The final part of this chapter examined the causes of melting in more specific terms.

Ice-shelf integrated correlations show that radiative fluxes, especially SW, are strongly related

to surface melting, and that cloud properties have a small but important influence. Specifically,

cloud liquid water content is more important for melt than cloud fraction or ice contents,

underlining the conclusions of Chapter 5 that correctly simulating cloud phase is vital for

constraining the SEB and hence surface melting. As demonstrated in Chapter 4 and above,

turbulent fluxes are important during foehn events and so are correlated with Emelt. A
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composite approach is used to explore the importance of several different regimes in causing

melting. Large-scale patterns such as SAM and ENSO and regional features such as the ASL

and barrier winds influence atmospheric circulation in the region, and can affect the surface

meteorology and SEB. Annually, flow-over conditions, which are associated with SAM+ and

ENSO-, produce large mean daily maximum air temperatures, and are associated with SEB

anomalies that drive melting on the lee of the mountains. SAM+, ENSO- and flow-over

regimes account for 27.4%, 25% and 43.8% of annual melting over the hindcast period,

despite occurring only 19.6%, 33.4% and 14.0% of the time, respectively. Conversely, barrier

wind and deep ASL regimes are associated with comparatively less melting (1.3% and 14.1%,

despite occurring 16.1% and 34.6% of the time, respectively).

The most important drivers of surface melting on Larsen C can be summarised as follows.

Firstly, foehn winds are the most important driver of melt in non-summer seasons, especially

MAM, but this only accounts for 10% of annual meltwater production. SW radiation is

the most important driver of melting in DJF, when 90% of melting occurs, although foehn

winds are also important because they enhance already high melt fluxes and can cause cloud

clearance. Foehn events are associated with 63% of meltwater production during DJF.

Secondly, in DJF cloud reduces surface melting by reducing Etot (reflecting incoming SW

radiation and therefore reducing SW↓). The opposite is true in other seasons - cloud warms the

surface and increases Etot. Because temperatures in SON/MAM can hover just below 0◦C, this

suggests that as temperatures on the peninsula rise, as is projected to occur as climate changes

(van Oldenborgh et al., 2013), cloud-mediated melting could become more important. This

effect would likely extend the melt season because surface temperatures would reach/remain

at the melting point earlier/later in the year, permitting the enhanced LW↓ and Etot fluxes

associated with cloud to warm the surface and initiate melt via the same processes outlined in

Chapter 5. Warmer, more humid conditions could also be expected to produce thicker clouds

with higher liquid water contents, which may also enhance LW↓ fluxes.

Thirdly, large-scale circulation influences local and regional meteorology by establishing

dominant flow regimes. SAM+ and ENSO- promote melting, while a deep ASL (associated with

negative MSLP anomalies to the west of the Antarctic Peninsula) and barrier winds suppress

surface melting on Larsen C. The high correlation between modelled foehn frequency and SAM,

alongside the importance of foehn in driving surface melting that has been demonstrated in

this chapter, suggest that if trends towards a more positive SAM continue, then foehn-related

surface melting on Larsen C could increase.
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Fourthly, the characteristics of airflow in cross-peninsula regimes (i.e. blocked/flow-over

conditions) determines the intensity and extent of the leeside foehn effect and therefore its

impact on surface melting over Larsen C.

Finally, although meltwater production rates on Larsen C have not yet reached the values

observed on Larsen B before its collapse, higher foehn frequency and rising temperatures

associated with a more positive SAM and global climate change could contribute to greater

meltwater production by allowing melt to occur more frequently, and for that melt to be more

intense. This could lead to the eventual destabilisation of Larsen C via hydrofracturing, with

far-reaching implications for global sea level rise. Quantifying the future fate of the Larsen C

ice shelf is beyond the scope of this chapter, but should be a focus of research to determine

change on the Antarctic Peninsula.

140 Chapter 6 Simulated surface melting on Larsen C in a 20-year hindcast of the Antarctic Peninsula



7Summary and conclusions

The objective of this thesis was to identify the primary atmospheric causes of surface melting

on Larsen C. This was done in three sections (Chapters 4 to 6), examining the role of specific

atmospheric processes and properties in case studies and a multi-decadal hindcast. The

primary analysis tool used throughout was the MetUM: model output was compared with

observations from AWSs and aircraft during case studies to understand the processes driving

surface melting under specific conditions, and AWS data alone was compared with model

output when airborne observations were not available. Finally, to achieve a longer-term

perspective, and to address the dearth of observational information on Larsen C, the MetUM

was used to produce a multi-decadal hindcast that was validated using AWS data. The results

presented in this thesis are novel and advance scientific understanding of the dominant

processes and atmospheric drivers of melt on Larsen C.

Firstly, the importance of warm, dry foehn winds in driving elevated surface melting

observed at Cabinet Inlet (AWS 18) during May 2016 was demonstrated in Chapter 4. Model

simulations of two case studies confirmed that foehn occurred, and showed that foehn was

produced via the isentropic drawdown mechanism. The sourcing of potentially warmer air

from higher altitudes and the non-linearity of the flow led to high wind speeds and significant

surface warming in the immediate lee of the mountains, and non-linear features like hydraulic

jumps were simulated. In both cases, foehn events were associated with greatly increased

turbulent fluxes, especially of sensible heat, which increased by almost ten times to ~350

W m−2 in the stronger case. The delivery of large amounts of sensible heat to the surface

produced a surplus of energy (large Etot fluxes) and brought surface temperatures to the

melting point, which allowed intense surface melting to occur. During this case, surface melt

fluxes reached ~310 and ~280 W m−2 and cumulative meltwater production totalled 72.2

and 37.7 mm w.e. in observations and model output, respectively. This was the first time that

considerable wintertime surface melting on Larsen C had been identified and attributed to

foehn events. The results of Chapter 4 demonstrate that foehn can considerably alter the SEB

and suggest that foehn events may be an extremely important driver of melting in seasons

where there is little or no solar radiation. This has implications for estimates of surface melting,

which may be under-estimated if these events are not taken into consideration. Some of these

findings have been published in Kuipers Munneke et al. (2018) (Appendix A).
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Secondly, Chapter 5 examined the link between summertime cloud phase and the SEB

on Larsen C. Much of this work has been published in Gilbert et al. (2020) (Appendix B).

Cloud phase was shown to strongly influence the SEB by controlling the radiative fluxes

received at the surface. Cloud vertical structure was shown to be an important factor

governing the surface radiative effect of summertime clouds and therefore to influence

the amount of melting that occurs. The parameterisation of cloud properties in models like

the MetUM is relatively simplified, and can introduce errors. An assessment of cloud vertical

profiles during summertime case studies demonstrated that more accurately representing

cloud phase can reduce biases in SEB terms, including surface melt. An optimised model

configuration, RA1M_mod, was developed by comparing several configurations with varying

parameterisations of cloud. RA1M_mod is based on the MetUM’s mid-latitude physics package,

and uses single-moment microphysics with adaptations designed to limit the conversion of

liquid to ice via vapour deposition and riming, two processes that are known to contribute to

model cloud and SEB biases.

Several double-moment configurations were also tested for two case studies, f150 and

f152, conducted on the 15 and 18 January 2011, during which relatively more liquid and more

ice were observed, respectively. Contrary to studies that use other high-resolution regional

atmospheric models (such as WRF) to explore the link between modelled cloud phase and

SEB, Chapter 5 found that several variants of the MetUM’s double-moment cloud microphysics

scheme, CASIM, were unable to simulate observed cloud fields as well as this optimised single-

moment configuration. CASIM’s poor performance may be related to the aerosol data used as

input to the scheme, which may be uncertain and generated from mid-latitude observations.

Developing CASIM for use in the Antarctic would be a promising area of future research,

which could enable the study of microphysical processes such as secondary ice formation.

Comparison of cases f150 and f152 reveals that ice microphysics (likely vapour deposition and

riming processes) are still a considerable source of model error. During f150, the case with

comparatively less ice, RA1M_mod simulated liquid water mass fractions more comparable to

those observed – a bias of just -17%, compared with -64% during f152, the case with higher

ice contents. The presence of ice enhanced the formation of further ice particles at the expense

of supercooled liquid.

The optimised RA1M_mod configuration was then tested in a longer (five-week) simulation

during the OFCAP period in summer 2011. Observed correlations between surface melting

and radiative fluxes were modelled reasonably accurately, and showed that incoming solar

radiation is the primary control on summertime surface melting. Cloud was demonstrated to
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influence the onset and persistence of surface melting by controlling the evolution of the SEB.

The presence of cloud, particularly low-level, liquid-bearing mixed phase cloud, increases

downwelling LW radiation and raises the surface temperature to the melting point, which

permits melting to begin. As the cloud develops and glaciates, LW fluxes decline but relatively

more SW radiation can penetrate to the surface of Larsen C, which sustains melting until the

surface temperature falls below zero again. The evolution of cloud phase and microphysics,

and consequently their influence on cloud radiative effects, are therefore extremely important

in determining the extent, duration and intensity of melting on Larsen C.

Finally, the role of foehn, cloud phase and large-scale atmospheric circulation regimes were

examined in a hindcast simulation of the period 1998-2017 using the RA1M_mod MetUM

configuration. Validation suggested that the hindcast performs well in all seasons at the four

AWS sites where meteorological and SEB data are available. A warm bias was present at

all stations, which creates an energy deficit at the surface by causing excessive LW cooling

throughout the year, although this was especially pronounced in winter and at ice shelf stations

when the boundary layer is strongly stably stratified. In summer especially, this energy deficit

resulted in negative melt biases.

The hindcast showed that cloudy conditions dominate over Larsen C, occurring 92% of the

time annually, with a peak (94%) in MAM and minimum (89%) in JJA. Clouds are typically

mixed-phase, with liquid contents having a dominant effect on radiative fluxes and hence the

SEB, as suggested by the notable similarities between radiative effects of the "cloudy" and

"high LWP" regimes, and stronger correlations between LWP and radiative fluxes than for IWP.

Cloudy, high LWP conditions are associated with negative temperature and Etot anomalies in

summer because they prevent incoming SW radiation reaching the surface, consistent with

the findings of Chapter 5. Conversely, these regimes result in positive Etot and temperature

anomalies during winter because they increase LW↓. Clouds in all seasons except DJF increase

Etot, but do not generally result in surface melting because the surface temperature does not

reach 0◦C. However, this could change if, as projected, rising temperatures continue over

Larsen C, causing temperatures to reach the melting point even in cloudy periods. This would

make conditions over Larsen C more comparable to those in Greenland, where cloud-driven

melting is important throughout much of the year, and has been linked to extensive melting

events.

As also demonstrated in Chapter 4, foehn events were shown to have a considerable

influence on the SEB in the hindcast. The spatial pattern of modelled foehn occurrence, with

increased foehn frequency nearest the steep mountains that generate them, followed the same
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pattern as observed and modelled melt. Alongside the conclusions drawn from the assessment

of processes occurring during case studies in Chapter 4 - that foehn greatly increase turbulent

fluxes and strongly perturb the SEB - this provided comprehensive evidence that foehn-driven

surface melting is extremely important on Larsen C. For example, MAM 2016 was identified

by Datta et al. (2019) as a season with anomalously high foehn occurrence and intensity, a

finding also replicated in the hindcast. This period is the same season evaluated in Kuipers

Munneke et al. (2018) and Chapter 4. Further evaluation of MAM 2016 showed that synoptic

meteorological conditions established conditions that promoted foehn, such as were also seen

during the strong foehn season of summer 2001/02 that triggered the collapse of the Larsen

B ice shelf. The synoptic meteorological conditions, with persistent cross-peninsula winds,

resulted in large turbulent heat flux anomalies throughout the season, which strongly affected

the SEB and drove melting above one standard deviation of the climatological MAM mean

across the whole ice shelf. Modelled foehn occurrence is positively correlated with observed

SAM index, so if the trend towards a positive SAM noted in Chapter 2 continues, then these

types of extreme foehn-driven melt events could occur more frequently in future because

synoptic meteorological conditions would be more favourable to their development.

Composite analysis of the hindcast shows that large-scale atmospheric circulation patterns

are important for controlling surface melting on Larsen C via their influence on synoptic

meteorology. Circulation modes that favour cross-peninsula airflow and thus foehn conditions,

such as SAM+ and ENSO-, are associated with positive Emelt anomalies in all seasons, though

this effect is especially pronounced outside DJF. A deep ASL and barrier winds both suppress

melting on Larsen C, and have the largest impact on surface meltwater production during DJF,

when 90% of melting occurs.

Observed spatial patterns of surface melt duration were simulated well compared to

satellite-based observations, and Chapter 6 built on existing studies by also simulating

melt amount, which cannot be observed with satellites and is a more useful parameter for

constraining the surface mass balance of Larsen C. No previous model hindcast has captured

the observed east-west gradient in surface melt, but the hindcast shows melting concentrated

in inlets, and at the north of the shelf where temperatures are warmer and more solar radiation

reaches the surface throughout the year. This is the first time this pattern has been captured

by a model hindcast and thus demonstrates its value for quantifying past, present and future

change on Larsen C. Modelled meltwater production rates have not yet reached the values

observed over Larsen B before its collapse, but trends toward warmer temperatures and a
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more positive SAM both suggest that meltwater production could increase over Larsen C in

future.

To extend this work, future efforts should focus on improving the simulation of stably

stratified boundary layers in the MetUM, which likely contributed to the aforementioned

positive surface temperature and therefore LW↑ bias, and which is beyond the scope of this

thesis to investigate. Further development of the CASIM double-moment cloud microphysics

scheme would also be useful to advance the work presented in Chapter 5 and improve model

simulations of cloud phase over Larsen C. One potentially fruitful avenue of enquiry may be

to better constrain atmospheric aerosol concentrations in the Antarctic which can then be

used with CASIM. Finally, the hindcast presented in Chapter 6 could be used as a baseline

of present and recent historical conditions. Using the hindcast to produce future projections

would provide novel insight into likely future atmospheric conditions over Larsen C. The

understanding of atmospheric processes influencing surface melting presented in this thesis

will be instrumental in determining future melt rates on Larsen C, and consequently its

long-term fate.

In conclusion, this thesis has demonstrated that:

• Foehn events strongly perturb the SEB of Larsen C ice shelf by dramatically increasing

sensible heat fluxes, and can drive surface melting in all seasons, including winter. Excepting

SW radiation, foehn events are the most important driver of surface melting in the model

hindcast, and summertime foehn events occur when SW radiation is already high.

• Clouds play a critical role in mediating the SEB by impacting radiative fluxes. Cloud phase

influences the intensity, extent and duration of surface melting by affecting cloud lifetime

and optical thickness, and therefore the amount of SW radiation that reaches the surface.

This process may become more important in a warming climate, extending the melt season

further into MAM/SON.

• Large-scale circulation influences the drivers of melting on Larsen C by producing synoptic

conditions conducive to melt. Specifically, the positive phase of the SAM increases foehn

occurrence and therefore melting. The ongoing trend towards a positive SAM index

discussed in Chapter 2 suggests that foehn-driven melting may become even more important

over Larsen C in future.

Present and future surface melting on Larsen C is governed by the combined impacts

of large-scale circulation, foehn and cloud on the SEB. The rate of ongoing climate change
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suggests that these drivers will continue to exert a dominant influence on the SEB into the

future, which will have profound impacts for the stability of the Larsen C ice shelf, and

therefore for global sea level rise.
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AAppendix: Kuipers Munneke et al.

(2018)

In accordance with University of East Anglia regulations, this appendix reproduces published

work, to which I contributed. As a co-author, I was responsible for the modelling work used in

the paper, and particularly Figures 3c and 3d. The full citation is: P. Kuipers Munneke et al.

(2018). “Intense winter surface melt on an Antarctic ice shelf”. In: Geophysical Research Letters

45, pages 7615–7623, doi: https://doi.org/10.1029/2018GL077899.

This work is reproduced under Creative Commons Attribution license CC BY 4.0. Copyright

[c] 2018, the authors.
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Intense Winter Surface Melt on an Antarctic Ice Shelf

P. Kuipers Munneke1 , A. J. Luckman2 , S. L. Bevan2 , C. J. P. P. Smeets1, E. Gilbert3,4 ,

M. R. van den Broeke1 , W. Wang5 , C. Zender5 , B. Hubbard6 , D. Ashmore7 ,
A. Orr3 , J. C. King3 , and B. Kulessa2

1Institute for Marine and Atmospheric research Utrecht, Utrecht University, Utrecht, Netherlands, 2Department of
Geography, Swansea University, Swansea, UK, 3British Antarctic Survey, Natural Environment Research Council,
Cambridge, UK, 4School of Environmental Sciences, University of East Anglia, Norwich, UK, 5Department of Earth System
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Abstract The occurrence of surface melt in Antarctica has hitherto been associated with the austral
summer season, when the dominant source of melt energy is provided by solar radiation. We use in situ and
satellite observations from a previously unsurveyed region to show that events of intense surface melt on
Larsen C Ice Shelf occur frequently throughout the dark Antarctic winter, with peak intensities sometimes
exceeding summertime values. A regional atmospheric model confirms that in the absence of solar
radiation, these multiday melt events are driven by outbreaks of warm and dry föhn wind descending
down the leeside of the Antarctic Peninsula mountain range, resulting in downward turbulent fluxes of
sensible heat that drive sustained surface melt fluxes in excess of 200 W/m2. From 2015 to 2017 (including
the extreme melt winter of 2016), ∼23% of the annual melt flux was produced in winter, and spaceborne
observations of surface melt since 2000 show that wintertime melt is widespread in some years. Winter
melt heats the firn layer to the melting point up to a depth of ∼3 m, thereby facilitating the formation of
impenetrable ice layers and retarding or reversing autumn and winter cooling of the firn. While the absence
of a trend in winter melt is consistent with insignificant changes in the observed Southern Hemisphere
atmospheric circulation during winter, we anticipate an increase in winter melt as a response to increasing
greenhouse gas concentration.

Plain Language Summary Around the coast of Antarctica, it gets warm enough in summer for
snow to start melting, and the sun provides most of the energy for that melt. Almost all meltwater refreezes
in the snowpack, but especially on floating glaciers in Antarctica, it has been observed that meltwater forms
large ponds. The pressure exerted by these ponds may have led to ice shelves collapsing into numerous
icebergs in recent decades. It is therefore important to understand how much meltwater is formed. To find
out, we installed an automatic weather station on a glacier in Cabinet Inlet, in the Antarctic Peninsula in
2014. The station recorded temperatures well above the melting point even in winter. The occurrence of
winter melt is confirmed by satellite images and by thermometers buried in the snow, which measured a
warming of the snow even at 3 m depth. Between 2014 and 2017, about 23% of all melt in Cabinet Inlet
occurred in winter. Winter melt is due to warm winds that descend from the mountains, known as föhn.
We have not seen the amount of winter melt increasing since 2000. However, we expect winter melt
to happen more frequently if greenhouse gas continues to accumulate in the atmosphere.

1. Surface Melt in Antarctica

Current mass loss of the Antarctic Ice Sheet is made up almost entirely of ice shelf basal melting and iceberg
calving (Depoorter et al., 2013). Although supraglacial and englacial runoff has been widely observed, espe-
cially in regions of low albedo such as blue ice and bare rock (Bell et al., 2017; Kingslake et al., 2017; Lenaerts
et al., 2016), models suggest that only a small fraction (<1%) of the∼115 Gt (1 Gt = 1012 kg) of surface meltwa-
ter produced annually (Trusel et al., 2013; Van Wessem et al., 2017) runs off directly into the ocean. Instead, it
is refrozen within underlying snow and firn layers (Kuipers Munneke, Picard, et al., 2012). The indirect impact
of meltwater is profound, however, as an important role for meltwater-induced fracturing is implicated in
the collapse of coastal ice shelves (Banwell et al., 2013; Scambos et al., 2000). Observed collapse following

RESEARCH LETTER
10.1029/2018GL077899

Key Points:
• Wintertime surface melt occurs

frequently in the Antarctic Peninsula
• Winter melt heats the firn to a depth

of about 3 m, retarding or reversing
winter cooling

• Increased greenhouse gas
concentrations could increase the
occurrence of winter surface melt

Correspondence to:
P. Kuipers Munneke,
p.kuipersmunneke@uu.nl

Citation:
Kuipers Munneke, P., Luckman, A. J.,
Bevan, S. L., Smeets, C. J. P. P.,
Gilbert, E., van den Broeke, M. R.,
et al. (2018). Intense winter surface
melt on an Antarctic ice
shelf. Geophysical Research
Letters, 45, 7615–7623.
https://doi.org/10.1029/2018GL077899

Received 12 MAR 2018

Accepted 21 APR 2018

Accepted article online 2 MAY 2018

Published online 15 MAY 2018

©2018. The Authors.
This is an open access article under the
terms of the Creative Commons
Attribution License, which permits use,
distribution and reproduction in any
medium, provided the original work is
properly cited.

KUIPERS MUNNEKE ET AL. 7615



Geophysical Research Letters 10.1029/2018GL077899

Figure 1. False-color Moderate Resolution Imaging Spectroradiometer image of Larsen C Ice Shelf in 2016. The magenta
circle indicates the location of the automatic weather station (AWS) in Cabinet Inlet.

atmospheric warming (Abram et al., 2013) led to a manifold acceleration of grounded-ice flow (De Angelis
& Skvarça, 2003; Rott et al., 2011), explaining part of the increased dynamic ice loss witnessed in the Antarc-
tic Peninsula in recent decades (Harig & Simons, 2015). Further loss of ice shelves may induce rapid retreat
by mechanical failure of grounded-ice cliffs (Bassis & Walker, 2012; DeConto & Pollard, 2016). Ice shelves may
become more vulnerable to breakup due to sustained high rates of surface meltwater refreezing, which warms
and softens the ice englacially (Hubbard et al., 2016; Phillips et al., 2010) and ultimately removes the layer of
snow and firn (Kuipers Munneke et al., 2014).

Model- and satellite-derived surface melt rates range from less than 20 mm w.e./year on ice shelves in Dron-
ning Maud Land and the Amundsen Sea sector to ∼250 mm w.e./year on average over Larsen C Ice Shelf, with
certain sectors of Larsen C peaking at 400 mm w.e./year (Trusel et al., 2013). In summer, the bulk of the energy
for snowmelt in Antarctica is provided by solar radiation, which is only partly offset by turbulent fluxes of sen-
sible and latent heat directed away from the surface (Van den Broeke et al., 2005). In winter, the sensible heat
flux is directed toward the surface, to compensate for the absence of solar radiation and consequent surface
cooling. Winter temperatures above the melting point of snow have been reported in the Antarctic Peninsula
(e.g., Cape et al., 2015; Kuipers Munneke, Picard, et al., 2012; Leeson et al., 2017), in conjunction with warm and
dry downslope winds known as föhn. In particular, Leeson et al. (2017) discuss that strong, likely föhn-related
autumnal melting led to high surface melt fluxes 2 years before collapse of the Larsen B Ice Shelf in 2002.
Föhn-induced melt is also observed in spring (King et al., 2017). Overall, however, the inventory of winter sur-
face melt has been very sparse. Here we report peak annual melt fluxes in the austral winter, derived from
measurements from an automatic weather station (AWS) located in Cabinet Inlet, a climatologically unsur-
veyed area of Larsen C Ice Shelf in the Antarctic Peninsula (Figure 1 and Appendix A), and for the first time
discuss the occurrence, significance, context, and impact of wintertime surface melt in Antarctica.
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(a)

(b)

Figure 2. (a) Daily mean melt flux (W/m2, red) and cumulative melt (m w.e., gray) for November 2014 to November 2017, computed from automatic weather
station observations. Background gradient shows daily mean top-of-atmosphere incoming solar radiation, SWtoa: black is 0, white is 514 W/m2. Text labels in the
top of the panel denote cumulative melt (m w.e.) for austral summer (1 November to 31 March) and winter (1 April to 31 October) seasons. (b) Thermistor string
observations of firn temperature (∘C) as a function of depth (m), in 2015.

2. In Situ Observation of Winter Melt

Almost 3 years of AWS observations (25 November 2014 to 13 November 2017) were used to drive a model
of the snow surface energy budget (Appendix B; Kuipers Munneke, van den Broeke, et al., 2012). It simulates
a cumulative melt of 1,040 mm w.e. in Cabinet Inlet (Figure 2), equating to a melt rate of 350 mm w.e./year.
We find that only 77% of the cumulative melt (800 mm w.e.) occurs in the austral summer season, which we
define here to last from 1 November to 31 March. This summer melt mostly occurs in prolonged episodes
of days to weeks, with peak daily melt fluxes of 40–60 W/m2. Melt energy in these conditions is supplied by
absorbed solar radiation (Kuipers Munneke, van den Broeke, et al., 2012). Thus, 23% of the surface melt in
the period under consideration (240 mm w.e.) is generated in the winter season, here defined from 1 April
to 31 October. Most of the observed wintertime melt occurred in the austral winter of 2016 (190 mm w.e.),
with smaller fractions in 2015 (50 mm w.e.) and 2017 (10 mm w.e.). Over the three years recorded, wintertime
surface melt took place in all months except July. In contrast to summer melt, the winter melt episodes are
usually shorter (at most a few days) and more intense, with daily mean melt fluxes ranging from 25 to over
120 W/m2 (equating to a melt rate of 6–31 mm w.e./day).

The strongest wintertime melt episode in the record occurred on 25–30 May 2016 (Figure 3) and featured
observed melt fluxes that greatly exceeded those seen during summer. A combination of high observed wind
speed (5–18 m/s) and warm air (5–13∘C at 2 m above the surface) resulted in a large turbulent flux of sensible
heat downward to the surface. Negative fluxes of longwave radiation (longwave cooling and under clear skies)
and latent heat (sublimation) offset some of this sensible heat flux. Still, the resulting melt flux is dominated
by sensible heat transfer, which frequently reaches up to 200 W/m2 with sustained extremes of >300 W/m2

lasting for up to 30 min (the recording resolution of the AWS data). In total, 71 mm of meltwater was pro-
duced as a consequence of this föhn event. During melt, the strong winds advect air that is dried by adiabatic
warming, with relative humidity between 35% and 65%.

3. Cause and Consequence

The combination of strong wind, high temperature, and low relative humidity is common to all wintertime
melt events. These are fingerprints for föhn winds that sometimes occur over the Antarctic Peninsula moun-
tain range. Such föhn winds are caused by flow across a topographic barrier, whereby the downslope winds
on the leeward side are heated adiabatically (Kuipers Munneke, van den Broeke, et al., 2012; Luckman et al.,
2014). Additional heating can occur due to the drawdown of potentially warm and dry air from aloft when the
flow is blocked at lower levels on the windward side and due to entrainment of potentially warm and dry air
from upper levels into the flow over the mountains (Orr et al., 2008). The vertical cross section (Figure 3d) over
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Figure 3. Hourly values of observed meteorological conditions and surface energy balance in Cabinet Inlet, 22–31 May
2016. (a) Air temperature (at 2 m above the surface, ∘C, black), wind speed (at 10 m above the surface, m/s, red), relative
humidity (at 2 m above the surface, %, blue). The vertical gray bar indicates the time of the model snapshots in panels
(c) and (d). (b) Net longwave radiation (gray), turbulent fluxes of sensible (red) and latent (blue) heat, and melt flux
(orange). All fluxes in W/m2. (c) Map showing modeled temperature (in ∘C) at 10 m above sea level over Larsen C, on 26
May 2016 at 00:00 UTC. The dashed line indicates the location of the transect shown in panel (d), and the green square
shows the location of the Cabinet Inlet automatic weather station. (d) Modeled vertical cross section through the
Antarctic Peninsula mountains into Cabinet Inlet on 26 May 2016 at 00:00 UTC. Filled color contours show potential
temperature (in ∘C), and black open contours show wind speed (in m/s).

the Antarctic mountain range through Cabinet Inlet from a high-resolution regional atmospheric model (the
UK MetOffice Unified Model, see Appendix C) confirms the occurrence of föhn during 25–30 May 2016, with
moist air rising on the windward side of the mountains and relatively dry, adiabatically warmed air descend-
ing on its leeside. In the lee of the mountains, a hydraulic jump is apparent in the vertical wind component
(at about 70 km on the horizontal axis in Figure 3d), characteristic of föhn (Elvidge & Renfrew, 2016).

The regional atmospheric model further shows that during this event, temperature at 10 m above the surface
was above the melting point for most of the ice shelf, indicative of widespread surface melt not restricted
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Figure 4. Sentinel 1A C-band synthetic aperture radar imagery from locations near the grounding line of Larsen C Ice
Shelf. Elongated black features on the ice shelf indicate meltwater lakes and ponds. See Figure 1 for locations of
the inlets.

to Cabinet Inlet (see Figure 3c). A collection of synchronous Sentinel-1A synthetic aperture radar images of a
part of Larsen C Ice Shelf (Figure 4), taken near the end of the May 2016 föhn event, confirms that surface melt
was occurring beyond Cabinet Inlet. It shows extensive snow melt across the northwestern and western inlets
of the shelf (apparent in the satellite images as dark-hued areas), along with a large number of meltwater lakes
collected in local depressions of the ice shelf (shown as black elongated features in the images of Figure 4).
The elongated depressions express channels in the basal topography, possibly arising from buoyant basal
meltwater generated at the grounding line (Sergienko, 2013) or from the grounded ice being extruded over
a strongly undulating grounding line (Gladish et al., 2012).

Wintertime meltwater is able to percolate deeply into the snowpack, bringing snow temperatures to the melt-
ing point up to a depth of about 3 m (Figure 2b) when latent heat is released as the meltwater refreezes.
Observations from thermistor-instrumented boreholes (Appendix D) suggest that effective pathways for
this major source of latent energy are available year-round, as even during winter melt, the warming of
near-surface layers is almost instantaneous (e.g., in two episodes of melt during end of March and April 2015,
apparent in Figure 2b, percolation to 3 m depth occurred in about 12 hr). As a consequence, winter melt warms
the snowpack, allowing for an earlier start of the main melt season in spring and summer and heating of the
deeper ice layers. Also, it forms relatively impermeable infiltration ice (Hubbard et al., 2016) that can act as a
runoff surface for meltwater (Bell et al., 2017).

4. Past, Present, and Future Winter Melt

To put the occurrence of wintertime surface melt into a longer-term perspective, we use satellite-borne Quik
Scatterometer (QuikSCAT) (2000–2009) and Advanced Scatterometer (ASCAT) (2009–2016) scatterometer
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Figure 5. Maps over the Antarctic Peninsula showing annual number of melt days per winter (1 April to 31 October)
between 2000 and 2016, observed by QuikSCAT (2000–2009) and ASCAT (2010–2016).

sensors to estimate the number of melt days over the Antarctic Peninsula for each winter season (Figure 5
and Appendix E). Radar scatterometry is an active remote sensing technique that is sensitive to the presence
of liquid water in snow or firn. While the presence of liquid water does not necessarily imply the occur-
rence of surface melt, the two are highly correlated (Van den Broeke et al., 2010). In some years, little or no
meltwater is present during winter, whereas in other years, the number of days with liquid water present
on Larsen C approaches 10. In all years, we see enhanced melt over the Larsen C Ice Shelf near the base of
the eastern slopes of the Antarctic Peninsula mountain range, which is consistent with föhn-driven warming
(Luckman et al., 2014). Near the calving front of Larsen C, wintertime melt occurred in the extreme melt winter
of 2006 and to a lesser extent in 2016. These stand out in our records as the most intense winter melt seasons
since 2000.

No trend in the occurrence of winter melt over Larsen C is evident over the 17-year record of satellite scat-
terometry, which implies that there have been no contemporaneous changes in the frequency or duration of
westerly föhn events in winter over the Antarctic Peninsula. This is consistent with the absence of any statisti-
cally significant winter trends in the Southern Annular Mode (SAM), which is the principal mode of Southern
Hemisphere extratropical climate variability, during the scattermometry period considered or even since
1958 (Marshall, 2003). By contrast, the SAM has shifted toward a more positive phase in summer in recent
decades (Marshall, 2003), resulting in increased westerly flow over the Antarctic Peninsula and associated föhn
events (Marshall et al., 2006; Orr et al., 2008). These led to anomalous warming and melt due to föhn (Cape
et al., 2015). As the winter SAM is projected to trend toward its positive phase during the 21st century because
of increased greenhouse gas concentrations (Simpkins & Karpechko, 2012), we can thus expect an enhance-
ment of winter melt in this century, from atmospheric circulation changes alone. The magnitude of this effect
increases with the atmospheric concentration of greenhouse gases (Zheng et al., 2013).

Ice shelf collapse by hydrofracturing is implicated in future scenarios of rapid Antarctic ice discharge and
sea level rise (DeConto & Pollard, 2016). For these processes to be understood and predicted, a reliable esti-
mate of future surface melt and its impact on the state of the firn layer on ice shelves is required. Such
estimates can only be achieved if subtle processes like the formation of impermeable ice layers, winter warm-
ing, and densification of firn, due to meltwater percolation, ponding, and refreezing, are appropriately taken
into account.

Appendix A: Automatic Weather Station

An AWS was installed in Cabinet Inlet (66∘24.1′S, 63∘22.3′W) in November 2014. Data were recorded at
half-hourly resolution. Instrument height was monitored and usually between 1.7 and 2.4 m above the
surface. Reported quantities are at a nominal levels of 2 m for temperature and humidity and 10 m for
wind speed. Shortwave radiation was tilt corrected using a Moderate Resolution Imaging Spectroradiometer
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satellite-guided procedure (Wang et al., 2016). Air temperature observations were unventilated, leading to
overestimation during calm, sunny days. A correction function was derived from concurrent thermocouple
observations during November 2014 through January 2015. Observations of relative humidity were corrected
for solar heating of the housing of the humidity sensor and for hysteresis effects due to a long response time
of the sensor.

Appendix B: Surface Energy Balance Model

The surface energy balance was computed using a model that includes a multilayer snowpack. The model
forces the energy budget to close by iterating to a surface temperature for which all the terms balance (Kuipers
Munneke, Picard, et al., 2012). If that temperature is above the freezing point, all excess energy is used for melt-
ing, and the surface temperature (and associated outgoing longwave radiation) is set to the melting point.
The model is evaluated by comparing computed surface temperature with observed values (computed from
the outgoing longwave radiation with the Stefan-Boltzmann law). The difference between these is 0.21 K on
average (RMS = 1.85 K; RMS = root-mean-square). Further, the timing of melt is corroborated with surface
height lowering observed by a sonic height ranger attached to the AWS mast and by observations of outgoing
longwave radiation indicating the surface temperature to be at the melting point.

Appendix C: Regional Atmospheric Model

Version 10.4 of the UK Met Office Unified Model (Orr et al., 2014) is used to downscale operational analysis data
to a horizontal grid spacing of 1.5 km, a resolution sufficient to represent föhn over the Antarctic Peninsula
reasonably well (Elvidge et al., 2014). The 1.5 km inner domain, encompassing the Larsen C Ice Shelf and the
adjacent region of the Antarctic Peninsula (see Figure 3C) is nested within a 4 km outer domain that includes
the entire Antarctic Peninsula. Boundary and surface conditions for the outer domain are provided by a global,
25 km version of the Unified Model, which is driven by Met Office operational data. Only results from the 1.5
km domain are examined here.

Appendix D: Borehole Thermistor Strings

Firn temperatures were measured using a string of NTC thermistors in a Wheatstone half-bridge and recorded
every 30 min using a Campbell Scientific data logger. Resistances were converted to temperatures using a
Steinhart-Hart equation (Steinhart & Hart, 1968) and the manufacturer calibration data. A second calibration
was performed by using a well-mixed distilled water/ice bath, assumed to be 0∘C, to derive the zero offset
for each thermistor. After-correction sensors gave an RMS error of ±0.03∘C in an identical ice bath. In total,
26 sensors were spaced between 0.25 and 0.40 m apart, along 7 m of the thermistor string. The string was
installed in a borehole drilled with pressurised hot water which was then backfilled with fine surface snow.
The borehole drilling introduces a minor thermal disturbance to the firn, and so data from the first 5 days were
discarded as a precaution.

Appendix E: Radar Scatterometry

Radar scatterometry is an active remote sensing technique that is sensitive to the presence of liquid water
in snow or firn. To estimate the number of melt days for each winter, we use SeaWinds QuikSCAT Ku-band
(2000–2009) and ASCAT C-band (2010–2016) enhanced resolution (4.45 km effective) backscatter products
(ftp://ftp.scp.byu.edu/pub/). To maximize consistency in melt detection between the two sensors, we chose
the morning overpass, vertical-polarization QuikSCAT product and the “all-pass” ASCAT product, also verti-
cally polarized. This may underestimate the number of melt days for the QuikSCAT era, as more overpasses
are available per day. A melt day was recorded if backscatter dropped more than a chosen threshold below
the mean backscatter of the previous winter season. For QuikSCAT, the threshold was 3 dB (Luckman et al.,
2014; Trusel et al., 2012). A lower threshold of 2.7 dB was chosen for ASCAT due to the reduced sensitivity of
C-band microwaves.
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Abstract
Surface melting on Antarctic Peninsula ice shelves can influence ice shelf mass
balance, and consequently sea level rise. We show that summertime cloud phase
on the Larsen C ice shelf on the Antarctic Peninsula strongly influences the
amount of radiation received at the surface and can determine whether or
not melting occurs. While previous work has separately evaluated cloud phase
and the surface energy balance (SEB) during summertime over Larsen C, no
previous studies have examined this relationship quantitatively. Furthermore,
regional climate models frequently produce surface radiation biases related to
cloud ice and liquid water content. This study uses a high-resolution regional
configuration of the UK Met Office Unified Model (MetUM) to assess the influ-
ence of cloud ice and liquid properties on the SEB, and consequently melting,
over the Larsen C ice shelf. Results from a case-study show that simulations
producing a vertical cloud phase structure more comparable to aircraft obser-
vations exhibit smaller surface radiative biases. A configuration of the MetUM
adapted to improve the simulation of cloud phase reproduces the observed
surface melt most closely. During a five-week simulation of summertime con-
ditions, model melt biases are reduced to <2 W⋅m−2: a four-fold improvement
on a previous study that used default MetUM settings. This demonstrates
the importance of cloud phase in determining summertime melt rates on
Larsen C.
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1 INTRODUCTION

Despite their importance in the polar climate system,
Antarctic clouds are among the most under-sampled in the
world because of the difficulties of in situ data collection
in this harsh, remote environment (Lachlan-Cope, 2010;
Bromwich et al., 2012). The effect of Antarctic clouds on
the amount of energy at the surface (the surface energy bal-
ance, SEB) can determine whether the ice surface remains
frozen or melts (Kalesse et al., 2016; Nicolas et al., 2017),
with consequent implications for ice sheet mass balance
and, potentially, for global sea level rise. Cloud impacts
on SEB are most important in warmer regions like the
Antarctic Peninsula, where surface temperatures can rise
above freezing in summer and cause melting, and where
fractional cloud cover is typically 80–90% (Lachlan-Cope,
2010). The recent surface temperature rise and the loss of
ice mass on more than half of the Peninsula's ice shelves
further motivates investigation of cloud in this region
(Turner et al., 2005; 2016; Cook and Vaughan, 2010).

Larsen C is the largest remaining ice shelf on the
Antarctic Peninsula, occupying ∼47,000 km2 (Bevan et al.,
2017). Previously neighbouring ice shelves, Larsen A and
B, collapsed in 1995 and 2002, respectively, largely as a
result of atmospherically driven surface melting (van den
Broeke, 2005). Surface melting can destabilise ice shelves
via “hydrofracturing”, whereby meltwater percolates into
pre-existing rifts and expands, causing crevasses to prop-
agate (Scambos et al., 2000; 2003). Because melt rates are
controlled by the balance of surface fluxes, understanding
the influence of clouds on the SEB is of great importance
to help establish whether Larsen C is likely to suffer the
same fate.

Cloud phase strongly influences cloud radiative prop-
erties. Mixed-phase clouds dominate in summer over
coasts and ice shelves like Larsen C (Lachlan-Cope, 2010;
Listowski et al., 2019) and have a complex vertical profile,
with multiple thin layers in a “water-over-ice” structure of
supercooled liquid droplets above heavier ice crystals (Bar-
rett et al., 2017). Clouds with higher liquid water paths,
composed of many small droplets, are less transmissive to
incoming short-wave radiation, and more emissive in the
infrared, so radiate more long-wave radiation back to the
surface (Zhang et al., 1996). However, the vertical position
of liquid within the cloud is important: for instance, the
supercooled liquid upper layer of mixed-phase clouds can
reflect lots of short-wave radiation, but has little effect on
long-wave emission (Barrett et al., 2017).

Atmospheric models typically struggle to represent
cloud phase or vertical structure correctly, especially at
high latitudes. For example, Klein et al. (2009) find that
models cannot usually simulate enough liquid water in
Arctic stratocumulus because too much ice is formed at the

expense of supercooled liquid. Many atmospheric models,
including the UK Met Office Unified Model (MetUM) used
in this study, exhibit this bias in cloud phase and structure
because their microphysical parametrizations are devel-
oped for the midlatitudes and are relatively simple. For
example, poor representations of processes like riming
(Furtado et al., 2016) and vapour deposition (Furtado and
Field, 2017), as well as large-scale cloud phase partitioning
(Abel et al., 2017) have been shown to cause the MetUM
to overestimate cloud ice and underestimate cloud liquid
contents. In many models, errors in cloud phase produce
significant SEB biases, most notably over the Southern
Ocean (Bodas-Salcedo et al., 2012; Hyder et al., 2018). This
is because subgrid-scale spatial variability in temperature
and humidity are necessarily parametrized in the model
by large-scale cloud schemes, which compute liquid and
ice cloud fractions that are then fed into the microphysics
scheme. In reality, ice and liquid can coexist in spatially
segregated pockets (Tan and Storelvmo, 2016), but in the
MetUM it is difficult to sustain a separation between the
phases. When total cloud fraction exceeds 100%, ice and
liquid phases are assumed to overlap within a homoge-
neously mixed mixed-phase region. In this mixed-phase
region, ice forms preferentially because of the lower satu-
ration vapour pressure over ice than liquid.

Modelled cloud has been implicated as a pri-
mary driver of surface radiation biases over Antarctica
(Bromwich et al., 2013; Lenearts et al., 2017) and specif-
ically over Larsen C (King et al., 2015; Listowski and
Lachlan-Cope, 2017). King et al. (hereafter K15) find
that three different regional atmospheric models simu-
late either too little cloud, or cloud that is optically too
thin over the ice shelf. Summertime clouds over Larsen
C in the MetUM are optically too thick in the short-wave
part of the spectrum, while being too thin in the infrared,
which results in negative downwelling short-wave (SW↓)
and long-wave (LW↓) biases. Overall, they find positive
(negative) net short-wave (long-wave) fluxes that do not
entirely cancel, which produces a positive net energy flux
at the surface and can cause the MetUM to overestimate
melt on Larsen C. High-resolution regional climate mod-
els are typically able to represent the radiative effects of
mixed-phase cloud more accurately than global models
(Vergara-Temprado et al., 2018). However, computational
constraints still necessitate parametrizations that approxi-
mate subgrid-scale cloud properties, which produce errors
in the SEB. Both Listowski and Lachlan-Cope (2017) and
Hines et al. (2019) use the Polar-WRF model (and AMPS,
in the case of Hines et al.) to show that more sophisticated
parametrizations produce more accurate simulations
of cloud microphysical properties, and consequently
surface radiative fluxes, over Larsen C and the West
Antarctic, respectively. Both find that double-moment
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parametrizations of liquid water represent cloud and SEB
properties most accurately.

Over the entire continent, the widely varying represen-
tations of cloud phase between models and re-analyses still
produce considerable errors in radiative fluxes: generally,
CMIP5 models underestimate downwelling short-wave
and overestimate downwelling long-wave (Lenaerts et al.,
2017). A better understanding of phase in Antarctic
mixed-phase clouds, particularly the occurrence of super-
cooled liquid water (e.g. Listowski et al., 2019), is essential
to address this problem. For example, an improved cloud
scheme was shown to reduce Antarctic-wide SEB biases
in RACMO2 (Van Wessem et al., 2014), and to increase
modelled melt and precipitation rates over the Antarc-
tic Peninsula (Van Wessem et al., 2018). Melt and pre-
cipitation are both key inputs to surface mass balance
(SMB) calculations, so improving simulated cloud phase
and radiative effects contributes to a better understanding
of SMB and consequently sea level rise. This is particularly
important in coastal Antarctica (including the peninsula),
where melt and precipitation rates are high, and model
SEB biases are largest (Lenaerts et al., 2017). Antarctic
SMB has been estimated using regional models like MAR
(Agosta et al., 2018), COSMO-CLM2 (Souverijns et al.,
2019) and RACMO2 (Lenaerts et al., 2018; Van Wessem
et al., 2018), but further work is still required to better
constrain modelled SMB. For instance, RACMO2 still over-
estimates coastal orographic precipitation rates near the
grounding line of West Antarctic glaciers partly due to its
representation of cloud (Lenaerts et al., 2018).

There is currently a gap in scientific understanding
on the influence of cloud phase on the SEB and melt-
ing over Antarctic Peninsula ice shelves. This has wider
implications for model estimates of SMB across Antarc-
tica, and therefore sea level rise. K15 conclude that cloud
properties are a likely cause of observed SEB biases. How-
ever, although observed cloud phase on the peninsula has
been assessed by Grosvenor et al. (2012) and Lachlan-Cope
et al. (2016) and modelled by Listowski and Lachlan-Cope
(2017), no work has been done to explicitly connect these
properties to the SEB. This study will address this gap by
investigating the sensitivity of the SEB to simulated cloud
phase in a high-resolution regional climate configuration
of the MetUM.

2 DATA AND METHODS

2.1 Study area

The study focuses on Larsen C, an ice shelf with a flat,
homogenous surface on the eastern side of the moun-
tains that extend approximately north–south along the

F I G U R E 1 The inner 1.5 km resolution MetUM model
domain used in this study, centred on Larsen C ice shelf. The
model's surface elevation is indicated by shaded contours. The flight
track of the f152 case-study is also shown, where the aircraft's
altitude is indicated by the scale shown on the right, and the
location of AWS14 is marked with a cross. The inset map shows the
location of the model domain in a wider Antarctic context

Antarctic Peninsula (Figure 1). During summer, the shelf
is characterised by relatively low wind speeds, high relative
humidity and cloudy conditions (Kuipers Munneke et al.,
2012).

2.2 Data

Two observational datasets are used to validate
MetUM-simulated cloud phase and SEB over Larsen C,
namely, airborne observations of cloud collected with
the British Antarctic Survey's instrumented Twin Otter
aircraft and observations of surface meteorology and
energy fluxes from an automatic weather station (AWS14),
located at 67◦00.8′S 61◦28.8′W at 40 m above sea level.
These data are from the Orographic Flows and Climate of
the Antarctic Peninsula (OFCAP) campaign which took
place between 1 January and 7 February 2011 (Elvidge
et al., 2015; 2016; K15).

The aircraft measures standard meteorological
variables like temperature, pressure and humidity,
three-dimensional winds and up- and downwelling
radiation. A DMT Cloud, Aerosol and Precipitation
Spectrometer (CAPS probe: Baumgardner et al., 2001)
containing three separate instruments to sample cloud
particles of different sizes was also fitted. A full description
of aircraft observations and data treatment can be found
in Grosvenor et al. (2012), Lachlan-Cope et al. (2016) and
Appendix A.
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AWS14 measures near-surface meteorology and radia-
tion components directly. Turbulent fluxes are computed
using the bulk aerodynamic method to retrieve the full
SEB, and the energy balance model of van den Broeke
et al. (2005) calculates the SEB of the snowpack. Further
details of weather station measurements and data treat-
ment are given in Kuipers Munneke et al. (2009; 2012) and
Appendix B.

The SEB of the ice surface is defined as per K15 and
summarised as:

Etot = 𝑆𝑊 net + 𝐿𝑊 net + HL + HS, (1)

where SWnet and LWnet are the net (downwelling minus
upwelling) short-wave and long-wave fluxes, respectively;
and HL and HS are the surface latent and sensible heat
fluxes, respectively. Melting occurs when the sum of fluxes,
Etot, is positive, and the surface temperature, Ts, is at the
melting point: 0 ◦C. Energy available for melting (or melt
flux, Emelt) is therefore equal to Etot when Ts = 0 ◦C,
as described in K15. All fluxes, including Emelt and Etot,
are measured in W⋅m−2 and are positive when directed
towards the surface.

2.3 Model description

The MetUM (Walters et al., 2017) is a non-hydrostatic
numerical weather prediction model that uses
semi-implicit time-stepping and semi-Lagrangian advec-
tion. A regional configuration using RA1 science settings
was run in atmosphere-only forecast mode, with a set-up
adapted from Orr et al. (2014) and forecast length of
24 hours. It was run in a nested configuration with a
1.5 km resolution inner domain centred on the Larsen C
ice shelf, shown in Figure 1. This domain is positioned
within a global domain that has ∼17 km resolution at
midlatitudes (N768) and was initialised with global UK
Met Office operational analyses. The MetUM radiation
scheme is based on Edwards and Slingo (1996) and all
experiments used the operational single-moment cloud
microphysics scheme based on Wilson and Ballard (1999),
with extensive modifications as described in Bush et al.
(2019). The heterogeneous ice nucleation temperature
threshold (representing an immersion freezing or con-
densation mechanism, whereby ice is permitted to form
heterogeneously in the presence of liquid water) used by
the microphysics scheme was changed from its default
value of −10 ◦C to −18 ◦C, shown by Field et al. (2014)
to improve the representation of mixed-phase cloud.
Additional details of model parametrizations are given in
Appendix C.

2.4 Method

Cloud properties and surface fluxes are examined in detail
during one instructive case-study (flight 152, hereafter
referred to as f152, conducted on 18 January 2011). This
flight was selected because the aircraft conducted two ver-
tical profiles between 100 and 5,000 m near AWS14. The
flight track and location of AWS14 are shown in Figure 1.
Observed and modelled surface fluxes and in-cloud ver-
tical profiles are compared at AWS14 during f152. Model
output is taken from the closest grid point to AWS14's loca-
tion, plus the eight surrounding grid points: an area of
approximately 4.5 km2. Because AWS14 is located on a flat,
homogeneous ice surface, it can be reasonably assumed
that conditions there are representative of a large area
(K15). Mean vertical profiles are computed from observa-
tions and model output using in-cloud data only, during
the period when the aircraft was sampling over the ice
shelf (approximately 1500–1700 UTC). Further detail is
given in the appendices.

Four model experiments were run with varying
“Regional Atmosphere” (RA) configurations (Table 1).
Two sets of RA physics were tested: RA1M and RA1T, con-
figured for the midlatitudes and Tropics, respectively, and
described in Bush et al. (2019). These two experiments
are the “base” configurations. The primary differences
between them is that RA1M uses the operational (diag-
nostic) large-scale cloud scheme based on Smith (1990),
whereas RA1T uses a prognostic scheme, PC2 (Wilson
et al., 2008). Smith (1990) parametrizes subgrid-scale vari-
ations in humidity and temperature to calculate cloud
fractions using a triangular probability distribution func-
tion. Condensation within a grid box occurs when relative
humidity reaches a critical value, RHcrit, which is speci-
fied for each model layer. Cloud liquid and ice fractions
(that is, the fraction of the grid box occupied by liquid or
ice cloud) are calculated by the scheme from the liquid
and ice contents, before this information is fed into the
microphysics for further calculation of cloud properties.
The PC2 scheme is prognostic and computes liquid, ice
and mixed-phase cloud fractions, which are advected in
space and time after updating them by calculating sources
and sinks of condensate. Incremental condensate fractions
are outputted following each physical process represented
by the model, such that each scheme (convection, radia-
tion etc.) must produce an effect on condensate fractions.
The connection to the microphysics scheme is slightly
adapted compared to Smith (1990), so that autoconver-
sion does not affect liquid cloud fractions. In practice, this
permits the existence of extensive, optically thin liquid
clouds, with high liquid cloud fraction but low liquid water
contents.
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T A B L E 1 Configurations for model experiments used in this study

Experiment name Options

RA1M • RA1M physics, based on Smith (1990) large-scale cloud scheme
• Heterogeneous nucleation temperature threshold set to −18 ◦C (Field et al., 2014)

RA1M_mod As in RA1M, with the following modifications:
• Shape-dependent riming (Furtado and Field, 2017)
• Modified ice cloud fraction parametrization (Abel et al., 2017)

RA1T • RA1T physics, based on PC2 (Wilson et al., 2008) large-scale cloud scheme
• Heterogeneous nucleation temperature threshold set to −18 ◦C (Field et al., 2014)

RA1T_mod As in RA1T, with the following modifications:
• Turbulent production of supercooled water (Furtado et al., 2016)
• Shape-dependent riming (Furtado and Field, 2017)

The second two experiments (RA1M_mod and
RA1T_mod) applied modifications to the base con-
figurations shown to improve the simulation of cold
mixed-phase clouds by increasing the supply of liquid
water and reducing its conversion to ice (see Table 1 for a
summary). These are: (a) the inclusion of shape-dependent
riming (Furtado and Field, 2017), (b) the turbulent pro-
duction of supercooled liquid (Furtado et al., 2016, RA1T
only), and (c) modifications to the ice cloud fraction
parametrization described in Abel et al. (2017) (RA1M
only). Firstly, riming depletes liquid water, so limiting the
efficiency of this process can sustain higher liquid frac-
tions in mixed-phase clouds. Reducing riming efficiency
has been shown to improve Southern Ocean downwelling
short-wave radiation biases associated with the conversion
of too much cloud liquid water to ice (Furtado and Field,
2017). Secondly, cloud liquid water can also be produced
by subgrid-scale variations in humidity that are related to
unresolved turbulence. Because turbulent motions occur
at finer scale than the MetUM can explicitly resolve, this
can produce humidity distribution differences that are
also not directly simulated. Furtado et al. (2016) demon-
strated that increasing the supply of liquid in this manner
can enhance the amount of cloud liquid. This modification
is only compatible with the PC2 cloud scheme, on which
RA1T is based. Finally, several studies show that ice cloud
fractions are consistently overestimated in mixed-phase
clouds by the MetUM (e.g. Field et al., 2014; Abel et al.,
2017) due to computational limitations that mean that the
model cannot explicitly resolve small-scale spatial hetero-
geneity in cloud water phase. Abel et al. (2017) develop
an adaptation to the ice cloud fraction parametrization
that limits the overlap between the liquid and ice frac-
tions, thereby reducing the conversion of liquid to ice via
vapour deposition and riming. This adaption mimics the
real-world existence of spatially discrete (subgrid-scale)
pockets of ice and liquid without explicitly resolving them.
It is only compatible with the RA1M scheme.

The case-study was simulated with all four model con-
figurations, then the best-performing configuration was
used to simulate the entire five-week OFCAP period.
During OFCAP, only the representation of surface fluxes
is assessed because cloud phase measurements are not
consistently available throughout the period. Initial tests
showed modelled cloud phase to be sensitive to fore-
cast length, so the first 12 hr of each 24 hr forecast were
discarded as spin-up. The case-study simulation was ini-
tialised at 0000 UTC on 18 January 2011 to allow the model
to spin up. For the longer OFCAP simulation, forecasts
were re-initialised every 12 hr and the t+ 12 to t+ 24 hr
part of each successive forecast was concatenated to form
a continuous time series.

3 RESULTS AND DISCUSSION

3.1 Model representation of case-study
f152

Observed ice and liquid mass mixing ratios during case
f152 (18 January 2011) over AWS14 indicate that many thin
cloud layers are present, with clouds below 2 km exhibit-
ing the “water-over-ice” structure typical of low-level
polar mixed-phase clouds (Figure 2). A higher altostratus
layer is present at around 4 km altitude, while a stra-
tocumulus deck is observed between approximately 400
and 2,200 m. This stratocumulus appears in two distinct
layers and contains higher mass mixing ratios of cloud
ice and liquid than the upper-level altostratus, reaching
1.6× 10−2 g⋅kg−1 and 3.4× 10−1 g⋅kg−1, respectively. While
the MetUM successfully captures the presence of alto-
stratus and lower stratocumulus layers, all four model
configurations simulate the lowest cloud layer around
1 km higher than is observed and produce just one
layer below 2 km rather than the two indicated by the
observations.
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F I G U R E 2 Mean vertical
profiles of cloud (a) ice and (b)
liquid mass mixing ratios, in g⋅kg−1,
and mean modelled cloud grid-box
volume fractions of (c) ice cloud and
(d) liquid cloud during f152 when
the aircraft was sampling over
Larsen C. Observations are shown in
(a) and (b) with the solid black line
and model output above AWS14 is
shown in all panels by lines with
markers. Solid lines with heavy
markers indicate the two “base”
configurations, while dashed lines
with lighter markers show their
modified counterparts. The
experimental configurations are
detailed in Table 1

Figure 2 shows that all model configurations (RA1M,
RA1M_mod, RA1T and RA1T_mod) overestimate ice
mass mixing ratios, and underestimate liquid mass mix-
ing ratios above 2.5 km altitude, where virtually no liquid
is present in any configuration. Ice cloud is concentrated
in the upper layers (above ∼3 km) because any super-
cooled liquid present is converted readily to ice below
the ice nucleation temperature threshold of −18 ◦C. At
4 km altitude, the largest positive bias in ice contents is in
RA1T_mod, which produces an ice mass mixing ratio 22.7
times larger than observed, while RA1M shows the small-
est bias: an overestimate of 2.3 times. All models except
RA1T_mod produce liquid mass mixing ratios of less than
5.0× 10−4 g⋅kg−1 above 4 km, although liquid mixing ratios
are observed to reach 5.3× 10−2 g⋅kg−1 at 3.8 km. At lower
altitudes modelled cloud generally contains less liquid and
ice than observed. Between 1 and 2 km, ice mass mixing
ratios in RA1M_mod peak at 7.2× 10−3 g⋅kg−1, 1.9 times
higher than RA1M, and 2.8 and 7.5 times larger than in
RA1T and RA1T_mod, respectively. At the same height,
liquid mass mixing ratios peak in RA1M and RA1M_mod

at 1.1× 10−1 g⋅kg−1 and 2.5× 10−1 g⋅kg−1, respectively, and
at 2.1× 10−3 g⋅kg−1 and 5.2× 10−2 g⋅kg−1 respectively in
RA1T and RA1T_mod. Overall, ice mass mixing ratios are
overestimated (by between 1.7 times in RA1M and 5.1
times in RA1T_mod), while liquid mass mixing ratios are
underestimated (by 3.0 times in RA1M_mod to 64.9 times
in RA1T). This is consistent with the results of Furtado
et al. (2016) and Abel et al. (2017) who find that riming and
vapour deposition occur too efficiently in modelled cold
mixed-phase clouds, forming ice too readily at the expense
of supercooled liquid.

The midlatitude configuration of the model, RA1M,
simulates cloud ice and liquid mass mixing ratios that
are closer to those observed than the tropical configu-
ration, RA1T. RA1T produces little liquid cloud com-
pared to observations, evident from Figure 2b, and com-
pared to RA1M, shown in Figure 2b,d. Additionally, RA1T
only simulates thin ice clouds over AWS14. This is sug-
gested by Figure 2c, which shows that ice cloud vol-
ume fraction reaches 100% at 1.2 km, and Figure 2a,
which shows very low ice mass mixing ratios in this layer.
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Modelled “volume fractions” refer to the fraction of a
grid box occupied by cloud of each phase; volume frac-
tions in Figure 2 are shown as means for each model
layer. RA1T is designed for use in tropical, convective
regions and is less suited to Antarctic conditions where
convection is less vigorous, which may explain these
differences.

Modifications to the “base” model configurations pro-
duce varying results. Observed liquid mass fractions in
the lowest simulated cloud layer peak at 3.4× 10−1 g⋅kg−1.
At 2.5× 10−1 g⋅kg−1, RA1M_mod produces 2.3 times more
liquid than RA1M in the lowest layer, but the modifica-
tions to RA1M do not change its height, which is still
approximately 1 km too high in RA1M_mod. RA1T_mod
generates 1.7 times more cloud ice above 3 km than RA1T,
but is the only configuration to simulate liquid at this
height, as is observed (Figure 2d). Throughout the profile,
it also produces almost 10 times as much liquid than RA1T,
but liquid mass fractions in RA1T_mod are still around six
times lower than in observations. Of all four experiments,
RA1M_mod exhibits the lowest bias in liquid mass frac-
tions, while RA1M overestimates ice mass fractions by the
smallest amount.

Specific humidity, that is, water vapour mass fraction,
is represented reasonably accurately (within 10–25% of
observed values) in all experiments throughout the pro-
file up to 2 km (not shown). However, between 2 and
3.5 km, modelled water vapour mass fractions are con-
siderably lower than observed (by 63–65% at 2.6 km).
This underestimation of water vapour may be expected
to negatively bias long-wave fluxes. However, very few
differences are detectable between configurations, so this
effect should have the same effect on the SEB in all
experiments.

Surface flux biases at AWS14 for each model experi-
ment during f152 are presented in Table 2. Energy avail-
able for melting, Emelt, is overestimated by all configu-
rations of the MetUM, but the bias is highest in RA1M
at 17.33 W⋅m−2, causing modelled Emelt to be too large
by 37%. Because the modelled and observed surface tem-
perature are at melting point throughout the flight (not
shown), this bias is solely driven by errors in the sim-
ulated surface fluxes. Additionally, the modelled surface
albedo (SW↑ / SW↓) is within ±2% of observed values in
all simulations, suggesting that biases are driven almost
entirely by downwelling radiative errors, and highlighting
the importance of cloud phase in determining melt. Net
short-wave fluxes (SWnet) are simulated better by the two
midlatitude experiments, with the lowest bias produced
by RA1M_mod (−1.80 W⋅m−2), while the smallest bias
in net long-wave (−4.68 W⋅m−2) is found in RA1T_mod.
Both modified experiments produce lower short-wave
flux biases than their respective “base” configurations,

but RA1M produces smaller LW↓ and LWnet biases than
RA1M_mod.

Between-experiment differences in downwelling
fluxes are partly driven by the representation of cloud.
Positive SW↓ biases in all experiments indicate that the
cloud is optically too thin in this part of the spectrum,
thus allowing too much solar radiation to reach the sur-
face (as also found by K15). Conversely, overestimated
LW↓ indicates that the cloud is optically too thick in the
infrared, which can be related to cloud liquid water con-
tent, temperature or altitude (Zhang et al., 1996). The
lowest simulated cloud layer is approximately 1 km too
high in all experiments, while temperature profiles are
represented well compared to observations (not shown).
A higher cloud base would be expected to contribute to
negative LW↓ and LWnet biases in all experiments, but
this is only true of the two RA1T experiments, suggesting
a role for other effects, such as biases in parametrized
cloud particle size. RA1T_mod exhibits the smallest LW↓

bias, while RA1T has the largest. LW↓ biases are positive
in the two RA1M experiments, and negative in the RA1T
experiments, although LW↓ and LW↑ biases are both com-
paratively small in RA1T_mod. Positive LW↓ biases in
RA1M and RA1M_mod are also likely a result of errors
in simulated cloud phase, which are only partly offset
by negative water vapour biases (not shown). Thick ice
clouds can have a significant long-wave warming effect
(Miller et al., 2015), so although specific humidity and liq-
uid contents – usually the dominant component of cloud
long-wave radiative forcing – are underestimated, the con-
siderable overestimation of ice contents at altitudes above
3 km likely explains this positive bias.

The RA1T experiment produces quite different cloud
profiles, and consequently SEB biases, to the other three
simulations. As shown in Figure 2, RA1T produces very
low liquid cloud fractions and virtually no liquid water
throughout the cloud profile, which likely explains the
negative LW↓ (−41.13 W⋅m−2) and extremely positive SW↓

(195.38 W⋅m−2) biases shown in Table 2. The amount of
short-wave radiation transmitted through ice clouds is rel-
atively insensitive to ice cloud thickness (Miller et al.,
2015), which means that although RA1T simulates an
ice cloud grid-box volume fraction of 100% in two lay-
ers (Figure 1c,d), this has a limited effect on surface SW↓

because solar radiation can still penetrate. RA1T produces
a melt flux bias comparable to RA1M_mod because its
large radiative biases cancel and biases in the turbulent
fluxes are relatively minor.

RA1T_mod has the smallest LW↓ bias, but this may be
due to errors in simulated cloud phase. A positive SW↓

bias indicates that too little (liquid) cloud is simulated (also
suggested by the low liquid water contents and volume
fractions in Figure 2), which would usually be associated
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T A B L E 2 Time mean
observed surface energy fluxes
and model biases of each
experiment at AWS14 during
f152

Mean bias

AWS14 (observed) RA1M RA1M_mod RA1T RA1T_mod

SW↓ 594.58 66.14 30.26 195.38 114.84

SW↑ −501.34 −55.39 −32.06 −135.05 −84.90

SWnet 93.24 10.73 −1.80 60.33 29.95

LW↓ 279.11 9.21 12.37 −41.13 −5.11

LW↑ −315.64 0.28 0.25 0.79 0.43

LWnet −36.53 9.50 12.63 −40.34 −4.68

HS −3.63 −2.37 −3.49 −8.62 −6.62

HL −10.85 7.78 7.87 1.40 6.21

Etot 42.23 25.05 13.15 15.29 23.35

Emelt 47.31 17.33 6.09 9.63 16.52

All fluxes are given in W⋅m−2, and are abbreviated as in Equation 1. Fluxes and biases are positive when directed
towards the surface. The smallest biases are highlighted in bold text.

with a large negative LW↓ bias. However, cloud occupies
up to 80% of the grid box in the lowest layer, despite the
liquid water contents being far too low, suggesting that the
layer is extremely thin. Optically thin liquid clouds have
been shown to cause greater warming than thicker liquid
clouds in summer over the Greenland ice sheet because
they are thin enough to allow short-wave radiation to pen-
etrate, but thick, low and warm enough to radiate strongly
in the infrared (Bennartz et al., 2013). Errors in simulated
cloud phase may therefore produce small biases for the
wrong reasons.

Overall, RA1M_mod is considered to be the
best-performing experimental configuration with respect
to cloud and SEB properties. Erroneous cloud fields and
large cancelling radiative flux errors remove RA1T and
RA1T_mod from consideration. RA1M and RA1M_mod
have comparable net long-wave biases, and although can-
celling SW↓ and SW↑ errors exist in both, these are smaller
in RA1M_mod, which overestimates SW↓ by just 5%. Fur-
ther, RA1M_mod's Etot and Emelt biases are the smallest of
all configurations. RA1M_mod is therefore used to run a
five-week simulation of the OFCAP period for a second
evaluation of simulation quality.

3.2 Model representation of the OFCAP
period

Errors in cloud phase have been shown to contribute
to errors in downwelling fluxes during flight 152. How-
ever, because aircraft observations of cloud properties
are not available for the entire period, a similar analy-
sis is not possible for OFCAP. Downwelling fluxes are
therefore used to infer information about cloud phase

during OFCAP. Pearson correlation coefficients are used
to understand relationships between melting and observed
fluxes (Table 3, Figure 3).

Table 3a and Figure 3 show positive correlations (sig-
nificant at the 99% level) between observed Emelt and
SW↓ (rSW, melt = 0.62, Figure 3a) and LW↓ (rLW, melt = 0.24,
Figure 3b). This indicates that melt is most likely to occur
when more short-wave radiation can reach the surface,
but is also weakly associated with higher LW↓, which is
strongly related to liquid water contents, especially at the
relatively low liquid water paths (<40 g⋅m−2) typical of
Antarctic clouds (Grosvenor et al., 2017). Observed melt is
not strongly related to cloud cover (rCC, melt = 0.12), where
“cloud cover” is defined as the portion of the sky above
AWS14 occupied by cloud, and the negative correlation
between SW↓ and cloud cover shows that SW↓ is high-
est during clear conditions (rCC, SW = −0.19), which occur
11.5% of the time (defining “clear” as having cloud cover
<0.31, as in Kay et al. (2008)). The low observed corre-
lation between cloud cover and melt may be explained
by the competing effects of cloud long-wave (positive
correlation) and short-wave (negative correlation) radia-
tive effects on melt. Observed cloud cover is not com-
pared with LW↓ because it is computed from the closure
of the long-wave radiation budget using the energy bal-
ance model of Kuipers Munneke et al. (2009) and so is
not independent. Modelled relationships (Table 3b) com-
pare well with observations, suggesting that the model
is able to reproduce the observed drivers of melting.
For example, modelled Emelt is positively correlated with
SW↓ (rSW, melt = 0.65) and to a much lesser extent, LW↓

(rLW, melt = 0.15). Additionally, the large and significant (at
the 99% level) correlation between modelled cloud cover
and LW↓ (rCC, LW = 0.87) suggests that cloud cover affects



GILBERT et al. 9

T A B L E 3 Pearson correlation coefficients between cloud cover, downwelling long-wave (LW↓) and short-wave fluxes
(SW↓), and melt flux, (Emelt), at AWS14 during 1 January–7 February 2011

(a) Observed correlations (b) Modelled correlations

Cloud cover LW↓ SW↓ Emelt Cloud cover LW↓ SW↓ Emelt

Cloud cover 1.00 — −0.19 0.12 1.00 0.87 −0.14 0.05

LW↓ 1.00 — 0.24 1.00 — 0.15

SW↓ 1.00 0.62 1.00 0.65

Emelt 1.00 1.00

Correlation coefficients between observed components are shown in panel (a), while modelled coefficients are given in panel (b). Correlation
coefficients in bold text are significant at the 99% level.

F I G U R E 3 Scatterplots of
observed energy available for melting
(Emelt) against (a) downwelling
short-wave (SW↓) and (b) downwelling
long-wave (LW↓) at AWS14. Data plotted
are instantaneous values outputted at 30
min intervals. Pearson correlation
coefficients, significant at the 99% level,
are given at top centre of each panel

long-wave fluxes most strongly in the MetUM. This is
mostly due to the contribution of liquid clouds – the corre-
lation between LW↓ and liquid water path is much higher
(rLWP, LW = 0.63) than with ice water path (rIWP, LW = 0.21)
(not shown). Modelled melting during OFCAP usually fol-
lows cloudy periods, during which liquid and then ice
water paths increase and then rapidly decline as cloud
glaciates and dissipates (not shown). Higher cloud liquid
water contents increase LW↓ and begin to increase sur-
face temperature and Etot. Melting first begins as LW↓

increases, but is then sustained as the cloud glaciates and
more short-wave radiation can reach the surface. This
time-evolving process may partly explain the relatively
low modelled correlations with melt of cloud cover and
downwelling fluxes.

Biases in modelled SEB terms during the OFCAP
period (Table 4) are smaller than those reported by K15,
who use an earlier version of the default MetUM configu-
ration, and broadly similar to those during f152 (Table 2).
As in f152, SWnet is negatively biased, but not for the
same reasons: whereas during f152 SW↓ is positively
biased, during OFCAP it is negatively biased, indicating
that cloud is optically too thick in the short-wave part
of the spectrum during the OFCAP period. This find-
ing is consistent with K15. Mean long-wave biases are

all ∼1 W⋅m−2 in magnitude, but LW↓ (and consequently
LWnet) shows a poor correlation with observations, indi-
cating that the model struggles to represent (liquid) clouds,
atmospheric water vapour contents and/or that clouds are
simulated at the wrong time. This is consistent with results
from the case-study, which shows that the MetUM rep-
resents some cloud properties poorly. For example, errors
in simulated cloud base height may explain the poor cor-
relation with observed LW↓, as seen for the f152 case,
when the MetUM-simulated cloud base was 1 km too
high.

As shown in Table 4, modelled radiative biases during
OFCAP are mostly of the same sign as K15, but smaller
in magnitude, suggesting that the MetUM physics updates
since 2015 and modifications made in this work have
improved the representation of cloud microphysics, and
consequently surface energy fluxes. The melt flux bias is
smaller than in K15 and during f152 (−1.7 W⋅m−2 com-
pared to 7.6 W⋅m−2 in K15 and 6.09 W⋅m−2 in f152, an
underestimate of just 12%), but of the opposite sign. This
results in a 13% underestimate of cumulative meltwater
production throughout OFCAP, at 114 mm (water equiva-
lent). K15 found that the MetUM overpredicts the occur-
rence of melt, despite a cold bias that is particularly present
at high latitudes where conditions are more stable (Lock,
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T A B L E 4 Mean observed surface energy fluxes at AWS14 and mean model biases of each experiment during
the OFCAP period, as in Table 2

Mean bias

AWS14 (observed) K15 RA1M_mod RMSE Correlation coefficient

SW↓ 277.86 −31.6 −20.95 105.03 0.91

SW↑ −232.69 41.0 12.78 87.78 0.91

SWnet 45.17 9.4 −8.16 24.88 0.85

LW↓ 280.10 −7.0 −0.33 33.01 0.49

LW↑ −303.88 −2.0 1.17 14.12 0.63

LWnet −23.79 −6.3 0.84 25.70 0.47

HL −5.11 1.9 4.59 8.70 0.71

HS −9.34 5.9 6.35 11.46 0.48

Etot −1.43 10.5 11.98 31.71 0.78

Emelt 13.53 7.6 −1.72 16.26 0.82

Mean biases reported by K15 are given in the third column, and mean biases, root-mean-square errors and Pearson correlation
coefficients of the OFCAP simulation are given in columns four to six. As in Table 2, the smallest biases are highlighted in bold, and
fluxes and biases are positive when directed towards the surface.

2011). Although the OFCAP simulation also produces a
small mean cold bias (−0.27 ◦C), and exhibits considerable
negative biases in surface temperature during night-time,
it represents melt frequency well because errors in mod-
elled surface temperature are mostly when it is already
well below the melting point (Figure 4). Observed melt-
ing occurs 29.5% of the time during OFCAP, while the
model simulates melting 32% of the time. Emelt biases are
therefore smaller than Etot biases because melt occurs only
when the surface temperature is at melting point. Remain-
ing biases, for instance in the turbulent fluxes, may be
explained by other sources of error, such as the land sur-
face or boundary-layer schemes. Improvements made in
the RA1M_mod configuration produce much better sim-
ulations of melt at AWS14 than the present default con-
figurations and previous model versions. Because surface
fluxes at AWS14 are representative of a wider area (K15)
and the large-scale meteorological forcing producing cloud
is similar across the ice shelf, these improvements will
likely be seen across the whole of Larsen C.

4 CONCLUSIONS

This study has shown that the representation of cloud
phase in the MetUM strongly influences modelled sum-
mertime surface energy fluxes and melt over the Larsen C
ice shelf. An optimum configuration, RA1M_mod, is iden-
tified and recommended for future work examining cloud
properties and surface energy fluxes over the Antarctic

F I G U R E 4 Hourly surface temperature (Ts) at AWS14
during the OFCAP period. Observations are given in black, while
model output is shown with filled markers

Peninsula. RA1M_mod uses single-moment microphysics
and is based on the MetUM's midlatitude regional atmo-
sphere package, including modifications proposed by Fur-
tado and Field (2017) and Abel et al. (2017). These adapta-
tions to improve simulated cloud phase have wider appli-
cations for other regional models and in other regions of
Antarctica.

Visual inspection of vertical cloud profiles dur-
ing a case-study suggests that RA1M_mod reproduces
the observed cloud vertical structure most closely. All
model configurations overestimate ice concentrations
in a mid-level altostratus layer (between ∼3 and 5 km)
and underestimate liquid concentrations throughout the
atmosphere, although this is especially visible at lower
levels (below ∼2 km). RA1M_mod produces the second
lowest ice mass mixing ratios above 3 km and twice as
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much liquid as the next-best configuration in a lower
layer, bringing the modelled cloud liquid mass mixing
ratio closer to observed values.

By improving the MetUM's representation of cloud
phase in a case-study, RA1M_mod restricts biases in down-
welling radiative fluxes to around 5% of their observed
values. The resultant net radiation bias of 10.83 W⋅m−2 is
almost half that of 20.23 W⋅m−2 produced by the default
RA1M configuration. During the whole OFCAP period,
only the model's representation of surface fluxes was eval-
uated because continuous observations of cloud proper-
ties were not available. Biases in downwelling radiative
fluxes during the OFCAP period were less than 8% of their
observed values, which produced a net radiation bias of
−7.32 W⋅m−2 (11%). RA1M_mod is able to simulate the
occurrence and magnitude of summertime melt better
than the versions of the MetUM used in previous stud-
ies, such as K15, which used the default Smith (1990)
large-scale cloud scheme without the modifications noted
here. Over the entire OFCAP period, we find a mean bias
of −1.72 W⋅m−2 in modelled melt flux at AWS14, which
represents a four-fold reduction on the bias of 7.6 W⋅m−2

reported by K15. Despite this improvement, further devel-
opments in the representation of cloud phase are evi-
dently still needed to reduce summertime biases in melt.
Observed cumulative meltwater production of 114 mm
(water equivalent) during the OFCAP period is still under-
estimated by 13% due to errors in the modelled SEB. Biases
of 4.59 and 6.35 W⋅m−2 in the latent and sensible heat
fluxes, respectively, account for a large proportion of the
overall biases in Etot and are greater than those shown
in K15. Remaining sources of error likely include model
schemes beyond the scope of this article, such as the land
surface, snow or boundary-layer schemes.

The RA1M set-up likely outperforms the RA1T con-
figurations because it has been more extensively devel-
oped, and is designed for use in colder midlatitude con-
ditions, that are more comparable to those observed in
the Antarctic, and because it is based on the Smith (1990)
large-scale cloud scheme, which has been more exten-
sively modified and tested than the prognostic PC2 scheme
on which RA1T is based. RA1T probably requires fur-
ther development before it is suitable for use in the
Antarctic environment. Additionally, the superior perfor-
mance of RA1M_mod over the basic RA1M set-up sup-
ports the findings of previous work that modifications to
increase the amount of liquid and limit its conversion
to ice improve the representation of cold mixed-phase
clouds (Furtado and Field, 2017; Abel et al. 2017). These
modifications may also be compatible with the MetUM's
double-moment microphysics scheme, which is currently

in development, although this requires further investiga-
tion. The RA1M_mod configuration will improve simu-
lations of surface melting and ice shelf change in this
rapidly changing environment, and, in future work, we
will use RA1M_mod to produce a multi-decadal hindcast
to investigate atmospheric processes influencing the SEB
and hence melting of Antarctic Peninsula ice shelves.
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APPENDIX A: AIRCRAFT INSTRUMENTA-
TION AND DATA TREATMENT

Cloud microphysics are observed using the British
Antarctic Survey's instrumented De Haviland Twin Otter
aircraft, which measures standard meteorological vari-
ables: total temperature is measured with Rosemount
probes, static pressure is measured using in-built aircraft
sensors, humidity is observed by a Vaisala humicap sen-
sor and cooled mirror hygrometer, and three-dimensional
winds are measured using a Best Aircraft Turbulence
(BAT) probe (Crawford and Dobosy, 1992), mounted on
a boom fitted to the nose of the aircraft. Upwelling and
downwelling radiative fluxes (short-wave and long-wave)
are measured using Eppley pyranometers and pyrge-
ometers mounted to the belly and roof of the aircraft,
respectively. Surface temperatures are measured using
a downward-looking infrared thermometer (Heitronics
KT19.82). A full description of the aircraft's instrumen-
tation can be found in King et al. (2008). The aircraft
can be adapted to measure specific areas of interest, and
during the OFCAP campaign was fitted with a Droplet
Measurement Technologies Cloud, Aerosol and Precip-
itation Spectrometer (CAPS probe: Baumgardner et al.,
2001) to sample cloud properties. The probe contains three
separate instruments: a Cloud and Aerosol Spectrome-
ter (CAS) which measures the diameter of small cloud
particles 0.5–50 μm, a Cloud Imaging Probe (CIP) which
images larger cloud and precipitation-sized particles of
25 μm – 1.5 mm diameter using a charge-coupled device
array, and a hotwire liquid water contents (LWC) sensor,
which is used to validate CAS data.

In-cloud particles observed by the CAS instrument are
all assumed to be liquid droplets, whereas those observed
by the CIP must be post-processed to determine their
phase. After data are quality controlled and processed
using the method of Crosier et al. (2011), cloud particles
are segregated into ice and liquid using the technique of
Lachlan-Cope et al. (2016) by determining their circularity,
C, defined as:

C = P2∕4 𝜋 A, (A1)
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where P is the particle perimeter as measured by the
instrument and A is the particle area, which must be a
minimum of 50 pixels (or ∼200 μm) to be detected. Parti-
cles with 0.9≤C ≤ 1.2 are considered to be circular and are
thus classified as drops, while those with C ≥ 1.4 are clas-
sified as ice. Following visual inspection of the data from
the flights considered, particles with intermediate circu-
larity 1.2≤C ≤ 1.4 are classified as ice, as in Lachlan-Cope
et al. (2016). Ice water contents are then calculated with
the mass-dimensional relationship of Brown and Francis
(1995).

Only in-cloud data are used to compute mean pro-
files, where cloud is defined as in Lachlan-Cope et al.
(2016) when the CAS instrument measures either num-
ber concentrations above 1 cm−3 of droplet-sized particles
greater than 1 μm in diameter or when the CIP instrument
measures number concentrations of ice particles above
1.0× 10−8 cm−3.

APPENDIX B: AUTOMATIC WEATHER STA-
TION (AWS) DATA

Observations of surface energy fluxes and meteorology
are retrieved from the Larsen North automatic weather
station (AWS14), which is set up as described in Kuipers
Munneke et al. (2009). Observations of air temperature,
pressure, relative humidity, wind speed and direction,
and radiative fluxes (up- and downwelling components of
long-wave and short-wave) are made directly, while the
sensible and latent heat fluxes are calculated using the
bulk aerodynamic method. An energy balance model (van
den Broeke et al., 2005) is applied to compute the energy
balance of the snowpack after the raw data have been cor-
rected using the method of Kuipers Munneke et al. (2012).

APPENDIX C: NUMERICAL WEATHER
PREDICTION MODEL DESCRIPTION AND
PARAMETRIZATION SCHEMES

The Met Office Unified Model (MetUM) is a
numerical weather prediction model used for oper-
ational and research purposes. Its dynamical core is
non-hydrostatic and uses semi-implicit time-stepping and
semi-Lagrangian advection (Walters et al., 2017). Model
equations are solved on a staggered Arakawa-C grid in
the horizontal and with Charney–Phillips staggering
in the vertical, with a hybrid height vertical coordinate
that is terrain-following near the surface. It is run in
atmosphere-only mode and configured similarly to Orr
et al. (2014), although in contrast to that work, this study
uses just one nested domain at 1.5 km horizontal grid

spacing with a 60 second time step. This inner nest takes
input from a global model that has ∼17 km resolution in
the midlatitudes, which is forced at the boundaries with
Met Office global operational analyses.

Simulations are run in forecast mode as described in
the main text: re-initialisations occur at 0000 UTC and
1200 UTC, with only the t+ 12 to t+ 24 part of the forecast
retained. The case-study is initialised 12 hours prior to the
flight, while the OFCAP simulation comprises a series of
forecasts concatenated together. All quantities of interest
are outputted as instantaneous values every 15 min, except
meteorological variables, which are outputted hourly. Dur-
ing the OFCAP period, all variables are outputted as hourly
instantaneous values.

The radiation scheme (SOCRATES) is based on
Edwards and Slingo (1996), which calculates surface radia-
tive fluxes prognostically using six short-wave and nine
long-wave absorption bands. Absorption and scattering by
cloud particles are treated by applying “thick averaging” to
calculate droplet effective radius from number concentra-
tions computed by the microphysics, and ice crystals are
parametrized according to Baran et al. (2014).

The operational single-moment microphysics scheme
used in all experiments is based on Wilson and Bal-
lard (1999) and represents condensate mass mixing ratios
only, with prescribed number concentrations over land
(including ice shelves) and open water. The scheme is
three-phase, representing cloud liquid water, rain and
snow (which encompasses all ice in the grid box) prog-
nostically. Microphysical processes produce or deplete
condensate in each layer as follows: liquid droplets are
formed via condensation, and are removed by droplet set-
tling, autoconversion to rain drops, freezing during the
ice nucleation process and riming. Rain droplets form
from cloud water via autoconversion, from cloud water
or other rain droplets via sedimentation or accretion, and
from ice by melting. Rain is depleted by sedimentation
or evaporation, or converted into ice during homoge-
neous ice nucleation or ice crystal capture. Ice is produced
directly from the vapour phase via vapour diffusion (the
Wegener–Bergeron–Findeisen process), or from the liquid
phase via rain droplet capture or riming, and is lost due to
sedimentation, sublimation and melting. Heterogeneous
ice nucleation occurs when the temperature is below a
specified threshold and liquid water is present in a grid
box, representing an immersion freezing or condensation
mechanism. All experiments use a modified threshold of
−18 ◦C rather than the default −10 ◦C, as this modification
was shown by Field et al. (2014) to improve the represen-
tation of mixed-phase cloud because it forces supercooled
liquid to remain liquid at colder temperatures.



CAppendix: Additional sensitivity testing

of the RA1M_mod model configuration

for use in the model hindcast

This appendix summarises additional sensitivity tests performed to optimise the RA1M_mod

model configuration used in Chapter 5 to run the model hindcast presented in Chapter 6.

Work presented in this appendix has been adapted from a report submitted in June 2019 in

compliance with UEA’s formal reporting procedure.

C.1 RA1M_mod model sensitivity testing

C.1.1 Sensitivity tests with amended boundary layer mixing length
In addition to the RA1M_mod OFCAP simulation presented in Chapter 5, a further

simulation of the OFCAP period was conducted using the "lambda" configuration. This

configuration uses exactly the same physics settings as RA1M_mod, but with the mixing

length, λ, revised from its default value of 40 m to 5 m. Initial tests showed positive biases

in the turbulent fluxes and too-cold night-time surface temperatures, consistent with a poor

representation of the stable boundary layer, a consistent problem in the MetUM and many

other models (Lock, 2011; Sandu et al., 2011; Beljaars et al., 2011). During night-time

and/or winter, which is included in the hindcast presented in Chapter 6, turbulent mixing is

too vigorous during stable conditions (Lock, 2011), which leads to a warm bias because too

much heat is mixed towards the surface. This is related to the way the boundary layer mixing

scheme represents diffusivity, which is a function of the mixing length, λ2. This means mixing

is more strongly affected by changing λ than by changing the tails distribution function, which

preliminary work (Andrew Orr, pers. comm.) has shown to make a negligible difference to the

quality of simulations. Hence, amending the mixing length should improve the representation

of mixing, particularly in stable and neutral boundary layers.

Table C.1 shows observed and modelled mean values for key meteorological variables and

SEB components during OFCAP, as in Table 5.3, but comparing the control RA1M_mod and

lambda runs. As shown in Table C.1 the amended mixing length makes minor differences to

the representation of surface meteorology, most notably reducing TS biases. The time series
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of surface temperature (Figure C.1) and melt flux (Figure C.2) show that both experiments

simulate melt too frequently. TS is observed to be at the melting point for 4.38 days during

the whole 37.5 day period (12% of the time), while the RA1M_mod (control) model estimates

TS = 0◦C for 12.2 days (33% of the time) and the lambda run estimates a slightly lower

frequency at 11.9 days (32%). Modifying the mixing length does not alter the significant

negative TS bias, but it does reduce the magnitude of the most negative temperature biases.

The lambda run has a marginally improved representation of turbulent heat fluxes (reducing

the RMSE of HL from 11.5 W m−2 to 10.4 W m−2, and increasing correlation coefficients

from 0.71 and 0.48 to 0.72 and 0.51, respectively, for HS and HL. Mean Etot biases across the

whole period are reduced from 12.0 to 11.5 W m−2, although RMSE is slightly increased and

r values decrease from 0.78 to 0.77. Mean Emelt biases increase from -1.8 W m−2 to -2.2 W

m−2 however, meaning the improvements cause melt to be underestimated slightly more.

As shown in Figure C.3, both model simulations fail to represent negative Etot fluxes of the

order -100 W m−2 for instance between 6-9 January or 5-7 Feb, which explains the positive

Etot mean biases in Table C.1. Changing λ has virtually no effect, although mean Etot bias

is reduced from 11.98 W m−2 to 11.54 W m−2. This bias arises for two reasons. Firstly, on

two occasions (6-9 January and 5-7 Feb), modelled SW↓ drops by ~200 W m−2, and LW↓

increases by ~100 W m−2, producing Rnet of -100 W m−2. The concurrent increase and

decrease of SW↓ and LW↓, respectively, results from a dramatic drop in modelled cloud cover

(not shown), which causes LW↓ to decline considerably (Figure C.4). However, an increase

and decrease, respectively, in SW↓ and LW↓, is not observed during these periods, suggesting

that cloudy conditions persist despite both experiments simulating clear-sky conditions. This

bias in downwelling fluxes, and inferred bias in cloud cover, is consistent with modelled cloud

ice contents being too high, causing the cloud to glaciate, precipitate and dissipate too quickly

via the process described in Chapter 5. Biases in downwelling fluxes, and by inference cloud

cover, during 6-9 January and 5-9 February 2011, are less extremely biased in the lambda

run.

C.1.2 The importance of ground heat flux, GS

The MetUM configurations used in this thesis do not include an accurate representation of

the ground heat flux, GS , which is observed to reach a minimum during OFCAP of -28 W m−2,

conducting energy away from the surface. GS is most important during the night when SWnet

is smallest and Etot is most negative. If modelled Etot and Emelt are calculated using observed

GS values (the Etot + GS and Emelt + GS rows in Table C.1), their biases fall from 11.98 to
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Figure C.1.: Mean surface temperature, TS , as in Figure 5.8, during the OFCAP period in observations
(black) and as modelled by the control RA1M_mod (blue, with circle markers) and
lambda (pink, dashed, with triangle markers) simulations.
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Figure C.2.: As in Figure C.1, but for melt energy, Emelt.
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Figure C.3.: As in Figure C.1, but for Etot.
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Figure C.4.: As in Figure C.1, but for LW↓.

178 Chapter C Appendix: Additional sensitivity testing of the RA1M_mod model configuration for use in the

model hindcast



Table C.1.: Mean observed surface energy fluxes at AWS 14 and mean model biases of the RA1M_mod
control and "lambda" experiments during the OFCAP period, as in Table 5.3. Validation
statistics for near-surface meteorological parameters (1.5 m air temperature, Tair, surface
temperature, TS , relative humidity, RH, and 10 m wind speed, FF) are also given in
addition to the SEB terms shown in Table 5.3. Mean biases, RMSEs and Pearson correlation
coefficients (r) in the RA1M_mod and lambda OFCAP simulations are given in columns
three to five and six to eight, respectively. Etot and Emelt fluxes, both with and without
observed GS prescribed (+GS), are shown in the bottom four rows for each. As in Table
5.3, the smallest biases are highlighted in bold, and fluxes and biases are positive when
directed towards the surface. Values for temperatures are given in ◦C, RH is given in %,
FF is given in m s−1 and all fluxes are given in W m−2.

RA1M_mod (’ctrl’) ’lambda’
Flux AWS 14

(observed)
Mean
bias

RMSE Correlation
coefficient

Mean
bias

RMSE Correlation
coefficient

Tair -2.61 -0.27 3.29 0.63 -0.31 3.27 0.63
TS -2.72 0.45 2.27 0.62 0.20 2.47 0.61
RH 2.79 0.24 0.54 0.64 0.23 0.55 0.63
FF 3.77 -0.32 1.97 0.69 -0.32 2.04 0.67
SW↓ 277.86 -20.95 105.03 0.91 -22.90 106.24 0.91
SW↑ 232.69 -12.78 87.78 0.91 -14.06 88.17 0.91
SWnet 280.10 -0.33 33.01 0.49 0.46 32.82 0.49
LW↓ 303.88 -1.17 14.12 0.63 -1.35 14.09 0.63
LW↑ 45.17 -8.16 24.88 0.85 -8.84 25.52 0.85
LWnet -23.79 0.84 25.70 0.47 1.81 25.61 0.47
HL -5.11 6.35 11.46 0.48 5.43 10.41 0.51
HS -9.34 4.59 8.70 0.71 4.77 8.62 0.72
Etot -1.43 11.98 31.71 0.78 11.54 32.08 0.77
Etot + GS -1.43 3.61 21.08 0.90 3.17 21.57 0.89
Emelt 13.53 -1.72 16.27 0.82 -2.23 16.34 0.82
Emelt + GS 13.53 -2.25 16.48 0.81 -2.74 16.52 0.81
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3.61 and from 11.54 to 3.17 W m−2, for the control and lambda runs, respectively. RMSE

values improve from 31.71 to 21.08 and from 32.08 to 21.57 W m−2, respectively. Meanwhile,

modelled Emelt bias increases from -1.72 to -2.25 W m−2 and from -2.23 to -2.74 W m−2,

respectively. This demonstrates the importance of the ground heat flux during night time,

which is not well simulated by the single-layer snow model used in this version of the MetUM

(MOSES II: Essery et al., 2001).

C.2 Summary of sensitivity tests
Although limited improvements are shown by the lambda run relative to RA1M_mod

during the OFCAP period, amendments to the λ are expected to have a more important

effect during winter, when the boundary layer is extremely stable. The demonstrated minor

improvements to TS offer promise, and for these reasons, the lambda set-up is used in Chapter

6 to simulate conditions on Larsen C over 20 years. Moreover, Table C.1 shows that accurately

representing GS has a more notable effect on Etot and to an extent, Emelt, than amending λ,

but it is beyond the scope of this thesis to examine this further. This would be a promising

area to direct future research efforts and to improve the representation of the polar regions in

the MetUM.
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DAppendix: Detailed hindcast validation

This appendix includes detailed model validation of the MetUM model hindcast.

Figures D.1 and D.2 show time series of monthly mean surface meteorological variables

at inlet and ice shelf stations respectively. Solid lines indicate monthly means, where darker

colours show observed values, lighter colours indicate modelled values, and the shaded region

shows the complete range of values modelled over the entire time period.
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Figure D.1.: Monthly mean MetUM modelled and observed surface meteorological variables (relative
humidity, RH, wind speed, FF, 1.5 m air temperature, Tair, and surface temperature, TS)
during the hindcast period 1998-2017 at inlet and ice shelf stations. Modelled time series
are shown with lighter hues, while observed time series are indicated with darker hues
and crosses, and the modelled monthly minima and maxima are shown with the shaded
region.

As also shown in Chapter 6, Figure D.1 shows that inlet stations are on average warmer,

windier and drier than ice shelf stations in both observations and model output. Table D.1

shows that modelled TS and Tair are both positively biased compared to observations at all

stations, in all seasons. Observed and modelled monthly mean relative humidity is above

90% at all stations, but as shown in Figure D.1, the hindcast does not capture the decline

in monthly mean relative humidity at inlet stations observed after ~2015. This period is
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explored in section 6.6.3, Chapter 6. Consistent with Kuipers Munneke et al. (2012), observed

mean wind speeds at all stations are typically ~4 m s−1 and vary between 5 – 8 m s−1, while

modelled wind speeds are ~5 m s−1 (Table 6.1, Figure D.1).

Wind roses of modelled wind speed and direction for all stations and all seasons during

1998-2017 (Figure D.3) reveal that strong southerly and southwesterly winds dominate at

ice shelf stations, associated with the barrier jet that forms as cold air flows down off the

higher-elevation Antarctic plateau. By contrast, winds at inlet stations are more localised, and

strongly influenced by surrounding topography. At AWS 18 westerly and north-westerly winds

dominate, characteristic of cross-peninsula flow and foehn events, although southerly winds

are also common. At AWS 17 winds blow almost exclusively from the south or southwest

(south, southwesterly or south-southwesterly winds occur approximately 55% of the time),

which is due to airflow being channelled by local orography. Modelled wind speed variability

is higher in inlets (Figure D.1), which reflects the more transient forcing of winds and the

localised orographic features that produce them. This also leads to a relatively high RMSE

and low correlation between observed and modelled winds (Table D.1, Figure 6.1) and higher

variability in turbulent fluxes compared to radiative fluxes (Table 6.1, Figure D.2).

0

200

400

600

SW  
(W m 2)

a

100

200

300

LW  
(W m 2)

Inlet stations
Ice shelf stations
Inlet stations, obs
Ice shelf stations, obs

b

1999 2003 2007 2011 2015
50

0

50

100

150

HS 
(W m 2)

c

1999 2003 2007 2011 2015
100

75

50

25

0

25

50

HL 
(W m 2)

d

Figure D.2.: As in Figure D.1, but for monthly mean surface energy fluxes (downwelling shortwave,
SW↓, downwelling longwave, LW↓, sensible heat, HS , and latent heat, HL) during the
MetUM hindcast period.
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Figure D.3.: Wind roses of MetUM modelled wind speed and direction at each of the four AWSs shown
in Figure 3.1 during the hindcast period, 1998-2017.

Figure D.2 shows time series of observed and modelled monthly mean SEB components

during the hindcast period. At all stations, modelled monthly mean radiative fluxes are

typically hundreds of W m−2 in magnitude, whereas HS and HL are usually smaller, in the

tens of W m−2. Mean SWnet and HS are positive, while mean LWnet and HL are negative.

Modelled monthly mean SW↓ and LW↓ vary little across the relatively small area of Larsen C

but monthly mean HS and HL are more positive and negative, respectively, at inlet stations

compared to ice shelf stations (Figure D.2). Variations are caused by the differences in wind

speed, temperature and humidity at inlet vs. ice shelf stations discussed above and in Chapter

6.
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Figure D.4.: Scatterplots of observed vs. modelled surface variables at AWS 17. Correlation coefficients
(r values) are given in the bottom right hand corner of each panel: all are statistically
significant at the 99% level. The dashed line in each plot indicates perfect agreement
between model and observations. Panels a - d show surface meteorological variables:
surface temperature, TS; near-surface air temperature, Tair; relative humidity; and wind
speed; and panels e - h show surface energy budget terms: downwelling longwave, LW↓;
downwelling shortwave, SW↓; net radiative, Rnet and melt, Emelt, fluxes.
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Figure D.5.: As in D.4, but showing observed vs. modelled correlations at AWS 18.

185



Table D.1 contains mean validation statistics in JJA and DJF for each AWS, while Figures

D.4 and D.5 show scatterplots of observed vs. modelled surface variables at AWS 17 and 18,

as in Figure 6.1, Chapter 6. As seen in these figures and Table D.1, modelled temperatures

are over-estimated at all stations, and this is especially evident in JJA. This is likely due

to the combined effect of forcing the global model with ERA-Interim, and of model biases.

ERA-Interim has a known surface warm bias in Antarctica, particularly in winter (Fréville et al.,

2014; Dutra et al., 2015). The warm bias is especially pronounced during stable conditions,

when the turbulent fluxes are over-estimated because surface roughness lengths are too large

and surface exchange coefficients used in mixing parameterisations are poorly constrained

(Fréville et al., 2014; Dutra et al., 2015). This is a common model problem, and the MetUM

also struggles to represent strongly stratified stable boundary layers, as discussed in Chapter 5.

This hypothesis is consistent with greater biases at ice shelf stations, where radiative cooling

of the surface can produce an extremely stable boundary layer, in contrast to inlet stations,

where topographic effects have a greater influence on temperatures.

Wind speeds and the lowest values of relative humidity, which are usually associated with

foehn events, are also over-estimated by the model, consistent with the findings of Chapter 4.

The over-estimation of wind speeds and low relative humidities in the model hindcast is more

pronounced at AWS 17 and 18 (Figures D.4 and D.5). SW↓ is well-represented, especially in

JJA (r > 0.92) because there is very little daylight and the model is able to reproduce the

diurnal and seasonal cycle. SW↑ is also simulated well, suggesting that the model albedo

is accurately captured. Conversely, LW↓ is under-estimated throughout the year: annual

mean modelled LW↓ is 191 and 188 W m s−1 at inlet and ice shelf stations, respectively,

whereas observed values are 238 and 239 W m s−1 (Table 6.1). However, this masks seasonal

variations, because as shown in Table D.1, LW↓ is over-estimated by 2.6 W m−2 in JJA but

under-estimated by -0.2 W m−2 in DJF.

Rnet is under-estimated throughout the observational period at all stations because LWnet

is consistently too small, especially in JJA (Table D.1), and the slight positive SWnet bias is

not large enough to offset this. This is due to the warm surface temperature bias shown

in Table D.1 and Figures 6.1, D.4 and D.5, which causes the surface to radiate too strongly,

and LW↑ to be over-estimated by 2.9%, producing an energy deficit at the surface that is

especially pronounced over the ice shelf during JJA. LWnet is under-estimated by around the

same amount at all stations (between -13 to -18 W m−2 in JJA, and -7 to -10 W m−2 in DJF),

although LW↓ biases account for most of the LWnet bias at inlet stations, while on the ice shelf,

LW↑ errors contribute more. In contrast to the radiative fluxes, turbulent fluxes are simulated
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more closely during JJA than DJF. Modelled HL and HS are both more highly correlated with

observations in inlets (Table D.1, Figures D.4 and D.5), particularly at AWS 18, which suggests

that the model is able to correctly capture dynamical features related to topography, such as

foehn events, which can alter turbulent fluxes considerably.

Etot is simulated relatively poorly at all stations, with low correlation coefficients (0.50-0.51

during JJA and 0.24-0.53 in DJF, Table D.1) and high RMSE (11.94-16.43 during DJF and

19.07-22.24 W m−2 in JJA). Etot is simulated worst at AWS 14, and is positively biased at all

stations in DJF, (by 1.05 to 9.43 W m−2), but is negatively biased in JJA, (by -7.81 to -10.87 W

m−2). The more negative JJA Etot bias is mostly related to the negative LWnet bias discussed

above. Despite this positive Etot bias, summertime Emelt is under-estimated at inlet stations,

most considerably at AWS 17 (Table D.1 and Figures D.4 and D.5), a result also found in

Chapter 5 during OFCAP.

As noted in Chapter 6, the hindcast under-estimates Emelt at AWS 14 through most of the

period, but the monthly mean bias shown in Table D.1 is positive (0.30 W m−2). However, the

correlation coefficient at AWS 14 is lower (r = 0.61) and standard error is larger (0.1 W m−2)

than at inlet stations. The hindcast particularly under-estimates Emelt at AWS 14 from 2015

onwards, when observed Emelt more than doubled. This increase in observed melting towards

the end of the hindcast period is evident in time series of observed and modelled daily mean

Emelt at all available AWSs (Figures D.6 to D.8). During this period, modelled Emelt did not

increase, resulting in a negative bias in these years. Because the monthly mean presented in

Table D.1 is calculated over nine separate melt seasons, the mean bias is positive, but this does

not reflect the relatively large negative bias since 2015. The under-estimate at AWS 14 since

2015 and at inlet stations is consistent with the model under-predicting foehn-driven melting,

also suggested by the positive RH bias in Figure D.1. Similarly, Chapter 4 showed a positive

and negative bias in Emelt during the first and second case studies, respectively, but an overall

under-estimate in the amount of meltwater produced, and during the OFCAP period evaluated

in Chapter 5, Emelt and meltwater production were both under-estimated.

Throughout the time series shown in Figures D.6 - D.8, observed and modelled daily mean

Emelt is generally lower at AWS 14 than at the two inlet stations, and the largest Emelt fluxes

are seen at AWS 18. Modelled daily mean Emelt is mostly lower than observed, particularly

at AWS 14, as also shown in Table D.1. Throughout most of the series shown in Figures D.6

- D.8, Emelt typically ranges between 0 and 50 W m−2 at AWS 14, 0 and 75 W m−2 at AWS

17 and between 0 and 100 W m−2 at AWS 18. However, during 2015 and 2016, peak melt

fluxes at AWS 14 are almost twice as high (Figure D.6) and large melt fluxes are observed
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Table D.1.: Daily mean model validation statistics (bias, correlation coefficient, standard error and
root mean square error) for the period 1998-2017 at all stations during summer (DJF)
and winter (JJA). Correlation coefficients between observed and modelled time series are
emboldened when significant at the 99% level, and given in italics when significant at the
95% level. Insignificant correlations are given in plain text..
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outside DJF. This is also seen at AWS 18 (Figure D.8), especially in April/May 2015 and

April/May 2016. However, these short-term excursions are not enough to impact the seasonal

mean, and wintertime melt is only consistently simulated at AWS 18, although as in Chapter

4, wintertime melt at AWS 18 is negatively biased by -0.48 W m−2 (Table D.1).
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Figure D.6.: Daily mean melt flux, Emelt, at AWS 14 for all times where observations are available.
Observed fluxes are shown in black, while modelled values at the corresponding location
are shown in blue.
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Figure D.7.: As in Figure D.6, but at AWS 17.
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Figure D.8.: As in Figure D.6, but at AWS 18.
.
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EAppendix: Diagnosing foehn events

from hindcast model output, data

processing and sensitivity testing

E.1 Methods for detecting foehn in model output and

observations
To make reliable estimates of the role of foehn on Larsen C, they must first be detected.

Foehn must be detected in surface observations using a threshold approach, though they can

be diagnosed from model output in several ways, which may affect the way foehn events are

counted. These can be summarised as: the 1) surface, 2) Froude number and 3) isentrope

methods. Bannister (2015) comprehensively evaluated these three key methods to detect

foehn on South Georgia from WRF model output, as well as several variants of each. He

concluded that method 3) was capable of capturing the occurrence of foehn most reliably.

Method 1) is most commonly used because it can be applied to surface observations, for

example from AWSs. The algorithm is typically as follows:

If over a six-hour period, the following conditions are met, a foehn wind is detected:

• Wind direction (WD) is cross-barrier

• Wind speeds (ws) increase by a threshold amount, typically 3.5 m s−1

• Relative humidity (RH) decreases by a threshold amount, typically 5%

• Temperature (T) increases by a threshold amount, typically 1◦C

However, the thresholds used are often adapted to the location of interest, for example

Wiesenekker et al. (2018) use only wind direction and wind speed criteria (ws > 4 m s−1 and

WD 225-0◦) to assess foehn at AWS 18, while Turton et al. (2018) use RH-based criteria (RH

< 10th percentile OR a decrease by a location-specific amount OR RH < 15th percentile plus

T increase > 3 K) all over 12 hours. Datta et al. (2019) use WD, ws, temperature and RH

criteria, specifying that WD must be westerly, there must be an increase in ws of 3.5 m s−1,

T increase > 1 K and a decline in RH > 5%, and Cape et al. (2015) use (almost) the same

criteria, except their ws threshold is 5 m s−1.
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Method 2) uses a Froude number approach to diagnose flow-over conditions and thus

foehn, as follows:

• Determine the westerly component of the wind, uZ1, at an upstream location (Z1) at least

one Rossby radius of deformation away from the barrier and above the peak height of

orography such that the wind is unaffected by the mountains. In this thesis, uZ1 was

calculated as the mean u wind at 2500 m altitude in the region marked "X" in Figure H.1.

• The upstream Froude number is calculated at location Z1

• If the Froude number exceeds a critical value, for instance 0.9 in Bannister (2015), then

foehn conditions are detected.

Method 3) is shown by Bannister (2015) to most closely simulate foehn occurrence on

South Georgia, and is applied by King et al. (2017) to Larsen C. Their algorithm is as follows:

• Determine the westerly component of the wind at an upstream location at the height of the

mountain barrier, uZ1, as in method 2). If this westerly component, uZ1, exceeds 2 m s−1

(and there is therefore a clear cross-barrier flow):

– Determine the minimum elevation, Z2, of the isentrope θZ1 (i.e. the potential temperature

at the location of uZ1) on the lee side of the mountains upwind of Larsen C.

– Determine the maximum change in height of the isentrope θZ1 upwind and downwind of

the barrier, i.e. Z3 = Z1 – Z2. If Z3 > 500 m over 6 hours, foehn conditions are detected.

The method is summarised in Figure E.1. Bannister (2015) comprehensively evaluated

these three methods to detect foehn on South Georgia from WRF model output, as well

as several variants of each. He concluded that method (3) was capable of capturing the

occurrence of foehn most reliably, capturing 75% of the events observed. King et al. (2017)

also use method (3) to diagnose foehn over Larsen C. Work by Bannister (2015) and King et al.

(2017) suggests that an isentrope-based approach (method 3) is best for diagnosing foehn

in the Antarctic, and should be used if possible (i.e. when four-dimensional information is

available). These methods are commonly used to determine foehn frequency in the literature,

as shown in Table 6.3, Chapter 6.

E.1.1 Optimum thresholds for foehn detection on Larsen C using the

surface method for observations
Without upper air information, foehn frequency must necessarily be diagnosed from

observations using method (1). The thresholds are often adapted to the location under

consideration, and some can be omitted completely. For instance, the inclusion of a wind

speed threshold of 3.5 m s−1, approximately the mean annual 10 m wind speed on Larsen
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uZ1

Z1

2000 m

θz₁

λ  = ~��� km�

Z3

Z2

transect

altitude (m)

EastWest

Figure E.1.: Schematic diagram of the isentrope-based method of foehn detection (method 3), after
Bannister (2015). uZ1 refers to the mean zonal wind at height Z1, the peak height of
orography, at an upstream location one Rossby radius of deformation from the peak of
the mountains (λR). The isentrope θZ1 is calculated at this point and its minimum height
(Z2) on the lee side over a given transect distance is calculated. If the change in height of
the isentrope, i.e. Z3 = Z1 – Z2 is > 500 m over 6 hours, foehn is detected.

C, may negatively bias the results to exclude less intense foehn events. Additional sensitivity

testing to identify appropriate thresholds for diagnosing foehn winds on Larsen C from

observations and model output is summarised below.

Table E.1 shows a comparison between the thresholds of Wiesenekker et al. (2018), Turton

et al. (2018) and Datta et al. (2019) applied to observations at AWS 14, which has the longest

record. After testing it was determined that the thresholds of Turton et al. were best suited

because the thresholds of Wiesenekker et al. are tuned to AWS 18 specifically and yield

questionable results elsewhere, and because the thresholds of Datta et al. (2019) produced

extremely low estimates. The number of foehn diagnosed with the thresholds of Turton et al.

was much more comparable to values reported in the literature.

Method (2) calculates the upstream Froude number at a location at least one Rossby radius

of deformation away from the barrier such that the wind is unaffected by the mountains. If
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Table E.1.: Percentage of time foehn were diagnosed from observations at AWS 14 using the surface
method and thresholds specified in Turton et al. (2018), Wiesenekker et al. (2018) and
Datta et al. (2019).

2009 2010 2011 2012 2013 2014 2015 2016

Turton et al. (2018) 22.2 % 25.2 % 21.7 % 22.2 % 22.3 % 21.2 % 24.0 % 22.8 %
Wiesenekker et al. (2018) 35.2 % 45.7 % 25.3 % 23.3 % 26.6 % 19.0 % 35.9 % 55.0 %
Datta et al. (2019) 0.7 % 1.3 % 0.7 % 0.4 % 1.4 % 0.8 % 0.9 % 2.5 %

the Froude number exceeds a threshold value, e.g. 0.9 (Bannister, 2015) for 6 continuous

hours, then foehn is detected.

Method (3) measures the change in height of an upstream isentrope on the lee side of

the mountain barrier. A schematic of the method is given in Chapter 2 (Figure 2). A typical

algorithm from King et al. (2017) is as follows:

• Determine the westerly component of the wind at an upstream location at the height of the

mountain barrier, Z1, as in method (2). If this westerly component, uZ1, exceeds 2 m s−1

(and there is therefore a clear cross-barrier flow):

– Find the potential temperature at Z1, θZ1, and trace this isentrope across the mountain

barrier

– Determine the minimum elevation, Z2, of θZ1 on the lee side of the mountains over

Larsen C

– Determine the maximum change in height of the isentrope θZ1 upwind and downwind of

the barrier, i.e. Z3 = Z1 – Z2. If Z3 > 500 m over 6 hours, foehn conditions are detected.

The results of the four foehn diagnosis methods for the period 1998-2017 are summarised

in Table E.2. When applied to observations, the surface method diagnoses a similar number

of foehn events at ice shelf stations and in inlets, in contrast to theoretical expectation,

which suggests that the number of foehn events decreases with distance from the mountains.

However, the statistics for inlet stations are biased by lower foehn frequencies at AWS 17

(6.8% of the year), where foehn is recorded half as much of the time as at AWS 18 (14.2%

of the year). The surface method may be less well-suited to AWS 17 because it is further

north where temperatures are warmer and the conditions stipulated in the foehn diagnosis

algorithm are reached more readily during non-foehn conditions. Foehn occurs at both AWS

14 and 15 during 7.6% of the year, approximately half the frequency observed at AWS 18.

Considering only results from AWS 14, 15 and 18, the expected spatial gradient is observed.

However, it is difficult to draw robust conclusions from these results because there are very few
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Table E.2.: Summary statistics for the foehn diagnosis methods tested, at inlet (AWS 17 and 18) and
ice shelf (AWS 14 and 15) stations. Means, medians and standard deviations ("SD") are
presented as percentages of time that foehn conditions are diagnosed per year. The results
of a dependent variable student’s t-test to test the difference between inlet and ice shelf
stations using each method are shown in the final column ("Sig dif?").

Inlet
stations

Ice shelf stations
Sig dif?

Method Mean Median SD Mean Median SD

Observed 4.8 % 3.5 % 1.8 % 6.1 % 7.3 % 1.8 % x
Surface 5.8 % 5.7 % 0.6 % 5.9 % 5.8 % 0.7 % x
Froude 6.3 % 6.0 % 1.6 % 6.8 % 6.7 % 1.7 % 99 %
Isentrope 46.3 % 45.9 % 5.3 % 35.5 % 35.7 % 4.7 % 99 %
Goldilocks 16.1 % 16.1 % 1.7 % 12.7 % 12.6 % 1.6 % 99 %

years of observational data available, particularly at AWS 17 and 18, and there is considerable

variability, as indicated by the relatively high standard deviations (1.8%).

Applying the surface method to model output produces foehn frequencies that are very

similar, although the standard deviations are lower (0.6% and 0.7% at inlet and ice shelf

stations, respectively). However, there is no statistically significant difference between inlet

and ice shelf stations using the surface method on model output. This may indicate that other

meteorological factors are being counted as foehn, such as temperature advection events, and

that the surface method is not the best way of diagnosing foehn events on Larsen C.

Conversely, applying the Froude, isentrope and Goldilocks methods to model output, the

difference between inlet and ice shelf stations is significant at the 99% level. The Froude

number method diagnoses a similar number of foehn as the surface method during the

simulation, which is around half the number expected from the literature. This may indicate

that the threshold chosen (0.9) was not suitable to capture the full range of foehn dynamics

in the study region or that the algorithm is too simplistic. The isentrope method diagnoses

too many foehn events, but does produce the expected difference between inlet and ice shelf

stations. However, high standard deviations are recorded because diagnosed foehn frequencies

vary considerably year-to-year. The Goldilocks method is demonstrably best: it produces results

that are comparable to the literature; a clear, statistically significant difference between inlet

and ice shelf stations; relatively low standard deviation; and makes use of four-dimensional

variables to incorporate foehn dynamics into the diagnosis algorithm. This supports the

conclusions of Bannister (2015) and King et al. (2017) that isentrope-based approaches are

most rigorous.
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FAppendix: Modelled seasonal mean

foehn occurrence during the hindcast

period

This appendix shows the seasonal frequency of foehn events identified from the model hindcast

presented in Chapter 6. Table F.1 shows mean foehn frequencies in each season of every year

included in the hindcast for all four AWSs used. It also shows the seasonal mean, median and

standard deviation of foehn frequency for the entire period.
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GAppendix: Seasonal mean derived

"foehn index" during the hindcast

period

Figure G.1 shows the annual and seasonal mean derived foehn index, FI (calculated as in

6.1 - see main text of Chapter 6 for details), during the hindcast period 1998-2017 (Figure

G.1). FI is calculated when there is a dominant westerly wind component, i.e. uZ1 ≥ 2.0 m

s−1. Blue colours in Figure G.1 indicate regions where temperature and relative humidity are

falling and rising, respectively, during such conditions, while red colours indicate warming

and drying, i.e. foehn conditions.

Figure G.1 shows that foehn conditions are strongest and most prevalent in the immediate

lee of steep topography, in all seasons. FI is larger in the northwestern inlets than the southern

inlets because temperatures are more frequently able to reach melting point in the north of

the ice shelf. The largest values of FI are visible in DJF, but these are mostly confined to

inlets, suggesting that summertime foehn may be more intense and confined than in other

seasons. By contrast, Figure G.1d indicates that foehn events are most extensive during SON,

with higher values of FI across the ice shelf, and a less stark contrast between inlet and ice

shelf locations.

201



Figure G.1.: Mean modelled foehn index during 1998-2017 for each season: a) DJF, b) MAM, c) JJA,
d) SON and e) annually (ANN).
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HAppendix: Hindcast regime criteria and

regions used for compositing

This appendix summarises the methods used to identify the various regimes discussed in

Chapter 6 from hindcast data.

To determine regimes used for composites in Chapter 6, various indicator variables,

thresholds and regions are established. These are summarised in Table H.1. The regions used

for averaging are shown in Figure H.1. Data sources and treatments are described below. For

example, the barrier wind regime is diagnosed when meridional wind speeds in the box given

in Table H.1 and Figure H.1 exceed 5.0 m s−1.

70°W 64°W 58°W

69°S

67°S

65°S

BA

X
LCIS

Figure H.1.: Map showing the four regions used in the diagnosis of large-scale regimes. Abbreviations
used in the plot are as follows. "X": location at which uZ1 is calculated, used in "blocked"
and "flow-over" regimes, as well as for foehn diagnosis, "A": Deep Amundsen Sea Low
regime, "B": barrier wind regime, "LCIS": Larsen C box used to calculate means for
"melt25", "melt75", "cloudy", "clear", "LWP25" and "LWP75" regimes (high/low).
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H.1 Data sources and treatment
The daily mean SAM index is that of NOAA’s NWS Climate Prediction Centre, and is

calculated from NCEP/NCAR reanalysis at 2.5◦× 2.5◦ resolution. The SAM is diagnosed as

the leading EOF of geopotential height at 700 hPa, and the daily time series is obtained

by projecting daily anomalies onto this leading EOF (Center, 2005). The Nino3.4 dataset

(Reynolds et al., 2007), which is used by the World Meteorological Organisation (WMO) and

NOAA to diagnose El Niño and La Niña events, is used to diagnose the phase of ENSO at

daily frequency. This index uses SSTs from the OI.v2 SST dataset (which incorporates AVHRR,

NOAA and US Navy satellite data and NCEP sea ice data) within the region 5◦S - 5◦N and

170-120◦W. Warmer-than-average Pacific SSTs are associated with El Niño conditions (the

negative phase of the southern oscillation index, SOI, another measure of ENSO conditions)

while cooler-than-average SSTs are associated with La Niñas (positive SOI). El Niño and La

Niña periods are therefore abbreviated to “ENSO-” and “ENSO+”, respectively.

The effect of positive and negative phases of these circulation modes is assessed by

compositing maps of the variables of interest during periods where certain criteria are met.

For the SAM, the threshold for positive and negative periods, respectively, is taken to be

plus/minus one standard deviation of the time series 1998-2017. The phase of ENSO is

defined according to the WMO by taking the three-month running mean of SST anomalies

in the Nino3.4 region. Positive (negative) ENSO periods are diagnosed when three-month

running mean anomalies exceed (fall below) +0.5◦C (-0.5◦C).

The influence of the Amundsen Sea Low (ASL) is examined by taking the mean of MSLP in

a region in the southwest of the model domain (shown in Figure H.1) and diagnosing periods

when the ASL is especially influential on the Antarctic Peninsula when MSLP anomalies in this

box are -5 hPa or lower. This technique is used instead of observed indices because pressure

anomalies within the model domain are more influential than the depth and longitude of the

ASL in governing the ASL’s influence on the climate of the peninsula. Two Froude-number

based regimes are also examined: "blocked" and "flow-over" regimes, diagnosed using the

threshold of Fr = 0.5 given in Orr et al. (2008) and van Lipzig et al. (2008) when upstream

flow has a significant westerly component: uZ1 > 2.0 m s−1 as in King et al. (2017).
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Table H.1.: Indicator variables, thresholds and regions used in diagnosing each of the regimes used
for compositing in Chapter 6. Regimes are defined as in Chapter 6, where the acronyms
"SAM", "ENSO", "ASL" and "LWP" refer to the Southern Annular Mode, El Niño Southern
Oscillation, Amundsen Sea Low and liquid water path, respectively. The regions used are
indicated in Figure H.1.

Regime Indicator
variable

Threshold Region

Melt25 (low
melt)

meltwater
production
amount

< 25th percentile 69.38◦S to 65.91◦S,
60.12◦W to 66.89◦W,
Region "LCIS"

Melt75 (high
melt)

meltwater
production
amount

> 75th percentile 69.38◦S to 65.91◦S,
60.12◦W to 66.89◦W,
Region "LCIS"

Cloudy Cloud fraction > 0.75 69.38◦S to 65.91◦S,
60.12◦W to 66.89◦W,
Region "LCIS"

Clear Cloud fraction < 0.31 69.38◦S to 65.91◦S,
60.12◦W to 66.89◦W,
Region "LCIS"

LWP25 (low LWP) LWP < 25th percentile 69.38◦S to 65.91◦S,
60.12◦W to 66.89◦W,
Region "LCIS"

LWP75 (high
LWP)

LWP > 75th percentile 69.38◦S to 65.91◦S,
60.12◦W to 66.89◦W,
Region "LCIS"

Barrier wind
regime

10 m V wind 5.0 m s−1 70.47◦S to 67.01◦S,
60.52◦W to 55.61◦W,
Region "B"

Blocked regime mean U wind
between
100-2000 m, Fr

uZ1 ≥ 2.0 m s−1

and Fr < 0.5
68.24◦S to 64.57◦S,
75.46◦W to 70.94◦W,
Region "X"

Flow-over regime mean U wind
between
100-2000 m, Fr

uZ1 ≥ 2.0 m s−1

and Fr > 0.5
68.24◦S to 64.57◦S,
75.46◦W to 70.94◦W,
Region "X"

Deep ASL MSLP anomaly -5.0 hPa 70.47◦S to 67.01◦S
75.46◦W to 67.40◦W,
Region "A"

SAM+ SAM index +1 σ (1.36) -
SAM- SAM index -1 σ (-1.36) -
ENSO+ (La Niña
conditions)

Nino3.4 index +0.5◦C -

ENSO- (El Niño
conditions)

Nino3.4 index -0.5◦C -
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Abbreviations

Abbreviation Definition

ASL Amundsen Sea Low

AWS Automatic weather station

CASIM Cloud and AeroSol Interacting Microphysics

CCN Cloud condensation nuclei

ENSO El Niño Southern Oscillation

INP Ice nucleating particle

IWP Ice water path

LW Longwave radiation

LWP Liquid water path

MetUM Met Office Unified Model

MSLP Mean sea level pressure

RA1M Regional Atmosphere 1 – mid-latitude configuration

RA1T Regional Atmosphere 1 – tropical configuration

SAM Southern Annular Mode

SEB Surface energy balance

SMB Surface mass balance

SW Shortwave radiation
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