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Abstract 
 

This paper investigates children’s reception of AV content with standard and integrated 

interlingual subtitles. To this end, an experimental study was conducted with 17 children aged 

8-9 years, to assess their reception of clips of an animated film in Spanish with standard and 

integrated subtitles in English. A mixed methods approach was adopted with the aim of 

obtaining a robust, comprehensive understanding of the children’s reception of the subtitled 

AV content, using eye tracking, scene recognition tests, content comprehension tests, 

questionnaires, and interviews. 

It was established that the children spent a significantly larger proportion of their viewing 

time looking at the images and also fixated more times on the images when the subtitles were 

in the integrated position. However, the hypothesis that participants would exert lower levels 

of cognitive effort when watching the AV clips with integrated subtitles was only partially 

confirmed. The integrated subtitles did not have detrimental effects on their viewing patterns, 

scene recognition performance, or comprehension of the clips. The majority approved highly 

of both subtitle positions and perceived both as easy to read and understand. These findings 

show that further research in this area is warranted. 
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1. Introduction 
 

There is considerable evidence that watching subtitled audiovisual (AV) content can aid 

children’s acquisition of other languages, enhance their literacy skills, and foster intercultural 

awareness (see, for example Koolstra and Beentjes, 1999; Linebarger, 2001; Bravo, 2008; 
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Kothari and Bandyopadhyay, 2014; and for extensive reviews of the existing research, see 

Gernsbacher, 2015; Black, 2017). Indeed, there is a need to raise awareness among 

broadcasters, video on demand providers, educators and parents of the value in using subtitles 

as a simple and motivating educational tool. However, while a sizeable number of studies have 

investigated the educational benefits of subtitling, there is a lack of research on children’s 

attention to and processing of subtitled AV content, with a particular dearth of studies using 

eye tracking. Several eye tracking studies have found that adult viewers allocate a greater 

proportion of attention to the images of AV content with integrated subtitles1 than with standard 

subtitles (Brooks and Armstrong, 2014; Brown, et al., 2015; Fox, 2018; Kruger, et al., 2018), 

although no such study seems to have been undertaken with children. Therefore, the key 

question addressed in this study is whether integrated subtitles might help children process AV 

content more effectively, and thus enhance their educational benefits. 

 

2. Eye tracking research on children’s processing of subtitled AV 

content 
 

Over the last decade, a considerable number of studies have used eye tracking to investigate 

adult viewers’ reception of subtitled AV content, focusing on a wide and growing range of 

subtitling issues. Szarkowska and Gerber-Morón (2019) provide a useful overview, and works 

such as Bisson, et al. (2014) and Romero-Fresco (2015) are particularly relevant as they 

examine attention distribution between subtitles and images. In contrast to the growing body 

of research focusing on adult viewers, there is a notable dearth of research with children as 

participants. While several empirical studies have focused on subtitles for children who are 

deaf or hard of hearing over the past few decades (see, for example Ward, et al., 2007; Tyler, 

et al., 2009; Lorenzo, 2010; Zárate, 2014; Zárate and Eliahoo, 2014; Tamayo, 2015; Tamayo 

and Chaume, 2017)2 only a few studies have examined children’s eye movements (Jensema, 

2003; Cambra, Leal and Silvestre, 2013; Cambra, et al., 2014). 

There is a similar paucity of research that has used eye tracking to test children’s 

attention to interlingual subtitles. It seems that only four such studies have been conducted to 

 
1 A subtitle placement strategy which aims for the subtitles to fit in with viewers’ natural gaze patterns, to reduce 

the length of the gaze path between the subtitles and the characters or salient elements of the image, and to 

maintain viewers’ engagement with the characters and action. 
2 Also, see Fresno (2018) and Romero-Fresco (2018) for useful reviews of research in this area. 
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date, and have provided promising insights into children’s subtitle reading behaviour compared 

to that of adults (d’Ydewalle and Van Rensbergen, 1989; d’Ydewalle and De Bruycker, 2007; 

Muñoz, 2017) and children’s processing of subtitles presented at different speeds (Koolstra, 

van der Voort and d’Ydewalle, 1999). However, the range of eye tracking metrics tested in 

d’Ydewalle and Van Rensbergen (1989) and Koolstra, van der Voort and d’Ydewalle (1999) 

was limited, the only study to combine eye tracking with consecutive performance testing was 

Koolstra, van der Voort and d’Ydewalle (1999), and none collected self-reported data from the 

children. Clearly, therefore, there is a need for further research which includes a comprehensive 

range of eye tracking metrics, combines eye tracking with consecutive performance tests to 

assess the effectiveness of children’s processing of subtitled AV content, and complements 

these with socio-cultural and attitudinal data, to provide a rigorous, comprehensive account of 

children’s reception of subtitled AV content. The present study aims to contribute to filling 

these gaps. 

 

3. Integrated subtitling 
 

With mainstream subtitling practice having changed little since the 1930s, it is only recently 

that a small but growing number of researchers have begun to explore non-conventional 

subtitling forms, focusing on topics such as fansubbing and the growing use of creative text in 

arthouse cinema, commercial film and television, and theatre productions. McClarty (2013) 

argues in support of creative subtitling and sheds light on various potential benefits that creative 

subtitles, including integrated subtitle positioning, could bring to AV content and audiences. 

McClarty posits that “placing subtitles as close as possible to the face of the speaker would 

reduce the distance by which the viewer has to move their gaze between the subtitles and the 

intended point of interest” (2013, p.146) and suggests that this subtitling placement strategy 

maintains the viewer’s engagement with the characters on screen. While McClarty’s creative 

subtitles differ from conventional subtitles in several aspects other than their placement, such 

as colour, font, animation and other special effects, a small number of experimental studies 

have isolated the variable of subtitle position in their experiments, testing the reception of 

subtitles which differ from standard subtitles only in their placement. 

Brooks and Armstrong (2014), Brown, et al. (2015) and Fox (2018) used eye tracking 

with adult participants to determine whether placing subtitles closer to the characters speaking 
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or other areas of interest on the screen would cause viewers to spend less time reading the 

subtitles and more time looking at the images, due to the reduced distance between the subtitles 

and points of interest on the screen. They posit that integrated subtitles could provide a more 

natural, immersive viewing experience, and function in a way that is more in keeping with the 

image composition and aesthetics of AV content than standard subtitles. Other possible 

advantages are that they may make processing subtitled AV content less effortful and speaker 

identification easier. All three found that integrated subtitling increased the amount of time 

participants spent viewing the images in AV content, and their findings indicate that integrated 

subtitles allow viewers to watch AV content in a more natural way. Kruger, et al. (2018) used 

eye tracking, electroencephalography and transportation subjective measures to measure 

cognitive load generated by viewing subtitles in standard and integrated positions, and 

concluded that the integrated subtitles may have allowed for a “deeper, uninterrupted 

processing of the content” (p.289). Moreover, the aforementioned studies which asked 

participants for their views on integrated subtitles received generally positive responses.  

The findings discussed here reveal that integrated subtitling shows promise and is 

deserving of further scholarly attention. However, it appears that children’s reception of 

integrated subtitles has yet to be investigated. Thus, given the positive effects observed in adult 

viewers’ gaze behaviour when watching integrated subtitles, the present study has identified a 

need to investigate whether similar effects will occur in child viewers. 

 

4. Methods 
 

Gambier’s model of the three Rs (2012) was adopted to investigate children’s reception of 

standard and integrated subtitles: response, tested using eye tracking data to measure visual 

attention allocation and cognitive effort; reaction, measured via the performance variables of 

scene recognition and content comprehension; and repercussion, evaluated using 

questionnaires and interviews to assess the children’s perceptions and views of the subtitle 

positions.  

It is expected that since the integrated subtitle positions reduce saccade lengths (the 

distance that eyes travel) between the subtitles and the salient elements in the images, 

participants will thus have more time to allocate cognitive resources to processing the images 

and to understanding the AV content. Therefore, it is anticipated that participants will fixate 
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more and for longer on the images when viewing the integrated subtitles than when watching 

the standard subtitles. Moreover, it is predicted that, as a result, participants will expend less 

cognitive effort when processing the AV clips with the integrated subtitles. The variables of 

percentage of fixation time, percentage of fixation count and mean fixation duration are used 

to measure cognitive effort, since a larger number of fixations or longer fixation durations on 

the subtitle area are widely regarded as indicators of greater cognitive effort (d’Ydewalle and 

De Bruycker, 2007; Orrego-Carmona, 2016; Gerber-Morón, Szarkowska and Woll, 2018). 

Therefore, the hypotheses and sub-hypotheses formulated to test these assumptions are as 

follows: 

H1: Participants will expend less cognitive effort when watching the AV content with integrated 

subtitles than when viewing the AV clips with standard subtitles. 

Therefore: 

H1.1: % fixation time on the images will be higher for the integrated subtitles condition.  

H1.2: % fixation count on the images will be higher for the integrated subtitles condition. 

H1.3: Mean fixation duration on the subtitles will be shorter for the integrated subtitles 

condition. 

Moreover, it is expected that participants will process the images more effectively and will 

attain higher levels of comprehension of the AV content with integrated subtitles than with 

standard subtitles. Thus, the following hypotheses are proposed: 

H2: Participants will attain higher scene recognition scores for the integrated subtitles 

condition. 

H3: Participants will attain higher content comprehension scores for the integrated subtitles 

condition. 

The additional eye tracking metrics of skipped subtitles, attention shift ratio and time to first 

fixation are also tested to assess whether the integrated subtitles have any disruptive effects on 

participants’ reading patterns. Participants are also asked about their preferences and perceived 

levels of effort when viewing the standard and integrated subtitles.  
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4.1 Participants 

17 participants aged 8-9 years took part in this study. However, 4 participants were excluded 

due to poor quality eye tracking data and the data of the remaining 13 participants (7 female, 6 

male; mean age: 8.23; SD = 0.44) are analysed. A homogeneous sampling method (Coolican, 

2014) was used to control subject variables.3 Participants were recruited from the same 

geographical area (Northern Ireland), school and class. Moreover, their Spanish teacher 

confirmed they were all native English speakers with comparable knowledge of Spanish. 

Participants close in age were recruited to limit the developmental range of the group. 

 

4.2 Eye tracking and other instruments 

Eye tracking 

Participants’ eye movements were recorded using a Tobii T60, with a sampling rate of 60Hz. 

A nine-point calibration procedure was performed before each recording. The gaze data were 

recorded using Tobii Studio version 3.2.2. The I-VT fixation filter was selected and the 

minimum fixation duration threshold was set at 100 milliseconds (Perego, et al., 2010; Tobii 

Technology, 2012). To assess data quality raw gaze data were examined and processed 

manually to remove track losses and other poor quality data. The statistics for the analyses 

were calculated using Microsoft Excel and IBM SPSS Statistics version 24. 

Scene recognition tests 

The scene recognition tests (SRTs) are forced choice recognition memory tests. Five pairs of 

screenshots were presented to participants after each clip. One image in each pair appeared in 

the clip and one did not, but was from the same film. The image pairs were selected to ensure 

the composition, characters and setting were as similar as possible. The presentation order of 

the pairs was randomised. 

Content comprehension tests 

Participants completed two content comprehension tests (CCTs), one after each clip. Each CCT 

contained five multiple choice questions. Each question had one correct answer and two 

plausible distractors, the order of which was randomised, and a “Not sure” option. The 

 
3 Homogeneous sampling is a non-probability, purposive sampling method which involves selecting “settings, 
groups, and/or individuals based on similar or specific characteristics (Onwuegbuzie and Collins, 2007, p.285). 
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questions assessed literal and inference comprehension, and tested gap-filling, causal and 

emotional inferences (Kispal, 2008). Moreover, the CCTs were designed to assess participants’ 

comprehension of the visual and auditory verbal and non-verbal information in the clips 

holistically. The level of difficulty of the vocabulary in the CCTs was analysed to verify that it 

was appropriate to the participants’ stage of literacy education, following a similar procedure 

to Zárate (2014). Kress and Fry’s list of the first 1000 words acquired by children (2015) and 

The Children’s Printed Word Database (Masterson, et al., 2002) were consulted. Low 

frequency words were checked against the spelling lists in English programmes of study: Key 

stages 1 and 2 (Department for Education, 2013). Finally, the CCTs were approved by an 

independent primary school teacher. 

Questionnaires 

Questionnaires can be used with children in middle childhood, but should be designed to be 

appropriate to their stage of development (de Leeuw, 2011). Thus, the questionnaires used in 

this study were written using vocabulary that is easy to understand and short, simple, clear 

sentences. Moreover, faces scales were used as they attract attention, are thought to be easy for 

children to understand (Chambers, et al., 1999) and to avoid satisficing due to disinterest or 

boredom (de Leeuw, 2011). The faces were paired with text items on a 5-level Likert scale. 

The number of questions was limited to seven, and response options were limited to a 

maximum of five. The level of difficulty of the vocabulary in the questionnaires was assessed 

using the same procedure as that adopted for the CCTs. The questionnaires measured self-

reported effort using the ratings provided by participants in response to the following questions: 

- How hard or easy were the subtitles to read? 

- How hard or easy was it to understand the story of the video? 

Moreover, the responses to the following questions were used to measure perception of subtitle 

speed and approval of subtitle position, respectively: 

- Were the subtitles too fast, too slow or about right? 

- Did you like the position of the subtitles on the screen? 
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Semi-structured interviews 

Semi-structured interviews were held with participants in pairs. Semi-structured interviews are 

considered to be appropriate for participants in middle childhood and are thought to address 

the issue of developing literacy as children can express themselves in more complex, nuanced 

ways verbally than in writing (Scott, 2000). Only data relating to participants’ views and 

perceptions regarding subtitle placement are analysed here. 

 

4.3 Materials 

Two clips from a Mexican animated film, La Leyenda de la Llorona [The Legend of the 

Weeping Woman] (2011), were used as stimuli. The film presents a well-known Mexican 

folktale and thus could be used as a resource for teaching Spanish and about Mexican folklore 

and culture. Both clips, coded WKM (With Kika’s Mother) and LL (La Llorona) in Table 1, 

contain complete scenes and present coherent sections of the film’s story arc. Thus, as 

illustrated in Table 1, the clips are of comparable rather than identical duration. Word count 

and rate of the source dialogues are also comparable. Comparability of subtitle density was 

also a key criterion of selection – the differences between the numbers of subtitles, two-line 

subtitles and characters per second are small. While the differences between the numbers of 

characters and percentage of time that the subtitles are on screen are somewhat larger, a degree 

of variation is to be expected, particularly since the aim was to create subtitles that are 

analogous to good quality commercial subtitles rather than to impose artificial restrictions for 

the aims of the experiment. Overall, the clips were deemed comparable and suitable for use as 

stimuli in the study.  

Table 1. Density of source dialogue and subtitles in clips 

  Source dialogue Subtitles 

Clip Duration 

(seconds) 

Word 
count 

Words 
per 

second 

No. 
subtitles 

No. 2-
line 

subtitles 

% 2-line 
subtitles 

No. 
characters 

Characters 

/second 

% time 
subtitles 

on 
screen 

WKM 106 169 1.59 40 6 15% 821 11.09 65.25% 

LL 116 177 1.53 39 5 13% 768 10.63 57.1% 

 

The subtitle speed conformed with the traditional six-second rule, as recommended by the BBC 

(Ford Williams, 2009) for its channel aimed at viewers in middle childhood, CBBC. No 
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subtitles appeared over shot changes as it would complicate the positioning of the integrated 

subtitles and since participants were young readers. The typeface used was Arial, following 

Zárate (2014) and Tamayo (2015).  

 

4.4 Integrated subtitle placement 

Participants viewed two clips, one with the subtitles in the standard position; i.e., centre-aligned 

and at the bottom of the screen, and one with individually placed, integrated subtitles. The 

criteria adopted for integrated subtitle placement were shaped by Fox’s “modular guidelines” 

(2018) and McClarty’s (2013) recommendations. They were also informed by eye tracking 

research which has found that viewers exhibit attentional synchrony when viewing AV content 

(Goldstein, Woods and Peli, 2007; Sawahata, et al., 2008). Moreover, viewers focus most on 

faces and other salient elements in static and moving images, making repeated cycles of 

fixations on focal points (Yarbus, 1967; DeAngelus and Pelz, 2009). Furthermore, Cambra, et 

al. (2014) observed that their child participants focused most on characters’ faces, particularly 

their mouths. 

Before deciding on which strategy to use for the placement of each integrated subtitle, the 

following elements were considered:  

• focal points and their distribution;  

• proportions of screen space occupied by characters/focal points and the background;  

• the character(s) speaking, whether they are on- or off-screen, and the direction of 

speech;  

• movement action and camera movement;  

• subtitle size; 

• whether the area considered for subtitle placement provides clear, even contrast.4  

The subtitle positions used and the proportions of subtitles placed according to each strategy 

are shown in Table 2. 

Table 2. Proportions of integrated subtitle positions used 

Integrated subtitle position % subtitles 

In between 2+ characters on screen 35 

Following direction of speech (character on screen) 32 

 
4 This list is informed by Fox’s “modular guidelines” for individually placed subtitles (Fox, 2018). 
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Below speakers’ faces 23 

Following direction of speech (character off screen) 9 

Standard subtitle position 1 

 

4.5 Dependent variables 

Six eye tracking metrics were tested, as shown in Table 3. Eye tracking data were collected 

from areas of interest (AOIs) placed on the subtitle and image areas of the clips. Other 

dependent variables are scene recognition and content comprehension, and the questionnaires 

measured self-reported effort, perception of subtitle speed and approval of subtitle position. 

Table 3. Eye tracking metrics tested 

Eye tracking metric Calculation 

% fixation time on subtitle/image 

areas 

Dividing total fixation time on subtitle/image AOIs by total 

fixation time of segments of clips when subtitles on screen. 

% fixation count on subtitle/image 

areas 

Dividing fixation count on subtitle/image AOIs by total fixation 

count for segments of clips when subtitles on screen. 

Mean fixation duration on 

subtitle/image areas (ms) 

Dividing total fixation time on subtitle/image AOIs by fixation 

count on subtitle/image AOIs for each recording. 

% skipped subtitles Subtitles which the participants have not read; i.e., subtitle AOIs 

on which no fixations have been recorded. Calculated by dividing 

the number of skipped subtitles by the total number of subtitles 

in each recording. 

Attention shift ratio The average number of times the viewer’s gaze shifts from the 

subtitle to the image AOIs and vice versa per subtitle. Calculated 

by counting the number of times a participant’s fixation on the 

subtitle AOI is followed by a fixation on the image AOIs and vice 

versa while the subtitles are on the screen, and dividing the total 

number of gaze shifts by the number of subtitles on the clip. 

Time to first fixation (ms) The duration of time from the onset of a subtitle to the viewer’s 

first fixation on the subtitle. Calculated by subtracting the 

recording time of the start of the first fixation from the onset 

time of each subtitle. 

 



11 
 

4.6 Procedure 

This study took place at the children’s primary school. Participants’ eye movements were 

recorded while they watched two clips. After each clip, participants completed an SRT, CCT 

and questionnaire. Participants were tested individually and interviewed in pairs afterwards. 

The duration of testing was 25 minutes per participant, including 10 minutes for the interviews. 

This study was approved by the Ethics Committee of the School of Modern Languages at 

Queen’s University Belfast. Permission was obtained from the school principal and 

information letters and Informed Participant Release Forms were sent to parents. The active, 

freely given, ongoing consent of the children was also sought. All information and instructions 

were written in clear, age-appropriate language and approved in advance by the children’s 

teacher. 

 

5. Results 
 

5.1 Statistical testing and control variables 

To assess normality of distribution and thus determine whether parametric or non-parametric 

tests should be employed to test the continuous dependent variables, the Shapiro-Wilk test was 

performed on the data for each variable, and Q-Q plots and skewness and kurtosis statistics 

were analysed. Most variables were found not to have a normal distribution for at least one of 

the subtitle conditions, apart from the CCT scores and time to first fixation data, which were 

observed to have a normal distribution for both subtitle conditions. Thus, and moreover since 

this study employs a repeated measures design, the paired t-test was used to test the CCT scores 

and time to first fixation data, and the Wilcoxon matched-pairs signed-ranks test was selected 

to test the other continuous dependent variables. Several control variables – order of clip 

presentation, order of presentation of subtitle position, and clip type – were included as 

independent variables in the statistical tests to assess whether they had any significant impact 

on the dependent variables. Moreover, to control for order effects the order of presentation of 

the subtitle positions and clips was counterbalanced by randomly assigning participants to one 

of four groups. The statistics from the tests to assess normality of distribution and the control 

variables can be consulted in Author (2017). 

 



12 
 

5.2 Eye tracking results 

 

Table 4. Differences in eye tracking metrics between standard and integrated subtitle conditions  

Eye tracking metric Median (IQR)  
Z 

 
p 

 
r Standard Integrated  

% fixation time (subtitles) 69.5 (19.5) 63.7 (16.8) 2.55 .011* 0.50 

% fixation time (images) 30.5 (19.5) 36.3 (16.8) 

% fixation count (subtitles) 74.3 (14.1) 68.7 (20.7) 2.48 .013* 0.49 

% fixation count (images) 25.7 (14.1) 31.3 (20.7) 

Mean fixation duration (subtitles) (ms) 267 (49.8) 263 (37.5) 0.18 .86 - 

Mean fixation duration (images) (ms) 319 (53.2) 317 (71.6) 0.59 .55 - 

% skipped subtitles 0.0 2.5 0.91 .36 - 

Attention shift ratio 1.18 (0.45) 1.38 (0.44) 0.98 .33 - 

 Mean (SD)  
t 

 
df 

 
p Standard Integrated  

Time to first fixation (ms) 204 (88) 253 (75) -1.61 12 .13 

 

A summary of the results for the eye tracking metrics is presented in Table 4. As can be 

observed, the median of the percentages of fixation time on the integrated subtitles (Mdn = 

63.7%) is lower than for the standard subtitles condition (Mdn = 69.5%), and correspondingly, 

the median of the percentage of fixation time on the images for the integrated subtitles 

condition (Mdn = 36.3%) is higher than for the standard subtitles condition (Mdn = 30.5%). 

Moreover, 10 of the 13 participants spent proportionally longer looking at the images when the 

subtitles were in the integrated position. The differences between the results for the two 

conditions were found to be significant (Z = 2.55, p = .011) and the effect size is large (r = 

0.50).5 When outliers are removed, the differences are still significant (Z = 2.67, p = .008) and 

the effect size is large (r = 0.81).  

Likewise, the median of the percentage of fixation count on the integrated subtitles 

(Mdn = 68.7%) is lower than the median for the standard subtitles condition (Mdn = 74.3%), 

and the median of the percentage of the number of fixations on the images for the integrated 

subtitles condition (Mdn = 31.3%) is higher than for the standard subtitles condition (25.7%). 

Moreover, 11 of the 13 participants fixated proportionally more times on the images when the 

subtitles were in the integrated position. The differences between the results for the two 

conditions were found to be significant (Z = 2.48, p = .013), with a moderate to large effect 

 
5 Cohen’s r has been used to calculate effect size. 
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size (r = 0.49). With outliers removed, the differences remain significant (Z = 2.22, p = .026) 

and the effect size is large (r = 0.67).  

Table 4 shows that no statistically significant differences were found in the results for 

the other eye tracking metrics. However, while the result for time to first fixation was only 

somewhat close to statistical significance (t(12) = -1.61, p = .13), once outliers are excluded, 

the difference between the two conditions is statistically significant, with t(10) = -2.42, p = 

.036. 

 

5.3 Scene recognition 

The SRTs measured scene recognition according to the number of correct responses, from 0 to 

5. The median values, range and interquartile range for scene recognition scores were found to 

be the same for both conditions (Mdn = 5.0; R = 2.0, min. = 2.00, max = 5.00; IQR = 1.00) and 

indeed, no statistically significant difference was found between the two (Z = 0.09, p = .93).  

 

5.4 Content comprehension 

The CCTs measured content comprehension according to the number of correct responses, 

from 0 to 5. Mean CCT scores were similar (standard subtitles condition: M = 3.1, SD = 1.50; 

integrated subtitles condition: M = 2.9, SD = 1.38) and the difference between the scores for 

the two conditions was found not to be statistically significant t(12) = 0.29, p = .78.  

 

5.5 Self-reported effort 

Self-reported effort is measured on a 5-point Likert scale, with scores from very hard= 5 to 

very easy= 1. The median self-reported effort scores for both conditions are identical (Mdn = 

2.0) and the range is similar (standard subtitles condition: R = 3.0, min. = 1.0, max. = 4.0; 

integrated subtitles condition: R = 2.5, min. = 1.0, max. = 3.5). The interquartile range for the 

integrated subtitles condition (IQR = 2.5) is much larger than for the standard subtitles 

condition (IQR = 0.5). However, the differences in the two conditions were found not to be 

statistically significant (Z = 0.29, p = .77). Moreover, no clear pattern emerges from the scores 

given by each participant, as five reported equal scores for both conditions, four perceived the 
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clips with the standard subtitles as more difficult, and four rated the clips with integrated 

subtitles as more difficult. 

 

5.6 Perception of subtitle speed 

 

Table 5: Perception of subtitle speed 

 Perception of subtitle speed 

Too slow About right Too fast 

Standard 
subtitles 

- 11 2 

Integrated 
subtitles 

- 10 3 

 

As is shown in Table 5, a large majority of participants responded that the speed of both the 

standard and the integrated subtitles was about right, with little difference between the two 

conditions.  

 

5.7 Approval of subtitle position 

 

Table 6: Approval of subtitle position 

 Q5. Did you like the position of the 
subtitles on the screen? 

Not 
at 
all 

Not 
much 

Neither Quite 
liked 

it 

Yes, 
a lot 

Standard subtitles - 1 - 6 6 

Integrated subtitles - 2 - 8 3 

 

As is displayed in Table 6, almost all participants “quite liked” or liked the position of both the 

standard and integrated subtitles on the screen “a lot”. The results for the standard subtitles 

appear more positive, and although the result of the Wilcoxon test for this variable was very 

close to significance (Z = -1.89, p = .059), it was beyond the threshold of 5%.  

 

5.8 Interview results 

Participants’ generally positive approval ratings for both subtitle positions in the questionnaire 

results are broadly consistent with the interview findings, as most participants commented that 
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they liked both subtitle positions and did not overtly state a preference for either. A few 

participants specified that they liked viewing the integrated subtitles on different areas of the 

screen, while they also found the standard subtitles easy to read. For example, one remarked: 

“The first clip trained my eyes to look everywhere and the second clip made it really legible”.  

However, a few participants expressed the difficulty they felt when reading the 

integrated subtitles, due to not knowing where the next one would appear. One commented: 

I think they [the integrated subtitles] were a bit hard, ’cause you never knew 

when they were gonna pop up, you never knew where they were gonna go and 

stuff. […] The second one [the standard subtitles] you know where it’s gonna 

pop up ’cause they were all in the middle. 

Others expressed a preference for the integrated subtitles in their comments. One 

commented that they found the integrated subtitles easy to understand, and another thought that 

the different positions of the integrated subtitles on the screen helped them to read and 

understand them. Others reported that they felt the integrated subtitles provided the opportunity 

to look more at the images of the AV content. For example, one participant remarked: 

I would prefer them in different places because if you are looking at them in 

different places then normally I see the entire screen, instead of keeping my face 

there [indicates bottom of imaginary screen] so I don’t get to see the pictures as 

well. 

Another participant also felt that the standard subtitles limited their gaze to the bottom 

of the screen: “I liked it when it was, like, moving around all over the place so you had to move 

your eyes more. You just stared at the ones at the bottom instead of moving your eyes.” Another 

participant felt that subtitles placed in the standard position are too far away from the central 

points of interest on the screen and are thus harder to read. Moreover, they identified contrast 

as an issue for subtitles in the standard position:  

When it’s at the bottom, it’s hard for me to read because if I want to look at the 

pic–, and there might be some white stuff at the bottom and the subtitles are 

white too so then you won’t see […] Also, it’s just harder to read in general, 

because it’s out of the way. 
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6. Discussion 
 

Table 7. Summary of hypothesis testing 

Hypothesis Variable Confirmation 

H1 cognitive effort (✓) This hypothesis is only partially 
confirmed, as while the percentages 
of fixation time and count on the 
images of the subtitled AV clips were 
found to be significantly higher for 
the integrated subtitles condition, no 
effect was found for mean fixation 
duration. 

H1.1 % fixation time on images ✓ The % of fixation time on the images 
of the subtitled AV clips was higher 
for the integrated subtitles condition 
than for the standard subtitles 
condition. 

H1.2 % fixation count on images ✓ The % of fixation count on the images 
of the subtitled AV clips was higher 
for the integrated subtitles condition 
than for the standard subtitles 
condition. 

H1.3 mean fixation duration on the 
subtitles 

X No significant effect was found for 
subtitle position on the mean fixation 
durations on the subtitles. 

H2 scene recognition X SRT scores were high overall but 
subtitle position was not found to 
have an effect on scene recognition. 

H3 content comprehension X The mean and distribution of the CCT 
scores were very similar for both 
conditions and subtitle position was 
not found to have an effect on 
content comprehension.  

 

The results of the hypothesis testing for the independent variable of subtitle position are 

summarised in Table 7 and are discussed here. As expected, when participants watched the 

clips with integrated subtitles, they spent a significantly larger proportion of their viewing time 

looking at the images and also fixated more times on the images while the subtitles were on 

the screen, compared to when they watched the clips with the standard subtitles. Interestingly, 

this finding is consistent with those of existing studies on integrated subtitling conducted with 

adult viewers (Brooks and Armstrong, 2014; Brown, et al., 2015; Fox, 2018), as discussed in 

section 2. However, the hypothesis that the participants would exert lower levels of cognitive 
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effort when watching the AV clips with integrated subtitles (H1) was only partially confirmed, 

as subtitle position was not found to affect mean fixation duration. 

It is also noteworthy that the percentages of fixation time on the subtitles were much 

higher than those reported in d’Ydewalle and Van Rensbergen (1989), Koolstra, van der Voort 

and d’Ydewalle (1999) and d’Ydewalle and De Bruycker (2007) and the percentages of 

fixation count on the subtitles were also high overall. In the aforementioned studies, child 

participants looked at the subtitles for approximately one third to half (34%-52%) of the time 

they were on screen, whereas in this study 11 of the 13 participants allocated between 57-86% 

of their fixation time to the (standard) subtitles when they were on screen. This may be partly 

explained by the fact that while the children in the aforementioned studies live in countries 

where viewers are regularly exposed to subtitled AV content in other languages (Belgium and 

the Netherlands), the participants in this study have had little prior exposure to such content. 

Moreover, since the participants in d’Ydewalle and De Bruycker (2007) were slightly older 

(10-12 years) than those in the present study, age may have played a role in terms of more 

advanced readers spending less time fixating on the subtitles.  

As yet, it seems that only one other study has measured children’s mean fixation 

durations when viewing subtitles (d’Ydewalle and De Bruycker, 2007). Thus, the present study 

contributes new data to address this gap. The mean of the duration of all the participants’ 

fixations on the standard subtitles was calculated: M = 266 ms, SD = 150, which is also very 

close to the median of 267 ms shown in Table 4. This figure is longer than those reported in 

existing studies conducted with adults which were found to range from 178-221 ms 

(d’Ydewalle and De Bruycker, 2007; Perego, et al., 2010, Orrego-Carmona, 2015; Perego, 

Orrego-Carmona and Bottiroli, 2016). Moreover, it supports the findings of d’Ydewalle and 

De Bruycker (2007), who reported longer fixation durations on subtitles in children than in 

adult viewers.  

Furthermore, this finding is consistent with observations of reading researchers that 

children’s fixations are longer than adults’ when reading static text. Mean fixation durations of 

256-285 ms have been reported for 7-11-year-olds (Blythe, et al., 2009; Joseph, et al., 2009), 

while a widely cited figure for adult readers is 225 ms (Rayner, 1998). Interestingly, the mean 

fixation duration reported here falls within the above-cited range, and is longer than those 

presented by d’Ydewalle and De Bruycker (2007),6 which supports the hypothesis that the 

 
6 243 ms for one line subtitles and 252 ms for two line subtitles (d’Ydewalle and De Bruycker, 2007, p.199). 
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duration of children’s fixations when reading subtitles decreases with age as their reading skills 

develop, as appears to be the case when reading static text. Moreover, as shown in Table 4, the 

mean fixation durations on the images are longer than those on the subtitles for both conditions. 

This result is consistent with the findings of existing studies performed with adult viewers 

(Perego, et al., 2010; Orrego-Carmona, 2015; Perego, Orrego-Carmona and Bottiroli, 2016).  

As shown in Table 4, the percentages of skipped subtitles were low overall, and no 

difference was found between the two subtitle conditions. This is an interesting finding given 

that one concern might have been that since the integrated subtitles appear in different areas on 

the screen participants may have missed more of them. However, this was not found to be the 

case. This may be due to their saliency; i.e., that the participants’ attention was attracted to the 

subtitles due to their dynamic nature (Bisson, et al., 2014). Moreover, the low percentages of 

skipped subtitles overall are consistent with the findings of Muñoz (2017) for viewers aged 10-

12. The figures for attention shift ratio were also low, which is likely since, overall, participants 

spent a large proportion of the time that the subtitles were on the screen looking at the subtitles. 

Moreover, subtitle position was not found to have an effect on attention shift ratio. As for time 

to first fixation, it is noteworthy that the difference between the two conditions was statistically 

significant once outliers were excluded (see section 5.2). Integrated subtitles may cause longer 

first fixation times as viewers cannot be certain where each subtitle will appear. A more 

conclusive result may be obtained with a larger number of participants. 

Regarding scene recognition, although no difference was found between the conditions, 

interestingly, scores were high overall despite the low percentages of fixation time and count 

on the images. These results suggest that a large majority of participants processed the images 

of the AV content effectively, irrespective of subtitle position and of having dedicated large 

percentages of fixation time to viewing the subtitles. Moreover, these findings are consistent 

with those of Perego, et al. (2010), performed with adult participants, and may be due to the 

“phenomenon of picture superiority” (ibid., p.262). Moreover, the findings of experimental 

studies testing children’s processing of media content suggest that children’s cognitive 

processing of information presented in visual or AV mode is more effective than that of 

auditory information (Pezdek and Hartman, 1983; Walma Van Der Molen and Van Der Voort, 

2000). As for content comprehension, while the integrated subtitles did not improve the 

participants’ comprehension of the clips, it can be concluded that they do not seem to have had 

a detrimental effect. 
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Self-reported effort scores were low overall and participants did not perceive the 

integrated subtitles as more difficult to read or the clips with the integrated subtitles as more 

difficult to understand. Moreover, a large majority reported that neither subtitle conditions were 

too fast, and although the higher approval ratings for the standard subtitle position came close 

to statistical significance, the threshold of 5% was not met. Furthermore, approval ratings for 

both subtitle positions were high overall. 

The interview data were found to be largely consistent with the questionnaire findings 

and also provided richer information on the participants’ views. Several participants provided 

enlightening comments on the subtitle positions, with some preferring the standard subtitle 

position as they knew where each subtitle would appear, and others even identifying that the 

integrated subtitles allowed them to spend more time looking at the images, while the standard 

subtitles caused them to focus more on the bottom of the screen and miss more of the images. 
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7. Conclusion 
 

This study seems to have been the first to combine eye tracking with performance measures 

and interviews to investigate children’s reception of AV content with interlingual subtitles, and 

to test integrated subtitles with child viewers. In this way, it has sought to contribute to the 

existing research in this area. A limitation of this study is its small sample size, which limits 

the generalisability of the findings, and caution must be exercised when drawing inferences 

about child viewers in general. However, its main finding – that the children spent a 

significantly larger proportion of their viewing time looking at the images of the AV content 

and also fixated more times on the images when the subtitles were in the integrated position – 

is promising, and is consistent with the findings of existing studies performed with adults 

(Brooks and Armstrong, 2014; Brown, et al., 2015; Fox, 2018). These results, together with 

the findings that the integrated subtitles did not seem to have a detrimental effect on the 

children’s viewing patterns, processing of the images or comprehension of the clips, and that, 

overall, the children approved of the integrated subtitles and perceived them as easy to read 

and understand indicate that further research on children’s reception of integrated subtitles is 

warranted. Given the small sample size of the present study, future research performed with 

larger sample sizes would help to confirm whether integrated subtitles hold benefits for young 

viewers in terms of comprehension, cognitive load or subjective preferences. Moreover, future 

studies could use different devices or types of AV materials or investigate whether integrated 

subtitling provides advantages for young viewers with different reading abilities or who are 

deaf or hard of hearing. As noted by Romero-Fresco (2015), further research on gaze 

distribution would ensure a continuing focus on viewers’ comprehension and enjoyment of 

both subtitles and images, and could provide research-based recommendations on aspects such 

as subtitle positioning. 
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