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A Scoping Review of the use of Twitter for Public Health 
Research 

Objective: As there exists no broad and recent evidence based review on the use 
of  Twitter data for public health we perform a scoping review on the subject 
focusing specifically on research on the monitoring, detection and forecasting 
of  public health conditions.  

Methods: We draw upon a broad range of  public health and Information 
Technology related literature in an attempt to elicit what is known on this 
topic. We follow a specific scoping review methodology to get an exploratory 
map of  the key problems and concepts being tackled in public health through 
the use of  Twitter data.  

Results: We find the key areas of  application in which Twitter data has been 
used, mainly surveillance, event detection and pharmacovigilance. We also 
find specific infections and non-infectious diseases which are being studied, 
like influenza and mental health conditions. Finally, we also find trends in the 
use of  specific statistical and machine learning algorithms such as an early 
focus on Support Vector Machines and Bayesian learning and a more recent 
focus on Deep Learning  

Conclusions: Twitter data can be used to aid in public health efforts but some 
gaps in research exist, for example wider use of  semi-supervised techniques 
and translation of  research into practice.  
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Abstract

Public health practitioners and researchers have used traditional medical databases
to study and understand public health for a long time. Recently, social media
data, particularly Twitter, has seen some use for public health purposes. Every
large technological development in history has had an impact on the behaviour
of society. The advent of the internet and social media is no different. Social
media creates public streams of communication, and scientists are starting to
understand that such data can provide some level of access into the people’s
opinions and situations. As such, this paper aims to review and synthesize
the literature on Twitter applications for public health, highlighting current re-
search and products in practice. A scoping review methodology was employed
and four leading health, computer science and cross-disciplinary databases were
searched. A total of 755 articles were retreived, 92 of which met the criteria for
review. From the reviewed literature, six domains for the application of Twit-
ter to public health were identified: (i) Surveillance; (ii) Event Detection; (iii)
Pharmacovigilance; (iv) Forecasting ; (v) Disease Tracking ; and (vi) Geographic
Identification. From our review, we were able to obtain a clear picture of the
use of Twitter for public health. We gained insights into interesting observa-
tions such as how the popularity of different domains changed with time, the
diseases and conditions studied and the different approaches to understanding
each disease, which algorithms and techniques were popular with each domain,
and more.
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1. Introduction

Surveillance, described by the World Health Organisation (WHO) as “the
cornerstone of public health security” [1], is aimed at the detection of elevated
disease and death rates, implementation of control measures and reporting to
the WHO of any event that may constitute a public health emergency or inter-
national concern. Syndromic surveillance can be described as the real-time (or
near real-time) collection, analysis, interpretation, and dissemination of health-
related data, to enable the early identification of the impact (or absence of
impact) of potential human or veterinary public health threats that require
effective public health action [2]. The task of syndromic surveillance is an un-
dertaking motivated by the notion of public health. Public health has been
defined as the science and art of preventing disease, prolonging life and pro-
moting human health through organized efforts and informed choices of society,
organizations, public and private, communities and individuals [3]. In this sense,
the concept of health encompasses the physical, emotional and social well-being.
Historically, public health practitioners have used data from multiple sources for
measuring the burden of diseases and other health outcomes, preventing and
controlling diseases and guiding healthcare activities. Emergency department
attendances or general practitioner (GP, family doctor) consultations are some
of the sources traditionally used to track specific syndromes such as influenza-
like illnesses (ILI). With the proliferation of the internet and the advent of
modern technology, potential new data sources present themselves. In recent
years, researchers have recognized that social media platforms, such as Twitter
and Facebook, could also provide data about national-level health and behaviour
[4].
Among these social media platforms, Twitter offers a unique and potentially
powerful data source due to its ease of access, real-time nature and richness in
detail. In this paper, we look towards Twitter with the aim of investigating and
assessing its utility as a public health tool by performing a scoping review on the
subject. While we seek to review the literature of Public health research making
use of Twitter, our interest in such literature is limited to research concerning
the monitoring, detection and forecasting of public health conditions. We are
not interested in social science research investigating the use of Twitter for re-
cruitment or public awareness and dissemination of public health information.
We are similarly not interested in research concerned with opinion mining to
understand public opinion on public health issues.
A scoping review such as ours is pertinent as there exist no broad and recent
evidence-reviews on the use of Twitter data for health research purposes. War-
gon et al. [5] performed a systematic review on syndromic surveillance models
used in forecasting emergency department visits, however, only 9 studies were
found and none of them made use of Twitter or any social media. Subsequently,
Charles-Smithe et al. [6] carried out a systematic review of the use of social
media (not limited to Twitter) specifically for disease surveillance and outbreak
management. Sinnenberg et al. performed another systematic review looking at
Twitter as a tool for health research [7]. Their systematic review encompassed
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research in both the sciences and social sciences. We seek to carry out a scoping
review in order to map the broad area of Twitter for public health research as
well as to produce an updated review containing more recent studies carried out
since the above reviews were published. Hence, our research question is: “What
is known from the existing literature about the use of Twitter data in the con-
text of monitoring, detection and forecasting of public health conditions?”. We
are particularly interested in the type of conditions/illnesses being studied; in
the sources of data being used; in the data analysis techniques being applied;
and in the geographical and time trends of such studies.

We deliver a summary of what has been done so far, which will enable re-
searchers to quickly and efficiently understand this field in terms of the volume,
nature and characteristics of the primary research undertaken and any gaps in
research that may need prompt attention. Such evidence is particularly neces-
sary in new but fast moving areas of research such as analysis of Twitter data
for health applications.

2. Method

A scoping review methodology was chosen to achieve our goal of investi-
gating the state of Twitter applications in the field of public health research,
our research question. The scoping review is defined by Arskey and O’Malley
[8] as a study that aims “to map rapidly the key concepts underpinning a re-
search area and the main sources and types of evidence available, and can be
undertaken as stand-alone projects in their own right, especially where an area
is complex”. For our scoping review, we made use of the Arksey and O’Malley
framework which adopts a rigorous process of transparency, enabling replication
of the search strategy and increasing the reliability of the study findings. As
Arksey and O’Malley [8] explain, the method consists of a number of stages
such as: identifying the research question; identifying relevant studies; study
selection; charting the data and collating, summarizing and reporting the re-
sults (i.e. analysis). We elaborate on specific application of the method to our
scenario next.

2.1. Search strategy to identify relevant studies
To gain a broad coverage of the available literature, the general terms “Twit-

ter ” and “Public Health” were used as search keywords. We chose these two
keywords as “Twitter ” covers every discussion of the Twitter platform, and used
together with “Public Health” covers all mention of Twitter in a health context.
As our work is multidisciplinary in that it spans multiple fields, we conducted
our search in both health and Information Technology (IT) databases. First, we
performed a literature search in the health/medical database PubMed. Next,
we searched the IT databases IEEE Xplore and the ACM Digital Library. Fi-
nally, we searched a general database that indexed both fields, Scopus. Our
searches were refined such that we only included research articles which were
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peer-reviewed and in English. We also limited our search to only return results
within the date range of January 2009 and March 2019, which was when the
search was carried out. We started our search from 2009 because of the highly
influential Google Flu Trends paper published that year which inspired and
kickstarted the use of social media as a data source for public health research
[9].

2.2. Study selection

Criterion Inclusion Exclusion
Time period 2009 - 2019 Studies outside these dates
Language English Non-english articles
Article Type Original peer-reviewed research Research that was not peer-

reviewed
Literature focus ·Articles reporting on a method

or application of Twitter data to
address a public health issue.
·Articles which evaluated the
performance of the statistical or
machine learning technique used
in drawing utility from the Twit-
ter data.

·Review articles and other ar-
ticles not reporting an original
contribution.
·Articles not focused on our
above definition of public health
but rather concerned with pub-
lic health in the context of re-
cruitment and outreach, pub-
lic awareness and communica-
tion, information dissemination
or opinion mining.
·Articles which do not make
known the statistical or machine
learning technique being used.
·Articles which are works in
progress or otherwise do not con-
tain the full-text, such as confer-
ence abstracts.

Table 1: Inclusion and exclusion criteria.

In accordance to best practice for systematic reviews and meta-analysis, we
applied the guidelines for Preferred Reporting Items for Systematic Reviews and
Meta-Analysis (PRISMA) [10] to select studies for inclusion in the analysis. The
flowchart for PRISMA that corresponds to our review is shown in fig 1. 754
research articles were returned by our search and 1 paper was added from the
bibliographic listings of relevant retrieved papers. Of these 755 articles, we
found 550 to be unique. We then drew up a list of criteria for inclusion and
exclusion of articles in our review similar to those used by Shatte et al [11].
These criteria are shown in table 1. In short, articles were included if all the
following criteria were met: (i) the article reported on a method or application
of Twitter data to address a public health issue; (ii) the article evaluated the
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Figure 1: PRISMA flow diagram for the identification and selection of studies

performance of the statistical or machine learning technique used in drawing
utility from the Twitter data; (iii) the article was published in a peer-reviewed
publication and (iv) the article was available in English. Articles were excluded
if any of the following criteria were met: (i) the article did not report an original
contribution (e.g. review papers or articles commenting or speculating on the
state or future of such research); (ii) the article was focused on the use of
Twitter for public health in the context of recruitment and outreach, public
awareness and communication, information dissemination or opinion mining;
(iii) the article did not make known the statistical or machine learning technique
being used; (iv) the full text of the article was not available (e.g. conference
abstracts). Guided by our inclusion and exclusion criteria, we identified and
selected 92 articles to be included for the review.

2.3. Information extraction and analysis plan
The focus of our review was to get an exploratory map of the key problems

and concepts being tackled in the public health space through the use of Twitter
and the techniques being used. To this effect, for each article in our review, data
was collected on (i) the aim of the research (ii) the disease or illness of focus
(iii) sources of data for the study (iv) statistical or machine learning algorithms
and methods used (v) the country for which the study was carried out (vi) the
year in which the study was carried out. To analyse the collected information,
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we used a narrative review synthesis to capture the broad range of research
studying Twitter for public health in our scoping review.

3. Results

3.1. Study Characteristics

Figure 2: Word cloud of statistical and machine learning methods discovered in review

As explained in section 2.2, the search strategies identified 755 articles, with
92 of these articles meeting the criteria for inclusion in this review. The mode
publication year for articles was 2017 with a range of 2011 - 2019. 19 countries
were represented in the studies, with the top 5 countries being the United States
of America (US), United Kingdom (UK), Canada, India and China. See fig 3
for a breakdown of study activity by country. The use of Twitter data was
evident for a varied number of different diseases and health conditions. We ob-
served a range of applications dealing with physical health and illnesses (n = 82)
[e.g. influenza-like illnesses (ILIs), adverse drug events and reactions, sexually
transmitted diseases, food-borne illneses], mental health (n = 6) [e.g. suicide
and depression], natural disasters and environmental issues (n = 5) [e.g. earth-
quakes, heat waves, air pollution] and social issues (n = 8) [e.g. drug abuse,
smoking, alcoholism]. We examined the subjects of the studies for trends in
Twitter applications. We analyzed and plotted the three most studied diseases
for each year. Fig 4 shows the result of this analysis. Taking a closer look
at the diseases, conditions and public health phenomena studied using Twitter
data, we observed ILIs to be the most common. The next most common sub-
ject of public health research using Twitter were drug abuse and adverse drug
events and/or reactions (ADE/R). Furthermore, we observed a general rise in
the quantity of research into the use of Twitter for public health. Research
activity appears to have peaked in 2016 but seems to be on the rise from 2018.
As this scoping review looks at studies up until March 2019, the data for 2019
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Figure 3: Breakdown of studies by country

is incomplete. This limitation is due to the fact that this review can only inves-
tigate studies until the time of its writing, which happened to be early in the
year. A myriad of statistical and machine learning techniques were used in the
analysis of Twitter data for public health. Most studies implemented just one
technique (n = 54) but some others made use of a mix of methods and tech-
niques (n = 38). The articles made use of a range of statistical and machine
learning techniques including supervised learning (n = 70) [e.g.Support Vector
Machine (SVM), naive bayes, decision trees, logistic regression], unsupervised
learning (n = 18) [e.g. clustering, association rule mining], semi-supervised
learning (n = 4) [e.g. graph learning, transductive support vector machine
(t-SVM)], text analysis and natural language processing (n = 23) [e.g. latent
Dirichlet allocation (LDA), biterm topic modelling, lexicon analysis], deep learn-
ing (n = 16) [e.g. Recurrent Neural Networks (RNNs), Convolutional Neural
Networks (CNNs), word and document embeddings], statistical modelling and
analysis (n = 12) [e.g. correclation analysis, partial differntial equation (PDE),
TRAP] and time series analysis (n = 7) [e.g. Autoregressive Integrated Moving
Average (ARIMA), time-series Susceptible-Infected-Recovered (TSIR) model].
The average number of Tweets used in the reviewed studies was roughly twenty
thousand. A closer look at the research towards Twitter use for public health
revealed that the SVM was a popular tool in this research field. We hypothesize
that this is due to the SVM’s popularity and strength in text classification prob-
lems [12]. We also analyzed the surveyed studies to find out which statistical or
machine learning algorithms were popular, as well as if and how this might have
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Figure 4: Most studied diseases each year.1

shifted over time. Fig 5 shows a plot of the most used algorithms for each year
covered in this review. Lexicon-based analysis proved popular between 2012
until 2014. After this, Bayesian learning seemed to be the method of choice,
followed by the SVM. From 2018, the widespread popularity of deep learning
appears to have made its way into public health research with Twitter data, as
it is becoming the dominant method used since then.

3.2. Application Domains of Twitter in Public Health
Through the synthesis of the data obtained from the reviewed articles, we

broadly identified 6 different ways in which Twitter data is used for public health
research. The identified domains were: (i) surveillance (n = 41); (ii) event de-
tection (n = 38); (iii) pharmacovigilance (n = 19); (iv) forecasting (n = 15);
(v) disease tracking (n = 12) and (vi) geographic identification (n = 7). Note
that these domains where not always mutually exclusive. Surveillance includes
articles aiming to monitor some status over a period of time. Event detection
includes articles that aim to discover and/or identify a health-related event from
Twitter data. Pharmocovigilance includes articles which were concerned with
public drug consumption and reactions to said drugs. Forecasting includes arti-
cles which aim to predict the trends for health-related events. Disease tracking
includes articles attempting to observe or predict the spread of diseases in the
public through Twitter. Geographic identification includes articles whose aim is
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Figure 5: Most applied algorithms each year

to geolocate Twitter users, usually in order to faciliate or improve the applica-
tion of one of the other domains.

We were interested in examining the trends, if any, in the public health ap-
plication domains studied over the years. We constructed a bubble trend chart
from the reviewed papers. This chart, included in fig 6, illustrates the research
activity in each domain for each year with the size of the bubble representing
the number of articles for a given year and public health domain. It shows
that there appears to indeed be a trend in activity for different public health
domains. In 2011, there is little to moderate activity across the board. In the
years following that, we see research in some domains drop off and on the map,
and some growing steadily in size. Event detection, surveillance and pharma-
covigilance appear to have seen steady increases in activity, leading the other
domains. However, since 2016, research in those three domains has reduced
slightly, with some focus switching to the other domains. The data for the year
2019 is not particularly informative, as the scoping review was only carried out
in the first quarter of 2019.
We were also interested in the different techniques applied across different pub-
lic health research domains. We computed a matrix of the application domains
against the techniques applied and visualised it as a heatmap. This heatmap is
shown in fig 7. Darker colours in the heatmap indicate higher activity for that
cell. Supervised learning appears to see a lot of utility across the board. Deep
learning and natural language processing also see a fair amount of utility, par-
ticularly in event detection, pharmacovigilance and surveillance. Unsupervised
learning seems to see some utility use in surveillance and event detection. On
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Figure 6: Bubble chart showing the trends of research activity in public health application
domains with time. The size of the bubble represents the number of articles in each category
and year.

the other hand, semi-supervised learning appears to see the least use across the
board.

The reviewed articles were found to exist within one or more of these do-
mains. These domains are discussed in more detail below.

3.2.1. Surveillance
Surveillance was the most popular research domain with around 43% of the

reviewed articles represented. Research on surveillance focused on employing
machine learning in order to utilize Twitter as an alternative or augmentative
resource to traditional health surveillance systems. Naturally, the surveillance
domain encompasses the field of syndromic surveillance [13, 14, 15]. However,
it is broad and also includes additional applications such as the tracking of vac-
cination efforts [16] and monitoring of environmental conditions [17, 18], as well
as for natural disaster reporting and alarming [19]. That being said, the most
common application was the syndromic surveillance of influenza-like illnesses
(ILIs). Besides ILIs, other diseases and conditions that were studied include
dengue, HIV, gastroenteritis, ebola, diarrhoea and allergies. Due to the exten-
sive research carried out in this area, a wide range of techniques were used. For

1Note that the information shown for 2019 is not comparable to that for other years due
to the fact that, at the time of plotting the graph, 2019 had not elapsed.
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Figure 7: Most applied algorithms each year

example, supervised learning applied in the form of k-Nearest Neighours (kNN)
was used to monitor allergy trends and occurences [20]. Unsupervised learn-
ing was used in the form of Density-based Spatial Clustering of Applications
with Noise (DBSCAN) clustering in order to exploit the spatial and temporal
properties of the Twitter stream for dengue surveillance [21]. Semi-supervised
learning was used in the form of transductive SVMs for the surveillance of ILIs,
gastroenteritis, diarrhoea and vomiting [22].

Table 2: Summary of statistical and machine learning methods and
data sources for surveillance using Twitter data

Public Health Issue Method Comparative Data Source
Cancer Simple Statistical Analysis

[23]
CDC

Hepatitis A Support Vector Machine [24]
Gastrointestinal Ill-
nesses

Correlation Analysis [25] Government of on-
tario, Kingston,
Frontenac and Lennox
& Addington Public
Health

Suicide ARIMA (Autoregressive Inte-
grated Moving Average [26]
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HIV Graph Modelling [27],
Word2Vec [28], Doc2Vec [28],
Dynamic Topic Modeling [28]

Allergies K-Nearest Neighbour [20],
Bayesian Inference [20], Sup-
port Vector Machine [20]

Heat Wave Near Regression [18], ARIMA
(Autoregressive Integrated
Moving Average) [18]

The US National
Oceanic and Atmo-
spheric Administration
(NOAA) National
Centers for Environ-
mental Information
(NCEI)

Heat Related Ill-
nesses

Correlation Analysis [25] Government of on-
tario, Kingston,
Frontenac and Lennox
& Addington Public
Health

Depression ARIMA (Autoregressive Inte-
grated Moving Average [26]

Syphilis Binomial Regressions [29] CDC
Ebola Bayesian Inference [30], Lexi-

con Analysis [30]
Respiratory
Ilnnesses

Correlation Analysis [25] Government of on-
tario, Kingston,
Frontenac and Lennox
& Addington Public
Health

E Coli Latent Dirichlet Allocation
[31], Lexicon Analysis [31]

Robert Koch Institute

Measles Support Vector Machine [24]
Influenze-
like Illnesses
(Hemophilus)

Bayesian Inference [15] Genbank

Vomiting TSVM [22], ARIMA (Au-
toregressive Integrated Mov-
ing Average) [22]

Public Health England

Gastroenteritis TSVM [22], Latent Dirich-
let Allocation [31], Lexicon
Analysis [31], ARIMA (Au-
toregressive Integrated Mov-
ing Average) [22]

Public Health Eng-
land, Robert Koch
Institute

Salmonella Support Vector Machine [24]
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Food Borne Illness Support Vector Machine [32] Southern Nevada
Health District
(SNHD)

Earthquake Clustering [19], Bayesian In-
ference [19]

Stress Ordinal Regression [33]
Air Pollution Self-Organizing Map

(Clustering) [34], Cross-
Correlation [17]

The European Centre
for Medium-Range
Weather Forecasts
(ECMWF), London
Air Quality Network

Influenze-like Ill-
nesses (ILI)

Lexicon Analysis [35],
Deep Learning (CNN) [36],
Fp-Growth [37], Bayesian In-
ference [38],[39], Correlation
Analysis [25], Deep Learning
(RNN) [36], Deep Learning
(MLP) [40], Fasttext [36],
Bayesian Inference [41],[35],
ARIMA (Autoregressive
Integrated Moving Average)
[22],[42], Simple Statistical
Analysis [23], Support Vector
Machine [43],[37], Glove
[36], Maximum Entropy
[41], TSVM [22], Partial
Differential Equation [44],
Autoregressive Moving Av-
erage (Arma) [45], Outlier
Detection [46], Topic Model
[47], Temporal Topic Model
[14], Logistic Regression [42],
Count Correlation [16]

Public Health Eng-
land, Frontenac and
Lennox & Addington
Public Health, Chinese
CDC, Pan American
Health Organiza-
tion (PAHO), CDC,
HHS data, Kingston,
FluWatch, Govern-
ment of ontario, The
Pan American Health
Organi-zation (PAHO)

General Health1 Topic Model (Ailment Topic
Aspect Model (Atam)) [48],
Lexicon Analysis [49], Re-
gression [49], Simple Statis-
tical Analysis [50], Temporal
Ailment Topic Aspect Model
(TM-ATAM) [51]

CDC, U.S. Census’
State-Based Counties
Gazetteer

1Generic feelings of unwellness and non-specific illness
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Dengue Dbscan (Clustering) [21],
Deep Learning (RNN) [52],
Word Embeddings (Glove)
[52], Simple Statistical
Analysis [53]

Brazilian Health Min-
istry, Philippine’s
Department of Health,
Brazilian Official
Dengue case data

Diarrhoea TSVM [22], ARIMA (Au-
toregressive Integrated Mov-
ing Average) [22]

Public Health England

Obesity Dbscan (Clustering) [54]

3.2.2. Event Detection
Detection was another popular domain which saw around 40% of the re-

viewed articles represented. Research in this domain sought to automatically
detect events and describe the magnitude and trend of disease, as well as the
impact of control measures. Examples of applications in this domain are au-
tomatically detecting drug abuse within the population [55], depression and
suicide [26], ebola [56] and most common of all, ILI [57]. Such research tends to
be fairly recent with the mode publication year being 2016. The statistical and
machine learning techniques used were typically supervised, with most studies
employing either classification or regression to make the predictions necessary
for detection. For example, SVMs were used to detect mention of “dabbing”, a
method of marijuana consumption that involves inhaling vapors from heating
marijuana concentrates [58]. CNNs were used to detect harmful algal blooms
from pictures posted on Twitter [59]. Additionally, stepwise regression was used
to detect depression from Tweets in order to explore the effect of climate and
seasonality on mood [60].

Table 3: Summary of statistical and machine learning methods and
data sources for event detection using Twitter data

Public Health Issue Method Complementary Data
Cancer Support Vector Machine [61] CDC
Smoking Bayesian Logistic Regression

[62]
Suicide ARIMA (Autoregressive Inte-

grated Moving Average [26]
Harmful Algal
Blooms (HABS)

Deep Learning (CNN) [59]

HIV Decision Tree [63], Support
Vector Machine [63], Graph
Modelling [27], Multilayer
Perceptron [63]
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Allergies [64], Bayesian Inference [64] pollen.com, National
Climatic Data Center
Climate Data Online
(CDO)

Drug Abuse Biterm Topic Model [55],
Decision Tree [65], Support
Vector Machine [58], Topic
Model [66]

HPV Decision Tree [67], Linear
Classifier [67]

Infectious Intesti-
nal Diseases (IID)

Word2Vec [68], Gaussian
Process [68]

Public Health England

Adverse Drug
Events (ADE)

Multi-Instance Logistic Re-
gression [69]

Depression Non-Negative Matrix Factor-
ization [70], ARIMA (Au-
toregressive Integrated Mov-
ing Average) [26], Simple Sta-
tistical Analysis [71], Step-
wise Regression [60]

National Climatic
Data Center, National
Oceanic and Atmo-
spheric Administration
(NOAA)

Ebola Lexicon Analysis [56], Sup-
port Vector Machine [56]

Back Pain Logistic Regression [72]
Vomiting TSVM [22], ARIMA (Au-

toregressive Integrated Mov-
ing Average) [22]

Public Health England

Gastroenteritis TSVM [22], ARIMA (Au-
toregressive Integrated Mov-
ing Average) [22]

Public Health England

Asthma Support Vector Machine [61] CDC
Food Borne Illness K-Nearest Neighbour [73],

Support Vector Machine [32]
Southern Nevada
Health District
(SNHD), CDC

Earthquake Clustering [19], Bayesian In-
ference [19]

Diabetes Support Vector Machine [61] CDC
Dental Pain Simple Statistical Analysis

[74]
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Influenze-like Ill-
nesses (ILIs)

Clustering [75], Lexicon
Analysis [57],[76],[35], Deep
Learning (RNN) [36], Logis-
tic Regression [77], Gaussian
Process [78], Deep Learn-
ing (CNN) [36], Outlier
Detection [46], Bayesian
Inference [57],[35], Fasttext
[36], ARIMA (Autoregres-
sive Integrated Moving
Average) [22], GloVe [36],
FP-Growth [37], Trap Model
[79], Support Vector Machine
[37],[80],[77], Shallow MLP
[81], TSVM [22], Word2Vec
[75], Regression [80]

Penn State’s Health
Services, Infectious
Disease Surveillance
Center, Royal College
of General Practition-
ers (RCGP), Public
Health England, CDC

General Health1 Support Vector Machine [82],
Lexicon Analysis [82]

Diarrhoea TSVM [22], ARIMA (Au-
toregressive Integrated Mov-
ing Average) [22]

Public Health England

Obesity Dbscan (Clustering) [54]
Middle East Res-
piratory Syndrome
(Mers)

Lexicon Analysis [56], Sup-
port Vector Machine [56]

3.2.3. Pharmacovigilance
Research in pharmocovigilance focused mainly on adverse drug reactions

and events, but also investigated with recreational drug use and abuse. Usually,
when studying the use of Twitter to detect adverse drug reactions and events,
articles searched for a range of names obtained from a thesaurus of drugs and
events, such as the Medline Plus Drug Information [83]. However, other such
studies focused on a drug for a particular disease such as HIV [63]. In addition,
studies also investigated drug habits and their effects on the population. For
example, one article studied the use of e-cigarettes and their utility for smoking
cessation [62]. Another article studied the variability of alcoholism with time
[84]. A number of the pharmacovigilance studies utilized sentiment analysis,
usually a form of supervised text classification, to aid in their efforts [63, 83, 28].
In fact, most of the studies make use of supervised learning in the form of text
classification using mostly SVMs and decision trees. Of the 19 articles in this

1Generic feelings of unwellness and non-specific illness
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domain, three made use of deep learning [28, 85, 86], one employed a semi-
supervised multi-instance learning approach [86] and three used unsupervised
natural language processing [28, 87, 66].

Table 4: Summary of statistical and machine learning methods and
data sources for pharmacovigilance using Twitter data

Public Health Issue Method Complementary Data
Smoking Bayesian Logistic Regression

[62]
HIV Support Vector Machine [63],

Word2Vec [28], Doc2Vec [28],
Multilayer Perceptron [63],
Decision Tree [63], Dynamic
Topic Modeling [28]

Vaccination Semantic Network Analysis
[87]

Drug Abuse Decision Tree [65], Support
Vector Machine [58], Topic
Model [66], Simple Statistical
Analysis [88]

National Surveys
on Drug Usage and
Health (NSDUH)

Adverse Drug Re-
actions (ADRs)

Conditional Random Field
[89],[85], Lexicon Analysis
[89],[90], Deep Learning
(RNN) [86], Word Embed-
dings (Glove) [86], Word2Vec
[85]

ADRMine

Adverse Drug
Events (ADEs)

Multi-Instance Logistic
Regression (Milr) [69], Semi-
Supervised Multi-Instance
(Nssm) [91], Bayesian Infer-
ence [83], Support Vector
Machine [83],[92], Lexicon
Analysis [92]

Alcoholism Simple Statistical Analysis
[84]

Miscellaneous Decision Tree [93], Support
Vector Machine [94], Latent
Dirichlet Allocation [94]

3.2.4. Forecasting
Forecasting research studies the prediction of public health trends, as well

as means of nowcasting which is the prediction of the present state of public
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health. It can be seen as a part of the syndromic surveillance effort, aimed
at predicting epidemics in order to improve crisis response. Research in this
domain is focused predominantly on ILIs. Around 67% of the reviewed literature
studied ILI. However, other diseases such as dengue, gastroenteritis, cancer and
asthma were also studied [53, 22, 23, 95]. While a mix of statistics and machine
learning is used in this domain, there is a heavier focus on statistics. In fact
most studies made use of statistical techniques like regression and time series
analysis. For example, dynamic regression was used to predict infuenza trends
in Boston, USA [96]. AutoRegressive Integrated Moving Average (ARIMA) was
used to forecast influenza cases on a city level in Chongqing, China, as well as for
predicting gatroenteritis in the UK [97, 22]. Partial differential equations were
used to forecast influenza cases on a regional level across the USA [44]. Deep
learning was also used to aid in the forecasting problem of predicting influenza
cases [40] and in the creation of SENTINEL, a software system system capable
of nowcasting diseases being monitored by the US Centre for Disease Control
(CDC) [98]. Unsupervised learning was used in the form of topic modelling in
a study aiming to predict health transition trends without any a priori diseases
[51].

Table 5: Summary of statistical and machine learning methods and
data sources for forecasting using Twitter data

Public Health Issue Method Complementary Data
Cancer Simple Statistical Analysis

[23], Linear Regression [99]
CDC

E Coli Latent Dirichlet Allocation
[31], Lexicon Analysis [31]

Robert Koch Institute

Vomiting TSVM [22], ARIMA (Au-
toregressive Integrated Mov-
ing Average) [22]

Public Health England

Gastroenteritis TSVM [22], Latent Dirich-
let Allocation [31], Lexicon
Analysis [31], ARIMA (Au-
toregressive Integrated Mov-
ing Average) [22]

Public Health Eng-
land, Robert Koch
Institute

Asthma Decision Tree [95], Shallow
MLP [95]

Children’s Medical
Center (CMC)

Influenze-like Ill-
nesses (H1N1)

Support Vector Regression
[100]

CDC
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Influenze-like Ill-
nesses

Deep Learning (RNN) [36],
Deep Learning (MLP) [40],
Fasttext [36], Deep Learn-
ing (CNN) [36], ARIMA
(Autoregressive Integrated
Moving Average) [22],[97],
GloVe [36], Temporal Topic
Model [14], Dynamic Regres-
sion [96], TSVM [22], Partial
Differential Equation [44],
Simple Statistical Analysis
[23], Autoregressive Moving
Average (ARMA) [45]

Boston Public Health
Commission, Public
Health England, Pan
American Health Or-
ganization (PAHO),
Chinese CDC, CDC

General Health1 Temporal Ailment Topic As-
pect Model (TM-ATAM) [51]

CDC

Dengue Simple Statistical Analysis
[53]

Brazilian Official
Dengue case data

Diarrhoea TSVM [22], ARIMA (Au-
toregressive Integrated Mov-
ing Average) [22]

Public Health England

3.2.5. Disease tracking
Disease tracking is a domain that seeks to support epidemiology by offering

insight into the spread of infectious diseases. Research in this domain is pri-
marily interested in understanding the way in which diseases spread through
a population. It looks toward not only gaining a better understanding of the
spread of diseases, but also to keep track of the public health state during rec-
ognized outbreaks and mass gatherings which could be a breeding ground for
disease. For example, one study investigated and proposed a means of traking flu
transmission in China using Twitter [39]. Another study retrospectively tracked
the spread of measles during the 2015 outbreak [101]. Additionally, there was a
study to detect the occurence and spread of disease symptoms which could sig-
nify a potential outbreak at a number of British music festivals and a religious
event in Mecca, Saudi Arabia [50]. Most studies in this domain made use of
machine learning methods, leaning towards supervised learning. In particular,
regression learning proved popular, as two studies utilized dynamic regression
and support vector regression to track the spread of influenza [96, 100]. An-
other study proposed a gaussian mixture regression approach to estimating the
geographic origin of a tweet for use during an outbreak [102]. There were also
some studies which used statistical analysis to obtain impressive results. One of

1Generic feelings of unwellness and non-specific illness
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such studies made use of the TSIR (time-series Susceptible-Infected-Recovered)
model to understand human mobility and the spread of the dengue virus in La-
hore, Pakistan [103]. While it was rare, one study made use of semi-supervised
learning and deep learning to simulate influenza epidemics.

Table 6: Summary of statistical and machine learning methods and
data sources for disease tracking using Twitter data

Public Health Issue Method Complementary Data
Measles Semantic Network Analysis

[101]
CDC

Influenze-
like Illnesses
(Hemophilus)

Bayesian Inference [15] Genbank

Influenze-like Ill-
nesses (H1N1)

Semi-Superviseddeep Learn-
ing (MLP) [104], Support
Vector Regression [100]

CDC

Influenze-like Ill-
nesses

Bayesian Inference [39],
Bayesian Inference [41],
Dynamic Regression [96],
Maximum Entropy [41]

FluWatch, Boston
Public Health Com-
mission, Chinese
CDC

General Health1 Temporal Ailment Topic As-
pect Model (TM-ATAM) [51]

CDC

Dengue Time-Series Susceptible-
Infected-Recovered Model
[103], Simple Statistical
Analysis [53]

Brazilian Official
Dengue case data

Miscellaneous Gaussian Mixture Regression
(Gmr) [102]

Map data

3.2.6. Geographic identification
Geographic identification is a small domain which involves the extraction of

geographical information from Twitter data and typically sees little use alone.
Rather, it is used in conjunction with other domains to improve the efficacy of
solutions or provide added benefit. It is most often used with surveillance and
disease tracking. Methods used in geograhic identification are typically based on
unsupervised learning. For example, DBSCAN clustering was used to monitor
and track obesity levels within the population [54], as well as track the spread
of the dengue virus [21]. Another study utilized hot spot analysis to examine
spatial patterns of depression on Twitter. Some supervised learning, typically

1Generic feelings of unwellness and non-specific illness
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in the form of classification is also used in geographic identification. Here, a
classifier is used to predict the location of a tweet based on some features of the
tweet, usually its word collocations. As an example, one study in the review
made use of a random forest classifier to predict which city and province a tweet
determined to be from Canada (according to the Twitter API), was from [105].
While geographic identification in itself is not of major use to the field of public
health, when combined with other identified public health research domains, it
offers improvements on the specificity and granularity of their results.

Table 7: Summary of statistical and machine learning methods and
data sources for geographic identification using Twitter data

Public Health Issue Method Complementary Data
Depression Non-Negative Matrix Factor-

ization (Nmf) [70]
Dengue Time-Series Susceptible-

Infected-Recovered Model
[103], Dbscan (Clustering)
[21]

Brazilian Health Min-
istry

Obesity Dbscan (Clustering) [54]
Miscellaneous Latent Dirichlet Allocation

[105], Support Vector Ma-
chine [105],[106], Bayesian In-
ference [105], Random Forest
[105], Multilayer Perceptron
[105], Gaussian Mixture Re-
gression (GMR) [102], HDB-
SCAN (Clustering) [106]

Map data

4. Discussion

This review has compiled and analysed the published literature on the use
of Twitter data for public health, highlighting popular and current research and
applications. In terms of research undertaken so far, three findings were pro-
duced from the review. First, we identified the key application domains being
studied: (i) surveillance; (ii) event detection; (iii) pharmacovigilance; (iv) fore-
casting ; (v) disease tracking and (vi) geographic identification. Studies were
found to predominantly be concerned with surveillance, event detection and
pharmacovigilance. Next, the conditions and diseases being tackled using Twit-
ter data were identified. We discovered a wide range of illnesses to which Twitter
data is being applied to including infectious diseases, mental health problems,
environmental issues and social issues. Finally, we mapped out the statisti-
cal and machine learning algorithms and approaches being used to process and
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analyse Twitter data for public health purposes. In doing so, we observed trends
in these approaches. Bayesian learning and SVMs appear to be popular algo-
rithms of choice, however, in the past two years the focus seems to have shifted
towards deep learning.

So far our findings will enable researchers working in health data to iden-
tify relevant studies in different application areas, tackling different diseases or
conditions and will also provide evidence of analysis techniques that have been
applied in each context. This will enable faster development of new applications,
which is an important contribution of our research with the growth on the user
of Twitter around the world, and particularly in Low and Middle Income Coun-
tries (LMIC). The use of Twitter in a health context can present new practical
and affordable solutions for implementing disease monitoring and surveillance
in countries with weak health systems.

While research toward using Twitter for public health has been extensive,
our study has also identified some gaps for future researchers to fill. The iden-
tification of gaps is an important deliverable of a scoping review and hence a
contribution of our work.

In terms of diseases tackled so far, understandably, studies are focused on
infectious diseases because of their global importance. In particular, the re-
viewed research focused heavily on the surveillance and detection of influenza.
However, we have identified significant scope to explore the use of Twitter data
in other infectious diseases. Some such studies are beginning to take place
(e.g. dengue or ebola) but much more work is expected in the light of recent
outbreaks. Often outbreaks are fast moving situations and research needs to
progress very quickly so our findings will facilitate such endevours. Whereas we
may not expect Twitter data to be of use for the study of sexually transmitted
diseases (STDs) as such a study would rely on Twitter user-reporting what may
be quite sensitive information, other infectious diseases such as cholera could
be studied. Furthermore, we have also identified the potential utility of Twit-
ter and social media for public health in the context of non-infectious diseases,
such as asthma or celiac disease as little work has so far been reported in the
literature, yet those diseases can represent a large health burden. An additional
area of application may be the occurrence of positive health states/outcomes.
Our review did not identify any articles that used Twitter for this, although it
might be a result of the limitations of our scoping methodology.

In terms of analysis techniques employed so far, there was wide application
of supervised learning techniques. This is somewhat understandable as the
most popular application domains were surveillance and detection, which are
related to the supervised learning tasks of classification and prediction. The
average number of Tweets used in the reviewed studies was roughly twenty
thousand. This suggests that most of the reviewed articles had large amounts
of labelled Twitter data available to them which leads to supervised learning
tasks. Unfortunately, such labeling could constitute a sizeable effort so we have
identified the use of unsupervised learning, and particularly semi-supervised
learning, as another potential area for new exploration. Such approaches would
reduce the amount of labeled Twitter data required by also taking advantage of
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the unlabeled data. Some articles are already starting to emerge [91, 104] but
mostly only focused on ILI so far.

Furthermore, in terms of application areas despite the rich potential for
success from using Twitter data for public health which was identified in the lit-
erature, there were few articles describing active Twitter-based systems and/or
their evaluation in an operational context for routine public health practice.
This may suggest that it is somewhat difficult to translate research using Twit-
ter for public health into practice. We believe the bulk of this challenge might
come from the ethical issues involved and the lack of an ethical framework for
the integration of social media into surveillance systems. Hence the develop-
ment of robust ethical frameworks could be an important area for future work.
That being said, public health institutions around the world may already be
using Twitter as such a tool, and just not reporting their efforts.

It is also important to note that this review had some limitations. Con-
straints in the search methodology such as the use of broad search terms and
the exclusion of works-in-progress may have resulted in some relevant studies
being missed. However, this is a common limitation of scoping reviews as they
are intended to broadly map topics, achieving a good balance of breadth and
depth in a relatively quick time-frame [107].

5. Conclusion

This review makes an important contribution by successfully giving an overview
of the use of Twitter data in the context of monitoring, detection and forecast-
ing of public health conditions. We providing insightful analysis of the existing
literature in the field, including the type of conditions being monitored; the
data analysis techniques being used and the application areas most commonly
found. We also analysed time trends to understand how research in this area
is evolving over time. Such information will be useful in aiding researchers,
clinicians and policy makers in understanding the modern landscape of public
health applications for social media.

To conclude, research into the application of Twitter data for public health
has uncovered interesting and inspiring advances, especially in recent years,
and identified gaps in the knowledge thus allowing targeted research in the fu-
ture. Overall, we see that Twitter data has been used to aid in pubic health
efforts concerned with surveillance, event detection, pharmacovigilance, fore-
casting, disease tracking and geographic identification, demonstrating positive
results. We have uncovered the need to evaluate the use of Twitter in less stud-
ied epidemiological diseases and other non-epidemiological conditions. We also
uncovered scope to apply semi-supervised algorithms to the task in hand to
reduce labelling efforts. Furthermore, we have identified the need for a robust
framework including ethics to translate research into an operational context and
produce working systems.

With the richness of Twitter as a data source, is semi-real time nature, the
take up of mobile devices in LMIC that give access to such platforms and with
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the development of machine learning tools and their increasing accessibility, we
expect to see more interesting ideas and applications of Twitter to public health.
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HIGHLIGHTS

 Twitter is a very popular microblogging platform with over 300 million active users.

  We analyse the literature to understand Twitter’s capability to provide a useful tool for public 
health. 

  We reviewed almost a thousand research studies and found that Twitter can be used for 
surveillance, event detection, pharmacovigilance, disease tracking and forecasting. 

  Twitter is mostly used in the context of flu, drug abuse, depression and dengue. 

  Our analysis of the literature presents the modern landscape of public health applications using 
social media data in combination with Machine Learning approaches.
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