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Background
The ISPOR modelling taskforce suggest decision models should be thoroughly reported and transparent. However, the level of transparency and indeed how transparency should be assessed, has yet to be defined. One way, may be to attempt to replicate the model and its outputs. The ability to replicate a decision model could demonstrate adequate reporting transparency.
Objective
To explore published definitions of replication success, across all scientific disciplines, and to consider how such a definition should be tailored for use in health economic models. 
Methods
A literature review was conducted to identify published definitions of a ‘successful replication’. Using these as a foundation, several definitions of replication success were constructed to be applicable to replications of economic decision models, with the associated strengths and weaknesses of such definitions discussed.
Results
A substantial body of literature discussing replicability was found, however relatively few studies, ten, explicitly defined a successful replication. These definitions varied from subjective assessments to expecting exactly the same results to be reproduced.
Whilst the definitions that have been found may help to construct a definition specific to health economics, no definition was found that completely encompassed the unique requirements for decision models. 
Conclusion
Replication is widely discussed in other scientific disciplines, however as of yet there is no consensus on how replicable models should be within health economics or, what constitutes a successful replication. Replication studies can demonstrate how transparently a model is reported, identify potential calculation errors and inform future reporting practices. It may therefore be a useful adjunct to other transparency or quality measures.
Key points:
- One way to measure reporting transparency, might be to see if the results of a published model can be replicated.
- There have been few replication studies within health economics, with no consensus on how a successful replication should be defined.
- This paper, is the first to review how the concept of a successful replication has been defined, across all scientific disciplines, and how such definitions might be applied to models within health economics.
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1. Introduction
Traditionally the methods of a scientific experiment were written with sufficient detail, so that the experiment could be repeated. In the same vein, it is expected that research publications adequately describe their methods, so much so that an independent researcher could replicate the methods described and reproduce the reported results. The concept of replication is widely discussed across scientific disciplines, including but not limited to: biomedicine [1], computational science [2, 3], psychology [4] and epidemiology [5]. Moreover, even in other areas of economics, replication has been explored [6-10].
There are several motivations for carrying out replication studies, these range from checking for calculation errors [11], to demonstrate understanding of the original study [10] and to improve and extend existing research [12], amongst others. Replication studies are also valued as a learning tool. For example, in the wider economic disciplines, there have been instances where replications are commissioned as coursework for students, as a means to practically learn and potentially, as was seen in the example of Reinhart and Rogoff – to identify errors [13].
Recently, certain scientific disciplines, have announced a “reproducibility crisis” [12, 14-16], initiated by several high profile studies being found to contain errors or to not be reproducible. As such, several replication initiatives [17-20] have been formed, with the aim of maintaining research integrity and transparency. One of which is, The International Initiative for Impact Evaluation (3ie) which commissions replication studies within developmental economics, with the intention of improving research quality and promoting good research practices [17]. 
Considerable research has also been conducted looking at what constitutes a replication, with several taxonomies about the different types, and definitions of replication, having been developed [6, 7, 21]. Most often, these distinguish between broad and narrow replications [7, 22, 23], where a broad replication can be defined as using data from other “periods, countries, regions or other entities as appropriate” to see if the empirical finding can be repeated [24]. Broad replications can improve the understanding of a concept, test the robustness of results, as well as show how generalizable the results might be [7]. In this study however, we consider replication in the narrow sense, that is: a replication attempt conducted using the exact same methods and data as in the original study, with the intention of regenerating the original results [7]. 
As well as the distinction between narrow and broad, it is also interesting to note that an innate difference exists within replication across different disciplines, regarding what is sought to be replicated. For example, replication is considered in experimental disciplines (whereby one seeks to replicate an experiment observing an effect) and also in analytical disciplines, which involves coded analysis of a dataset. To demonstrate, a study evaluating replication in computer science remarked that “In theory, computation is a deterministic process and exact reproduction should therefore be trivial” [3], whereas a replication of an experiment or clinical trial may have inherent heterogeneity, which may prevent the original results from being exactly reproduced.
Whilst the replicability of research within health economics has not been subject to such ‘crisis’ discussions, there have been several studies highlighting the vulnerability of decision models to manipulation and calls for heightened transparency in their reporting [25, 26]. Moreover, perceptions by those outside of health economics suggest that, “Many economic models lack transparency, are difficult to understand and evaluate, and have too many hidden assumptions” [27]. There have also been several studies demonstrating bias in published cost-effectiveness analyses depending on the funder of the research [28, 29], and although these publications did not examine the bias within decision-models alone, they demonstrate the potential for perverse incentives and thus the need for heightened transparency. Publications by the ISPOR-SMDM Modelling Good Research Practices Task Force, established to maintain research standards and enhance the transparency of model reporting [30], provide an explicit definition of what they consider a transparent model to be:
“Transparency serves two purposes: 1) to provide a non-quantitative description of the model to readers who want to understand in a general way how a model works and 2) to provide technical information to readers who want to evaluate a model at higher level of mathematical and programming detail, and possibly replicate it” [31].
This definition suggests that transparency and replicability are linked. Whilst calls for transparency are numerous, there is however, little in the existing literature that evaluates how well these calls are being met, and most commonly, transparency is checked via the use of checklists, originally intended to ensure reporting thoroughness [32, 33]. 
The authors propose that, there is value in conducting replications within health economics, particularly studies describing decision models, as means to evaluate their transparency. By exploring if an independent modeller were able to replicate the results published, the replication would demonstrate how transparent and well reported the model was, in terms of how clearly variables and assumptions are described, and that the model was free from calculation errors. On the other hand, if a model was not reproducible, it may suggest a lack of reporting clarity, potential errors within the model that went unnoticed by the original modellers or the use of proprietary data or software.
As well as a means to test transparency, there may be pragmatic motivations and benefits to replication, such as to hasten model development and to prevent research waste (as prioritised by the REWARD and EQUATOR initiatives [34, 35]). Model development requires a large amount of conceptual work, requiring input from clinicians and other experts, and researcher time. It would be wasteful to not build upon this work, but to instead repeat the process of model development, each time an evaluation was needed.
Importantly, there are limits to the conclusions that can be drawn from a replication attempt. If a model is replicable it shows there was sufficient detail given to replicate. It does not say anything about the validity of the model, either in terms of its structure, assumptions, or data inputs. For example, a failed replication does not necessarily mean that the model is completely invalid, nor does a successful replication imply that the clinical assumptions are valid, and so on. Additionally, the ability to replicate a model does not necessarily show how the assumptions were derived or what other sources of information could have been used to inform parameters. However, it may give the replicators a better understanding of the model and its underlying assumptions and hence facilitate better judgments about its quality.
Replication studies are commonplace in other scientific disciplines (as described above), however they are less common within health economics. Before advocating model replications, which may be a valuable way to assess reporting transparency, it is logical to consider, in an ideal world, how replicable published models should be, given the many intricacies that modelling involves, for example extensive assumptions or use of different software, and thus how a ‘successful replication’ should be defined. This would then allow all replications, if and when they are conducted, to adhere to the same set standard, and potentially demonstrate how the discipline as a whole, is performing in terms of reporting transparency.
Currently, there is no set standard, and of the few replication studies conducted within health economics, it is left to the author to make a subjective assessment of success. In example, Bermejo et al. [36] conducted replications of five economic models (discussed in more detail below), deeming only two as successfully replicable. However both of these had varying levels of discrepancy when compared to the original publication [37]. This illustrates that currently it is down to subjective assessment, with no measurable level of accuracy or clarity on how much discrepancy should be allowed before one can say that a model cannot be successfully replicated. 
Therefore, motivated by the COSMIN initiative [38], which sought to standardise terminology and definitions within measurement properties, we seek to identify how other studies have defined replication success and in turn, to propose how these definitions might be tailored to health economic models, with the aim of initiating academic discussion and to establish an agenda for future work within health economics. To the authors’ knowledge this is the first study to review how the concept of replication success is defined in the literature, and the first to provide such an overview within health economics. 
2. Methods
A non-systematic literature review was conducted with the intention of identifying how a ‘successful replication’ was defined, both within health economic research and within other scientific disciplines. Given the broad range of studies this review sought to identify, and that search terms were nebulous, it was not possible to develop a search strategy with sufficient specificity and sensitivity such that a systematic literature review could be conducted. Instead, a simple search strategy was designed with the intention of identifying a subset of the relevant literature, which could act as a springboard to identify further relevant studies through the use of snowballing and citation tracking [39, 40]. Searches were conducted of the following databases, from the date of their inception until July 2017 (when the searches were carried out): Web of Science, PubMed and the Cumulative Index of Nursing and Allied Health Literature (CINAHL) (search strategy detailed in Appendix 1). 
Information was then extracted from the relevant papers, and included the general characteristics of the study (for example title, journal, publication year, funding source) as well as the scientific discipline, type of study (for example commentary, discussion on the concept of replication or if a replication attempt was conducted), the stated purpose of replication and how a successful replication was defined. Where the paper was deemed to be related to health economics, additional information was extracted. This included the type of model replicated, modelling software used, if contact with the original authors was made, and the outcome of the replication attempt and whether the replication was defined as a success.
Using the results from the literature review, a variety of definitions were then proposed, constructed to be specific to health economic modelling. Importantly, such definitions needed to reflect the unique aspects of decision modelling. For example, models commonly evaluate multiple treatment or disease pathways and therefore a decision about whether the replication definition should refer only to the base case of the analysis or if it should also extend to the sensitivity analyses carried out. Moreover, there are multiple model types used within health economics which vary in complexity, it may therefore be necessary to incorporate this into any definition constructed, defining replication success as proportionate to the complexity of the original model, whilst also taking into account the motivation for the replication.
3. Results
3.1 Definitions of ‘Successful Replication’ from other scientific disciplines
The literature review yielded a sizeable number of studies discussing the concept of replication, however substantially less was found exploring the concept of what makes a replication successful. It is reported by the Open Science Collaboration that there is “no single standard for evaluating replication success” [41]. Indeed, such a statement is supported by the definitions found within this review, detailed in Table 1, which range from subjective assessments to expecting exactly the same results. The definitions found, along with the objectives for completing the replication, were split according to whether they were replications of data analyses or seeking to replicate an observed effect (primarily conducted within Psychology), the latter of which appeared to focus more on statistical significance. All definitions referred to a narrow replication, that is, they were seeking to reproduce the original results using the same methods/data.
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Table 1: Definitions of 'Successful Replication' found.
	Study
	Year
	Scientific
Discipline
	Objective
	Methods
	Definition of ‘Successful Replication’

	DATA DRIVEN – REPLICATING ANALYSIS

	Peng [42]
	2009
	Biostatistics
	To establish a reproducible research policy for the journal “Biostatistics”.
	Replications should be conducted using the data and code provided by the original authors.
	“An article is designated as reproducible if the AER (Associate Editor for reproducibility) succeeds in executing the code on the data provided and produces results matching those that the authors claim are reproducible. In reproducing these results, reasonable bounds for numerical tolerance will be considered.”

	Garcia [43]

	2014
	Economics
	To verify the results of previously published study. The original article was referred to as highly cited and relevant to ongoing policy debate.
	The replication used the original study’s own data and the methods reported in the manuscript.
	“A pure replication is successful if the exact same results reported in the original study, including any errors and omissions, can be reproduced using the inputs in the replication file.”

	Chang [12]
	2015
	Economics

	To broadly evaluate the state of replication within economics.
	Where possible replications were conducted using data and code provided by the original authors.

If not provided, they checked the personal websites of each of the authors for replication files, and failing this contacted authors via email.
	“We define a successful replication as when the authors or journal provide data and code files that allow us to qualitatively reproduce the key results of the paper.”
“For example, if the paper estimates a fiscal multiplier for GDP of 2.0, then any multiplier greater than 1.0 would produce the same qualitative result”

	Chang [44]
	2017
	Economics
	A pre analysis plan detailing the steps to be carried out during a planned replication.
	The replication would use the original, raw data and the replicator would produce their own code with the intention of reproducing the analysis reported.
	“I would be “successful” if I was able to replicate the Figures that I pre-specified (1, 2, 3, 7, and 8) to a reasonable degree of accuracy.”

	Hardwicke et al. [45]
	2017
	Cognitive Science
	To more broadly examine whether open data policies are being adhered to such that: data is available, it is in a usable form and if so, that reported outcomes can be reproduced.
	The replication used author provided datasets and any computer code that were used to produce published results.
	“If there are only Minor Numerical Errors, or no discrepancies, then the reproducibility check is considered an overall success”

	ReplicationWiki [46] 
	Online resource
	Economics 
	To facilitate replications via an online database. Suggests studies for replication and details the results of replication attempts. 
	No formal methods given other than that replications should aim to repeat the reported analyses.
	“Successful: Results could be replicated without major deviations from the published results
Partially Successful: Key results could be replicated but some deviations from published results
Failed: Key results could not be replicated, significant deviations from the published results”

	EXPERIMENTAL – REPLICATING AN OBSERVED EFFECT*

	Brunner et al. [47]
	2016
	Psychology
	To explore possible proxy measures to conducting full replications.
	Not applicable (looking at alternatives to full replications).
	“Show that the description of the original study was sufficiently precise to reproduce the study in a way that it successfully replicated the original result” 


	Patil [48]
	2016
	Psychology
	Exploring the definition of replication success, to take into account that observed effects will have natural levels of variation.
	Not applicable (looking at statistical likelihood of replication results).
	When the 95% prediction interval for the effect size estimate of the replication study (calculated using the original study effect size) includes the actual point estimate from the replication.

	Cova et al. [49]
	2018
	Experimental Philosophy
	To broadly evaluate the reproducibility of studies within experimental philosophy.
	Replications followed the design and methods of the original studies as closely as possible.

	“Three different methods for designating a replication attempt as a success or a failure…
(a) Were the replication results statistically significant*?
(b) Subjective assessment of the replicating team.
(c) Comparison of the original and replication effect size.” 

*Statistical significance was defined as a p-value less than 0.05.

	PsychFileDrawer, Pashler [20]
	Online resource
	Psychology
	An archive of replication attempts, intended to facilitate the reporting of replications and the discussion of their results.
	All replications seek to reproduce the original results. However it is not clear if the methods used are exactly the same, with reported replications varying from “Highly exact/direct replication” to “Fairly exact /direct replication”.
	“A very pronounced trend or a significant difference in the same direction as a published result deserves the characterization of a "successful replication".”

	*It should be noted that the definitions outlined in this section, relating to the replication of an observed effect, are largely irrelevant to decision models within health economics.






Although not an exhaustive literature search, 10 definitions were found, with most including some form of subjective assessment to determine success and only one suggesting use of a statistical test. The majority of these definitions were considered opaque, with sufficiently loose wording to allow most studies to be considered successful if the right interpretation was taken. Indeed, Chang et al, stated that they deliberately chose a loose definition to determine an “upper bound on what the replication success rate could potentially be” [12]. A lack of formal definition may be due to the simplicity of the term itself and perhaps the perceived obviousness of what a ‘successful replication’ means. 
Also worth noting is that several of the replication studies relied on data or code, provided by the original authors [12, 42, 45]. This may have been due to convenience (in that they sought to replicate a large number of studies), but it might also suggest, that the replication was more a test of open data policies and the usability of provided materials, compared to testing how thoroughly the methods were reported within the manuscript.
As well as the studies that explicitly defined success, several replications were found that made a judgement on whether the replication was a success or failure. Whilst these studies failed to articulate exactly how a successful replication was defined, inferences can be made from the concluding judgements about aspects of the definition used. The first study conducted by Jones and Ziebarth, reported a successful replication within applied econometrics, stating: “We were able to replicate Levitt’s (2008) findings almost exactly” [50]. The second, detailed three independent replications of a study within psychology and thus was looking to replicate an observed effect, stated that their replication was a failure, given that, “The difference is in the opposite direction to that predicted” [51].
3.2 Definitions of ‘Successful Replication’ used in Health Economics
A small number of studies reporting replication attempts of decision models within health economics were found, [36, 37, 52-55]. Notably these studies are those that have conducted replications and published them for replications sake. It is acknowledged that there are likely to be a large number of replications conducted pragmatically and not reported, being used as a stepping-stone to inform the development of new models. 
The most recent paper to discuss the concept of a successful replication reported on the Eighth Mount Hood Diabetes Modelling Conference (2016), where modelling teams were set the challenge of replicating the results of two published simulation models [56, 57]. To do this, the teams used the published information about the input parameters within their own models, with the intention of replicating the results of the two simulation models. Thus, it was an exercise in the replication of results, rather than direct replication of the model itself. Here, the replication challenge was used to indicate reporting transparency and therefore in their proposed definition of replication success, Palmer et al. speak in terms of model transparency: 
 “A simulation would be regarded as transparent if one of the users was able to produce a set of instructions of the simulation they undertook that was sufficiently detailed and comprehensive to allow the other user to implement them and produce identical results using the same model” [52].
In contrast to the above, Bermejo et al. [36] conducted a study evaluating the replicability of five decision models within health economics, varying from Markov models to simulations. Whilst in their original manuscript an explicit definition of replication success was not given, when answering “Was full replication successful?” two out of five of the models were labelled “yes”. In response to further academic debate, Bermejo et al. subsequently stated that they defined a successful replication as the following:
 “we considered that the replication was successful if: (a) all the necessary information to replicate the model was available, and (b) if the results were not significantly dissimilar from the original reported model results” [37].
The latter clause of this definition allows some variation between original and replicated results, which might, inherently be expected, for example with probabilistic modelling, or issues with rounding error or a different software being used. However, it brings further questions as to how much variation should be considered and what should be deemed a significantly different result (it was not stated in the paper whether the term ‘significance’ related to statistical significance or otherwise). Whilst it is easy to suggest that if an alternative intervention was found to be cost-effective this would be considered significantly dissimilar, there is less clarity, for example, about how much costs or outcomes would need to vary before a result was considered significantly different. The two models considered to be successfully replicated by Bermejo et al. varied from the original incremental cost effectiveness rations (ICERs) by “all around 17%” within one and by “9.6% and 1% lower than the reported ICERs” [37] in the other, in comparison, no variation results were presented for the unsuccessful replications, as these were said to have failed completely. Another replication study, which also attempted to replicate five published decision models, [53] deliberately avoided labelling any of the replications as a success or failure, and instead focused on the barriers and facilitators experienced when trying to carry out the replications.
The final study found within the literature review that specifically considered replication within health economic decision models, was conducted by Smolen et al. who replicated a Markov model [54]. Whilst this study did not provide an explicit definition of what they considered a successful replication to be, they did state that their replication attempt was a success citing the small percentage differences obtained between the original results and those replicated, “Table 1 results indicate success” (percentage difference varied between -1.92% to 1.15%). This suggests that to those authors, the concept of successful replication may be more closely aligned to the definition proposed by Bemejo et al. [37]. Interestingly, when the authors were contacted about their replication attempt, they stated that they had used a pixel counting software to derive the transition probabilities used in the model, as they had not been conventionally presented in a table, but had instead been presented graphically (Figure 2, “Visual representation of transition probabilities” [58]). When considering the definition proposed by Bermejo et al., outlined above, it is questionable if by presenting the transition probabilities in this way, others would have perceived this as providing all the necessary information.
Although only a limited number of studies within health economics were found to propose an idea of what constitutes a successful replication, commonalities existed in the expectation that all the necessary information was provided and that the original results were regenerated to some degree. There is need to develop a consensus on how much variation should be permitted. Whilst it may be easier to expect an exact replication of results (as with the Palmer et al. [52] definition), it is also pragmatic to expect minor variations between replicated results and those reported in the original manuscript. These variations could be purely due to potential rounding of key results, probabilistic terms within the model or replicator error; it seems reasonable that these should be accounted for within any definition proposed. Furthermore, it is practical to expect that the complexity of the model is also likely to impact on how exactly the results can be replicated, for example comparing the expectations of a successful replication of a simple decision tree to the results of a complex Markov model which employed a lifetime time horizon.
3.3 Proposed definition of ‘Successful Replication’ for health economic models
Given the results of the literature review, it is evident there is no consistent definition of what constitutes a ‘successful replication’ in other disciplines, nor has a definition been found that could directly apply to decision modelling. Therefore, there is a need to construct a definition that can be used to evaluate the replicability of decision models in health economics, holding models accountable to a set standard of reporting and transparency. Importantly, such a definition should be usable and not deliberately opaque. 
Due to the above, it may not be appropriate to have a single ‘one size fits all’ definition, but instead to have a staged definition with levels of success, like the definition proposed by PschFileDrawer [20] which include: successful, partially successful and failed. This may also allow the definition to change depending on the different motivations for conducting the replication. For example, to evaluate the overall reporting transparency (and thus conduct a replication for replication’s sake) it may be that a stricter definition is enforced, whereas with pragmatic replications, carried out to extend the applications of an existing model, it may be acceptable for the replicated results to only loosely match those of the original, such that they have the same qualitative result (i.e. cost effective or not).  
In Table 2, several definitions are proposed which give a broad to narrow definition of success. These definitions were informed by the definitions found within the literature review (detailed in Table 1) and amended to be specific to decision models. Alongside each of these are the potential strengths and weaknesses of using such a definition.
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	Example definition
	Strengths
	Weaknesses

	The same conclusions for intervention cost-effectiveness were reached.
	· The broad definition allows a lot of variability, allowing for potential rounding errors, different software and so on (which may naturally be encountered within a replication).
· This definition is not dependent on the outcome of the original model producing an ICER.
	· Does not necessarily reflect on reporting quality of the model.
· Models reporting results close to the willingness to pay threshold may be subject to tighter constraints. For example if the original model reported a cost per QALY way above the threshold (e.g. £1 million) then any replication result greater than £30,000 would be equivalent to success, whilst potentially allowing a great deal of variance. In comparison, a model reporting a cost per QALY of £29,000 would be permitted significantly less variability for the replication to be deemed successful.

	The calculated ICER varies by only XX% compared to the original.
	· This would be useful, as long as there was an ICER to compare to. 
· As above, the definition also allows some inherent variability.
	· Incremental cost effectiveness ratios may not always be reported, if for example an intervention is dominant. 
· Permitting ICER variation may allow for contradictions to the original study’s conclusions if there was variation close to the cost-effectiveness threshold.


	Costs and outcomes replicated for some treatment pathways/model scenarios and not others.
	· This definition incorporates the idea of a ‘partial’ success, and is probably the most likely outcome from attempted replications within modelling
· If the replicator is able to identify why some pathways/scenarios were replicable and not others, it may help to inform reporting guidelines. 
	· This definition may raise more questions than it answers, for example how many pathways/scenarios would need to be replicated for it to be considered a success?  

	Cost-effectiveness figures could be reproduced to a reasonable degree of success (for example the cost effectiveness acceptability curve) 
	· Allows for some variability, but ensures that the general trends of the results are the same.
	· Figures may not be produced, or provided in sufficient resolution to facilitate proper comparison.
· Some figures, such as the cost-effectiveness plane, might be difficult to visibly see the scale of differences between the original and replicated bootstrap pairs.


	Results for the costs and outcomes vary by only XX% compared to the original, AND are consistent with the original conclusions.
	· This definition would allow for some inherent variability, whilst still being strict enough so that a replication deemed as ‘successful’ would be informative
· Similar to the definition proposed by Patil et al. [48], the variability could be set so that the replicated results lie within the xx% confidence intervals or in turn x number of standard deviations from the original result.
	· The variation permitted is likely to be arbitrary.


	Identical results are produced.
	· A very narrow definition, but one that suggests, if a replication is successful, that the original model is well reported and free of calculation errors.
	· This definition is less informative if the replication fails, as it does not account for replicator error, probabilistic modelling or potential rounding errors.
· Whilst holding the highest of standards, it is not pragmatic.






4. Discussion
To the authors’ knowledge, this is the first literature review to identify how replication success has been defined, across all studies considering the concept of replication, regardless of scientific discipline. It is also the first to present a review of the replication literature, tailored to a health economic audience, going on to consider how such definitions may apply to replications of health economic decision models. 
The review has provided examples of how ‘successful replication’ is defined in other disciplines, but has also highlighted the lack of workable definitions that can be applied to health economic models. Given the extensive literature discussing replication and the relatively smaller number of definitions proposed, it seems there may be a reluctance to label a replication as a success or failure. This may be due to a fear of how the verdict will be received, potentially damaging research reputation and alienating colleagues. The reputation of the replicator is also at stake, given that an inability to replicate might reflect their modelling skill.  It is also important to clarify what the implications of a successful or failed replication are. For example, whilst being able to replicate a model may imply that it is transparently reported and usable, it does not necessarily imply that it is accurate to the clinical condition it represents or that the underlying assumptions are valid. Likewise, whilst a failed replication may indicate a lack of reporting clarity or the use of proprietary data, it does not implicitly suggest that the model is completely invalid, or that there is a deliberate intent to mislead. 
With these consequences clearly outlined, any definition constructed requires specificity and exactness to allow the definition to be informative, but should also be pragmatic, allowing for marginal variation between the replicated and original results, so that it is usable. The definition may also depend on the original purpose of the replication. For example, there are a number of reasons why models might be replicated, whether it is to be used as a springboard for developing a new model, to ensure transparent reporting or indeed to check that the results are free from calculation errors. The process of carrying out a replication and interrogating published models may also be a valuable learning exercise in itself for the modeller.  How a successful replication is then defined, for example if the purpose of the replication is to check another’s work (where little variation in results would be expected), may vary in comparison to if the aim of the replication was to understand and re-purpose an existing model (where differences in results would be less of an issue). 
Whilst several definitions have been proposed within this paper (informed by the breadth of definitions found within the review), it should be the wider health economics community that dictate the final definition and the standard that should be expected within economic models, to facilitate buy in and ensure that the standards are practicable. Particularly, there is need to consider how much variation is permissible between the replicated and original models.
The role of journals in facilitating replication also needs to be considered, as there are often strict word limits, which might restrict the amount of detail than can be given about modelling methods, although it is acknowledged that these restrictions may be offset with allowances for supplementary materials. The importance of journals facilitating and advocating the inclusion of supplementary material is highlighted in the recent transparency guidelines relating to the Eighth Mount Hood Challenge. In this paper, which sees the development of a checklist for reporting the inputs of diabetes simulation models, the authors argue that journals could go beyond merely allowing the checklist to be published alongside the manuscript, but instead to mandate the populated checklist in order for the modelling study to be published [52]. 
Journals may also be reluctant to publish replication attempts (as highlighted by other disciplines [6, 59, 60]), however this is currently under explored within health economics, given the lack of formal replications being conducted. Although there are some journals that have stated replication studies will be considered for publication and others, such as The American Economic Review journal have even published statements dedicated to replication and the standard it expects its manuscripts to uphold [61].
It is also important to state that not all researchers consider replication as a valuable endeavour in promoting research transparency. In example of this, in reply to a rapid response [55], Bermejo et al. stated that replication of health economic decision models is  “neither an efficient nor effective means of promoting research transparency” [37], although it should be noted that within their original publication, these authors primarily considered replication for the purpose of quickly developing a new model, as opposed to evaluating transparent reporting [36]. Whilst conducting a replication can be a time consuming process, and as acknowledged above there are limitations to what the results of a replication can tell researchers, the authors believe that replication studies are able to provide invaluable insight into how models should be reported to enhance transparency and to improve future methods. Furthermore, whilst the concept of transparency and model replicability is a much broader topic than simply replicating published results, we argue that it is a logical starting point for a body of further research in this area. It is hoped that through the development of an accepted standard, replication testing could act as a catalyst to promote changes in the way modelling studies are presented. Importantly this will also indicate how well currently used checklists (such as CHEERS [32] and Philips [33]) are at identifying reporting thoroughness and may also provide further evidence to support the multiple calls for modelling registries [62-64]. There may also be scope to further the application of such standards. Notably, this manuscript has only considered replication within a single application, decision-analytic modelling, although this does not mean that the concept of replication cannot be applied to other areas of health economics, such as economic evaluation alongside clinical trials. 
5. Conclusion
This review has shown that there is currently no universal definition of a ‘successful replication’ being used, or a definition that could directly be applied to health economic models. Community buy-in is needed to develop an accepted definition and therefore to establish a standard of transparent reporting that can be adhered to. Without which, it is difficult to assess the replicability of decision modelling within health economics and therefore to measure how well the discipline is doing in meeting transparency and reporting standards.
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Appendix 1
Search Strategy, Web of Science:
1. TITLE:(econ* AND replica*)
PubMed:
1. (reproducible[Title] OR transparen*[Title])
2. research[Title]
3. 1 and 2
CINAHL:
1. (AB replica*) AND (MH “Reproducibility of Results”)

