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N-OF-1 METHODS — PRACTICAL GUIDE

Title: N-of-1 methods: A practical guide to exploring éetjories of behaviour change and
designing precision behaviour change interventions.
Abstract
Objectives: (1) To introduce N-of-1 methods and how they cealp lthe researchers identify
predictors of behavioural outcomes, (2) to prowedamples of studies that test individual
theory-based predictions of physical activity amaxercise; (3) to provide a practical
example dataset to illustrate how to design ancktakle a basic analysis for an N-of-1
study; and (4) to suggest a future agenda for Nl-plfiysical activity and exercise research.
Design Factors for consideration when designing an N-sfudy include variability of
predictors and outcomes, assessment frequencypanopaiate analysis methods. Existing
literature and piloting can help inform these aspec
Methods: We use a dataset of 24 individuals who collectad daer 28 days to illustrate
example analysis procedures. Data, guidance aondiatsd SPSS and R syntax are made
available to provide researchers with tools toresyout and practice N-of-1 analysis.
Results: Guidance on dealing with missing data, lookingrapgical representations of N-
of-1 data, managing autocorrelation using the pr@rning method and analysing N-of-1
datasets is provided. Using the example dataselewmnstrate how to identify antecedents
of physical activity (steps) to assess directidgalf associations. We also include an
overview of aggregating N-of-1 datasets using riayvél modelling.
Conclusions:N-of-1 methodology provides a means of trackingvitial patterns of
behaviour and identifying potential antecedentglyfsical activity and exercise to help
determine causality. Assisted by mobile technoledieere is great potential to enrich our
understanding of movement behaviour using thisagagr to inform interventions.
Keywords:N-of-1, idiographic methods, within person desiyrof-1 analysis, R,

SPSS, statistics
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N-OF-1 METHODS — PRACTICAL GUIDE

Background

In the context of behaviour change, a ‘traditiorsaiientific model principally makes the
underlying assumption that behaviour change intgrors and treatments work in a similar
way in all people, where researchers calculatevarage effect across individuals. Therefore,
individuals are considered, to some extent, intangleable, meaning the identification of
behavioural cause and effect in one person woydtyap other people. If we anticipate
individual differences, then we can proceed toideatification of subgroups of individuals
for whom the assumption will be accurate. Once axehdentified a subgroup of people that
the given individual is part of, then we can apiblg relevant intervention or treatment to
them. However, this conventional scientific modehot a true representation of a
personalised or person specific approach. Mostvatgion development frameworks and
approaches that incorporate user perspectivesrasfihe design process (Bartholomew,
Parcel, & Kok, 1998; Yardley, Morrison, Bradbury,Muller, 2015) do not lead to
interventions that provide truly individualisedententions. Such frameworks typically lead
to interventions for an average person or at bestges within sub-groups of people. While
tailored intervention development frameworks (Dijas& De Vries, 1999) can facilitate the
generation of truly individualised interventionspsh often the logic developed for these
interventions are based on group level data (Nawgét al., 2014). Therefore, the
intervention that is effective for some people maynecessarily work for others and may
even be harmful for some.

In line with a truly person-specific approach, peare not considered
interchangeable and correct identification of betxanal predictions and associated outcomes
in one group of people or one subgroup of peophe; not apply to the individual that we
want to provide a treatment for. Applying a perspecific approach, researchers need to

identify person-specific predictions that are ralevto outcomes for the person that they will



51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

N-OF-1 METHODS — PRACTICAL GUIDE

treat or intervene on. In order to develop a peguetific treatment or intervention, the
researchers would need to assess which treatntenténtion with what content, intensity
and delivery mode is the most suitable to thatmgperson. Such a high degree of
personalisation for behavioural interventions haisous challenges that we will mention
throughout this article.

Between-subjects randomised controlled trials (RGfs considered to be on top of
the hierarchy of evidence (Lilienfeld, McKay, & Hiah, 2018). When conducting an RCT
the researchers are testing a treatment or inteovebetween individuals looking at the
difference in average effects between a compasaitda treatment group. A valid problem
with RCT design, as well as with other nomothefipraaches (i.e., group level aggregated
approaches), is that even with a successful tredtmeervention group there are people who
do not respond to the treatment or even for whartrgatment is harmful. Reporting only
the average effects, the researchers often losteawsounts of information about the
treatment effectiveness and suitability of thettreant effects within the individuals.

Another issue with conventional randomised desigtisat these designs often rely
on assessments of cognitions and outcomes at p@Tié points, e.g., baseline and follow
up. This does not enable the assessment of howcfednd outcome variables may vary
over time, e.g., a person can report low stressldewday but it does not mean that on
average this person is not stressed. When desigrergise promotion interventions,
intervention participants are often asked to weaedometer for a week before (TO), after the
intervention (T1) and then at the follow up (T2ganRAbility in the outcome of interest
throughout the intervention and throughout the assessment period is usually not
considered and other potentially influential effegbt accounted for (e.g., social desirability

bias, life events).
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N-of-1 — idiographic methods

To overcome the aforementioned problems, researdagr employ idiographic
designs (i.e., within person designs) to (1) batteterstand trajectories of predictor and
outcome variables over time; (2) to explore assimridbetween the predictor and outcome
variables and also (3) to test and evaluate traa@torereatments within individuals and (4)
to test theories within individuals. Idiographicsdgns are often called N-of-1 studies, single
case studies, within-person studies etc. N-of-dlietutest hypotheses within individuals
based on repeated measurement of variables withimdividual over time. N can refer to an
individual but also to a family, school or geogregalhregion. N is a unit that the assessment
is relevant to and repeated on, so for instanceetb®archers can assess different schools that
take part in an exercise promotion program and tagycompare how each school performs
over time. Studies may include just one unit oéiast (e.g., one person or one school) but
researchers can also look into multiple units ténest and sometimes they aggregate these to
identify predictors of outcomes and interventiofeets.

Intra-individual effects may differ from those faim between-participant studies.
For example, on average an intervention can beesstid in increasing physical activity of
individuals but looking more closely into N-of-1tdave can explore trajectories of change in
participants who did not change their activity lsver even decreased their activity over time
despite engaging with the intervention. In the gdaphic study, it is enough to have just one
participant or one study unit (e.g., one schooPp@ser of the study is determined by the
number of repeated observations not by the numibgtudy participants or study units,
although as several parameters need to be condiddien undertaking a power calculation,
further guidance should be sought (Bolger, Stadldraurenceau, 2012; Kwasnicka et al.,
2019). A fully powered N-of-1 study may include guerson that was repeatedly assessed 50

times or even 300 times. This is in some ways coaipa to a study that has 50 or 300
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participants respectively. However, the issuesaté @utocorrelation need to be considered,
as data points are no longer independent obsengdiie in RCTs; we will further describe
issues of autocorrelation when we discuss an e>adgibset.

Behavioural theories apply to individuals; howevkey are usually tested in
nomothetic approaches in groups of individualssThismatch between the aim of theory
and application and testing in behavioural stugiggoblematic (Johnston & Johnston,
2013). To best understand predictions of behavaodrto personalise interventions and
treatments, we need to understand mechanismsiohagithin individuals (Nielsen et al.,
2018). Idiographic design has been used in healgbhwlogy to a fairly limited extend. For
instance, McDonald, et. al., (2017) identified o88/studies that used N-of-1 design in the
health psychology and behavioural science fieldrandt of them relied on fairly limited
statistical methods and did not use appropriatd-lNigpes of approaches (e.g., N-of-1
RCT). In this review 14 studies were relevant tggptal activity (McDonald et al., 2017).
Another recent systematic review of N-of-1 RCTsgasgied that this methodology could be
the next major advance in health psychology an@wehral science for precision medicine
(Shaffer, Kronish, Falzon, Cheung, & Davidson, 20b®wever, the studies published so far
often lack methodologic and statistical rigour ane not always transparently and fully
reported. Idiographic design allows developing eondducting precision behaviour change
studies; however, it is underutilised in psycholegyl studies published so far do not always
follow best practice.

Examples of N-of-1 exercise and physical activityisdies

Two main types of N-of-1 design are observatiomal experimental. Observational
N-of-1s are usually purely exploratory in naturel éime repeated assessment is used to
understand patterns of cognitions, predictor véembnd outcome variables and temporal

associations between them. For instance, a rebsetational study with healthy young
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adults, (N = 79) who reported only intermittent xge explored if stress causes decreases in
levels of exercise, or if exercise causes decraasggess levels or if the relationship was
bidirectional (Burg et al., 2017). For 12 monthstiggpants engaged in stress monitoring by
Ecological Momentary Assessment (EMA,; at the beigignduring and end of the day) and
continuous activity monitoring using Fitbit. A ramm coefficients linear mixed model was
applied to predict end-of-day stress from the omnae/lack of exercise that day; a logistic
mixed model was used to predict the occurrencetexkercise from ratings of anticipated
stress; separate regressions were performed forpeaticipant. The results were a
significant average negative effect of exercisestoass and of stress on exercise. However,
there was between-person variability across 69guaaints; exercise was associated with a
stress reduction for 15, a stress increase fodzarchange in stress for 52. An increase in
anticipated streseported the previous night or that morning waseissed with a

significant 20-22% decrease (OR = 0.78-0.80) irothas of exercising that day across the
whole group of participants. Again, when lookinglat 69 participants individually, this
increase in stress reduced the likelihood of egerfor 17, increased the odds for 1, and had
no effect for 51. The authors concluded that thetiosnship of stress to exercise can be uni-
or bi-directional and varies from person to persidme study highlighted the importance of
assessing within person predictions of exercisetamgoral associations.

Another recent observational N-of-1 study expldiezlrelationship between
theoretical predictors and outcomes looking atigteds of physical activity, adherence to
weight loss plan and weight change (Kwasnicka, Dambki, White, & Sniehotta, 2017).
The authors used idiographic methods to explor@tedictive variables associated with
weight loss maintenance. Eight people who inteatigriost 5% and more of body weight
took part in the study and for 6 months daily odlbel objective measures of physical activity

through Fitbit and weight through Wi-Fi connectedlss. They completed EMA surveys
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twice a day exploring theory-based predictors dfdv@ur change maintenance and their
personal self-selected predictors. They also erdjagproactive experience sampling (i.e.,
participant-initiated, event-contingent sampling)eaHecting contextual information
regarding their activity and weight changes (piesuand notes). Each participant’'s data was
treated as a separate data-set and first analgpadasely (details of analysis mentioned here
will be further explained in thpractical guidesection of this article); data pre-whitening,
controlling for lag 1 and 7, time series analyses, assessment of correlations between
predictors and 3 outcome variables. Patterns afrétieal variables of behaviour
maintenance contributing to the prediction and amot variability accounted for, differed
between participants for weight loss maintenanaa pdherence and physical activity. The
authors identified theoretical predictors that wiiemost predictive of physical activity
increase and decrease in each person. ldentifyimghwactors show the strongest
correlations with assessed outcomes may allowékegd of follow-up interventions that
relate to the most predictive outcomes, applighetime when they are the most needed.

Such personalised interventions can be tested Dsiofigl experimental design which
involve experimental manipulation to assess theceff intervention/treatment on a
behavioural outcome(s). N-of-1 trials are regaragethe gold standard for generating
evidence for individual treatment decisions (Guyslttade, Jaeschke, Cook, & Haynes,
2000) over and above systematic reviews of RCTs iStbecause the results from groups of
participants are not going to be as relevant tmdividual as the results from an RCT where
they are the only participant.

Within experimental N-of-1s, there are multiple idestypes: AB, ABA, ABCBC,
varying baselines etc; McDonald et al. (2017) pdes a detailed overview of different
design types and described examples of each tyeafly the most sophisticated N-of-1

design is an N-of-1 RCT, i.e., a crossover expeningenducted with a single participant
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who acts as their own control. N-of-1 RCTs usuphyvide repeated and randomly allocated
periods of treatment to participants with sufficilequency to minimise any chance of
confounding influences on the outcome. Due to caver effects, not all behaviour change
techniques (BCTs) and interventions can be testédof-1 RCTs. BCTs that are

particularly suitable are the ones that are timexHig, e.g., setting plans for a given day, as
compared to setting long term plans (Kwashickd.ef819). For example, a recent factorial
N-of-1 RCT evaluated and compared the effectivenégsferent BCTs to increase physical
activity in older people comparing goal-settinghwself-monitoring for a given day (Nyman,
Goodwin, Kwasnicka, & Callaway, 2016). Eight adwatge 60—-87 were randomised to a 2
(goal- setting vs. active control) x 2 (self-monig vs. active control) factorial RCT over

62 days; with 31 days of data for each conditiongaeticipant (on some days participants
received both interventions, on some days no ietgrens and on other days only one out of
the two interventions). The time series data weesvpitened (where significant
autocorrelations were identified) and analysecdefinh single case using linear regressions.
The results showed that compared to control daya; getting increased walking in four out
of eight participants and self-monitoring increasedking in seven out of eight participants,
two participants had a significant but small lindacrease in walking over time.

As demonstrated by Nyman et al. (2016), idiograpméthods can be applied to test
which BCTs are most suitable for which individuda&cent technology developments such
as mobile devices allow us to deliver interventiand collect relevant data in an automated
way, allowing us to evaluate and compare intereastiwith each other and to control arms.
Different elements of the intervention can be safgal and tested on different days and the
effectiveness of each can be assessed and compaeedame principles of intervention
design can be used to separate and compare diffetensities (e.g., short messages versus

long elaborated stories), different modes of irdetion provision (e.g., text versus video)
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and different elements of the interventions (ndy eeparating different BCTs but also
comparing different forms of the same BCT). Whidestion of variables of interest or
interventions requires care when planning an N-sfedly, it is of high importance that an
appropriate design and method of data analysigpbeal.
Practical guide to N-of-1 design and analysis

Several issues need to be considered when desiyaaidl study, namely variability
of predictors and outcomes, most suitable assesdmeguencies and most appropriate
analysis methods. McDonald et al. (2017) repontettheir systematic review of behavioural
N-of-1 studies that out of 39 studies, only 11 stadised statistical methods, 21 used visual
analysis and 7 used descriptive statistics. ltdees noted that statistical analysis in N-of-1
studies have historically lacked rigour and repgrtransparency (Shaffer et al., 2018). Tate
et al. (2013) proposed a quality rating scale fiogle-case experimental designs and N-of-1
trials: The 15-item Risk of Bias in N-of-1 TrialR¢BINT) Scale. The most current
guidelines for best practice in N-of-1 reporting:asingle-case reporting guideline in
behavioural interventions (SCRIBE) (Tate et a@01@) and the CONSORT extension for
reporting N-of-1 trials (CENT) Statement (Vohraaét 2015). Here we discuss issues
relevant to design and analysis in a form of atprakcstep-by-step guide to N-of-1 study
design. We are also providing a dataset that istedereaders can use to practice the
suggested analysis methods (https://osf.io/9p3f2hile we talk the reader through analysis
using SPSS in this paper, we also provide an Rtsericarry out the same approach.
Variability of predictor and outcome variables

First of the issues to consider when designing NM-sfudy is variability of the
included measures. The researchers can only dssleggioural predictions and outcomes of
interest if the predictors and outcomes vary oweet This is usually the case for objectively

monitored physical activity (e.g., assessed witteBrometery) but it may not be the case for



N-OF-1 METHODS — PRACTICAL GUIDE

225 bouts of exercise, e.g., if assessed person daegage in any exercise. Equally if testing
226  the relationship between self-reported self-effycand physical activity in the individual

227  who always has high levels of self-efficacy to bawe (e.g., 10 out of 10) then the predictor
228 (self-efficacy) will not predict the outcome (phgai activity) as there would be insufficient
229 variability in the predictor. It might be that fsome variables that predict physical activity,
230 variation in these occur over a longer timeframe sma daily repeated measure for two
231  months may not be a long enough timeframe to iflerglevant variation. Statistical

232 approaches for estimating intra-individual variabiinclude intra-individual standard

233 deviation, coefficient of variation and mean susoessquared differences (Barbot, &

234  Perchec, 2015). In order to capture variabilitpradictors and outcomes, the researchers
235 need to make decisions about the frequency ofgbesaments.

236  Frequency of the repeated assessments

237 The most common approach used for data collecsidirough EMA (Stone &

238  Shiffman, 1994). Frequency of EMA is influencedhow data is requested; EMA

239 assessments can be researcher prompted (knowgnascdntingent, e.g., by a daily text
240 message sent to a participant’s phone with a brént online survey) or they can be

241  participant initiated (known as event-contingerd, eevery time you finish a gym session log
242 it on your mobile phone app). In an N-of-1 studggiuency of the predictor variables will
243  need to be mapped to the frequency of outcomehlasao the relationship between

244  predictor and outcome can be assessed, e.g., thtiong series cross-correlations. For

245 example, if looking at the impact of motivationexercise (assessed daily) on exercise bouts,
246  then conventionally we will look at the scores riootivation on the given day (e.g., Likert
247  type scale 0-5) as compared to the number of esesbmuts on the same day. We can also
248 look at temporal predictions and time lags. A tileng refers to an interval of time between

249 two related assessed variables (as an antecedens affect). Time lag O means correlation

10
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between the predictor and outcome variable atahsegime (e.g., on the same day), lag 1
means that one variable precedes the other onteehynit of time (e.g., stress level yesterday
has an impact on exercise level today if the uhiinge is one day). In terms of the number of
data points needed for a viable statistical angaliysan N-of-1 study, there are no rules that
will be appropriate for all studies. As with allaptitative studies, the number of data points
depends on the statistical power required to ifieathypothesised relationship. However,
additional parameters not usually encountered twédxn-subjects designs need to be
estimated when undertaking power analysis for af-ll-study, such as effect heterogeneity
(Kwasnicka et al., 2019). In order to assess vditiain the predictor and outcome variables
and to decide on the frequency of N-of-1 assessnems best to pilot the procedures before
commencing an N-of-1 study.
Example dataset used to illustrate analysis methedsta structure

To illustrate analysis methods, we use a datas?4 afdividuals who collected data
on themselves for 28 days as part of an N-of-1liapeterest project. They were asked to
provide daily responses to questions regardingraéliealth behaviours including their fruit
and vegetable consumption (number of portionswf &nd vegetables eaten each day),
alcohol consumption (number of standard units corexslieach day), numbers of steps as
objectively measured with a pedometer, self-reglomi@émber of minutes of any other
physical activity that could not be quantified sgs, levels of stress and happiness each day
(measured on a 0-10 scale, 0 — low, 10-high) ancepeed sleep quality (adapted from the
Pittsburgh Sleep Quality Index, Buysse, ReynolsMbnk, Berman, & Kupfer, 1989). As
data was time stamped and data collection contmedspecific geographical area, we could
also check meteorological data for the given daysee if variables such as air temperature,
humidity, rain, wind had any impact on the dailyasered outcomes, e.g., is the given

person happier on the sunnier days. Meteorologiat was added to the dataset for each

11
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day participants collected data. The dataset candpected to gain a sense of what data was
collected — each day in the dataset is represdytete row and a variable indicating the day
sequence (from 1-28) was created for the rowsdoh garticipant.
Dealing with missing data

There are different approaches to dealing withffd-missing data, though these are
largely the same as dealing with missing data famyndataset (Kwasnicka et al., 2019). The
first step is to visually inspect data and als@véilable) to look into any additional
gualitative data gathered that may explain misdei@. Looking at time series plots, we are
assessing if there are any obvious patterns ofimgisita for each person, e.g., prolonged
periods of continuous missing data at the endefithta collection period may be explained
in terms of participant attrition due to repetitsteidy procedures. If this is established as a
reason for missing data the dataset could be stemt@<wasnicka et al., 2017), although this
could introduce bias. If the distribution of misgidata appears to be random, then
researchers may consider imputing missing data,wsog appropriate bootstrapping
techniques to impute missing values. For instaAogglia Il
(www.gking.harvard.edu/amelia) can be used for N-dfatasets, which performs multiple
imputation and has been shown to reduce bias amease efficiency as compared to listwise
deletion (Honaker, King, & Blackwell, 2011). In tb&ample dataset, as there was very little
missing data, we imputed data where missing ussgigple averaging approach using the
adjacent data points either side of the missing.ddbwever, there are limits to how much
missing data can be dealt with by simple averagisgally no more than 5-10% of randomly
distributed data would be adequate.
Graphical representations of N-of-1 data

First, to gain a better understanding of data pattand data distribution, you can

start with plotting your data over time. In SPS$ gan plot your data througAnalyse —

12
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300 Forecasting — Sequence chartisen selecting the relevant variable, e.g., step®ring time
301 or date into axis label. Syntax for SPSS and Roeyeided in the OSF project

302 (https://osf.io/9psf2/). Figure 1 shows plots feotparticipants, where we plotted their

303 perceived happiness over the study period. InRigsre, we demonstrate how participants
304 can often vary on repeated measures; participahbws substantial variability in their

305 perceived happiness whereas participant 5 showssalno variability on this construct.

306 Where there is little variation in either predictsroutcome variable, it is unlikely that an

307 association between predictor and outcome varizdolebe identified.

308 Plots can also provide a sense of whether theratrbga temporal trend in the data.
309 Repeated or cyclical changes (seasonality) carbbereed, such as differences in activity
310 levels at the weekend versus the week. Longer tienmals without a cyclical nature within
311 the data can be interpreted as non-stationary dhiee the mean, variance and

312  autocorrelation structure changes over time, sgsathanges in physical activity due to

313  seasonal transition e.g. winter to spring. Althotigie trends would need to be explored

314  statistically for confirmation. Plots can be proddavhere two or more variables are plotted
315 simultaneously — this can identify potential asations between different variables.

316 Please insert Figure 1 here

317 However, it is important that hypotheses aboutpihiential association between variables are
318 planned before exploration of data if undertakingfematory analyses, and, if not, it is

319 explained what led to the hypotheses if generdted data exploration and that the analyses
320 are exploratory. An overview of visual analysisingle case experimental design studies
321 and a step-by-step guide for conducting a visualyais of graphed data is provided by Lane
322 and Gast (2014).

323  Autocorrelation of data points
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Autocorrelation may be present in time series data; where a measurement point is
correlated with previous measurement points becthgseare collected relatively close in
time. For example, your mood yesterday may praaiat mood today. Statistical methods
exist to remove (Naughton & Johnston, 2014) anaadel (Vieira, McDonald, Araujo-
Soares, Sniehotta, & Henderson, 2017) autocoroelati idiographic data sets. Recent N-of-
1 physical activity studies have usefdrawhitening methotb remove autocorrelation when
data points were autocorrelated (Hobbs, Dixon, stm & Howie, 2013; Kwasnicka et al.,
2017) so each participant measurement point ccelltidated as an independent data point.
Approaches which model and incorporate autocorogiae.g., Auto-Regressive Integrated
Moving Average (ARIMA, Box & Pierce, 1970), ARIMAXdynamic regression) or
Generalised Additive Mixed Models (GAMM) are altative methods which can model
autocorrelation. To practise dynamic regressionetiog), Vieira et al. (2017) provides an

example dataset with R syntax: https://zenodo.ecohd/580028#.W_o0s2ugza70. To

practice prewhitening we have made available oamgpte dataset (https://osf.io/9psf2/) with
accompanying SPSS and R syntax.

The prewhitening process below works for singldipgants. Prewhitening
essentially removes from a time-series any coicgldietween a data point and a specific
lagged data point for the same variable (e.g.llagthe previous day, lag 2 is two days
previous etc.). Typically, the outcome variable Vddoe examined and have autocorrelation
removed. To assess if a specific variable demaestiutocorrelations in SPSS go to
Analyse — Forecasting — Autocorrelatioisglecting the variables that you want to check fo
autocorrelation, e.g., happiness, stress, steppkelBPSS display window select
Autocorrelations and Partial autocorrelations argppect the graphs. For a first order (one
time point) autocorrelation check if the autocatien graph Lagl is beyond the confidence

interval line in the graph. If so, this indicatesignificant association between these data
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points — g value for this association is provided in the aapanying table. Partial
autocorrelation graphs adjust for shorter lags, amautocorrelation value at lag 2 would
indicate an association when lag 1 is controlledtftvough no significance test is provided
by SPSS). In other words, partial autocorrelaticapps essentially adjust for lower-order
lags to help identify where an autocorrelation esqast order, 2nd order etc.). For example,
an autocorrelation value at lag 2 would indicatessociation when lag 1 is controlled for
(though no significance test is provided by SP&%utocorrelation appears not to be
present, it may not be necessary to adjust theomeéovariable by itself at an earlier time
point. However, there may be insufficient powerdentify it So a conservative approach is
to adjust for it if there is indication of autocelation but it does not reach statistical
significance.
Prewhitening method

To prewhiten a variable to remove autocorrelatyany, need to first create a lagged
variable for the corresponding autocorrelation {ag.to: Transform — Create time series —
select Function — Lag % (for I order autocorrelation) and select/drag acrossibkriof
interest and press OK. This creates a lagged \ariad., data moved by the lag specified
(e.g., one time point for a lag 1). If you crealagged variable when you have more than
one participant in the dataset, the final data fgmina participant will be lagged (i.e., shifted
down one row) and will replace the first value floe next participant. To avoid this, either

create a lagged variable for each participant seplgror use th&plit file command before

using theShift valuesommand undefransform Yeu-should-create-a-tagged-variable-only

participant. To then create a prewhitened variagpeto: Analyse — Regression — Lineand

in the dialog box select the dependent variable)(88/your original variable before it was
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lagged and your independent variable (V) as thgdd version. You then need to select
Saveand tick theSave unstandardized residussx and run the analysis. This newly created
residuals variable is the new prewhitened varidbiou wanted to check if this process has
removed any autocorrelation you can re-run thecautelation charts with the prewhitened
variable, following the instructions from the gragal representations of N-of-1 data section
above.

The prewhitened variable can be used as the Dyutine analyses (e.g., regression).
We have undertaken the sequence described abopartaripant 7 in the training dataset
and annotated the appropriate syntax (see OSFcprtgeinvestigate the association between
the daily number of steps taken (independent vijand happiness within the last day.
Table 1 and Figure 2 show the autocorrelation tahteplot demonstrating a significarit 1
order autocorrelation for happiness.

Please insert Table 1 and Figure 2 here

When we run a regression to see if the numberepisgpredicts (prewhitened) happiness, we
find a significant association at time 0. In otlaards, the number of steps taken for a given
day predicts happiness for that day (standardiséal @60, p=0.001). However, this analysis
only tells us if these variables are associatedeasame time period, it does not test whether
physical activity (humber of steps as a proxy) miglospectively predict happiness or vice
versa. To determine this, we would need to lag\he
Taking into account temporality to identify potemliantecedents

To assess if an IV prospectively predicts the D¥,can simply create a lagged
version of the IV using the same process as almge (ag 1 if wanting to assess one
measurement point back in time as a predictor2léay two measurement points back and so
on). If a predictor analysis is then undertakerhwhie lagged variable, you are assessing if

the IV from one measurement point back (e.g. ydatgrpredicts the DV at time O (e.g.,
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today). If it is likely that the IV is autocorre&t, then it is recommended to include the IV at
lag O in the model or alternatively consider preweting the IV. For our example, we then
investigated if yesterday’s physical activity (fgpredicts today’s happiness for participant
7. Steps showed no evidence of autocorrelatiorsardid not need adjusting for in this
analysis. The analysis indicated no associatiowdsat these time-bounded variables
(standardised beta -0.06, p=0.75). SPSS can pra@daasss-correlation chart where the
association between different lags for two varialéinterest are presentgshalyse —
Forecasting — Cross-correlation$ his represents an exploratory analysis and soldh

ideally be undertaken after aaypriori hypotheses are generated or tested. The cross-
correlation plot (Figure 3) indicates that stepd happiness are only associated for the same
day, as only at lag 0 does the bar go over thademte interval line. However, if the bar at
lag 1 or higher reached the confidence interva, Ithis would indicate that the first variable
entered into the cross-correlation (in this caspstprecedes the second (happiness),
supporting the first as an antecedent to the oth#re bar at lag -1 or lower reached the
confidence interval line, this would support the@® variable being the antecedent. Of
course, finding two variables associated only gtdaoes not mean one is not the antecedent
of the other. It might be that the frequency of swwament is too far apart to identify the
point where a change in one variable precedesrageha the other, if a true causal
relationship exists for that individual. The pretening offers a simple method to deal with
autocorrelation; however, if the effect assessedsi®w change then prewhitening can
remove the desired effect from the data. Such slibects might well be seen as non-
stationarity in the data and can be dealt withittiym§ appropriate regression lines to the data
before dealing with auto-correlation (Huitema & Mek, 2000). Prewhitening therefore
requires the assumption of stationarity. If tharevidence of non-stationarity, then

prewhitening is unlikely to be suitable for thesea above; removing a genuine effect
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through autocorrelation adjustment. The prewhiteraethble can be used as the DV in
routine analyses (e.g., regression, multivariatdyeses etc); however, further more advanced

methods exist to model a network of multivariatediseries (Yang et al., 2018).

In this practical guide we have elaborated on tleéods that align predictors and
outcomes to assess the relationship between themewér; dynamic systems models can be
used to capitalise on the rich information thab alscurs between dynamic measurement
points (i.e., continuous physical activity datajl &elf-reported data, which have been
applied to physical activity phenomena (AshourlgtZz®16; Phatak et al., 2018; Riley et al.,

2015; Spruijt-Metz et al., 2015; Timms, Martin, Big, Hekler, & Riley, 2014).

Please insert Figure 3 here

Aggregating data — multilevel modelling

For several reasons it can be appropriate to cariinf-1 datasets into an
aggregated analysis, such as if an associatiotpeceed to be similar between participants or
when wanting to explore what factors may explaffedences between individuals in
associations. When this is done, it is often tav@ra whether the direction and strength of
associations are similar between participants, asgn the aforementioned stress and
exercise study (Burg et al., 2017). A common metbioghdertaking an aggregated analysis
of N-of-1 datasets is by using multilevel modellfimgxed models. In simple terms, the DV,
which is the repeated measure (e.g., happinessuneelbsvery day), is a level 1 variable and

any IV(s) or control variables (e.g., steps, hafrdaily sunshine) that are also repeated

measures at the same frequency as the DV are értetevel 1 factors (fixed effects)-Any

o-on. The repeated

measure at level 1 will be nested within level &das (random effects), which are invariant
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characteristics at the grouping level of units.(eggnder of participants). Further grouping
(e.g., hospitals where participants work) woulceb&ered at level 3 and so on. This example
analysis could be assessing whether the assoclaiogreen physical activity (steps) and
happiness differs between men and women, whentadjudsr how sunny the weather is.
Autocorrelation of the DV can be incorporated wiatmultilevel models, although
autocorrelation is handled differently comparegtewhitening. We undertook multilevel
modelling to explore whether there was an associdietween daily steps and happiness
across all participants in our training dataset @reenot examine whether this differed by
gender due to a very unequal gender balance). is based model was constructed in SPSS
for the purposes of demonstration (see syntax deatim OSF project). This basic model
indicated a statistically significant though snfeded effect for steps (unstandardized beta
0.00002 p=0.02) on happiness across participansspteans that for every one step increase,
happiness increases by 0.00002 across participafits each 1,000 steps, happiness
increases by 0.02. However, there was some variatidirection and strength of this
association between participants, which would behyoof further investigation, i.e.,
through random effects analysis.
Applicability and scalability of N-of-1 design

Several challenges exist with N-of-1 design andhwdta analysis; also, several
guestions arise about applicability, ecologicaldigt and potential application of person
specific design: Mow is it useful and how is it scalablePerson specific approaches can
employ EMA to gather data regarding cognitions,avsbur predictors and outcomes. EMA
can be applied in different forms, e.g., using@asingly less popular pen and paper methods
(e.g., in a diary form), using surveys deliveredh® device of choice, e.g., mobile phone,
tablet, computer, smart watch, hand-hold devicelsvéantext message, text message

embedded link, app, email etc. Data can be haest®matically from the mobile phone,
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from wearables (e.g., geo location), from geo-gbaensors (e.g., via RFID technology) etc.
Data can be also captured by the participant vatheras or via voice recordings. Several
novel data capture technologies and methods makednt assessment feasible and
scalability of the design is increasing throughtieans of new technology development.

In the area of sports and exercise psychology tigedson using N-of-1 methods has
the potential to be applied at scale with the eyrplent of new technologies and sensors,
e.g., Fitbit devices allow gathering physical aityidata with good long-term compliance
(Burg et al., 2017; Kwasnicka et al., 2017). Mosthite phone devices have built-in sensors
which allow us capturing longitudinal activity datad geo-location data unobtrusively
(Bort-Roig, Gilson, Puig-Ribera, Contreras, & Trd&214). Using mobile phone devices in
N-of-1 studies to gather outcome data is cost-gffe@nd usually also demonstrates high
compliance, although gathering physical activiggst data using mobile phone sensors has
variable accuracy (Case, Burwick, Volpp, & Patél12). Specific sensors (placed on the
individual or placed in the environment) allow oscapture data about persons movement —
intensity, accuracy, estimates of energy expenelitur

Employing an idiographic approach, we can assagsctories of change within
individuals, for instance instead of assessing gsaf athletes, we can use longitudinal
assessment to gather data regarding one partaihi@te — including his/her performance
predictors and outcomes, e.g., speed and accuraagures. We can then design
interventions which are person specific and hidallpred to the athlete based on previously
gathered data, e.g., knowing that person trainsvidesn they feel intrinsically motivated,
supported by colleagues and happy on that dayawedvise the coach to tap into those
variables during training. Other athletes may ttsst when their confidence is high, when
they feel relaxed and rested, then the advice giveéhese athletes should mainly focus

around increasing confidence, improving sleep hygi@nd emphasising rest breaks. Using
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N-of-1 methods, we can make the most personalsesshmmendations for each athlete to
improve their performance (Guyatt et al., 2000).

N-of-1 methodology also allows testing and compgdifferent interventions in one
participant or in one sports team, over time. Ddfd interventions can be randomly
allocated to different time periods and their efifeeness compared in one measurement unit,
e.g., one athlete, one team. We can also test lmelmaltheories within individuals and
measurement units, athletes, teams, football @dtgather than in groups of individuals, as
conventionally done in observational group studied RCTs. Employing idiographic
methods, we can explore trajectories of changdestdheories in one measurement unit to
conduct precision studies and to design truly peabksed interventions.

N-of-1 methodology also has some clear limitati@ush as high intensity
measurement, low scalability unless technologysedudifficulty in generalising findings to
a larger population than that studied and resomte@sive analysis. N-of-1 requires a high
number of assessments on the same participantsathatften lead to high participant burden
or self-selection bias, i.e., only highly motivaiedividuals take part in N-of-1 studies.
Finally, if the research questions being investadaire seeking average relationships in the
population assessed then a nomothetic approachres applicable.

Conclusion

Knowledge of how to employ N-of-1 methods enabé&searchers to capitalise on recent
technology developments to design personalisedviilmal studies and interventions. This
can help identify patterns of behaviour, inter-peardifferences in those patterns and
provides a tool for identifying potentially impontiaantecedents of behaviour. Using
unobtrusive data capture from wearables and smargphensors makes it easier to collect
longitudinal N-of-1 data, combined with self-rep&MA data, makes it possible to design

person centred studies and interventions. We aa apportune time to expand our use of
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idiographic designs to better understand healtlawielr and to deliver personalised

interventions.
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Highlights

N-of-1 methods test predictions, outcomes andvetarons within individuals;
N-of-1 approach has been vastly underutilised er@ge psychology;

This article provides a step by step guide to N-gtudy design and analysis;
EMA, sensors and wearables can be successfullyedppl N-of-1 research;

Recent technology developments make it possibdgpdy N-of-1 approach at scale.
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651 Figure 1: Two plots presenting two participantsppiaess rating over the 28-day study
652  period
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654  Table 1: Autocorrelation in *happiness’ variable

655

Autocorrelationd

Series: How happy have you been today? (10-pexidemely)

Std. Box-Ljung Statistic

Lag Autocorrelation ErroP  Value df Sig’

1 379 179 4.462 1 .035
2 -.184 176 5.550 2 .062
3 -.218 173 7.152 3 .067
4 .051 169 7.242 4 124
5 .096 165 7.578 5 181
6 -.023 162 7.599 6 .269
7 -.104 158  8.035 7 .330
8 -.034 154  8.083 8 425
9 -.009 150  8.087 9 525
10 -.154 146 9.194 10 514
11 -.079 142 9.503 11 576
12 -.004 138 9.504 12 .659
13 -.005 134 9.505 13 734
14 -.032 129 9.566 14 793
15 -.041 124 9.675 15 .840
16 -.076 120 10.079 16 .862

656 Notes.a. Participant ID = 7; b. The underlying processuaned is independence (white
657 noise); c. Based on the asymptotic chi-square ajppedion.

658
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How happy have you been today? (10-pt, 10=extremely)
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M Coefficient
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= Lower Confidence Limit

ACF

0o

-0.5

6

78 9 10 11 12 13 14 15 16

Lag Number

Figure 2: Autocorrelation charts for participardémonstrating a*lorder autocorrelation of

a happiness measure
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665
Number of steps taken today - pedometer with Unstandardized Residual
B Coefficient
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669  Figure 3: Cross-correlation plot for participannhdicating steps and happiness are only

670 associated cross-sectionally (when assessed @athe day)
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