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Abstract. In this paper we consider the (affine) Schur algebra which
arises as the endomorphism algebra of certain permutation modules for the
Iwahori-Matsumoto Hecke algebra. This algebra describes, for a general
linear group over a p-adic field, a large part of the unipotent block over
fields of characteristic different from p. We show that this Schur algebra is,
after a suitable completion, isomorphic to the quiver Schur algebra attached
to the cyclic quiver. The isomorphism is explicit, but nontrivial. As a
consequence, the completed (affine) Schur algebra inherits a grading. As
a byproduct we obtain a detailed description of the algebra with a basis
adapted to the geometric basis of quiver Schur algebras. We illustrate the
grading in the explicit example of GL2(Q5) in characteristic 3.
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1. Introduction

This paper deals with affine Schur algebras for p-adic groups over fields of char-
acteristic different from p. Classical Schur algebras were introduced by Sandy
Green [Gre80] as an algebraic tool to study polynomial representations of the
general linear group GLn over arbitrary fields and named after Schur because
they arise as the endomorphism ring of the sum of certain permutation mod-
ules of the symmetric group Sn. Dipper and James [DJ89] introduced q-Schur
algebras over arbitrary fields to study the modular representation theory of the
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finite general linear groups GLn(Fq) in non-describing or cross characteristic.
The Schur algebras we consider in this paper are their analogues for the repre-
sentation theory of the p-adic group GLn(E), where E is a finite extension of
Qp, over a field of characteristic different from p. As a main result, we show that
(after a suitable completion) this algebraically defined algebra has a geometric
realization as a convolution algebra with underlying vector space the equivariant
cohomology of some partial quiver flag varieties introduced in [SW11] under the
name quiver Schur algebras.

Let k be an algebraically closed field of characteristic ` 6= p, such that the
cardinality q of the residue field of E is not congruent to 1 modulo `. We are
interested in the category of smooth representations of G = GLn(E) over the
field k (or equivalently the category of nondegenerate representations of the
global Hecke algebra of locally constant compactly supported functions on G).
This is known to have a block decomposition by inertial classes of supercuspidal
support [B84], [Vig98], [SS14]. In this article, we are interested in the so-called
unipotent block B which contains the trivial representation. The special case
q ≡ 1 mod ` is treated in Section 11.

As in the case of GLn(Fq), the Schur algebra will not describe the whole unipo-
tent block, but rather a proper subcategory subcategory B1 which is the lowest
layer in a finite filtration B1 ⊆ B2 ⊆ B3 ⊆ . . . ⊆ B. Namely, let I ⊂ G be an
Iwahori subgroup and let I be the annihilator of the G-representation k[I\G]
(inside the global Hecke algebra). Then Bi ⊂ B is the full subcategory consist-
ing of all representations annihilated by Ii. The categories Bi are abelian. It
is proved in [Vig03] that the first layer B1 is equivalent to the category of all
modules for the affine Schur algebra S,

B1 ∼= S −Mod, (1.1)

where S is defined as the endomorphism ring

S = Endk[I\G/I]

Ñ⊕
J⊆I

k[PJ\G/I]

é
= EndH

Ñ⊕
J⊆I

vJH

é
.

Here H = k[I\G/I] is the (affine) Iwahori-Matsumoto Hecke algebra, [IM65],
and the sum is taken over all standard parahoric subgroups PJ attached to a
subset J of the set I of (finite) simple reflections, and vJH is the corresponding
trivial representation induced toH. In particular, S containsH as an idempotent
subalgebra from setting J = ∅. (We would like to stress however that, in general,
multiplication with vJ is not a projection, since vJ does not need to be a quasi-
idempotent. In case q is a root of unity, it might happen that v2

J = 0. This
phenomenon is one of the technical difficulties in our paper.) Note however
that B1, alias S − Mod, is in general not equivalent to H − Mod, since B1

contains in addition the cuspidal representations, which are not included in the
subcategory H−Mod of S −Mod.
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We expect that B in fact only differs from B1 by self-extensions depending on
the cuspidal support of the corresponding simple modules, and thus B1 contains
quite detailed information about the unipotent block B.

Note that the classification of irreducible representations in B1 (or equivalently
in the unipotent block B) is provided by [Vig98], [MS14], and a convenient
labelling set for the irreducible modules is given by certain multisegments, ex-
tending the Bernstein-Zelevinsky classification of irreducible modules for the
Iwahori-Matsumoto Hecke algebras, [BZ76], [Zel80] in characteristic zero. The
block decomposition and classification in [Vig98] is via the local Langlands cor-
respondence for GLn in characteristic ` 6= p, that is an extension of the local
Langlands correspondence over the complex numbers, [HT01], [Har08], [Hen00],
[Scho13] (or [Wed08] for an overview). In particular, this gives the rank of the
Grothendieck group of B1.

In this article, we take this one step further by providing tools for a better under-
standing of extensions between simple modules and moreover of the structure
and the homological properties of the categories involved, as well as making
a connection with geometry. To do so, we compare the affine Schur algebras
to the quiver Schur algebras from [SW11] attached to the cyclic quiver with e

vertices (viewed as the oriented affine Dynkin diagram for ŝle). These algebras
contain the so-called quiver Hecke algebras or KLR-algebras, originally intro-
duced in [KL09], [Rou08], see also [VV11]. Over k = C, their graded module
categories furthermore provide by [SW11] a categorification of the generic Hall
algebra (in the sense of [Schi12]) for the cyclic quiver with e vertices. Hereby e
is the multiplicative order modulo ` of the cardinality of the residue field of E
and e =∞ if ` = 0.

Given a fixed dimension vector d for the cyclic quiver on e vertices, one con-
siders the space of flagged nilpotent representations with dimension vector
d, that is, representations together with a filtration such that the associated
graded is semisimple. In contrast to the KLR-algebras we allow arbitrary par-
tial flags instead of full flags only. Fixing a sequence λ̂ of dimension vec-
tors for the successive quotients we denote this space Q(λ̂). Following the
ideas of Chriss and Ginzburg [CG10] we consider the “Steinberg type” vari-

ety Z(λ̂, µ̂) = Q(λ̂) ×Repd
Q(µ̂). The quiver Schur algebra Ad is then its

GLd(C)-equivariant Borel-Moore homology

Ad =
⊕

(λ̂,µ̂)

HBM
GLd

(Z(µ̂, λ̂)),

equipped with the convolution product. By construction, this algebra comes
along with a Z-grading and with a faithful representation, see [SW11].

Crucial for us here is that via the faithful representation we see that the quiver
Schur algebra can be defined over any field, in particular over the field k. Over
the complex numbers, the principal underlying constructions using convolution
algebras, [CG10] and (other) geometric realisations of the affine Schur algebras,
see e.g. [GV93], are well-established. In case of the field k, the technicalities
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and geometric tools are not as well developed as one might hope for. This also
applies to the connection with the representation theory of affine Kac-Moody
Lie algebras, but see [VV04] for crucial steps in this direction.

Main result: Our main result (Theorem 9.7) is that the affine Schur algebra and
the quiver Schur algebra (both over k) are isomorphic after suitable completions.
More precisely, we construct a sequence of isomorphisms of algebras

Ŝi
Proposition 9.1 // “Ci

Proposition 9.6 // “Bi
Proposition 9.4 // “Ai,

where the intermediate algebras are certain twisted versions of quiver Schur
algebras. This, in particular, implies that the category B1

χ of representations M

in B1 with fixed generalized central character χ (in the sense that each element
in M is annihilated by some power of χ) inherits a grading. The categories
B1
χ, as χ varies over all central characters, in particular, contain all finite-length

representations.

The existence of such a Z-grading seems to be quite unexpected and has no
explanation in the p-adic representation theory at the moment. Although the
modules are of infinite length, the graded pieces are finite dimensional and
so the grading allows us to consider Jordan-Hölder multiplicities degree-wise
where they then, in fact, become finite and well-defined. Hence we can use
formal power series to express the graded multiplicities.

The additional algebras appearing in the main theorem interpolate between
between the algebraic and geometric construction. Although they are in the
current article more a technical tool than of own interest, their appearance
shows subtle differences between the classical algebraic picture and the new
graded version behind quiver Hecke algebras (like for instance the preference to
work with the trivial versus the sign representation, the symmetric role of splits
and merges in the graded version, and the established labelling of the irreducible
objects on each side). The isomorphism allows to make the explicit translation.

We should remark that after having completed this article we found also a geo-
metric construction of our intermediate modified Schur algebra which in fact
connects the quiver Schur algebra more directly to Lusztig’s original construction
of quantum groups, [Lus91]. Namely instead of considering flagged represen-
tations such that the associated graded is semisimple, we consider the slightly
weaker conditions of flagged representations (that is representations equipped
with a filtration) without assuming the associated graded to be semisimple. Our
isomorphism then identifies the two geometric constructions. More details on
the geometric modified Schur algebra will appear in [Pri19].

In small examples, our isomorphism allows us to give a complete and explicit
description of this category in terms of the path algebra of a quiver with gen-
erators and relations, an example is given in Section 10. In particular, it allows
us to compute extensions between simple modules in small examples. This pro-
vides a first step towards general results about the homological algebra of B1,
based on results on quiver Hecke algebras.
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The proof of the main result relies on a very careful comparison of faithful
representations of all involved algebras. The final result is then an explicit
(non-trivial) isomorphism.

Besides the main theorem, the paper contains some fundamental results about
the algebras involved. For instance, we construct several generating sets for the
affine Schur algebras (see in particular Corollary 4.13 and Proposition 6.19), ex-
plicit faithful representations (in Section 4.1) and geometrically adapted bases
(in Section 4.4). The paper also contains (see Section 8.3) explicit formulae
for Demazure (divided difference) operators interacting with multiplication by
polynomials, which we believe should play an important role in a possible cat-
egorification result. They generalise crucial formulae from the categorification
of quantum groups, see e.g. [KL10], [KLMS12], and well-known formulae from
the geometry of flag varieties.

In characteristic zero and for generic q, the affine q-Schur algebra was studied in
detail by Richard Green [Gre99] who also realised it as a quotient of the quantum

group for ĝln. In this case a complete presentation of the algebra is available,
[DG07]. In our more general situation such a presentation does not exist yet,
but our faithful representations turn the problem of finding such a presentation
into a problem of linear algebra. Moreover our explicit formulae should make
it possible to generalise the geometric results for quiver Schur algebras defined
over k = C to the positive characteristic case with q a root of unity.

We have tried to make this paper as self-contained as possible, in order to
make it accessible to readers both from a representation theoretic or a number
theoretic background.

Acknowledgments We thank Günter Harder, David Helm, Peter Scholze, Shaun
Stevens and Torsten Wedhorn for useful discussions on the background material
of this paper, Ruslan Maksimau and Andrew Mathas for sharing their insight
into Hecke algebras, and the referees for their advice. This work was partly
supported by the DFG grant SFB/TR 45 and EPSRC grant EP/K011782/1.

2. Preliminaries

We fix a prime p and a natural number n ≥ 2 and consider the general linear
group G = GLn(E) for a finite extension E of Qp, the field of p-adic numbers.
The field E has a local ring o of integers, whose quotient by its maximal ideal p
is a finite field of characteristic p. We let q denote the cardinality of this residue
field. We furthermore fix an algebraically closed field k of characteristic ` ≥ 0,
` 6= p and let e be the multiplicative order of q in k. We assume q 6= 1 mod `.

2.1. The extended affine Weyl group. We start by recalling the definition
and basic facts of the extended affine Weyl group attached to G. For more
details see e.g. [IM65] or [Gre02], [Lus83] for a description in terms of periodic
permutations.
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The extended affine Weyl group associated to G is the group W generated by
a set I0 = {s0, . . . , sn−1} of simple reflections of order two and an element τ
of infinite order, given by the following presentation:

W =

Æ
τ, si, 0 ≤ i ≤ n− 1

∣∣∣∣∣ s2
i

= 1, τsi = si−1τ

si+1sisi+1 = sisi+1si

∏
. (2.1)

where i ∈ {0, . . . , n− 1} with i ≡ i mod n.

Using the relation τsi = si−1τ we can (in a unique way) write every element

w ∈W as xτ j for some x contained in the subgroup generated by I0 and j ∈ Z.
Define the length of w = xτ j as `(w) = `(x), where `(x) = r with r minimal
such that x = si1 · · · sir for some ij ∈ 0, . . . , n− 1.

We view W as a subgroup of G by choosing lifts of its elements as follows: For
i = 1, . . . , n−1, we choose the corresponding permutation matrix interchanging
the ith and (i + 1)st rows and columns. For s0 we take the matrix with entry
1 in position (j, j) for j = 2, . . . , n− 1, the uniformizer $ (a fixed generator of
p) in position (n, 1) and its inverse $−1 in position (1, n), and all other entries
being zero. Finally τ has $ in position (n, 1) and 1 in positions (j, j + 1) for
j = 1, . . . , n− 1, with again all other entries being zero.

There is another presentation of W as semi-direct product So X, where S is
the symmetric subgroup generated by I = {s1, . . . , sn−1} and X is a free abelian
(multiplicative) group generated by X1, . . . , Xn, on which S acts by permuting
the generators. More specifically, a general element of X is a Laurent monomial
Xa1

1 · · ·Xan
n with ai ∈ Z and siXisi = Xi+1. A representative of Xi in G can

be chosen to be a matrix with 1’s along the diagonal, except in position (i, i)
where we put the uniformizer $. We record the following.

Lemma 2.1. An isomorphism of groups W ∼= So X is given by

si 7→ si (i = 1, . . . , n− 1), s0 7→ sn−1 · · · s2s1s2 . . . sn−1X1X
−1
n ,

τ 7→ sn−1 · · · s1X1. (2.2)

Its inverse sends X1 to s1 · · · sn−1τ and of course si to si for 1 ≤ i ≤ n− 1.

From now on we will identify the two presentations (so that for instance the
equality (*) in the next formula makes sense).

Let [ be the automorphism of W fixing generators s1, . . . , sn and sending Xi

to X−1
i for i = 1, . . . , n. For convenience, we record that

s[0 = sn−1 · · · s1 · · · sn−1X
−1
1 Xn

(∗)
= sn−1 · · · s1 · · · sn−1s0sn−1 · · · s1 · · · sn−1

τ [ = sn−1 · · · s1X
−1
1 = sn−1 · · · s1τ

−1sn−1 · · · s1.

Lemma 2.2. Let wp ∈W with w ∈ S and p = Xa1
1 · · ·Xan

n ∈ X.

i.) If ai ≥ 0 for all i ∈ {1, . . . , n}, then wp can be expressed in terms of
generators from I and τ (involving only positive powers of τ).

ii.) If ai ≤ 0 for all i ∈ {1, . . . , n}, then wp can be expressed in terms of
generators from I and τ−1 (involving only negative powers of τ).
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Proof. This follows directly from the fact that Xi = si+1 · · · sn−1τs1 . . . si. �

2.2. Parabolic subgroups and shortest double coset representatives. For
a subset J ( I0, we denote by WJ = 〈si | si ∈ J〉 the parabolic subgroup
generated by J . Note that this is a finite group, isomorphic to the direct
product of some symmetric groups.

Let now J,K ⊆ I. Then each double coset in WK\W/WJ contains a unique
shortest (i.e. minimal length) coset representative. We denote the set of short-
est double coset representatives by DK,J . If moreover J1, J2 are both sub-
sets of K ⊆ I, we denote the (finite) set of shortest coset representatives in
WJ1\WK/WJ2 by DK

J1,J2
.

For d ∈ DK,J , the set dJ∩K is defined as the intersection of K with all elements
in W of the form dsjd

−1 for sj ∈ J , i.e. dJ ∩ K = {s ∈ K | d−1sd ∈ J}.
Moreover we abbreviate dJ = dJ ∩ I.
For d ∈ DK,J and any element w in WKdWJ , there exist unique elements
wK ∈WK , wJ ∈WJ , and a ∈ DJ

d−1K∩J,∅, respectively b ∈ DK
∅,dJ∩K such that

w = wkda = bdwJ with l(w) = l(wk)l(d)l(a) = l(b)l(d)l(wJ). (2.3)

2.3. Another set of double coset representatives. Let J ⊆ I. A monomial
Xa1

1 · · ·Xan
n ∈ X is called J-dominant if ai ≥ aj for all i ≤ j such that si and

sj are conjugate in WJ . It is called J-antidominant if ai ≤ aj for all i ≤ j

as above. We denote by
−→
XJ and

←−
XJ the set of J-dominant and the set of

J-antidominant elements respectively. Note that each WJ -orbit in X contains
a unique J-dominant element and a unique J-antidominant element.

Proposition 2.3. Let J,K ⊂ I. The sets

∆K,J =
{
dp | d ∈ DI

K,J , p ∈
−→
X d−1K∩J

}
and

∇K,J =
{
dp | d ∈ DI

K,J , p ∈
←−
X d−1K∩J

}
both form a complete set of inequivalent coset representatives in WK\W/WJ .

Proof. We only prove the first claim, since the second one is analogous. We
first show that every double coset in WK\W/WJ contains an element from
∆K,J . We know it contains an element from DK,J , so let y ∈ DK,J and
write y = wf for w ∈ S, f ∈ X. Using (2.3), we can find d ∈ DI

K,J , wK ∈
WK , a ∈ DJ

d−1K∩J,∅ such that w = wKda. Then y = wKd(afa−1)a. Now let

t ∈ Wd−1K∩J such that p = tafa−1t−1 ∈ X is J-dominant. Then dtd−1 ∈
WK∩dJ ⊆WK and therefore y = wKdtd

−1dpa ∈WKdpWJ with d(afa−1) ∈
∆K,J as claimed.

Conversely, we need to show that dp is the unique element in WKdpWJ with

d ∈ DI
K,J and p ∈

−→
X d−1K∩J , so take an element w1dpw2 ∈ WKdpWJ and

write it as w1dpw2 = σf with σ ∈ S, f ∈ X. Note that necessarily σ =

w1dw2 and f = w−1
2 pw2. Assume σ ∈ DI

K,J and f ∈
−→
X d−1K∩J . Then
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w1dw2 = d, so writing w1 = ab with a ∈ DK
∅,dJ∩K , b ∈ WdJ∩K and thus

d = w1dw2 = ad(d−1bd)w2 with (d−1bd)w2 ∈ WJ , we have a presentation
of d of the form (2.3), from which we deduce a = 1 and (d−1bd)w2 = 1, in
particular w2 ∈Wd−1K∩J . Hence y = dw−1

2 pw2 with w2 ∈Wd−1K∩J . Since p
is the unique d−1K ∩J-dominant element in its Wd−1K∩J -orbit, it follows that
w−1

2 pw2 = p and hence y = dp. �

3. The Hecke algebra and Hecke modules

The goal of this section is to define the Iwahori-Matsumoto-Hecke algebra,
originally introduced in [IM65], and to construct a faithful representation. Most
of the statements can be found in [Lus89]. We collect some basic facts and give
detailed proofs for those for which we could not find an appropriate reference.

3.1. The Iwahori-Matsumoto Hecke algebra of G. We start with the fol-
lowing presentation of the Hecke algebra due to Bernstein:

Definition 3.1. The Iwahori-Matsumoto Hecke algebra associated with G is
the unitary k-algebra H = Hn generated by T1, . . . , Tn−1, and X±1

1 , . . . , X±1
n ,

subject to the defining relations

(H-1) (Ti − q)(Ti + 1) = 0, for 1 ≤ i ≤ n− 1,
(H-2) TiTj = TjTi if |i− j| > 1, for 1 ≤ i, j ≤ n− 1,
(H-3) TiTi+1Ti = Ti+1TiTi+1 for 1 ≤ i ≤ n− 2,
(H-4) XiX

−1
i = 1 = X−1

i Xi for 1 ≤ i ≤ n− 1,
(H-5) XiXj = XjXi for 1 ≤ i ≤ n− 1,
(H-6) TiXj = XjTi if |i− j| > 1, for 1 ≤ i, j ≤ n− 1,
(H-7) TiXiTi = qXi+1 for 1 ≤ i ≤ n− 2,

where q is the cardinality of the residue field of E.

Note that in particular, for i = 1, . . . , n− 1,

(Ti − q)Ti = −(Ti − q) and (Ti + 1)Ti = q(Ti + 1). (3.1)

Moreover, the Ti are invertible with

T−1
i = q−1Ti + (q−1 − 1) and T 2

i = (q − 1)Ti + q. (3.2)

We denote by P = Pn = k[X±1
1 , . . . , X±1

n ] the subalgebra of H generated by
the X±1

i , where i = 1, . . . , n. Note that the subalgebra in P given by symmetric
(Laurent) polynomials is central by (H-7).

The original definition of the Iwahori-Matsumoto Hecke algebra of G over the
field k is the convolution algebra k[I\G/I] of compactly supported I-bi-invariant
functions on G with values in k, where I is the Iwahori subgroup. Any such
function can be written as

∑
w∈W awχIwI with some aw ∈ k where χIwI is the

characteristic function on the double coset IwI.
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Abbreviating Tw = χIwI gives us the following presentation, [IM65, Theorem
3.5], of k[I\G/I]: The algebra is generated by Tsi for i = 0, . . . n − 1 and Tτ
subject to relations (using notation as in (2.1)):

T 2
si = (q − 1)Tsi + q, Ts

i+1
Ts

i
Ts

i+1
= Ts

i
Ts

i+1
Ts

i
, TτTs

i
= Ts

i−1
Tτ (3.3)

The following isomorphism justifies the twofold use of the same notation:

Lemma 3.2. We have an isomorphism of k-algebras

Θ : k[I\G/I] → H
Tsi 7→ Ti, (i = 1, . . . , n− 1),
Ts0 7→ qn−1X−1

1 Xn(Tn−1 · · ·T2T1T2 · · ·Tn−1)−1,

Tτ 7→ q−(n−1)/2Tn−1 · · ·T1X1.

This isomorphism sends Tnτ to X1 · · ·Xn.

From now on we will freely identify the two presentations.

The following two sets are k-bases of H, [Lus89, Proposition 3.7]:

{Xa1
1 · · ·X

an
n Tw | w ∈ S, ai ∈ Z}, {TwXa1

1 · · ·X
an
n | w ∈ S, ai ∈ Z}. (3.4)

3.2. The ideals vJH. For J ⊆ I with corresponding parabolic subgroup WJ of
W we denote by HJ ⊂ H the (finite-dimensional) Hecke subalgebra generated
by {Ti | si ∈ J} and define

vJ =
∑
w∈WJ

Tw, and vJ =
∑
w∈WJ

(−q)−l(w)Tw. (3.5)

We often abbreviate v = vI and v = vI. Note that kvJ and kvJ are the
1-dimensional trivial respectively sign (right) HJ -modules via (3.1). They gen-
erate the following right ideals in H which play the role of permutation modules
in the representation theory of the symmetric group.

Lemma 3.3. The right ideals

HJtriv = {h ∈ H | (Ti − q)h = 0 for all i such that si ∈ J},
HJsgn = {h ∈ H | (Ti + 1)h = 0 for all i such that si ∈ J}

are principal right ideals in H, generated by vJ respectively vJ .

Proof. Clearly, vJ ∈ HJtriv. Since H is by (3.4) a free left module over HJ ,
HJtriv = {h ∈ HJ ⊗HJ

H | (Ti − q)h = 0 for all i such that si ∈ J} = vJH,
and the first claim follows. The second is similar. �

Corollary 3.4. In case J ⊆ I, a k-basis for vJH respectively vJH is given by{
TwX

a1
1 · · ·X

an
n

∣∣∣w ∈ DI
J,∅, ai ∈ Z

}
.

Proof. This follows directly from Lemma 3.3 and (3.4). �
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Note that the ideals vJH and vJH have isomorphic endomorphism rings. To
pass between them we will later need the algebra automorphism ] of H, which
is the q-analogue of [, defined on the generators by

Ti 7→ T ]i = q − 1− Ti = −qT−1
i , (i = 1, . . . , n− 1),

Xj 7→ X]
j = X−1

j (j = 1, . . . , n).
(3.6)

Remark 3.5. If f ∈ P is si-invariant, then fT ]i = T ]i f for i = 1, . . . , n− 1.

3.3. A completion of H. Recall, [Lus89, Proposition 3.11], that the centre
of H is given by Z(H) = k[X±1

1 , . . . , X±1
n ]S. For a = (a1, . . . , an) ∈ (k∗)n

define the corresponding central character χa : Z(H)→ k, by restriction from
Xi 7→ ai. Two characters χa and χa′ coincide if and only if a and a′ belong to
the same S-orbit. We can decompose any finite-dimensional representation M
of H as M =

⊕
χMχ, where χ runs over a set of representatives of S -orbits on

kn and Mχ consists of all elements of M which are annihilated by a sufficiently
large power of mχ = kerχ.

Conventions: For the following, the most interesting cases are those where the
components of a = (a1, . . . , an) belong to the same multiplicative q-orbit; in
other words, where there is an a ∈ k, such that for each j = 1, . . . n, we have
aj = qija for some integer ij . We will therefore stick to these cases. Moreover,
our constructions in fact turn out to be independent of a, so without loss of
generality, we chose a = 1, i.e. a = (qi1 , . . . , qin) with i = (i1, . . . , in) ∈ Zn,
and write χi for the central character χa. If q is an eth root of unity we usually
choose the exponents ij from the representatives 0, . . . , e− 1 for Z/eZ.

Definition 3.6. From now on for the rest of this paper, we fix i ∈ Zn, viewed
as an element of Z/eZ if e 6= 0.

Definition 3.7. Given a central character χ = χi, we define the completion “Hi

of H with respect to powers of the ideal Im of H generated by m = mχ. We
have a decomposition “Hi =

⊕
u∈Si

“Hieu (3.7)

where “Hieu =

®
h ∈ “Hi

∣∣∣∣∣ ∀m ∈ N ∃ N ∈ N such that
∀j ∈ {1 . . . , n} h(Xj − quj )N ∈mm

χ

´
(3.8)

The eu form a complete set of pairwise orthogonal idempotents in “Hi.

The following is a direct consequence of (3.4) and the description of the centre:

Lemma 3.8. The following sets

{TwXa1
1 · · ·Xan

n eu |u ∈ S(i1, . . . , in), w ∈ S, ai ∈ Z≥0 } ,
{TwXa1

1 · · ·Xan
n eu |u ∈ S(i1, . . . , in), w ∈ S, ai ∈ Z≤0 } ,

both form a topological basis of “Hi.



AFFINE QUIVER SCHUR ALGEBRAS AND p-ADIC GLn 11

Since Treu − esr(u)Tr ∈
⊕

u∈Si k[[X1, . . . , Xn]], induction on the length of w

shows that another topological k-basis of “Hi is given by

{euTwXa1
1 · · ·X

an
n | u ∈ S(i1, . . . , in), w ∈ S, ai ∈ Z≥0}

and similarly for the version with negative powers of the polynomial generators.

In “Hi, we have for for r = 1, . . . , n− 1 the intertwining elements

Φr = Tr +
∑

ur+1 6=ur

1− q
1−XrX

−1
r+1

eu +
∑

ur+1=ur

eu. (3.9)

Their properties were, for instance, studied in [BK09].

For each w ∈ S we fix a reduced expression w = si1 · · · sir and define Φ[w] =
Φi1 · · ·Φir . We indicate by [w] that this does depend on the choice of reduced

expression. It follows then directly that another topological k-basis of “Hi is¶
euΦ[w]X

a1
1 · · ·X

an
n | u ∈ S(i1, . . . , in), w ∈ S, ai ∈ Z≥0

©
(3.10)

and similarly for the version with negative powers of the polynomial generators.

Then, similarly to Corollary 3.4, we obtain several topological bases of vJ “Hi:

Lemma 3.9. Any of the following sets is a topological k-basis of vJ “Hi:

{vJeuTwXa1
1 · · ·Xan

n | u ∈ S(i1, . . . , in), w ∈ DJ , ai ∈ Z≥0} ,
{vJeuTwXa1

1 · · ·Xan
n | u ∈ S(i1, . . . , in), w ∈ DJ , ai ∈ Z≤0} ,¶

vJeuΦ[w]X
a1
1 · · ·Xan

n | u ∈ S(i1, . . . , in), w ∈ DJ , ai ∈ Z≥0

©
,¶

vJeuΦ[w]X
a1
1 · · ·Xan

n | u ∈ S(i1, . . . , in), w ∈ DJ , ai ∈ Z≤0

©
.

Analogously, we obtain bases for vJ “Hi if we replace v by v.

3.4. A faithful representation of the Hecke algebra. We now construct a
faithful representation of H respectively “Hi which allows us to realise either
algebra as a subalgebra of the endomorphisms of some Laurent polynomial
respectively power series ring.

Fix the left ideal U =
(∑

1≤i≤n−1H(Ti + 1)
)
. We obtain the following two

faithful representations; the second one agrees with [Rou08, 3.1.4], see e.g.
[Rou12, 2.17 with 3.2.5] for the faithfulness.

Proposition 3.10 (Faithful representation of Hecke algebra I).

i.) The natural action of H on H/U by left multiplication is faithful.
ii.) This representation is canonically isomorphic to k[X±1

1 , . . . , X±1
n ]v, where

the generators X±i , 1 ≤ i ≤ n, and Ti + 1, 1 ≤ i ≤ n− 1 act just by left
multiplication respectively by

(Ti + 1)fv =
qXi+1 −Xi

Xi+1 −Xi
(f − si(f))v, (3.11)

where si(f) is the Laurent polynomial f with Xi+1 and Xi interchanged.
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By twisting with the automorphism ] from (3.6) we obtain:

Proposition 3.11 (Faithful representation of Hecke algebra II).

Let U =
∑

1≤i<nH(Ti − q). Then there is a faithful representation of H on

H/U ∼= k[X±1
1 , . . . , X±1

n ]v.

Explicitly, the action is given by

(Ti − q)fv =
qXi −Xi+1

Xi+1 −Xi
(f − si(f))v. (3.12)

We denote by P(H) respectively P(H) the faithful representations from (3.11)
and (3.12) respectively. The following is immediate.

Corollary 3.12. We have an isomorphism of H-modules

P(H)→ ](P(H)) given by fv 7→ f ]v.

Completion gives us faithful representations of the completed algebra:

Corollary 3.13. i.) There is a faithful representation of “Hi on’P(H)i = “Hi ⊗H H/U ∼=
⊕
u∈Si

k[[X1, . . . , Xn]]euv

by completing the representation from Proposition 3.10 with respect to the
maximal ideal generated by the elements (Xr − ir)eu, 1 ≤ r ≤ n.

ii.) There is a faithful representation of “Hi on’P(H)i = “Hi ⊗H H/U ∼=
⊕
u∈Si

k[[X−1
1 , . . . , X−1

n ]]euv

by completing the representation from Proposition 3.11 with respect to the
ideal generated by Y −1

r eu = (X−1
r + ir)eu, 1 ≤ r ≤ n.

The definitions directly imply the following connection:

Corollary 3.14. There is an isomorphism of “Hi-modules’P(H)i
∼= ](’P(H)−i) via fv 7→ f ]v,

identifying k[[X−1
1 , . . . , X−1

n ]]euv with k[[X1, . . . , Xn]]e−uv, where the minus
signs applies to all entries, i.e. −i = (−i1, . . . ,−in) and −u = (−u1, . . . ,−un).

Proof. The first statement is clear. The identification follows directly from the

fact that X]
i = X−1

i for all i, Corollary 3.13 and the definition in (3.8). �

We finish this section with a few important explicit formulae for the action of
the intertwining elements from (3.9).
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Lemma 3.15. For any idempotent eu as in Definition 3.7, the following equal-
ities hold. For 1 ≤ r ≤ n− 1, we have

esr·uΦrv =

{
Xr−qXr+1

Xr+1−Xr
esr·uv if ur+1 6= ur,

0 otherwise,
(3.13)

and

esr·uΦr(Xr+1 −Xr)v =

{
(qXr+1 −Xr)esr·uv if ur+1 6= ur,

2(qXr+1 −Xr)euv if ur+1 = ur.
(3.14)

Lemma 3.16. For any idempotent eu as in Definition 3.7, the following equal-
ities hold: For 1 ≤ r ≤ n− 1, we have

esr·uΦrv =

® Xr+1−qXr

Xr+1−Xr
esr·uv if ur+1 6= ur,

(q + 1)esr·uv if ur+1 = ur.
(3.15)

and

esr·uΦ(Xr+1 −Xr)v =

®
(qXr −Xr+1)esr·uv if ur+1 6= ur,
(q − 1)(Xr+1 +Xr)euv if ur+1 = ur.

(3.16)

4. Affine Schur algebra

In this section we recall the (affine) Schur algebra and construct a faithful
representation for this algebra as well. We describe in detail the basis used by
Vignéras. These two tools allow us to give an alternative basis together with a
set of algebra generators more in the spirit of the geometric basis of the quiver
Schur algebra from [SW11]. This will then finally allow us to connect the two
algebras in the last section.

Definition 4.1. The (affine) Schur algebra S is defined as

S = Endk[I\G/I]

Ñ⊕
J⊆I

k[PJ\G/I]

é
∼= EndH

Ñ⊕
J⊆I

vJH

é
,

where P J denotes the standard parahoric subalgebra (containing I) attached to
J , and the isomorphism is that from Lemma 3.2. The product of two elements,
f, f ′ in S is denoted by f ◦ f ′ or just ff ′.

We start our study of S by recalling a basis from [Vig03, 4.2.13] (which gener-
alizes the basis for finite Schur algebras from [Mat99, Theorem 4.7]).

Lemma 4.2. A basis of S is given by {bdK,J | J,K ⊆ I, d ∈ DK,J}, where

bdK,J ∈ HomHi
(vJH,vKH) is defined by

bdK,J(vJ) =
∑

w∈WKdWJ

Tw. (4.1)

Remark 4.3. Note that (4.1) is indeed well-defined, since
∑
w∈WKdWJ

Tw ∈
vKH by Lemma 3.3. Moreover, any element in HomH(vJH,vKH), and in
particular bdK,J , is already uniquely determined by its image of vJ .
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Example 4.4. If, for instance, I = {s1, s2} and K = {s1}, J = {s2}, then
DK,J ⊃ DI

K,J = {1, s2s1} and for these two shortest double coset representa-

tives and we have b1
K,J = 1 + T1 + T2 + T2T1 and bs2s1K,J = T2T1 + T1T2T1.

Note that we just sum over all basis elements from a fixed double coset.

Example 4.5. If J ⊆ K, we have b1
K,JvJ =

∑
w∈WK

Tw = vK and b1
J,KvK =∑

w∈WK
Tw = vJ(

∑
d′∈DK

J,∅
Td′). Hence b1

K,J is the projection sending vJh to

vKh and b1
J,K is the inclusion sending vKh to vJ(

∑
d′∈DK

J,∅
Td′)h, for h ∈ H.

We like to point out that the labelling of the basis vector bdK,J involves a choice
d of a shortest double coset representative, although the basis element itself only
depends on the coset containing d. In particular the basis can be relabelled when
chosing different representatives. If, for instance, for K,J ⊂ I, w ∈ S, p ∈ X
we define the element bwpK,J ∈ HomHi

(vJH,vKH) via

bwpK,J(vJ) =
∑

v∈WKwpWJ

Tv,

then bwpK,J = bdK,J for d ∈ DK,J ∩WKwpWJ , and with the choice of double
coset representatives from Section 2.3 we directly obtain the following.

Lemma 4.6. Both sets

{bwpK,J | J,K ⊆ I, w ∈ DI
K,J , p ∈

−→
X d−1K∩J}, (4.2)

and
{bwpK,J | J,K ⊆ I, w ∈ DI

K,J , p ∈
←−
X d−1K∩J} (4.3)

form the same basis of S as the one in Lemma 4.2, just labelled differently.

4.1. A faithful representation of S. To construct a faithful representation of
the Schur algebra we enlarge the space P(H).

For any parabolic subgroup WK of W with K ⊆ I, let k[X±1
1 , . . . , X±1

n ]WK

denote the WK-invariants under the usual permutation action. We set

P(S)K = k[X±1
1 , . . . , X±1

n ]WKv(K),

where v(K) = v and the superscript (K) is just a formal index. We have the
following characterisation of invariants:

Lemma 4.7. Let fv ∈ k[X±1
1 , . . . , X±1

n ]v and K ⊆ I. Then

f ∈ P(S)K ⇔ (Ti − q)fv = 0 for all si ∈ K.

Proof. A direct computation shows that, for si ∈ K,

(Ti − q)fv = Tifv − qfv =

Ç
si(f)Ti + (q − 1)Xi+1

f − si(f)

Xi+1 −Xi
− qf

å
v

=
(Xi+1 − qXi)(si(f)− f)

Xi+1 −Xi
v.

Hence (Ti − q)fv = 0 if and only if f = si(f). �
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The following is the main theorem of this section.

Theorem 4.8. There is a faithful representation ρ of S on

P(S) =
⊕
K⊆I

P(S)K .

In this representation a basis element bdK,J of S acts via

ρ(bdK,J)fv(J) =
∑

a∈DK
∅,K∩dJ

TaTdfv
(K). (4.4)

The proof will follow directly from the next three lemmas. The first of these
makes sure that the right hand-side of (4.4) is at least in the correct space.

Lemma 4.9. For J,K ⊆ I, d ∈ DK,J and f ∈ k[X±1
1 , . . . , X±1

n ]WJ , we have∑
a∈DK

∅,K∩dJ

TaTdfv
(K) ∈ P(S)K . (4.5)

Proof. In view of Lemma 4.7, it suffices to check that for all si ∈ K we have∑
a∈DK

∅,K∩dJ
(Ti − q)TaTdfv(K) = 0. The left hand side equals∑

a∈DK
∅,K∩dJ

sia∈DK
∅,K∩dJ

(Ti − q)TaTdfv(K) +
∑

a∈DK
∅,K∩dJ

sia/∈DK
∅,K∩dJ

(Ti − q)TaTdfv(K). (4.6)

Denote by S1 and S2 the two summands in (4.6) respectively.

In the first summand S1, the summands appear in pairs a, sia. Since we have
(Ti − q)(Ta + Tsia) = 0, they cancel and so S1 = 0. In the second summand
S2, we have a ∈ DK

∅,K∩dJ but sia /∈ DK
∅,K∩dJ . Then Deodhar’s Lemma, see

e.g. [GP00, Lemma 2.1.2], shows that there exists sj ∈ K ∩ dJ such that
sia = asj , and that, in particular, l(sia) > l(a). In this case, (Ti − q)Ta =
Ta(Tj − q). Again using Deodhar’s Lemma, we see that TjTd = TdTk for some
sk ∈ d−1K ∩ J , and thus

S2 ∈
∑

sj∈K∩dJ
H(Tj − q)Tdfv(K) ⊆ HTd

∑
sk∈J

(Tk − q)fv(K) = 0

by Lemma 4.7, since f ∈ k[X±1
1 , . . . , X±1

n ]WJ . Hence we are done. �

Lemma 4.10. The assignment (4.4) defines a representation of S on P(S).

Proof. It suffices to check that, for basis vectors as in (4.2),

ρ(bd2L,K)ρ(bd1K,J) = ρ(bd2L,Kbd1K,J). (4.7)

We start with some preparation. Using the basis from Lemma 4.2, we write
bd2L,Kbd1K,J =

∑
d∈DL,J

cdb
d
L,J for some coefficients cd ∈ k. On the one hand,

bd2L,Kbd1K,J(vJ) =

Ö ∑
d∈DL,J

cd
∑

b′′∈DJ
∅,L∩dJ

Tb′′Td

è
vJ .
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On the other hand, repeatedly using (2.3), we obtain

bd2L,Kbd1K,JvJ
(4.1)
= bd2L,K

∑
w∈WKd1WJ

Tw = bd2L,KvKTd1
∑

a∈DJ

d−1
1

K∩J,∅

Ta

Using (4.1), this equals∑
w∈WLd2WK

TwTd1
∑

a∈DJ

d−1
1

K∩J,∅

Ta =
∑

b∈DL
∅,d2K∩L

TbTd2vKTd1
∑

a∈DJ

d−1
1

K∩J,∅

Ta

=

Ö ∑
b∈DL

∅,d2K∩L

TbTd2
∑

b′∈DJ
∅,K∩d1J

Tb′Td1

è
vJ .

Thus,
∑
b∈DL

∅,d2K∩L
TbTd2

∑
b′∈DJ

∅,K∩d1J
Tb′Td1−

∑
d∈DL,J

cd
∑
b′′∈DJ

∅,L∩dJ
Tb′′Td

is contained in
∑
si∈J H(Ti − q). To verify formula (4.7), we now calculate

ρ(bd2L,K)ρ(bd1K,J)fv(J) = ρ(bd2L,K)
∑
a∈DK

∅,K∩d1J
TaTd1fv

(K) which equals∑
b∈DL

∅,d2K∩L

TbTd2
∑

b′∈DK
∅,K∩d1J

Tb′Td1fv
(L), (4.8)

where f ∈ k[X±1
1 , . . . , X±1

n ]WJ , and∑
d∈DL,J

cdρ(bdL,J)fv(J) =
∑

d∈DL,J

cd
∑

b′′∈DJ
∅,L∩dJ

Tb′′Tdfv
(L). (4.9)

Taking the difference of (4.8) and (4.9) we obtainÄ
ρ(bd2L,K)ρ(bd1K,J)−

∑
d∈DL,J

cdρ(bdL,J)
ä
fv(J)

=

Ö ∑
b∈DL

∅,d2K∩L

TbTd2
∑

b′∈DJ
∅,K∩d1J

Tb′Td1 −
∑

d∈DL,J

cd
∑

b′′∈DJ
∅,L∩dJ

Tb′′Td

è
fv(L).

By the above, this is, however, contained in
∑
si∈J H(Ti − q)fv(L) and hence

must be zero by Lemma 4.7, as f ∈ k[X±1
1 , . . . , X±1

n ]WJ . �

Lemma 4.11. The representation ρ from (4.4) is faithful.

Proof. Let J,K ⊂ I and Z =
∑

J,K⊆I
d∈DK,J

cd ρ(bdK,J) with arbitrary cd ∈ k. Then

it is enough to show that Z = 0 implies
∑
d∈DK,J

cdb
d
K,J = 0 for each pair

J,K ⊂ I. If h ∈ H and L ⊂ I, then

h P(S)L = 0 implies h

Ñ ∑
w∈WL

Tw

é
= 0. (4.10)
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Indeed, assume h P(S)L = 0. Since (Ti − q)
∑
w∈WL

Tw = 0 for any si ∈ L,

Lemma 4.7 yields that
∑
w∈WL

Twk[X±1
1 , . . . , X±1

n ]v ⊆ k[X±1
1 , . . . , X±1

n ]WLv.
In particular,Ñ

h
∑

w∈WL

Tw

é
k[X±1

1 , . . . , X±1
n ]v ⊆ h k[X±1

1 , . . . , X±1
n ]WLv

(ass.)
= 0.

Together with the faithfulness of the representation of H on k[X±1
1 , . . . , X±1

n ]v
in Lemma 3.11, the claim in (4.10) follows.

Now suppose that Z = 0. Projecting onto the different summands of P(S)
gives that for any J,K ⊆ I we have

∑
d∈DK,J

cdρ(bdK,J)P(S)J =

Ö ∑
d∈DK,J

cd
∑

a∈DJ
∅,K∩dJ

TaTd

è
P(S)K = 0.

Using (3.5), observation (4.10) implies that

0 =
∑

d∈DK,J

cd
∑

a∈DJ
∅,K∩dJ

TaTd
∑

w∈WJ

Tw =
∑

d∈DK,J

cdb
d
K,JvJ .

Thus,
∑
d∈DK,J

cdb
d
K,J = 0 for every J,K ⊆ I, which completes the proof. �

Theorem 4.8 is proved.

4.2. Generators and (some) relations for S. In this section, we determine a
nice generating set for the algebra S. We start with a few technical tools.

Lemma 4.12. Let K1,K2 ⊆ I, d ∈ DK2,K1 and let J = K1 ∩ d−1K2. Then

bdK2,K1
= b1

K2,dJb
d
dJ,Jb

1
J,K1

. (4.11)

Proof. We first note that for |J | = |dJ | (which holds for J as in the lemma),

bddJ,JvJ = vdJTd
∑

b∈DJ
J∩J,∅

Tb = vdJTd (4.12)

and that, if J ⊆ K, then

b1
K,dJvdJ =

∑
w∈WK1WdJ

Tw = vK . (4.13)
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We now apply the right hand side of (4.11) to vK1 and deduce

b1
K2,dJb

d
dJ,Jb

1
J,K1

(vK1) = b1
K2,dJb

d
dJ,J

Ñ ∑
w∈WK1

Tw

é
= b1

K2,dJb
d
dJ,J

Ü
vJ

∑
a∈DK1

J,∅

Ta

ê
= b1

K2,dJ

Ü
vdJTd

∑
a∈DK1

J,∅

Ta

ê
(4.13)

= vK2Td
∑

a∈DK1
d−1K2∩K1,∅

Ta = bdK2,K1
vK1 �

as desired.

Corollary 4.13. The Schur algebra S is generated (as an algebra) by

{b1
K,J ,b

w
wJ,J | J,K ⊆ I, w ∈W with |J | = |wJ |}. (4.14)

Based on this, we will give another generating set in Proposition 6.19.

4.3. The centre of S. We next show that the centre of the Schur algebra is
just given by multiplication with elements from the centre of the Hecke algebra.

Lemma 4.14. The centre Z(S) of S equals Z(H) in the sense that

Z(S) = {·z | z ∈ Z(H)} ⊆ EndH(
⊕
J⊆I

vJH) = S.

Proof. For the inclusion ⊇, it is clear that multiplication with z ∈ Z(H) com-
mutes with any H-endomorphism of

⊕
J⊆I vJH and hence belongs to S. It

furthermore commutes with any element in S and hence belongs to Z(S).

For the inclusion ⊆, let f ∈ Z(S) and test with the generators given in (4.14).
For bddJ,J we see that

bddJ,J ◦ f

Ñ∑
K⊆I

vK

é
= bddJ,J

Ñ∑
L∈⊆I

vLhL

é
(4.12)

= vdJTdhJ

for some hL ∈ H. On the other hand, since f is central,

bddJ,J ◦ f

Ñ∑
K⊆I

vK

é
= f ◦ bddJ,J

Ñ∑
K⊆I

vK

é
(4.12)

= f(vdJTd) = f(vdJ)Td.

By comparing the two formulae, f(vJ) ∈ vdJH and thus f ∈∑J⊆I EndH(vJH)
is a diagonal endomorphism. Therefore, for any K ⊆ I,

f(vL) = vLhL, and moreover hdJTd = TdhJ , (4.15)

again by comparing the above two formulae.
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Now we test with b1
K,J for J ⊆ K and obtain

f ◦ b1
K,J

Ñ∑
L⊆I

vL

é
= f ◦ b1

K,J (vJ)
(4.13)

= f (vK)
(4.15)

= vKhK .

Since f is central, this equals

b1
K,J ◦ f

Ñ∑
L⊆I

vL

é
(4.15)

=
∑
L⊆I

b1
K,J(vLhL) =

∑
L⊆I

b1
K,J(vL)hL = vKhJ .

As all J ⊆ I contain ∅, this yields, for all J,K ⊆ I, the equality hJ = hK =: h.
Using (4.15) we obtain Tdh = hTd for all Td ∈ H, and thus f = ·h ∈ Z (H). �

4.4. Another basis for S. The main goal of this section is to construct an
alternative basis of S which mimics the geometric basis of the quiver Schur
algebra defined in [SW11]. We start by investigating the sets DK2,K1 further.

Lemma 4.15. Assume K ⊆ I and suppose v = wp with w ∈ S and p =
Xa1

1 · · ·Xan
n ∈ X with ai ≤ 0 for i = 1, . . . n. Then Tv =

∑
u∈S cuTup, for

some coefficients cu ∈ k.

Proof. Note first that, using induction on the degree of p and commutativity
of X1, . . . , Xn, it suffices to check this for p = X−1

i . So suppose v = wX−1
i .

Then by (2.2) v = wsi−1si−2 · · · s1τ
−1sn−1sn−2 · · · si, and thus v has a reduced

expression ṽτ−1sn−1 · · · si with some ṽ ∈ S. Thus Tv = TṽT
−1
τ Tn−1 · · ·Ti =

aTṽT1T2 · · ·Ti−1X
−1
i where a is a power of q. Writing aTṽT1T2 · · ·Ti−1 =∑

u∈S cuTu, the claim follows. �

Lemma 4.16. Let d ∈ DK2,K1 , J = K1∩d−1K2 and write d = wp with w ∈ S

and p ∈ X. Then wJ = dJ and p ∈ XWJ .

Proof. We have d(K1∩d−1K2) = dK1∩K2 and thus for any i ∈ (K1∩d−1K2),
dsid

−1 = sj for some j ∈ dK1 ∩K2. On the other hand,

dsid
−1 = wpsip

−1w−1 = wsiw
−1wsipsip

−1w−1 = vh,

where v = wsiw
−1 ∈ S and h = wsipsip

−1w−1 ∈ X, hence v = sj , h =
1. Now wsipsip

−1w−1 = 1 if and only if sipsip
−1 = 1 if and only if p ∈

X
WK1∩d−1K2 = XWJ . Moreover, v = wsiw

−1 = sj implies wJ = dJ . �

Let d,w, p be as in Lemma 4.16 and let d′ ∈ DdJ,J be the shortest double coset
representative for the coset of w. Since p commutes with WJ , the (WdJ ,WJ)-
double coset defined by d = wp is the same as the one defined by d′p. Hence,
by the previous paragraph, and (4.11), any basis element can be written as

bdK2,K1
= bwpK2,K1

= b1
K2,dJb

d
dJ,Jb

1
J,K1

= b1
K2,dJb

d′p
dJ,Jb

1
J,K1

(4.16)
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for J = d−1K2 ∩K1. Keeping this notation, we next obtain from Lemma 4.15,

bd
′p
dJ,J(vJ) = vdJTwp = vdJ

(∑
u∈S

cuTu

)
p

= TwpvJ =

(∑
u∈S

cuTu

)
pvJ =

(∑
u∈S

cuTu

)
vJp

(4.17)

where, in the last equality, we have used that p ∈ XWJ by Lemma 4.16. Hence

vdJ

(∑
u∈S

cuTu

)
=

(∑
u∈S

cuTu

)
vJ

meaning that left multiplication by (
∑
u∈S cuTu) is in HomH(vJH,vdJH).

Using these relations, we will now give a different basis of S, which will be more
convenient to work with later on.

Proposition 4.17. Let K1,K2 ⊂ I. Then the set

BK2,K1 =

®
b1
K2,wJb

w
wJ,Jb

p
J,Jb

1
J,K1

∣∣∣∣∣ J = K1 ∩ w−1K2,

w ∈ DI
K2,K1

, p ∈
−→
XJ

´
, (4.18)

is a basis of the space of homomorphisms HomH(vK1H,vK2H) and hence

BS =
⋃

(K1,K2)

BK1,K2 (4.19)

is a basis of the Schur algebra S.

Proof. We first compute the evaluation of these elements on vK1 . We have

b1
K2,wJb

w
wJ,Jb

p
J,Jb

1
J,K1

(vK1) = b1
K2,wJ(Twb

p
J,JvJ

∑
a∈DK1

J,∅

Ta)

= b1
K2,wJ(Tw

∑
b∈DJ

∅,J∩p′J

TbTp′vJ
∑

a∈DK1
J,∅

Ta)

= b1
K2,wJ

Ö ∑
b∈DwJ

∅,wJ∩wp′J

TbTwTp′vK1

è
= b1

K2,wp′J(TwTp′vK1),

where p′ is the unique element in WJpWJ ∩ DJ,J . Now, let d be the unique
element in WK2wp

′WK1 ∩ DK2,K1 and write wp′ = dv with v ∈ WK1 and
l(dv) = l(d) + l(v). We would like to show that

b1
K2,wJb

w
wJ,Jb

p
J,Jb

1
J,K1

= cdb
d
K2,K1

+
∑

d′∈DK2,K1
,d′>d

cd′b
d′
K2,K1

(4.20)

for some cd′ ∈ k with cd 6= 0. Then the proposition follows from Lemma 4.2.

Claim 1: For any x, y ∈ W we have TxTy = qa(x,y)Txy + (q − 1)
∑
z>xy czTz

for some cz ∈ k and a(x, y) = 1
2(l(x) + l(y)− l(xy)).
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Proof. This formula is deduced in the proof of [Mat99, Proposition 1.16] for
lengths instead of Bruhat orders and only for S. However, replacing the per-
mutation realisation of S by the realisation of W as permutations on Z (see
[Gre02]) to define the sets N(x) used in [Mat99, Proposition 1.16], the proof
generalises verbatim to our situation. �

Claim 2: Let u ∈ W with u > wp′. Letting du denote the unique element in
WK2uWK1 ∩DK2,K1 , we have du ≥ d.

Proof. By definition u = a2dua1 for some unique ai ∈ Ki and we can choose
a reduced expression of u compatible with this decomposition. Now wp′ < u
means wp′ can be obtained by deleting some of the simple reflections. In
particular, d ≤ du. �

From Claim 1, we see that b1
K2,wJ

bwwJ,Jb
p
J,Jb

1
J,K1

(vK1) = b1
K2,wp′J

(TwTp′vK1),

which equals qab1
K2,wp′J

Ä
(Twp′vK1 + (q − 1)

∑
z>xy czTz)vK1

ä
for some cz ∈

k and a = a(w, p′). Now Claim 2 implies that, when rewriting this in the ba-

sis of the bd
′
K2,K1

only basis elements indexed with d′ ≥ d occur. Moreover,

the leading term Twp′ contributes q
1
2

(l(w)+l(p′)−l(wp′))+l(v) to the coefficient of

bdK2,K1
while any other Tz that might contribute to the coefficient has coef-

ficient of the form c(q − 1)a for some integer a and nonzero scalar c, so the
coefficient of bdK2,K1

is nonzero and (4.20) follows. We conclude that the set

given in (4.19) is indeed a basis for S. �

Remark 4.18. In the faithful representation ρ from Theorem 4.8, a basis ele-
ment b1

K2,wJ
bwwJ,Jb

p
J,Jb

1
J,K1

as in Proposition 4.18 sends fv(K1) toÜ ∑
a∈DK2

∅,wJ

Ta

ê
Twgp

Ü ∑
b∈DK1

∅,J

Tb

ê
fv(K2).

where gp is defined in Lemma 4.19 below.

4.5. The subalgebra Q. We now construct an important commutative subal-
gebra Q of S. For this let J ⊂ I and recall the notation from Section 2.3.

Lemma 4.19. For p ∈
−→
XJ and J ⊆ I we have bpJ,J(vJ) = gpvJ , for gp a scalar

multiple of the sum
∑
x∈WJ

x(p) over all monomials in the WJ -orbit of p.

Proof. On the one hand, bpJ,J(vJ) =
∑
u∈WJpWJ

Tu. Noting that

WJpWJ = {vf | v ∈WJ , f = σpσ−1for some σ ∈WJ}

we see that bpJ,JvK =
∑
v∈WK ,p′∈WJ ·p Tvp′ , which, using Lemma 4.15 can be

expressed as
∑
v∈S Tvfv for some polynomials fv, all of whose monomial terms

are conjugate to p under WJ .
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On the other hand, writing p = td = dt′ for d ∈ DJ,J , t, t
′ ∈WJ , we have

bpJ,J(vJ) = vJTd(
∑
a∈DJ

d−1J∩J
Ta) = vJq

−l(t)TtTd
∑
a∈DJ

d−1J∩J
Ta

= vJ(q−l(t)Tp
∑
a∈DJ

d−1J∩J
Ta) = vJq

−l(t)p
∑
a∈DJ

d−1J∩J
Ta

= vJA ∈ vJHJ
and similarly

bpJ,J(vJ) =
∑
a′∈DJ

J∩J
Ta′TdvJ = q−l(t

′)∑
a′∈DJ

dJ∩J
Ta′TdTt′vJ

= q−l(t
′)∑

a′∈DJ
d−1J∩J

Ta′TpvJ = q−l(t
′)∑

a′∈DJ
dJ∩J

Ta′pvJ

= A′vJ ∈ vJHJ .

Since TivJ = vJTi = qvJ for all si ∈ J , moreover A,A′ ∈ k[X±1
1 , . . . X±1

n ].
Observing vJATi = bpJ,JvJTi = A′vJTi = qA′vJ for all si ∈ J , we furthermore

deduce, using Lemma 4.7, that A,A′ ∈ k[X±1
1 , . . . X±1

n ]WJ and hence A = A′.

We obtain bpJ,J(vJ) = vJA ∈ vJk[X±1
1 , . . . X±1

n ]WJ from the two preced-
ing paragraphs. Here, all summands in A are WK-conjugate to p. Therefore
bpJ,J(vJ) is a scalar multiple of gpvJ , as claimed. �

Proposition 4.20. The k-vector space spanned by the bpJ,J , for J ⊂ I, p ∈
−→
XJ ,

forms a commutative subalgebra Q of S which contains the centre Z(S) of S.

Proof. This follows directly from Lemmas 4.19 and 4.14 via Remark 4.3. �

Remark 4.21. Note that by Lemma 4.19 and Lemma 4.7, the subalgebra Q
consists of precisely those elements in HomH(vJH,vJH) (for some J ⊆ I)
which are given by left multiplication with some f ∈ P ⊂ H which satisfies
(Ti − q)fv = 0 for all i ∈ J .

Remark 4.22. The elements bpJ,J , for J ⊂ I, p ∈
−→
XJ , are linearly independent

by Lemma 4.19, hence form a basis of Q. As an algebra, Q is a direct sum of
algebras indexed by J ⊂ I with factors isomorphic to k[X±1

1 , . . . , X±1
n ]WJ . The

centre Z(S) = k[X±1
1 , . . . , X±1

n ]S, see Lemma 4.14, embeds diagonally.

Lemma 4.23. The k-vector space S carries the structure of a finitely generated
free Q-module on basis

BSQ =

®
b1
K2,wJb

w
wJ,Jb

1
J,K1

∣∣∣∣∣ K1,K2 ⊆ I, w ∈ DI
K2,K1

,

J = K1 ∩ w−1K2

´
.

(We do not claim that S is a free Q-module by restriction of the regular action.)

Proof. We define the action of a basis element bp
′

K,K ∈ Q on a basis element

b1
K2,wJ

bwwJ,Jb
p
J,Jb

1
J,K1
∈ BSQ (for some K1,K2 ⊆ I) by

bp
′

K,K ~ b1
K2,wJb

w
wJ,Jb

p
J,Jb

1
J,K1

=

{
b1
K2,wJ

bwwJ,Jb
pp′

J,Jb
1
J,K1

if J = K,

0 otherwise.
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By Remark 4.22 this is a well-defined action of Q. Obviously, the module is
generated by BSQ. Freeness follows from Remark 4.22 and Proposition 4.17. �

4.6. The twisted faithful representation of the Schur algebra. The auto-
morphism ] from (3.6) allows us to define the Schur algebra using vKH instead
of vKH via the obvious isomorphism of algebras

S ∼= HomH
⊕
J,K⊆I

((vJH)], (vKH)]) = HomH
⊕
J,K⊆I

(vJH,vKH).

Similarly to Section 3.4, we also have a faithful representation ρ of S on

P(S) =
⊕
K⊆I

k[X±1
1 , . . . , X±1

n ]WKv(K), (4.21)

where again the superscript on v(K) is just a book-keeping device, given by

ρ(bdK,J)fv(J) =
∑

a∈DK
∅,K∩dJ

T ]aT
]
dfv

(K).

We also obtain the following analogue to Corollary 3.12.

Corollary 4.24. We have an isomorphism of representation

P(S) ∼= ]P(S) given by fv(K) 7→ f ]v(K).

5. A completion of S

Recall the character χ = χi for our fixed i = (i1, . . . , in) ∈ Zn from Defini-
tion 3.6, and the ideals mχ and Im in Z(H) respectively H from Section 3.3.
By Lemma 4.14, we can identify the centre of S with the centre of H. Define
Ŝi to be the completion of S at the nested sequence of ideals

Jm =
⊕
J,K⊆I

HomH(HJ ,vKIm) (5.1)

in S generated by the maximal ideal mχ of Z(S).

5.1. Compatibility with the completion of H. The following gives an alter-
native definition of Ŝi, analogous to (4.1), using the completed Hecke algebras.

Proposition 5.1. There is an isomorphism of algebras

Ŝi ∼= EndĤi

Ñ⊕
J⊆I

vJ “Hi

é
.
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Proof. We have

EndĤi

Ñ⊕
J⊆I

vJ “Hi

é
∼=

⊕
J,K⊆I

HomĤi

Ä
lim←−vJH/Im, lim←−vKH/Ik

ä
∼=

⊕
J,K⊆I

lim←−HomĤi

Ä
lim←−vJH/Im,vKH/Ik

ä
∼=

⊕
J,K⊆I

lim←−HomĤi
(vJH/Ik,vKH/Ik)

∼=
⊕
J,K⊆I

lim←−
(
HomĤi

(vJH,vKH)/HomĤ(vJH,vKIm)
)

∼= lim←−S/Jm = Ŝi.

The proposition follows. �

Recall the idempotent decomposition of “Hi from (3.7). We would next like

to focus on the corresponding decomposition for Ŝi. Our notation follows the
setup in [SW11] and [KL09].

5.2. Idempotent decomposition. Recall our fixed i = (i1, . . . , in) ∈ Zn. Let
J ⊆ I and u = (u1, . . . , un) ∈ Si. It will be convenient to encode the pair by
splitting the tuple u = (u1, . . . un) into blocks determined by J , more precisely,

(u, J) = (u1 · · ·ut1 |ut1+1 · · ·ut2 | · · · |utr−1+1 · · ·utr) (5.2)

where tr = n, and a line is drawn between uk and uk+1 if and only if k /∈ J . In
the extreme cases we have (u, ∅) = (u1|u2| · · · |un) and (u, I) = (u1, u2, · · · , un).

For (u, J) we denote uJ = (u′, J), where u′ is the unique element in the
WJ -orbit of u where the integers in the parts between the lines in (5.2) are
ascending, i.e.

u′1 ≤ · · · ≤ u′t1 , u′t1+1 ≤ · · · ≤ u′t2 , . . . , u′tr−1+1 ≤ · · · ≤ u′n. (5.3)

Here, if q is an e−th roots of unity, we order our chosen representatives 1, . . . , e
for Z/eZ as 1 < · · · < e. For J ⊆ I, we denote by

UJ = {uJ | u ∈ Si}
the set of such representatives of WJ -orbits in Si. Given u ∈ Si and J ⊂ K ⊆ I
we call uJ a refinement of uK .

Example 5.2. Let n = 7 and J = {1, 3, 5} ⊂ K = {1, 2, 3, 5, 6}. With u =
(1, 2, 1, 1, 2, 1, 1) we have uJ = (1, 2|1, 1|1, 2|1) and uK = (1, 1, 1, 2|1, 1, 2).
Then uJ a refinement of uK . Note that indeed the additional vertical lines in
uJ provide a refinement of the parts of uK .

Attached to uJ = (u, J) ∈ UJ we have the idempotent

+
euJ =

∑
u′∈WJ ·u

eu′ ∈ “Hi. (5.4)
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These idempotents have the following important property.

Lemma 5.3. For J ⊂ I and uJ ∈ UJ , the elements
+
euJ ,vJ (in “Hi) commute.

Proof. We may assume J 6= ∅, since v∅ = 1, in which case the claim is obvious.

Suppose first that WJ
∼= Sk for some k and consider the subalgebra “HJ,i. Its

identity element is
+
euJ and we obtain “HJ,i =

+
euJ
“HJ,i = “HJ,i+euJ . In particular

+
euJ commutes with vJ . Note that in the extremal case J = I, the element

+
euI is

just the identity element in “HJ,i. Otherwise, we can find a proper decomposition

J = J1 ∪ J2 ⊂ I such that WJ = WJ1 ×WJ2 . Then
+
euJ =

+
euJ1

+
euJ2

and

vJ = vJ1vJ2 . By definition, vJi commutes with
+
euJj

if i 6= j and also, by the

extremal case treated above, with
+
euJi

. Then the claim follows. �

Lemma 5.3 directly implies the following result.

Corollary 5.4. There is an isomorphism of algebras⊕
J,K⊆{s1,...,sn−1}

HomĤi
(vJ “Hi,vK “Hi)

∼=
⊕

J,K⊆{s1,...,sn−1}

⊕
uJ∈UJ ,u

′
K∈UK

HomĤi
(
+
euJvJ

“Hi,
+
eu′KvK

“Hi).

5.3. Splits and merges in in the algebraic basis. We now define certain split
and merge maps motivated by the construction in [SW11].

Let J ⊂ K ⊆ I, uJ = (u, J) ∈ UJ , which uniquely defines uK ∈ UK , of which
uJ is a refinement. We use the notation from Section 5.2.

Definition 5.5. i.) We have
+
euJb

1
J,K

+
euK 6= 0, and this is called a split of

uK . If |K \ J | = 1, we call J ⊂ K a simple inclusion, and
+
euJb

1
J,K

+
euK is

called a simple split.

ii.) We have
+
euKb

1
K,J

+
euJ 6= 0, and this is called a merge of uJ . Again, if

|K \ J | = 1, it is called a simple merge of uJ .
iii.) We denote by σuK

uJ
∈ DK

J the unique element with σuK
uJ

uJ = uK .

Note that any split (resp. merge) can be written as a sequence of simple splits
(respectively simple merges).

Example 5.6. In the setup of Example 5.2 we have a (non-simple) split of uK .
In this case σuK

uJ
= s3s2s6.

5.4. Dimension matrix and dimension vectors. To (u, J) as in (5.2) we now
associate several combinatorial objects and groups of permutations.
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Definition 5.7. The dimension matrix attached to (u, J) is the e × r-matrix
D(uJ) with entries in Z≥0 defined as

D(u, J) =
Ä
dji (u, J)

ä
, 1 ≤ i ≤ e, 1 ≤ j ≤ r, (5.5)

where dji = dji (u, J) = |{k | tj−1 + 1 ≤ k ≤ tj , uk = i}| with t0 = 0.

Let di = di(u, J) =
∑r
j=1 d

j
i (u, J) and dj = dj(u, J) =

∑e
i=1 d

j
i (uJ). Note

that dji counts precisely the number of occurrences of i in the jth block of
(u, J), whereas di is the total number of i, and dj gives the size of the jth
block. For fixed 1 ≤ i ≤ e, set Di = Di(u, J) = (d1

i (u, J), . . . , dri (u, J)), and

for fixed 1 ≤ j ≤ e, set Dj = Dj(u, J) = (dj1(u, J), . . . , dje(u, J)). The first
encodes the multiplicities how often a certain number appears in each part, the
second encodes for a fixed part the multiplicities of the numbers occurring in it.

We call d = d(u, J) = (d1, d2, . . . , de) the dimension vector and t = t(u, J) =
(d1, d2, . . . , dr) the type vector attached to (u, J). Hence the dimension vector
encodes the multiplicities how often each number occurs in total, whereas the
type encodes the sizes of the parts ignoring which numbers occur. Note that
the dimension vector only depends in i and we thus also write d = d(i).

Example 5.8. In the setup of Example 5.2 the dimension matrix for uJ is given
by d1

1 = d3
1 = d4

1 = 1 and d2
1 = 2, whereas d1

2 = d3
2 = 1 and d2

2 = d4
2 = 0. The

dimension vector is (5, 2) and its type vector is (2, 2, 2, 1). On the other hand,
for uK , we have for the values d1

1 = 3 and d2
1 = 2, and d1

2 = d3
2 = 1. The

dimension vector is again (5, 2), but the type vector is (4, 3).

Given (u, J) we have now several (sub)groups of permutations attached to it
(where we omit the (u, J) in the notation on the right hand side):

SDi(u,J) = Sd1i
×Sd2i

· · · ×Sdri
< Sdi , (5.6)

SDd(u,J) = SD1 × · · · ×SDe < S, (5.7)

SDj(u,J) = S
dj1
×S

dj2
· · · ×S

dje
< Sdj , (5.8)

SDt(u,J) = SD1 × · · · ×SDr < S. (5.9)

Note that choosing uJ = (u, J) ∈ UJ has the nice effect that SDt(uJ ) =
WJ ∩ StabSu is a standard parabolic subgroup. Note that SDd(uJ )

∼= SDt(uJ ),
since both groups precisely describe all permutations of uJ such that the number
as well as the parts given by J are preserved.

Example 5.9. In the setup of Example 5.2 we have SDd(uJ ) = S1×S2×S1×
S1×S1×S0×S1×S0 and SDt(uJ ) = S1×S1×S2×S0×S1×S1×S1×S0.

In the following we will often drop the dependence on (u, J) in the notation,
if we have some fixed (u, J), and we will only ever consider the case where
(u, J) = uJ for some uJ ∈ UJ . In this case, the groups (5.7) and (5.9) and
then also (5.6) and (5.8) are generated by certain standard generators si ∈ S
labeled by a subset of I. It will be convenient to use also different labellings of
the generators which reflect directly the respective product decompositions.



AFFINE QUIVER SCHUR ALGEBRAS AND p-ADIC GLn 27

Definition 5.10. For the group (5.7) the ath generator in the ith factor is

denoted si,a, whereas for (5.9) the ath generator of the jth factor is called s
(j)
a .

In this notation we can make the above isomorphism explicit:

Lemma 5.11. There is an isomorphism of groups

ζuJ : SDd(uJ )
∼= SDt(uJ ) si,a 7→ s

(t)
l , (5.10)

where t is such that
∑t−1
k=1 d

k
i < a ≤∑t

k=1 d
k
i and l = a+

∑i−1
k=1 d

t
k.

Proof. Since the two groups define the same subgroup of S, it suffices to
compare their images there. But si,a corresponds to sb ∈ S, where b = a +

(
∑t−1
k=1 d

k) + (
∑i−1
k=1 d

t
k) whereas s

(t)
l corresponds to sb ∈ S, where b = c +

(
∑t−1
k=1 d

k). Hence the claim follows. �

Definition 5.12. We will abbreviate the group in (5.10) by SuJ , but keep the
two realisations in mind. Note that it is a standard parabolic subgroup of S and
we define IuJ by WIuJ

= SuJ . For 1 ≤ i ≤ e and 1 ≤ a ≤ di we abbreviate

(i, a)uJ = a+

(
t−1∑
k=1

dk
)

+

(
i−1∑
k=1

dtk

)
(5.11)

with t such that
∑t−1
k=1 d

k
i < a ≤∑t

k=1 d
k
i .

Note that (i, a)uJ is just the position where the ath number i occurs in u.

Example 5.13. Let us consider uJ = (1, 1, 2|1, 1, 1, 2, 2|1, 1, 2). Hence n =
11, r = 3 and J = {s1, s2, s4, s5, s6, s7, s9, s10} with WJ

∼= S3 ×S5 ×S3. In
the usual generators of S we have SD1

∼= 〈s1, s4, s5, s9〉 ∼= S2 ×S3 ×S2 and
SD2 = 〈s7〉 ∼= S1 ×S2 ×S1 and then SDd = 〈s1, s4, s5, s7, s9〉 ∼= S2 ×S3 ×
S2 ×S1 ×S2 ×S1. It agrees with SDt as a subgroup of S (or WJ).

Now SDd = 〈s1,1, s1,3, s1,4, s1,6, s2,2〉 and SDt(uJ ) = 〈s(1)
1 , s

(2)
1 , s

(2)
2 , s

(2)
3 , s

(3)
1 〉.

The isomorphism ζuJ sends s1,1, s1,3, s1,4, s1,6, s2,2 to s
(1)
1 , s

(2)
1 , s

(2)
2 , s

(2),s
(3)
1

3 re-
spectively. The corresponding elements s(i,a)uJ

∈ S are s1, s4, s5, s9, s7.

5.5. Rings of invariants. We now consider invariant polynomials for (5.7) and
(5.9). Our different choices of generators come along with different labellings
of the variables. We attach, to our fixed i, the following polynomial rings

R+ = k[Y1,1, Y1,2, . . . , Y1,d1 , Y2,1, . . . , Y2,d2 , . . . Ye,de ]

= k[Y1,1, . . . , Y1,d1 ]⊗k k[Y2,1, . . . , Y2,d2 ]⊗k · · · ⊗k k[Ye,1, . . . , Ye,de ],

and moreover

R− = k[Y −1
1,1 , Y

−1
1,2 , . . . , Y

−1
1,d1

, Y −1
2,1 , . . . , Y

−1
2,d2

, . . . , Y −1
e,de

]

= k[Y −1
1,1 , . . . , Y

−1
1,d1

]⊗k k[Y −1
2,1 , . . . , Y

−1
2,d2

]⊗k · · · ⊗k k[Y −1
e,1 , . . . , Y

−1
e,de

],
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in n variables. For each uJ ∈ UJ for some J ⊂ I, we fix the ring isomorphisms

ζ+,uJ : R+
∼= k[X1, . . . , Xn] and ζ−,uJ : R− ∼= k[X−1

1 , . . . , X−1
n ].

sending Y ±i,a to X±(i,a)uJ
with the notation from Definition 5.12. Together with

Lemma 5.11 this also gives canonical identifications of invariants

R
SDd(uJ )

+ = k[X1, . . . , Xn]SDt(uJ ) , R
SDd(uJ )

− = k[X−1
1 , . . . , X−1

n ]SDt(uJ )

Again, we will often abbreviate these invariants as R
SuJ
+ = k[X1, . . . , Xn]SuJ ,

respectively R
SuJ
− = k[X−1

1 , . . . , X−1
n ]SuJ .

Let R̂+ and R̂− be the completions of R+ and R− at the maximal ideals
generated by all the Yi,j respectively Y −1

i,j . We have isomorphisms

ζ̂+,uJ : R+
∼= k[[X1, . . . , Xn]] and ζ̂−,uJ : R− ∼= k[[X−1

1 , . . . , X−1
n ]].

induced by ζ±,uJ .

For uJ = (u, J) ∈ UJ , again with the notation from Definition 5.12, define the
k-linear inclusions

ξu : R̂+ ↪→
⊕

w∈DJ
∅,IuJ

k[[X1, . . . , Xn]] ew·u, Yi,a 7→
∑

w∈DJ
∅,IuJ

Ä
X(i,a)w·u ew·u

ä
,

ξ]u : R̂− ↪→
⊕

w∈DJ
∅,IuJ

k[[X−1
1 , . . . , X−1

n ]] ew·u, Y −1
i,a 7→

∑
w∈DJ

∅,IuJ

(X−1
(i,a)w·u

ew·u).

Denote by R̂±,uJ the images of R̂
SuJ
± under ξu respectively ξ]u. In the following,

we will identify elements with their images, i.e. we will view elements of R̂+,uJ

alternatively as formal power series in the variables Yi,a or as formal power
series of the form

∑
w∈DJ

∅,IuJ

fwew·u where each fw is a formal power series in

X1, . . . , Xn, and similarly for elements of R̂−,uJ .

5.6. The completion of Q. The goal of this subsection is to describe the
completion of the subalgebra Q, which will play a similar role to the completion
of the subalgebra P in H in giving rise to a completed faithful representation.

The completion “Qi of Q is spanned by the elements in HomĤi
(vJ “Hi,vJ “Hi),

for J ⊆ I, which are equal to left multiplication with an element f ∈ “P such

that (Ti − q)f
+
euJvJ = 0, see Remark 4.21. Equivalently, “Qi is, via the de-

composition “Pi ∼= ⊕
u∈Si eu“Pi and Lemma 5.3, spanned by those elements

in HomĤi
(
+
euJvJ

“Hi,
+
euJvJ

“Hi) for some J ⊆ I and uJ = (u, J) ∈ UJ ,

which are equal to left multiplication with some f ∈ ⊕
u′∈WJ ·u eu′

“P such

that (Ti − q)f
+
euJvJ = 0. This last property can be rephrased, similarly to

Lemma 4.7, as follows.
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Lemma 5.14. Let K ⊆ I and uK = (u,K) ∈ UK . Furthermore, assume

that f ∈ ⊕w∈DK
∅,IuK

k[[X−1
1 , . . . , X−1

n ]] ew·u. Then f ∈ R̂−,uK if and only if

(Ti − q)f
+
euKv

(K) = 0 for all i ∈ K.

Proof. Assume that f ∈ R̂−,uK and pick i ∈ K. We have to show that

(Ti − q)f
∑

u′∈WK ·u eu′v
(K) = 0. It then suffices to verify, for any w ∈ DK

∅,Ku

(Ti − q)f (ew·u + esiw·u)v(K) = 0,

if siw ·u 6= w ·u and (Ti− q)few·uv(K) = 0 otherwise. Assume first siw ·u 6=
w · u. The, setting βi = (q−1)

1−XiX
−1
i+1

, we have, using ξ]u, the equalities

(Ti − q)Y −1
c,a (ew·u + esiw·u)v(K)

= (Ti − q)
(
X−1

(c,a)w·u
e(w·u) +X−1

(c,a)siw·u
esiw·u

)
v(K)

= (Ti − q)
(
X−1

(c,a)w·u
e(w·u) +X−1

si((c,a)w·u)esiw·u
)
v(K)

(3.9)
= (Φi − q + βi)

(
X−1

(c,a)w·u
ew·u +X−1

si((c,a)w·u)esiw·u
)
v(K)

= X−1
si((c,a)w·u)esiw·uΦiew·u +X−1

(c,a)w·u
ew·uΦiesiw·u

−(q − βi)(X−1
(c,a)w·u

ew·u +X−1
si((c,a)w·u)

esiw·uv
(K)

= (X−1
si((c,a)w·u)esiw·u +X−1

(c,a)w·u
ew·u)(Φi − q + βi) (ew·u + esiw·u)v(K)

(3.9)
= (X−1

(c,a)siw·u
esiw·u +X−1

(c,a)w·u
ew·u)(Ti − q)v(K) (H-1)

= 0.

Let now siw ·u = w ·u. Then (w−1siw) ·u = u, hence t = w−1siw ∈WuK . If
we view t ∈ SDd(uJ ) via Definition 5.12, then by assumption f is t-invariant. On
the other hand, by our definitions, f being invariant under t when written in the
Y −1
c,a is equivalent to f being invariant under si when written in the X−1

j . But

now Lemma 4.7 implies (Ti − q)few·uv(K) = ew·u(Ti − q)fv(K) = 0. Hence
the “if” part of the statement follows.

Now assume that (Ti − q)f
+
euKv

(K) = 0 for all i ∈ K. If SuK is trivial,
then there is nothing to show. Otherwise let sb be a standard generator in
SuK , in particular sbu = u. Let b = (c, a)u. Then sbu = u implies that
(c, a+ 1)u = b+ 1 = (c, a)u + 1.
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We can write f = Y −1
c,a+1g + h for some unique g, h ∈ R̂sc,a− = R̂sb− and, noting

that ξ]u(g) ∈ k[[X−1
1 , . . . , X−1

n ]]sbeuv for any g ∈ R̂sc,a− , we have

0 = eu(Tb − q)feuv(K)

= eu(Tb − q)Y −1
c,a+1geuv

(K) + eu(Tb − q)heuv(K)

= eu(Tb − q)X−1
b+1geuv

(K) + 0 (since h ∈ R̂sb− )

(H-7)
= eu(qX−1

b T−1
b − qX−1

b+1)geuv
(K)

(3.1)
= eu(X−1

b − qX
−1
b+1)geuv

(K).

This is nonzero if g 6= 0. Hence (Tj − q)f
+
euKv

(K) = 0 implies g = 0 and thus

f has to be sb-invariant, and then even f ∈ R̂−,uK . �

For J ⊆ I, denote by
−→
X>J ⊂

−→
XJ (respectively

←−
X>J ⊂

←−
XJ) the subset of monomials

Xa1
1 · · ·Xan

n with ai ≥ 0 for all i, and by
−→
X<J ⊂

−→
XJ (respectively

←−
X<J ⊂

←−
XJ)

the subset of monomials Xa1
1 · · ·Xan

n with ai ≤ 0 for all i. Note that [ from

Section 2.1 induces a bijection between
−→
X>J and

←−
X<J and between

←−
X>J and

−→
X<J .

As a consequence we obtain a topological basis of “Qi.

Proposition 5.15. The completion “Qi of Q has topological k-basis given by

B̂Q = {b̂pJ,J
+
euJ | J ⊆ I,uJ ∈ UJ , p ∈

←−−
X<Ju} (5.12)

where b̂pJ,J
+
euJ ∈ HomĤi

(
+
euJvJ

“Hi,
+
euJvJ

“Hi) is the homomorphism given by

b̂pJ,J
+
euJ (

+
euJvJ) =

∑
w∈DJ

∅,IuJ

w(p)ew·uJ

+
euJvJ .

Proof. The fact that this set spans “Qi follows directly from the first paragraph
of this subsection reformulated using the equivalence from Lemma 5.14. It is
linearly independent as a direct consequence of (4.19). �

5.7. A basis of Ŝi. The main goal of this subsection is the following basis
theorem (with the notation from Proposition 5.15).

Proposition 5.16. For fixed K1,K2 ⊆ I, the set

B̂K2,K1 =

b1
K2,dJb

d
dJ,J b̂

p
J,J

+
euJb

1
J,K1

∣∣∣∣∣∣∣∣
d ∈ DI

K2,K1
,

J = K1 ∩ d−1K2,

uJ ∈ UJ , p ∈
−→
X
−
IuJ


is a topological k-basis for HomĤi

(vK1
“Hi,vK2

“Hi).
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Proof. By Proposition 4.20 we have (with the notation from (5.1))

S(Q∩ Jm)S = S(Q∩ Smm
χ S)S = S(Qmm

χ Q)S = Smm
χ S = Jm

where the third equality follows from mm
χ ⊂ Z(H) ⊂ Q.

Now, as a Q-module, we have S ∼=
⊕

x∈BSQ
Q ~ x by Lemma 4.23 (with the

notation defined there). Since mχ is central, the actions by left multiplication,
right multiplication, or the ~-action induced by mχ ⊂ Q all coincide, so

S/Jm = S/Smm
χ
∼= (

⊕
x∈BSQ

Q~ x)/(
⊕
x∈BSQ

Qmm
χ ~ x) ∼=

⊕
x∈BSQ

(Q/Qmm
χ )~ x.

Thus we obtain that Ŝi = lim←−S/Jm equals

lim←−
⊕
x∈BSQ

(Q/Qmm
χ )~ x =

⊕
x∈BSQ

lim←−(Q/Qmm
χ )~ x =

⊕
x∈BSQ

“Qi ~ x.

In particular Ŝi is now free over “Qi on basis BSQ, which, together with Proposi-

tion 5.15 and the definition of ~ implies the desired basis for Ŝi. �

We have the following direct consequence.

Corollary 5.17. Let K1,K2 ⊆ I and moreover let u′K1
= (u′,K1) ∈ UK1 and

u′′K2
= (u′′,K2) ∈ UK2 . Then a basis of HomĤi

(
+
eu′K1

vK1
“Hi,

+
eu′′K2

vK2
“Hi) is

+
eu′′K2

b1
K2,dJ

bddJ,J b̂
p
J,J

+
euJb

1
J,K1

+
eu′K1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

d ∈ DI
K2,K1

,

J = K1 ∩ d−1K2,

p ∈
−→
XJ
−
,

uJ = (u, J) ∈ UJ with
u′K1

= uK1 ,
u′′K2

= (d · u)K2


(5.13)

where we note that u′K1
= uK1 means u′ ∈WK1 ·u and similarly u′′K2

= (d·u)K2

means u′′ ∈WK2 · (d · u).

5.8. A faithful representation of Ŝi. In this subsection we will construct a
faithful representation of Ŝi similar to the construction in Theorem 4.8 .

For K ⊆ I and uK ∈ UK , define’P(S)
uK

i = R̂−,uKv
(K) and ’P(S)

uK

i = R̂+,uKv
(K)

where again, as in Theorem 4.8, the superscript in v(K) is just a formal index.
Moreover set’P(S)i =

⊕
K⊆I

⊕
uK∈UK

’P(S)
uK

i and ’P(S)i =
⊕
K⊆I

⊕
uK∈UK

’P(S)
uK

i . (5.14)

These are the underlying spaces for two faithful representations:
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Proposition 5.18. i.) There is a faithful representation ρ̂ of Ŝi on ’P(S)i
where the basis elements of Ŝi as in (5.13) act via

ρ̂
(

+
e(w·u)K2

b1
K2,wJ

bwwJ,J b̂
p
J,J

+
euJb

1
J,K1

+
euK1

)
fv(K1)

=
+
e(w·u)K2

Å∑
a∈DK2

∅,wJ

Ta

ã
Twgp

+
euJ

Å∑
b∈DK1

∅,J
Tb

ã
fv(K2)

for fv(K1) ∈’P(S)
uK1

i , where gp is as defined in (??) and uK = (u,K).

ii.) There is a faithful representation ρ̂ of Ŝi on ’P(S)i where basis elements of

Ŝi as in (5.13) act via

ρ̂
(

+
e(w·u)K2

b1
K2,wJ

bwwJ,J b̂
p
J,J

+
euJb

1
J,K1

+
euK1

)
fv(K1)

=
+
e(w·u)K2

Å∑
a∈DK2

∅,wJ

T ]a

ã
T ]wg

]
p

+
euJ

Å∑
b∈DK1

∅,J
T ]b

ã
fv(K2).

for fv(K1) ∈’P(S)
uK1

i , where gp is as defined in (??) and uK = (u,K).

Proof. We prove (i), the proof of (ii) being analogous. We first claim that’P(S)i
∼= Ŝi ⊗S P(S). Indeed, using that

P(S)K =

®
fv(K)

∣∣∣∣∣ fv(K) ∈ k[X±1
1 , . . . , X±1

n ]v(K)

(Ti − q)fv(K) = 0 for all i ∈ K

´
,

we see that

+
euK
Ŝi ⊗S P(S)K =

fv(K)

∣∣∣∣∣∣
fv(K) ∈

⊕
u′∈WK ·uK

eu′k[[X−11 , . . . , X−1n ]]v(K)

(Ti − q)fv(K) = 0 for all i ∈ K


= ‘P(S)

uK

i

by Lemma 5.14; hence the claim follows. Since we defined our action ρ̂ to
coincide with ρ (cf. (4.4) and Remark 4.18) on elements of S, the fact that ρ̂
is a faithful representation follows immediately from Theorem 4.8. �

Remark 5.19. Similarly to Corollary 3.14, we have an isomorphism of Ŝi-
modules ’P(S)i

∼= ](’P(S)−i) via f
+
euK1

v(K1) 7→ f ]
+
e−uK1

v(K1).

6. The action of (algebraic) merges on ’P(S)i

In this section, we describe, explicitly and in detail, the action of a simple merge

on the twisted faithful representation ’P(S)i, as we will later use this to compare
Si to the quiver Schur algebra. In Proposition 6.19, we will deduce a generating
set for the Schur algebra which refines Corollary 4.13.
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6.1. Basic formulae for algebraic merges. We start by describing some com-
binatorics of distinguished coset representatives in D∅,J , where J ⊆ I.
Thus let J ⊆ I be fixed. Let u = (u1, u2, . . . , un) and consider (u, J) as in
(5.2). Then for a permutation w ∈ S we have that

w ∈ D∅,J ⇔ w(kj + 1) < w(kj + 2) < · · · < w(kj + dj), for 1 ≤ j ≤ r,

where kj =
∑
j′≤j d

j′ (and d0 = 0). This means the numbers inside each part
of J are kept increasing when applying the permutation w ∈ S; i.e. in the its
permutation diagram, the two strands from the same J-part do not cross.

Lemma 6.1. Let J = I − {a} for some a ∈ I and set b = n − a. Then D∅,J
consists precisely of the elements

(scbscb+1 · · · sn−1)(scb−1
. . . sn−2) · · · (sc2 . . . sa+1)(sc1sc1+1 . . . sa), (6.1)

where 1 ≤ c1 < c2 < · · · < cb and by convention (srsr+1 · · · sk) = 1 if r > k.

Proof. This is a standard fact, see for e.g. [Str05, Proposition A.2]. �

Definition 6.2. For J ⊆ K ⊆ I, define the algebraic merges

tKJ =
∑

w∈DK
∅,J

w, and qt
K
J =

∑
w∈DK

∅,J

T ]w. (6.2)

We also write tt(K)
t(J) instead of tKJ , respectively qt

t(K)
t(J) instead of qt

K
J .

Remark 6.3. Note that tKJ =tK,cJ,c and qt
K
J = qt

K,c
J,c for any c if we interpret

the smaller symmetric group as a subgroup of the larger one. We will use this
fact tacitly. Moreover, by definition and using (H-7) and Remark 3.5, we have
tKJ f = f tKJ and qt

K
J f = f qt

K
J for any WJ -invariant polynomial.

Example 6.4. For instance, if J = I − {a} for some a ∈ I and K = I, then
tKJ =tna,n−a is precisely the sum over all elements of the form (6.1).

We first state a few easy properties of these algebraic merges.

Lemma 6.5 (Associativity). Assume n = 1 + (a − 1) + (b − 1) with each
summand in Z≥0. Then

ta+b−1
a,b−1 t

a,b−1
a−1,1,b−1 = ta+b−1

a−1,1,b−1 = ta+b−1
a−1,b t

a−1,b
a−1,1,b−1 . (6.3)

The analogous formula holds for the qt as well.

Proof. The middle term of (6.3) is precisely the sum of all permutations w
of 1, 2, . . . , n such that the numbers stay increasing inside the parts of size
a − 1, 1, b − 1. But each such w can be written as a composition of the form
w = xy, where y ∈ Sa permutes the first a numbers, but keeps the first a− 1
increasing, followed by a permutation x which keeps the first a numbers y(i),
1 ≤ i ≤ n in order and keeps the last b−1 numbers increasing. Moreover, each
such xy gives rise to a unique w in the sum. This proves the first equality.
The second is similar starting with permuting the last b numbers instead. The
statement for qt follows by the same arguments. �
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Lemma 6.6 (Splitting off a simple reflection). Let n = a+ b with a, b ∈ Z>0.
Then we have the following equalities

ta+b
a,b = t1,a+b−1

1,a,b−1 s1 · · · sa+ t1,a+b−1
1,a−1,b (6.4)

= t1,a+b−1
1,a,b−1 t

a+1,b−1
a,1,b−1 − t

1,a+b−1
1,a−1,b t

a,b
a,1,b−1 + t1,a+b−1

1,a−1,b . (6.5)

The analogous formulae hold for the qt as well.

Proof. Consider the set of elements from (6.1) and divide them into those which
contain s1 (in the rightmost factor) and those which do not. This division
corresponds precisely to the two summands on the right hand side of (6.4).
Note that as a special case of (6.4) we obtain

ta+1
a,1 = t1,a

1,a s1s2 · · · sa+ t1,a
1,a−1,1= s1s2 · · · sa+ t1,a

1,a−1,1 . (6.6)

To verify (6.5), it suffices to show

t1,a+b−1
1,a,b−1 t

a+1,b−1
a,1,b−1 − t

1,a+b−1
1,a−1,b t

a,b
a,1,b−1 = t1,a+b−1

1,a,b−1 s1 · · · sa. (6.7)

However, thanks to (6.6), the left hand side equals

LHS = t1,a+b−1
1,a,b−1

Ä
s1 · · · sa+ t1,a, b−1

1,a−1,1,b−1

ä
− t1,a+b−1

1,a−1,b t
a, b
a,1,b−1

= t1,a+b−1
1,a,b−1 s1 · · · sa+ t1,a+b−1

1,a−1,b t
1,a−1,b
1,a−1,1,b−1 − t

1,a+b−1
1,a−1,b t

a,b
a,1,b−1

= t1,a+b−1
1,a,b−1 s1 · · · sa+ t1,a+b−1

1,a−1,b

Ä
t1,a−1,b

1,a−1,1,b−1 − t
a,b
a,1,b−1

ä
= t1,a+b−1

1,a,b−1 s1 · · · sa.

Here the second equality follows from (6.3), the third is clear and the last one
follows from the obvious fact that the expression inside the brackets is zero.
Hence the claim follows. Note that the same arguments work for qt as well,
since we have not used the quadratic relation (H-1). �

Definition 6.7. For 1 ≤ i 6= j ≤ n set

βi,j = qXi −Xj and γi,j = Xi −Xj and finally θi,j =
βij
γij

. (6.8)

Lemma 6.8. The equality θ1,2θ2,3 − θ1,2θ1,3 + θ1,3θ3,2 = q holds.

Proof. One easily checks that β2,3γ1,3 − β1,3γ2,3 = (q − 1)X3γ1,2. Thus, if we
set γ = γ2,3γ1,3, then

θ1,2(θ2,3 − θ1,3) =
β1,2

γ1,2

Ç
β2,3

γ2,3
− β1,3

γ1,3

å
=

(q − 1)X3β1,2

γ
. (6.9)

On the other hand one checks easily that qγ1,3γ2, 3 + β1,3β3,2 = (q − 1)β1,2

and thus

q − θ1,3θ3,2 =
qγ1,3γ2,3 + β1,3β3,2

γ
=

(q − 1)X3β1,2

γ
. (6.10)

Subtracting (6.10) from (6.9) gives θ1,2(θ2,3 − θ1,3)− q + θ1,3θ3,2 = 0. �
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The action of simple merges on polynomials and rational functions in the Xi is
quite subtle, but produces interesting formulae.

Example 6.9. For instance we have t2
1,1 (θ1,2) = (1 + q). This is because

t2
1,1 (θ1,2) = (1 + s1)(θ1,2) = qX1−X2−qX2+X1

X1−X2
= (1 + q).

More generally, we have the following equalities of rational functions in the Xi:

Lemma 6.10. Let 1 ≤ c ≤ n− 1 and 0 ≤ a ≤ n. Then the following holds

i.) For any a: ta,ca,1,c−1 (
∏a+c
k=a+2 θa+1,k) =

∑c−1
k=0 q

r.

ii.) For a ≥ 1: ta,ca,1,c−1 (θ1,a+1
∏a+c
k=a+2 θa+1,k) =

∏a+c
k=a+1 θ1,k +

∑c−1
r=1 q

r.

The same formulae hold for the qt as well.

Proof. Without loss of generality, we may assume a = 0 in (i) and a = 1 in (ii),
since the general case then follows by shifting labels. We prove both statements
in parallel by induction on c. The base case is c = 2. (For the extreme case

c = 1 we have t1,1
1,1 (θ1,2) respectively t1

1,0 (1) = 1 by convention.) For (i), the
base case is Example 6.9, while for (ii) we need to show (1 + s2)(θ1,2θ2,3) =
θ1,2θ1,3 + q, or equivalently θ1,2(θ2,3 − θ1,3) = q − θ1,3θ3,2. This, however, is
Lemma 6.8. So assume now both, (i) and (ii), are true for c− 1.

For (i) we abbreviate Π = θ1,2
∏c+1
k=3 θ2,k = θ1,2Π′ and obtain

tc1,c−1 Π
(6.4)
=

Ä
t1,c−1

1,1,c−2 (1 + s1)
ä

Π

= Π+ t1,c−1
1,1,c−2

(
s1(θ1,2)Π′

)
= Π+ t1,c−1

1,1,c−2 (1 + q − θ1,2)Π′

= Π + (1 + q)
Ä
t1,c−1

1,1,c−2 Π′
ä
− t1,c−1

1,1,c−2 θ1,2Π′

ind. hyp.
=

c∏
k=2

θ1,k + (1 + q)
c−2∑
r=0

qr −
c∏

k=2

θ1,k −
c−2∑
r=1

qr =
c−1∑
r=0

qr,

where in the penultimate line we have used the induction hypothesis for c− 1,
namely (ii) for the first summand and (i) for the second summand. In the third
line we have also used the induction hypothesis for c = 2 for (ii).

For (ii), we abbreviate Z =
∏c
k=2 θ2,k = θ2,3Z

′ and obtain

t1,c
1,1,c−1 (θ1,2Z)

(6.4)
=

Ä
(t1,1,c−1

1,1,1,c−2 s2) + 1
ä

(θ1,2Z)

= θ1,2Z+ t1,1,c−1
1,1,1,c−2

(
s2(θ1,2θ2,3)Z ′

)
= θ1,2Z+ t1,1,c−1

1,1,1,c−2 (θ1,2θ1,3 − θ1,2θ2,3 + q)Z ′

= θ1,2Z +
Ä
θ1,2 t

1,1,c−1
1,1,1,c−2 θ1,3Z

′
ä
−
Ä
θ1,2 t

1,1,c−1
1,1,1,c−2 θ2,3Z

′
ä

+ q
Ä
t1,1,c−1

1,1,1,c−2 Z
′
ä
.
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Now we use the induction hypothesis for c − 1, namely (ii) for the middle and
(i) for the last summand and obtain

(θ1,2

c+1∏
k=3

θ2,k)+(
c+1∏
k=2

θ1,k)+(θ1,2

c−2∑
r=1

qr)−(θ1,2

c+1∏
k=3

θ2,k)−(θ1,2

c−2∑
r=1

qr)+q
c−2∑
r=0

qr

Hence, altogether we have

t1,c
1,1,c−1 (θ1,2Z) =

c+1∏
k=2

θ1,k + q
c−2∑
r=0

qr =
c+1∏
k=2

θ1,k +
c−1∑
r=1

qr

This completes the proof. �

6.2. Algebraic merges in the faithful representation. In this subsection we
give explicit formulae for the action of the simple merges on the faithful repre-

sentation ’P(S)i from (5.14).

Setup for the whole subsection: Assume that K = I, so uK = (u,K) with
u = (1d1 , 2d2 , . . . , ede) and J = I \ {a}. Set b = n − a. Let uJ ∈ UJ . Set
ai = d1

i (uJ) and bi = d2
i (uJ) in the notation of Definition 5.7. In particular,

ai + bi = di for all i = 1, . . . , e. Then the action of the merge from (4.1) can
be expressed in the #-twisted versions as follows:

Proposition 6.11. For ’P(S)i and f ∈ R̂+,uJ as in Proposition 5.18 (ii) we have

euρ̂(b1
K,J)fv(J) = euK t

d1, d2, ...,de
a1,b1,a2,b2,...,ae,be

σuK
uJ

n∏
k=a+1

a∏
l=1

θl,kfv
(K).

where σuK
uJ

is as in Definition 5.5, explicitly

σuK
uJ

= σ
(1d1 ,2d2 ,...,ede )

(1a1 ,2a2 ,...,eae |1b1 ,...,ebe )
. (6.11)

Remark 6.12. Note that by Lemma 5.14 the component at eu completely

determines the element in ’P(S)i.

As a direct consequence from the definitions, (6.2), we obtain

Corollary 6.13. We have

euρ̂(b1
K,J)fv(J) = eu

Ç∑
w

wσuK
uJ

å n∏
k=a+1

a∏
l=1

θl,kfv
(K).

where the sum runs over w ∈ DIuK

∅,σuK
uJ

(IuJ
)

with notation from Definition 5.12.

The proof of Proposition 6.11 is rather technical and occupies the rest of the
subsection, proceeding by induction on a + b, with the base case being trivial.
We start with some preparations.



AFFINE QUIVER SCHUR ALGEBRAS AND p-ADIC GLn 37

Remark 6.14. Note that σuK
uJ

in (6.11) factorizes as σuK
uJ

= σ1σ2 where

σ1 = σ
(1|1d1−1,2d2 ,3d3 , ... ,ede )

(1|1a1 ,...,eae |1b1−1,2b2 ,...,ebe )

σ2 = σ
(1a1 |1,2a2 ,... eae |1b1−1,2b2 ,...,ebe )

(1a1 |2a2 ,...,eae |1|1b1−1,2b2 ,...,ebe )
= sa1+1 · · · sa

Moreover, we have σuK
uJ

= σ3σ4σ
−1
5 , where

σ3 = σ
(1|1d1−1, 2d2 , 3d3 , ... ..., tdt , ... ... eae )

(1|1a1−1,2a2 ,...,tat+1,...,eae |1b1 ,...tbt−1, ..., ebe )

σ4 = σ
(1a1 ,...,tat+1,...,eae |1b1 ,...,tbt−1,...,ebe )

(1a1 ,2a2 , ... ... , eae |t|1b1 ,...,tbt−1,...,ebe )
= sa1+a2+···+at+1 · · · sa−1sa,

σ5 = σ
(1a1 ...eae |1b1 ... ebe )

(1a1 ...eae |t|1b1 ...tbt−1...ebe )
= s

(a+
∑t−1

j=1
bj)
· · · sa+2sa+1,

By definition of the representation in Proposition 5.18 (ii) we have

euρ̂(b1
K,J)fv(J) = eu qt

a+b
a,b fv(J) =: ?

Applying Lemma 6.6 to the right hand side we obtain

? = eu(qt
1,a+b−1
1, a, b−1 qt

a+1,b−1
a, 1, b−1 + qt

1,a+b−1
1, a−1, b

Ä
1− qt

a,b
a,1,b−1

ä
fv(J).

Note that qt
a,b
a,1,b−1 commutes past f by Remark 6.3, and therefore we have

qt
a,b
a,1,b−1fv =

∑b−1
s=0 q

sfv, using Lemma 6.1, (3.6) and Tiv = −v by (3.1).
Altogether we obtain

? = eu

(
qt

1,a+b−1
1,a,b−1 qt

a+1,b−1
a, 1, b−1 − qt

1,a+b−1
1, a−1, b

(
b−1∑
s=1

qs
))

fv(J). (6.12)

We can then rewrite the two summands, which we denote by ?1 and ?2

respectively,as in the following two lemmas.

Lemma 6.15. The second summand in (6.12) equals

?2 = −
(
b−1∑
s=1

qs
)
t1,d1−1, d2, ...,de

1,a1−1,b1,a2,b2,...,ae,be
σuK
uJ

Ñ
n∏

k=a+1

a∏
j=2

θj,k

é
fv(K).

where σuK
uJ

is as in (6.11).

Proof. First we analyse which idempotents e can appear to the right of the
merge for the result not to be annihilated by eu, i.e.

qt
1,a+b−1
1, a−1, be

(
b−1∑
s=1

qs
)
fv(J) 6= 0.

Clearly, any such e must be a summand of
+
e(1|1a1−1,2a2 ,...,eae |1b1 ,...,eae ). More-

over, note that σuK
uJ

= σ
(1|1d1−1,2d2 ,...,ede )

(1|1a1−1,2a2 ,...,eae |1b1 ,...,ebe )
. Then

euqt
1,a+b−1
1,a−1,b fv

(J) =t1,d1−1, d2, ...,de
1,a1−1,b1,a2,b2,...,ae,be

σuK
uJ
fv(J)

by the inductive hypothesis, since a+ b− 1 < a+ b. �
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Lemma 6.16. The first summand ?1 in (6.12) equals

eu
î
t1,d1−1, d2, ...,de

1,a1,b1−1,a2,b2,...,ae,be
σ1P t

a1+1,b1−1,a2,b2,...,ae,be
a1, 1, b1−1,a2,b2,...,ae,be

σ2

a∏
i=1

θi,a+1

ó
fv(K)

+ eu
î e∑
t=2

t1,d1−1, d2, ...,dt, de
1,a1−1,b1,a2,b2,...,at+1,bt−1...,ae,be

Z
a∏
i=1

θi,a+1

ó
fv(K)

where P =
∏n
k=a+2

∏a+1
j=2 θj,k, and Z = σ3Pθj,k t

a1,...,at+1,at+1,...,ae,b−1
a1,...,at,1,at+1,...,ae,b−1 σ4.

The elements σ are as in Remark 6.14.

Proof. To have euqt
1,a+b−1
1,a,b−1

+
eu1,a,b−1

6= 0 we need u1,a,b−1 to be of the form

(t| . . . ) for some t ∈ {1, 2, . . . , e}. We distinguish two cases, namely

eu qt
1,a+b−1
1,a,b−1

+
e(1|1a1 ...eae |1b1−12b2 ...ebe ) qt

a+1,b−1
a,1,b−1

+
e(1a1 ,...,eae |1|1b1−1,2b2 ,...,ebe )

and

eu qt
1,a+b−1
1,a,b−1

+
e(t|1a1 ...eae |1b1 ...tbt−1...ebe ) qt

a+1,b−1
a,1,b−1

+
e(1a1 ,...,eae |t|1b1 ,...,tbt−1,...,ebe ).

for t = 2, . . . , e. Then the claim follows directly from the definition of the
permutations σ in Remark 6.14 and the induction hypothesis. �

Lemma 6.17. The second summand in Lemma 6.16, denoted by ?1,2 , equals

eu

e∑
t=2

t1,d1−1, d2,..., dt, dt+1, de
1,a1−1,b1,a2,b2,...,at,1,bt−1,at+1...,ae,be

σ3σ4P
a∏
i=1

θi,a+1fv
(K). (6.13)

Proof. We first rewrite the term Z appearing in Lemma 6.16 as

σ3P t
a1,...,at+1,at+1,...,ae,b−1
a1,...,at, 1, at+1,...,ae,b−1 σ4 = σ3 t

a1,...,at+1,at+1,...,ae,b−1
a1,...,at, 1, at+1,...,ae,b−1 σ4P

= ta1,b1,...,at+1,bt−1,at+1,bt+1,...,ae,be
a1,b1,...,at,1,bt−1,at+1,bt+1, ..., ae,be

σ3σ4P

where the first equality uses that P =
∏n
k=a+2

∏a+1
j=2 θj,k is σ4-invariant and

Remark 6.3. For the second equality one checks that σ3 from Remark 6.14

commutes with ta1,...,at+1,at+1,...,ae,b−1
a1,...,at, 1, at+1,...,ae,b−1. The claim follows by substituting this

into the formula in Lemma 6.16 and using associativity of merges. �

Lemma 6.18. The first summand in Lemma 6.16, denoted by ?1,1 , equals

?1,1 = eu
î
t1,d1−1,d2, ...,de

1,d1−1,a2,b2,...,ae,be
t1,d1−1, a2,b2,...,ae,be

1,a1−1,1,b1−1,a2,b2,...,ae,be
σuK
uJ
P

+ t1,d1−1, d2, ...,de
1,a1,b1−1,a2,b2,...,ae,be

(s1s2 · · · sa1σuK
uJ

)
n∏

k=a+2

a∏
j=1

θj,k
ó a∏
i=1

θi,a+1fv
(K)

We first use the special case (6.6) of Lemma 6.6 to write

ta1+1,b1−1,a2,b2,...,ae,be
a1, 1, b1−1,a2,b2,...,ae,be

= t1,a1, b1−1,a2,b2,...,ae,be
1,a1−1,1,b1−1,a2,b2,...,ae,be

+s1 · · · sa1 (6.14)
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This element obviously commutes with P =
∏n
k=a+2

∏a+1
j=2 θj,k by (H-7). The

same holds for σ2. Hence ?1,1 equals

eu
î
t1,d1−1, d2, ...,de

1,a1,b1−1,a2,b2,...,ae,be
σ1P t

a1+1,b1−1,a2,b2,...,ae,be
a1, 1, b1−1,a2,b2,...,ae,be

σ2

ó
w

= eu t
1,d1−1, d2, ...,de
1,a1,b1−1,a2,b2,...,ae,be

σ1

î
t1,a1, b1−1,a2,b2,...,ae,be

1,a1−1,1,b1−1,a2,b2,...,ae,be
σ2P + Ps1 · · · sa

ó
w

= eu
î
t1,d1−1, d2, ...,de

1,a1,b1−1,a2,b2,...,ae,be
σ1 t

1,a1, b1−1,a2,b2,...,ae,be
1,a1−1,1,b1−1,a2,b2,...,ae,be

σ2P (6.15)

+ t1,d1−1, d2, ...,de
1,a1,b1−1,a2,b2,...,ae,be

σ1s1 · · · sa
n∏

k=a+2

a∏
j=1

θj,k
ó
w (6.16)

where we have abbreviated w =
∏a
i=1 θi,a+1fv

(K), and, for the last equality,
used that s1 · · · sa maps the set {1, 2, . . . , a} to {2, 3, . . . , a+ 1}.
Next, observe that σ1 and t1,a1, b1−1,a2,b2,...,ae,be

1,a1−1,1,b1−1,a2,b2,...,ae,be
commute. Therefore,

t1,d1−1, d2, ...,de
1,a1,b1−1,a2,b2,...,ae,be

σ1 t
1,a1, b1−1,a2,b2,...,ae,be
1,a1−1,1,b1−1,a2,b2,...,ae,be

σ2

= t1,d1−1, d2, ...,de
1,a1−1,1,b1−1,a2,b2,...,ae,be

σuK
uJ

= t1,d1−1,d2, ...,de
1,d1−1,a2,b2,...,ae,be

t1,d1−1, a2,b2,...,ae,be
1,a1−1,1,b1−1,a2,b2,...,ae,be

σuK
uJ

(6.17)

by the associativity for merges and the factorisation from Remark 6.14 for the
first equality and again associativity for the last equality. The claim follows by
substituting (6.17) into (6.16) and using σ1s1 · · · sa = s1s2 · · · sa1σuK

uJ
.

Altogether, the left hand side of the asserted formula in Proposition 6.11 equals

euρ̂(b1
K,J)fv(J) = ?1,1 + ?1,2 + ?2

= eu t
1,d1−1,d2, ...,de
1,d1−1,a2,b2,...,ae,be

Y
n∏

k=a+1

a∏
j=2

θj,kfv
(K), (6.18)

where Y = (6.19) + (6.20) + (6.21)− (6.22) with the summands given by

t1,d1−1, a2,b2,...,ae,be
1,a1−1,1,b1−1,a2,b2,...,ae,be

σuK
uJ
θ1,a+1

a∏
k=a+2

θa+1,k (6.19)

t1,d1−1, a2,b2,...,ae,be
1,a1,b1−1,a2,b2,...,ae,be

σ1s1 · · · sa
n∏

k=a+1

θ1,k (6.20)

e∑
t=2

t1,d1−1, a2,b2,..., ae,be
1,a1−1,b1,a2,b2,...,at,1,bt−1,at+1...,ae,be

σ3σ4θ1,a+1

a∏
k=a+2

θa+1,k (6.21)

(
b−1∑
s=1

qs
)
t1,d1−1, a2,b2,...,ae,be

1,a1−1,b1,a2,b2,...,ae,be
. (6.22)
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We rewrite (6.21). First
∑e
t=2 t

1,d1−1, a2,b2,..., ae,be
1,a1−1,b1,a2,b2,...,at,1,bt−1,at+1...,ae,be

σ3σ4 equals

t1,d1−1
1,a1−1,b1

e∑
t=2

t1,a1−1,b1,a2,b2,...,at,bt,...,ae,be
1,a1−1,b1,a2,b2,...,at,1,bt−1,...,ae,be

σuK
uJ
σ5

= t1,d1−1
1,a1−1,b1

σuK
uJ

e∑
t=2

ta+b1+···bt−1,bt,b−b1−···−bt
a+b1+···bt−1,1,bt−1,b−(b1+···+bt) σ5

= t1,d1−1
1,a1−1,b1

σuK
uJ

e∑
t=2

bt−1∑
l=0

s
a+
∑t−1

j=1 bj+l
· · · s

a+
∑t−1

j=1 bj
· · · sa+2sa+1

= t1,d1−1
1,a1−1,b1

σuK
uJ

b−1∑
l=b1

slsl−1 · · · sa+1

= t1,d1−1
1,a1−1,b1

σuK
uJ

(ta,ba,1,b−1 − t
a,b1,b−b1
a,1,b1−1,b−b1), (6.23)

where for the first equality we have used Remark 6.14 and rewritten the merge
as a product of two (non-interacting) merges, for the second equality the com-
mutativity of σuK

uJ
with the respective merges, for the third equality Lemma 6.1

and the definition of σ5, and finally for the last equality formula (6.6).

On the other hand, by Lemma 6.10 we have

ta,ba,1,b−1 θ1,a+1

Ñ
n∏

k=a+2

θa+1,k

é
−
(
b−1∑
s=1

qs
)

=
n∏

k=a+1

θ1,k. (6.24)

which simplifies (6.21)+(6.22) further. Altogether we obtain

Y = t1,d1−1, a2,b2,...,ae,be
1,a1−1,1,b1−1,a2,b2,...,ae,be

σuK
uJ
θ1,a+1

n∏
k=a+2

θa+1,k (6.25)

+ t1,d1−1, a2,b2,...,ae,be
1,a1,b1−1,a2,b2,...,ae,be

s1s2 · · · sa1σuK
uJ

n∏
k=a+1

θ1,k (6.26)

+ t1,d1−1, a2,b2,...,ae,be
1,a1−1,b1,a2,b2,...,ae,be

(6.27)

+ t1,d1−1, a2,b2,...,ae,be
1,a1−1,b1,a2,b2,...,ae,be

σuK
uJ

n∏
k=a+1

θ1,k (6.28)

− t1,d1−1
1,a1−1,b1

σuK
uJ
ta,b1,b−b1a,1,b1−1,b−b1 θ1,a+1

n∏
k=a+2

θa+1,k. (6.29)

Since σuK
uJ
ta,b1,b−b1a,1,b1−1,b−b1 = ta1,b1a1,1,b1−1 σ

uK
uJ

= t1,a1−1,b1
1,a1−1,1,b1−1 σ

uK
uJ

, the terms

(6.25) and (6.29) cancel. Applying Lemma 6.6 to (6.26)+(6.28) gives

Y = td1, a2,b2,...,ae,be
a1,b1,a2,b2,...,ae,be

σuK
uJ

n∏
k=a+1

θ1,k. (6.30)
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Substituting this back into (6.18), we obtain that euK ρ̂(b1
K,J)fv(J) equals

euK t
d1−1,d2, ...,de
d1,a2,b2,...,ae,be

td1, a2,b2,...,ae,be
a1,b1,a2,b2,...,ae,be

σuK
uJ

n∏
k=a+1

a∏
j=1

θj,kfv
(K).

The associativity property of merges gives finally the desired formula from
Proposition 6.11. This finishes the proof of Proposition 6.11.

6.3. A refined generating set of the affine Schur algebra S. In this section,
we improve on our generating set for the algebra S from Corollary 4.13.

Proposition 6.19. The algebra S is generated by

{b1
K2,K1

,bpJ,J | K1,K2 ⊆ I, p ∈
−→
X IuJ

}. (6.31)

In other words, the algebra is generated by the subalgebra Q from Proposi-
tion 4.20 and the splits and merges b1

K1,K2
.

Proof. By Proposition 4.17 the proposed generating set together with bddJ,J ,

where d ∈ DI
K2,K1

, J = K1 ∩ d−1K2 generate the algebra S. Hence it suffices

to show that the bddJ,J are redundant. First note that d ∈ DdJ,J , since for any

i ∈ J we have l(dsid
−1d) = l(dsi) > l(di), because J ⊂ K1 and d ∈ DK2,K1 .

Therefore d permutes the blocks in J without changing the order inside the
blocks. Moreover, d ∈ DdJ,J implies that bddJ,J(vJ) = vdJTd by (4.12). This
also implies that without loss of generality we may assume that d only swaps two
neighbouring parts of J , as an arbitrary permutation of parts can be written as
a composition of swapping neighbouring ones. Since the arguments are all local
we can even assume that J contains only two parts, i.e. J = I\a. Set b = n−a.
Note that in this case d ∈ DdJ,J is then the shortest coset representative of

the longest element in S. Hence T#
d is the summand corresponding to the

longest element d = da+b
a,b appearing in ta+b

a,b . Define qt
a+b
a,b = qt

a+b
a,b − T

#
d . By

Example 6.4 we have (qt
a+b
a,b )#vJ = (qt

a+b
a,b vJ)# = b1I,J(vJ). Hence it suffices

to show that qt
a+b
a,b

#
vJ can be expressed in terms of simple splits and merges

applied to vJ . We argue by induction on a+ b = n. The base case a = b = 1,
so n = 2, is obvious. For the general case, using (6.5), we obtain

qt
a+b
a,b = qt

1,a+b−1
1,a,b−1 qt

a+1,b−1
a,1,b−1 − qt

1,a+b−1
1,a−1,b qt

a,b
a,1,b−1 − T

#
d + qt

1,a+b−1
1,a−1,b . (6.32)

On the other hand if we abbreviate d1 = d1,a+b−1
1,a,b−1 and d2 = da+1,b−1

a,1,b−1 and set

D1 = T#
d1

and D2 = T#
d2

, then qt
1,a+b−1
1,a,b−1 qt

a+1,b−1
a,1,b−1 is equal to

(qt
1,a+b−1
1,a,b−1 +D1)(qt

a+1,b−1
a,1,b−1 +D2)

= qt
1,a+b−1
1,a,b−1 qt

a+1,b−1
a,1,b−1 +D1qt

a+1,b−1
a,1,b−1 + qt

1,a+b−1
1,a,b−1 D2 +D1D2

= qt
1,a+b−1
1,a,b−1 qt

a+1,b−1
a,1,b−1 + qt

1,a+b−1
1,a,b−1 qt

a+1,b−1
a,1,b−1 − qt

1,a+b−1
1,a,b−1 qt

a+1,b−1
a,1,b−1 +D1D2
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where for the last line we used the equalities D1 = t1,a+b−1
1,a,b−1 − t

1,a+b−1
1,a,b−1 and

the analogous one for D2.

By Lemma 6.1 we have d1 = (sb−1sb · · · sn−1)(s3s4 · · · sa+1)(s2s3 · · · sa) and
d2 = s1s2 · · · sa−1, in particular d = d1d2 with l(d) = l(d1) + l(d2). But this

implies T#
d = D1D2 and thus we obtain from (6.32) and (6.3) the following

qt
a+b
a,b = qt

1,a+b−1
1,a,b−1 qt

a+1,b−1
a,1,b−1 + qt

1,a+b−1
1,a,b−1 qt

a+1,b−1
a,1,b−1 − qt

1,a+b−1
1,a,b−1 qt

a+1,b−1
a,1,b−1

−qt1,a+b−1
1,a−1,b qt

a,b
a,1,b−1 + qt

1,a+b−1
1,a−1,b .

Applying # to the whole equation and using the inductive hypothesis, the right
hand side of the equation is in the subalgebra generated by our proposed gen-
erating set, hence so is the left hand side as desired. �

7. Quiver Hecke algebras and the isomorphism theorem

In this section, we finally connect the constructions developed so far with the
so-called quiver Hecke algebras originally introduced by Khovanov-Lauda [KL09]
using diagrammatics and by Rouquier [Rou08] using algebraic and categorical
constructions, and later connected to flagged quiver representations in [VV11].
The quiver Schur algebra treated in the next section is a generalisation of the
quiver Hecke algebra introduced in [SW11] using flagged quiver representations
where, generalising [VV11], partial flags are used instead of full flags only.

7.1. The quiver Hecke algebra. We identify the fixed representatives 1, . . . , e
of Z/eZ with the vertices in the affine Dynkin diagram Γ = Γe attached to the

affine Kac-Moody Lie algebra ŝle with the vertices numbered clockwise from
1 to e, and encode the fixed ordering on the representatives by a clockwise
orientation of the diagram. Recall our i ∈ Zn from Definition 3.6.

Definition 7.1. We denote by Ri the quiver Hecke algebra associated to i.
This is the unital k-algebra generated by elements

{e(u) | u ∈ Si} ∪ {ψ1, . . . , ψn−1} ∪ {x1, . . . , xn}
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subject to relations

e(u)e(u′) = δu,u′e(u);
∑
u∈Si

e(u) = 1;

xre(u) = e(u)xr; ψre(u) = e(sr · u)ψr; xrxs = xsxr;

ψrψs = ψsψr if |r − s| > 1;

ψrxs = xsψr if s 6= r, r + 1;

ψrxr+1e(u) = (xrψr + δur,ur+1)e(u); xr+1ψre(u) = (ψrxr + δur,ur+1)e(u);

ψ2
re(u) =



0 if ur = ur+1,

e(u) if ur+1 6= ur ± 1, ur,

(xr+1 − xr)e(u) if ur+1 = ur + 1, e 6= 2,

(xr − xr+1)e(u) if ur+1 = ur − 1, e 6= 2;

(xr+1 − xr)(xr − xr+1)e(u) if ur+1 = −ur, e = 2

ψrψr+1ψre(u) =


(ψr+1ψrψr+1 + 1)e(u) if ur+2 = ur = ur+1 − 1, e 6= 2,

(ψr+1ψrψr+1 − 1)e(u) if ur+2 = ur = ur+1 + 1, e 6= 2,

(†) if ur+2 = ur = −ur+1, e = 2,

ψr+1ψrψr+1e(u) otherwise.

where (†) = (ψr+1ψrψr+1 − xr − xr+2 + 2xr+1)e(u).

The commutative subalgebra of Ri generated by {e(u) | u ∈ Si}∪{x1, . . . , xn}
is denoted by Pi.

The following can be found in [KL09] or [Rou08] and can be easily verified.

Lemma 7.2. The algebra Ri has a faithful representation on

Fi =
⊕
u∈Si

e(u)k[x1, . . . xn] · 1

where the action of Pi is the regular action and

ψre(u) · 1 =


0 if ur = ur+1,
(xr − xr+1)e(sk · u) · 1 if ur+1 = ur + 1,
e(sk · u) · 1 if ur+1 6= ur, ur + 1.

(7.1)

Again, we complete our algebra, this time at the sequence of ideals Jm =
RiI

mRi where I is the ideal in k[x1, . . . xn] generated by all xi, i = 1 . . . n. We

denote the completed algebra by “Ri, its polynomial subalgebra generated by

{e(u)|u ∈ Si} ∪ {x1, . . . , xn} by “Pi and complete our faithful representation

to obtain “Fi = “Ri ⊗Ri
Fi.

7.2. The isomorphism “Hi
∼= “Ri. Next, we provide an explicit isomorphism

between the completed algebras “Hi and “Ri. A similar result can be found in
[Web13]. Note that our approach differs from that used in [Web13], in that we
do not use exponentials, but rather an affine shift following the ideas of [BK09],
where a corresponding isomorphism for cyclotomic quotients was established.
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First observe that there is an isomorphism

γ : “Pi → “Pi : (Xi − qui)eu 7→ −quixie(u) (7.2)

which induces an isomorphism’P(H)i → “Fi :
n∏
i=1

Xai
i euv 7→

n∏
i=1

(qui(1− xi))aie(u)

between the restrictions of the respective faithful representations to the subal-

gebras “Pi respectively “Pi. Direct computation then verifies the following.

Theorem 7.3. The isomorphism γ from (7.2) can be extended to an isomor-

phism of algebras γ : “Hi → “Ri, via γ(esr·uΦr) = Au
rψre(u) where

Au
r =


1− q − xr + qxr+1 if ur+1 = ur,

−q
(1−q−xr+1+qxr) if ur+1 = ur + 1,

qur+1 (1−xr)−qur+1(1−xr+1)
qur (1−xr+1)−qur+1 (1−xr) if ur+1 6= ur, ur + 1

8. Quiver Schur algebras

In this section we establish our main isomorphism theorem by connecting the (al-
gebraically defined) affine Schur algebra with the (geometrically defined) quiver
Schur algebra from [SW11]. We do this via an auxiliary modified quiver Schur
algebra:

8.1. The modified quiver Schur algebra. Recall i from Definition 3.6. For
J ∈ I, and uJ = (u1, · · · , ut1 |ut1+1, · · · , ut2 | · · · |utr−1+1, · · · , utr) ∈ UJ with
dimension vector d = d(i) = d(u, J) = (d1, d2, . . . , de) we define

ΛuJ = k[y1,1, . . . , y1,d1 , y2,1, . . . , y2,d2 , . . . , ye,de ]
SuJ and Λ =

⊕
J⊆I

uJ∈UJ

ΛuJ .

Definition 8.1. Let 1 ≤ i ≤ e. For 1 ≤ k ≤ r let c(k)i =
∑k
j=1 d

j
i , using

Definition 5.7 and c(0)i = 0. Then the total reversed Euler class of uJ is

EuJ =
e∏
i=1

r−1∏
s=1

c(s)i∏
j=c(s−1)i+1

di+1∏
k=c(s)i+1+1

(yi,j − yi+1,k). (8.1)

with EuI := 1. The total symmetriser is defined as as

SuJ =
e∏
i=1

r−1∏
s=1

c(s)i∏
j=c(s−1)i+1

di∏
k=c(s)i+1

(yi,j − yi,k) (8.2)

with SuI := 1. More generally, assume J ⊂ K and let uK ∈ UK be a merge of
uJ . Then their relative reversed Euler class and the relative symmetriser are

EuK
uJ

=
EuJ

EuK

respectively SuK
uJ

=
SuJ

SuK

. (8.3)



AFFINE QUIVER SCHUR ALGEBRAS AND p-ADIC GLn 45

In particular, the special case K = I gives the total reversed Euler class re-
spectively the total symmetriser. Note that the relative Euler class and relative
symmetriser are again polynomials.

Example 8.2. Note that E(1|2) = y1,1 − y2,1, and E(2|1) = 1 if e > 2 whereas
E(2|1) = y2,1 − y1,1 if e = 2 and E(1|1) = 1. Moreover, S(1|2) = S(2|1) = 1,
whereas E(1|1) = y1,1 − y1,2.

Example 8.3. Let for instance uJ = (1, 2|1, 1|1, 2|1), uK = (1, 2|1, 1, 1, 2|1).
Then for e ≥ 3 we have EuJ = (y1,1 − y2,2)(y1,2 − y2,2)(y1,3 − y2,2) =: E and
EuK = (y1,1 − y2,2) and therefore EuK

uJ
= (y1,2 − y2,2)(y1,3 − y2,2), whereas for

e = 2 we have EuJ = E(y2,1−y1,2)(y2,1−y1,3)(y2,1−y1,4)(y2,1−y1,5)(y2,2−y1,5)
but again EuK

uJ
= (y1,2 − y2,2)(y1,3 − y2,2). On the other hand, for any e ≥ 2,

we have SuK
uJ

= (y1,2 − y1,4)(y1,3 − y1,4).

Definition 8.4. We define the modified quiver Schur algebra Ci as the subal-
gebra of Endk(Λ) generated by the following endomorphisms:

• the idempotents e(uJ) for uJ ∈ UJ for any J , projecting onto ΛuJ ,

• the polynomial e(uJ)pe(uJ) for uJ ∈ UJ for any J , and p ∈ ΛuJ ,

defined as multiplication by p on the summand ΛuJ .

• the splits
buJ

uK
for J ⊂ K, uJ = (u, J) ∈ UJ , which are just the embedding

of the summand ΛuK into the summand ΛuJ .

• the merges
cuK

uJ
for J ⊂ K uJ = (u, J) ∈ UJ , defined on f ∈ Λu′

J′
by

f 7→
{

∆(EuK
uJ
f) ∈ ΛuK if uJ = u′J ′ ,

0 otherwise.
(8.4)

where ∆ = ∆uK
uJ

sends an element f to the total invariant t
IuK
IuJ

Å
f

S
uK
uJ

ã
.

Using a reformulation in terms of Demazure operators, see Proposition 8.13, it

follows that t
IuK
IuJ

Å
f

S
uK
uJ

ã
is indeed again a polynomial.

Example 8.5. Consider for instance uJ = (1|1) and uK = (11). Then for

f ∈ ΛuK = k[y1,1, y1,2] we have
cuK

uJ
(f) = ∆( f

y1,1−y1,2 ) = 2f2, where f =

f1 + (y1,1 − y1,2)f2 with (uniquely determined) f1, f2 ∈ ΛuJ .

Example 8.6. Let us describe the merge endomorphism explicitly in the simplest
case where uJ = (1a1 , 2a2 , . . . , eae |1b1 , 2b2 , . . . , ebe) has only two parts, hence
uK = (1d1 , 2d2 , . . . , ede) with di = ai + bi. Then our formulae give

∆(EuK
uJ
f) = td1, d2, ...,de

a1,b1,a2,b2,...,ae,be



e∏
i=1

ai∏
j=1

di+1∏
k=ai+1+1

(yi,j − yi+1,k)

e∏
i=1

ai∏
j=1

di∏
k=ai+1

(yi,j − yi,k)
f

 .
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We denote by “Ci the completion of Ci at the ideal generated by all e(uJ)pe(uJ)
for all J ⊂ I,uJ ∈ UJ and all p ∈ ΛuJ with zero constant term.

Then “Ci has a faithful representation on

Λ̂ =
⊕
J⊆I

uJ∈UJ

Λ̂uJ

where Λ̂uJ is the completion of ΛuJ at all polynomials with zero constant term.

8.2. The quiver Schur algebra. Here we recall the definition of the quiver
Schur algebra Ai, introduced by the second author and Webster in [SW11]. For
J ∈ I, and uJ = (u1, · · · , ut1 |ut1+1, · · · , ut2 | · · · |utr−1+1, · · · , utr) ∈ UJ with
dimension vector d = d(i) = d(u, J) = (d1, d2, . . . , de) we define

Λ̊uJ = k[z1,1, . . . , z1,d1 , z2,1, . . . , z2,d2 , . . . ze,de ]
SuJ , Λ̊ =

⊕
J⊆I

uJ∈UJ

Λ̊uJ . (8.5)

Definition 8.7. Let 1 ≤ i ≤ e. For 1 ≤ k ≤ r let c(k)i =
∑k
j=1 d

j
i , using

Definition 5.7, and c(0)i = 0. The total Euler class for uJ is defined as

E̊uJ =
e∏
i=1

r−1∏
s=1

c(s)i+1∏
j=c(s−1)i+1+1

di∏
k=c(s)i+1

(zi+1,j − zi,k).

(notice that this is SuJ -invariant), and its symmetriser is defined as

S̊uJ =
e∏
i=1

r−1∏
s=1

c(s)i∏
j=c(s−1)i+1

di∏
k=c(s)i+1

(zi,j − zi,k).

(Note that S̊uJ is the same as SuJ , only written in variables zi,j instead of yi,j .)

More generally, assume J ⊂ K and let uK ∈ UK be a merge of uJ . Then their
relative Euler class respectively the relative symmetriser are defined as

E̊uK
uJ

=
E̊uJ

E̊uK

respectively S̊uK
uJ

=
S̊uJ

S̊uK

.

The following was introduced in [SW11].

Definition 8.8. The quiver Schur algebra Ai is the subalgebra of Endk(Λ̊)
generated by the following endomorphisms:

• the idempotents e(uJ) for uJ ∈ UJ for any J , projecting onto Λ̊uJ ,

• the polynomial e(uJ)pe(uJ) for any J and p ∈ Λ̊uJ ,

defined as multiplication by p on Λ̊uJ .
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• the splits
b̊uJ

uK
for J ⊂ K and uJ = (u, J) ∈ UJ , defined as

f 7→
{̊
EuK
uJ
f ∈ Λ̊uJ if u′K′ = uK ,

0 otherwise.

for f ∈ Λ̊u′
K′

. In other words, a split is just the embedding of the summand

Λ̊uK into the summand Λ̊uJ , followed by multiplication with E̊uK
uJ

.

• the merges
c̊uK

uJ
for J ⊂ K and uJ = (u, J) ∈ UJ , defined as

f 7→
{

∆̊(f) ∈ Λ̊uK if u′J ′ = uJ ,

0 otherwise.
(8.6)

for f ∈ Λ̊u′
J′

, where ∆̊ = ∆̊uK
uJ

sends an element f to the total invariant

∆̊(f) = t
IuK
IuJ

Ç
f

S
uK
uJ

å
. (8.7)

Note that again the translation into Demazure operators from Proposition 8.13
ensures that ∆̊(f) is in fact a polynomial.

Again we have simple splits and merges: In case |K \J | = 1 and uJ = (u, J) ∈
UJ , we call

b̊uJ

uK
a simple split and

c̊uK

uJ
a simple merge. If K = I and

J = K \ {a}, we also denote these by
b̊a+b

a,b respectively
c̊a,b

a+b, where ai = d1
i

and bi = d2
i with the notation from Definition 5.7.

Remark 8.9. In [SW11], the quiver Schur algebra was only defined over C, since
the involved geometry would require more advanced tools. However, the faithful
representation defined in [SW11] makes sense over any field, so we define the
quiver Schur algebra over an arbitrary field as in Definition 8.8. In characteristic
zero it agrees with the one defined in [SW11] by Remark 8.11 below.

Example 8.10. Note that in the case of a simple merge
c̊uK

uJ
of the form uJ =

(1a1 , 2a2 , . . . , eae |1b1 , 2b2 , . . . , ebe) and K = I, hence uK = (1d1 , 2d2 , . . . , ede),

formula (8.6) simplifies to
c̊uK

uJ
(f) =

c̊a+b

a,b (f) = ∆̊(f), which yields

k̊uK

uJ

(f) = td1,...,dea1,b1,a2,b2,...,ae,be

f
e∏
i=1

ai∏
j=1

ai+di∏
k=ai+1

(zi,j − zi,k)

with the relative Euler class E̊
uK

u′J
=
∏e
i=1

∏ci+1

k=1

∏di+ci
j=ci+1(zi+1,k − zi,j). This,

indeed, corresponds to the formulae given in [SW11].

Remark 8.11. Assume K = I, J = K \{a} and uJ = (u, J) ∈ UJ . Let (a,b)
be the dimension vector of u, where ai = d1

i and bi = d2
i with the notation
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from Definition 5.7. Write Sa+b for WIuK
and Sa,b for WIuJ

. Sending f to

∑
w∈Sa+b

(−1)l(w)w(f)
e∏

i=1

1

ai!bi!

w

Å ∏
1≤j<k≤ai

(zi,j − zi,k)
∏

ai<j<k≤ai+bi

(zi,j − zi,k)

ã
∏

1≤j<k≤ai+bi

(zi,j − zi,k)
.

is the action of a simple merge
c̊a+b

a,b on the faithful representation (8.5) defined

in [SW11]. Note that, in contrast to formula (8.6), this expression does not
make sense in positive characteristic in general. In characteristic zero however,
this expression coincides with (8.6), since we have

∑
w∈Sa+b

w(f)
e∏

i=1

1

ai!bi!
w

Ç∏
1≤j<k≤ai

(zi,j − zi,k)
∏

ai<j<k≤ai+bi
(zi,j − zi,k)∏

1≤j<k≤ai+bi
(zi,j − zi,k)

å
=

∑
w∈Sa+b

w(f)
e∏

i=1

1

ai!bi!
w

Ç
1∏ai

j=1

∏ai+bi
k=ai+1(zi,j − zi,k)

å
=

∑
w∈D

IuK
∅,IuJ

w(f)
e∏

i=1

w

Ç
1∏ai

j=1

∏ai+bi
k=ai+1(zi,j − zi,k)

å
=

∑
w∈D

IuK
∅,IuJ

w

(
f

e∏
i=1

1∏ai
j=1

∏ai+bi
k=ai+1(zi,j − zi,k)

)

= ta1+b1,a2+b2,...,ae+be
a1, b1,a2, b2,...,ae, be

(
f

e∏
i=1

1∏ai
j=1

∏ai+bi
k=ai+1(zi,j − zi,k)

)
.

8.3. Demazure or Bernstein-Gelfand-Gelfand difference operators. In this
subsection we connect our merging formulae to the classical difference operators.
For 1 ≤ i ≤ n − 1, the ith Demazure operator or divided difference operator
from [Dem74] or [BGG73] is the endomorphism

∆i : k[X1, . . . , Xn]→ k[X1, . . . , Xn], f 7→ f − si(f)

Xi −Xi+1
. (8.8)

For f, g ∈ k[X1, . . . , Xn], we have ∆i(fg) = ∆i(f)g+si(f)∆i(g), in particular
∆i(fg) = f∆i(g) if f is si-invariant, and ∆2

i = 0. Moreover, for a reduced ex-
pression w = si1si2 · · · sir , the operator ∆w = ∆si1

∆si2
· · ·∆sir is independent

of the chosen reduced expression. For future reference, we record the following.

Lemma 8.12. Let w0 = w0(n) ∈ S be the longest element, then

∆w0(Xn−1
1 Xn−2

2 · · ·X2
n−2Xn−1) = 1.

In particular if wK is the longest element of some parabolic subgroup WK in
S, then there exists some polynomial h such that ∆wK (h) = 1.
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There exists in fact a closed formula for ∆w0 , namely

∆w0 =
1

N

∑
w∈S

(−1)l(w)w =
∑
w∈S

w
1

N
, (8.9)

where N =
∏

1≤i<j≤n(Xi−Xj). The first equality can, for example, be found in
[Ful97, Lemma 12], the second equality is an elementary calculation observing
that a simple transposition changes the sign of N by −1.

The merges from (8.7) can then be rephrased in terms of Demazure operators

as follows (explaining the notations ∆ and ∆̊)

Proposition 8.13. Assume we are in the setup from (8.7) and abbreviate J ′ =
IuJ and K ′ = IuK using Definition 5.12. Then we have the equality

tKJ

Ç
f

S
uK
uJ

å
= ∆dKJ

. (8.10)

on ΛuJ , where dKJ ∈ DK′
J ′ is of maximal length (i.e. the representative of the

longest element in WJ ′ ⊂WK′).

Proof. Let f ∈ ΛuJ and let wJ be the longest element in WJ ′ ⊂WK′ and wK
the longest element in WK′ . Then

∆dKJ
(f) = ∆dKJ

(f · 1) = ∆dKJ
(f ·∆wJ (h)) = ∆dKJ

(∆wJ (fh)) = ∆w0(fh)

with h as in Lemma 8.12. Here, for the penultimate equality, we have used that
f is WJ -invariant and for the last equality that dwJ = wK . With the explicit
formula from (8.9), we obtain that ∆w0(fh) equals

1

N

∑
w∈WK′

(−1)l(w)w(fh) =
1

N

Ö ∑
d∈DK′

J′

(−1)l(d)d(f)

èÑ ∑
w∈WJ′

(−1)l(w)w(h)

é
,

with N the Vandermonde determinant
∏e
i=1

∏
1≤j<k≤di(zi,j − zi,k), equal to

e∏
i=1

r−1∏
s=1

c(s)i∏
j=c(s−1)i+1

di∏
k=c(s)i+1

(zi,j − zi,k) ·
e∏
i=1

r−1∏
s=1

∏
c(s−1)i+1≤j<k≤c(s)i

(zi,j − zi,k).

Hence, using (8.9), we obtain ∆w0(fh) = tKJ

Å
f

S
uK
uJ

ã
∆wJ (h). Now the propo-

sition follows with the definition of h. �

8.4. The shifted quiver Schur algebra Bi. We now define the shifted quiver
Schur algebra Bi in almost the same way, except that the Euler class moves
from the split to the merge. More precisely, define Bi as the subalgebra of
Endk(Λ̊) generated by the idempotents and polynomial as in Ai, and slits and
merges now defined as
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• the splits: ~
bu′J

uK
for J ⊂ K and uJ = (u, J) ∈ UJ , given on f ∈ Λ̊u′

K′
by

f 7→
{
f ∈ Λ̊uJ if u′K′ = uK ,

0 otherwise.

In other words, a split is just the embedding of Λ̊uK into Λ̊uJ .

• the merges: ~
cuK

uJ
for any J ⊂ K and uJ = (u, J) ∈ UJ , given by

f 7→
{

∆̊(̊EuK
uJ
f) ∈ Λ̊uK if u′J ′ = uJ ,

0 otherwise.

Note that this algebra is again defined for any field.

9. The main result: The Isomorphism Theorem

The goal of this section is to prove the main Isomorphism Theorem 9.7 between
the completed affine Schur algebra and the quiver Schur algebra using the
auxiliary algebras in between.

9.1. The isomorphism Ŝi ∼= “Ci. We now compare the faithful representation
of the modified quiver Schur algebra Ci with the faithful representation of the
completed affine Schur algebra Ŝi.
The following isomorphism of vector spaces

τ : k[y1,1, . . . , y1,d1 , . . . , ye,de ] → R+ = k[Y1,1, . . . , Y1,d1 , . . . , Ye,de ]

yc,j 7→ 1− q−cYc,j
induces an isomorphism of vector spaces

τuK : Λ̂uK → ’P(S)
uK

i = R̂+,uKv
(K), fv(K) 7→ τ(f)v(K)

and thus a total isomorphism

τ =
⊕
K⊆I

uK∈UK

τuK : Λ̂→’P(S)i. (9.1)

From now on we will identify these two vector spaces via our chosen isomor-
phism. With this identification we can compare our endomorphism algebras:

Proposition 9.1. The isomorphism τ can be extended to an algebra isomor-

phism τ : “Ci → Ŝi which

• identifies the subalgebra of “Ci generated by all e(uJ)pe(uJ) for all

J ⊂ I,uJ ∈ UJ and p ∈ ΛuJ with the algebra “Qi from Section 5.6,
• identifies splits in the sense that, for any J ⊂ K ⊆ and uJ = (u, J) ∈
UJ , it maps

buJ
uK

to
+
euJb

1
J,K

+
euK ,
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• identifies merges in the sense that, in case J ⊂ K, |J | = |K| − 1 and

uJ = (u, J) ∈ UJ , the generator
cuK

uJ
maps to

+
euKb

1
K,J

+
euJP

−1 for
an invertible power series P .

From our identification of local and global indices in (5.10), it is immediate that
τ extends the isomorphism (7.2) given in Section 7.2.

Proof. It follows from Proposition 5.18 and Lemma 4.19 that the action of the

algebra “Qi coincides with the action of the subalgebra of “Ci generated by all
e(uJ)pe(uJ) under the identification τ−1. Hence the first claim holds. It is
also clear from Example 4.5 that for J ⊂ K and uJ = (u, J) ∈ UJ , the action

of
+
euJb

1
J,K

+
euK on ’P(S)i translates directly to the action of

buJ
uK

under τ−1.
Hence the second assertion holds as well. We now claim that for J ⊂ K,
|J | = |K| − 1 and uK = (u′,K) ∈ UK a simple merge of uJ = (u, J) ∈ UJ ,

the action of
+
euKb

1
K,J

+
euJ on ’P(S)i translates into the action of

cuK
uJ

P for an
invertible power series P . Again, to ease terminology, we check this in the case
of K = I and uJ = (1a1 , 2a2 , · · · , eae |1b1 , 2b2 , · · · , ebe). Since the calculations

are local this is sufficient. Recall from Proposition 6.11 that for f ∈ R̂+,uJ

eu′ ρ̂(b1
K,J)fv(J) = eu′ t

d1, ... d2, ... dn
a1,b1,a2,b2,...,ae,be

σ
u′K
uJ

n∏
k=a+1

a∏
j=1

θj,kfv
(K).

Translating this into the variables Yi,j , notice that σuK
uJ

becomes superfluous as
it is precisely the element mapping (i, j)uJ from Definition 5.12 to (i, j)u′K and

is hence the identity on the variable Yi,j . We obtain

eu′ ρ̂(b1
K,J)fv(J) = eu′ t

d1, ... d2,...,de
a1,b1,a2,b2,...,ae,be

e∏
i=1

e∏
s=1

ai∏
j=1

ds∏
k=as+1

qYi,j − Ys,k
Yi,j − Ys,k

Under τ−1, multiplication by
∏e
i=1

∏e
s=1

∏ai
j=1

∏ds
k=as+1

qYi,j−Ys,k
Yi,j−Ys,k translates to

multiplication by

e∏
i=1

e∏
s=1

ai∏
j=1

ds∏
k=as+1

qi+1(1− yi,j)− qs(1− ys,k)
qi(1− yi,j)− qs(1− ys,k)

=
e∏
i=1

ai∏
j=1

Ñ
di∏

k=ai+1

1− q + qyi,j − yi,k
yi,j − yi,k

di+1∏
k=ai+1+1

−q(yi,j − yi+1,k)

1− q − yi,j + qyi+1,k
R

é
=

Ñ
e∏
i=1

ai∏
j=1

∏di+1

k=ai+1+1 yi,j − yi+1,k∏di
k=ai+1 yi,j − yi,k

é
P.
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where we abbreviated

R =
e∏
s=1

s 6=i,i+1

ds∏
k=as+1

qi+1(1− yi,j)− qs(1− ys,k)
qi(1− yi,j)− qs(1− ys,k)

P =
e∏
i=1

ai∏
j=1

(
di∏

k=ai+1

(1− q + qyi,j − yi,k)
di+1∏

k=ai+1+1

−q
1− q − yi,j + qyi+1,k

R).

Note that P is an invertible power series in ΛuK . Hence the third assertion
holds. By definition of the modified quiver Schur algebra we have mapped all
generators to the corresponding elements in Ŝi by identifying their action on
the faithful representations. Thus, τ is injective, and hence an isomorphism, as
the image of τ contains a generating set for Ŝi by Proposition 6.19. �

9.2. The isomorphism Bi
∼= Ai of (shifted) quiver Schur algebras. We

next show that the shifted quiver Schur algebra is isomorphic to the ordinary
quiver Schur algebra. We start with some preparation. First, we again identify
the vector spaces underlying the faithful representations. For uJ ∈ UJ , we set
↓Λ̊uJ := EuJ Λ̊uJ and ↓Λ̊ =

⊕
J⊆I

uJ∈UJ

↓Λ̊uJ . Fix the vector space isomorphism

κuJ : Λ̊uJ → ↓Λ̊uJ , f 7→ EuJf and κ =
⊕
J⊆I

uJ∈UJ

κuJ : Λ̊→ ↓Λ̊.

Lemma 9.2. Endowing ↓Λ̊ with a representation of Bi via κ, the induced action
is given by the same formulae as the action of Ai on Λ̊ for idempotents and
polynomials and, for splits and merges as follows.

• The split ~
buJ

uK
for J ⊂ K, uJ = (u, J) ∈ UJ , acts on f ∈ ↓Λ̊u′

K′
by

f 7→
{̊
EuK
uJ
f ∈ ↓Λ̊uJ if u′K′ = uK ,

0 otherwise.

•The merge ~
cuK

uJ
for J ⊂ K, uJ = (u, J) ∈ UJ act on f ∈ Λ̊u′

J′
by

f 7→
{

∆̊(f) ∈ ↓Λ̊uK if u′J ′ = uJ ,

0 otherwise.

Proof. The actions of idempotents and polynomials are immediate. In order to
compare the actions of splits and merges, consider the diagrams

Λ̊uK

1
��

·̊EuK // ↓Λ̊uK

��

Λ̊uJ

·̊EuJ // ↓Λ̊uJ

Λ̊uK

·̊EuK // ↓Λ̊uK

Λ̊uJ

∆̊(̊E
uK
uJ
−)

OO

·̊EuJ // ↓Λ̊uJ .

OO
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Then, for splits, the claim of the lemma is equivalent to the commutativity of
the first diagram, which is equivalent to the fact that the induced action of
~buJ

uK
on ↓Λ̊ is indeed given by multiplication with E̊uJ /̊EuK = E̊uK

uJ
.

For merges, we need to verify commutativity of the second diagram, which again

stems from the fact that the action of ~
cuK

uJ
on ↓Λ̊ is given by

f 7→ E̊uK ∆̊(̊EuK
uJ

E̊−1
uJ
f) = E̊uK ∆̊(̊E−1

uK
f).

Since E̊uK commutes with t
IuK
IuJ

by SuK -invariance of E̊uK , we are done. �

Lemma 9.3. The representation of Bi on ↓Λ̊ is faithful. Moreover, the action
of Ai restricted to ↓Λ̊ is equal to the action of Bi.

Proof. Directly from the proof of the Lemma 9.2, we see that the action of Ai

on Λ̊ when restricted to ↓Λ̊ is equal to the action of Bi. Since the representation
of Ai on Λ̊ was faithful, the representation of Bi on ↓Λ̊ is faithful as well. The
second statement follows from the commutative diagrams above. �

The canonical embedding ι : ↓Λ̊ ↪→ Λ̊, f 7→ f induces an algebra isomorphism:

Proposition 9.4. The algebras Ai and Bi are isomorphic.

Proof. Since the action of Ai restricted to ↓Λ̊ is equal to the action of Bi by
Lemma 9.3, we see that ↓Λ̊ is a faithful subrepresentation of Λ̊ for Ai. The
algebra Ai is therefore completely defined by its action on ↓Λ̊, and we obtain
the desired isomorphism Ai

∼= Bi from Lemma 9.2. �

9.3. The isomorphism Ci
∼= Bi. In order to prove that Ŝi and Ai are isomor-

phic, it now remains to show that Ci and Bi are isomorphic.

In order to do this, we define a bijection

˜ :
⋃
J⊂I

UJ →
⋃
J⊂I

UJ , uJ 7→›uJ .
where for uJ = (u1, · · · , ut1 |ut1+1, · · · , ut2 | · · · |utr−1+1, · · · , utr), we set›uJ = (utr−1+1, · · · , utr |utr−2+1, · · · , utr−1 | · · · |u1, · · · , ut1).

We further define the inner automorphism of Sn which is given by conjugation
with the longest element wJ0 of DI

∅,J and notice that this interchanges SuJ and
SũJ

. It induces an isomorphism θ of vector spaces

k[y1,1, . . . , y1,d1 , y2,1, . . . , y2,d2 , . . . , ye,de ]

θ

��

yc,j_

��
k[z1,1, . . . , z1,d1 , z2,1, . . . , z2,d2 , . . . , ze,de ] zc,wJ

0 (j) = −zc,dc+1−j

which restricts to an isomorphism θ of vector spaces θ : ΛuJ

∼→ Λ̊ũJ
.
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Example 9.5. Considering uJ = (1, 1, 1, 1, 2, 2, 3|1, 2, 3|1, 1, 2, 3, 3), we have›uJ = (1, 1, 2, 3, 3, |1, 2, 3|1, 1, 1, 1, 2, 2, 3) and WJ
∼= S7 ×S3 ×S4. Further,

SuJ
∼= (S4 ×S2 × {1})× ({1} × {1} × {1})× (S2 × {1} ×S2).

Under conjugation by wJ0 this is sent to

(S2 × {1} ×S2)× ({1} × {1} × {1})× (S4 ×S2 × {1}) ∼= SũJ
.

Proposition 9.6. There is an isomorphism of algebras Ci → Bi given by

e(uJ) 7→ e(›uJ), pe(uJ) 7→ θ(p)e(›uJ),
juJ

uK

7→ ~jũJ›uK

,
kuK

uJ

7→ ~k›uK

ũJ

.

Proof. We check that the isomorphism θ : Λ→ Λ̊ intertwines the actions of Ci

and Bi with respect to the isomorphism given in the proposition. It is obvious
that this is true for the idempotents and the polynomials, as well as the splits.

From the action of merges and the fact that conjugation with wJ0 sends t
IuK
IuJ

to t
I
ũK
I‹uJ

, we see that, in order to prove the proposition, it suffices to show that

θ(EuJ ) = E̊ũJ
and θ(SuJ ) = S̊ũJ

. Notice that the term yi,j − yi+1,k appears in

EuJ (and thus the term zi+1,di+1+1−k− zi,di+1−j appears in θ(EuJ )) if and only
if the jth appearance of i in uJ is in an earlier segment than the kth appearance
of i+1. As applying ˜ reverses segments, this is equivalent to the (di+1−j)th
appearance of i in ›uJ being in a later segment than the (di+1 + 1 − k)th
appearance of i; or to the term zi+1,di+1+1−k− zi,di+1−j appearing in E̊ũJ

. The

claim that θ(SuJ ) = S̊ũJ
is checked analogously. �

9.4. The main theorem. We are now prepared to prove our main result:

Theorem 9.7 (Isomorphism Theorem). There is an isomorphism of algebras

Ŝi ∼= “Ai.

Via this isomorphism Ŝi inherits a grading from “Ai, i.e. the category of repre-
sentations of Ŝ with fixed central character corresponding to i inherits a grading.

Proof. Composing the isomorphism from Proposition 9.1 with the completions
of the respective isomorphisms in Propositions 9.6 and 9.4 provides the required
isomorphism. In formulae, the isomorphism is the composition

Ŝi
Proposition 9.1 // “Ci

Proposition 9.6 // “Bi
Proposition 9.4 // “Ai. �

10. The example GL2(Q5) in characteristic 3

We finish with an explicit example. Consider the unipotent block B (the block
containing the trivial representation) of the category of smooth representations
for GL2(Q5) over an algebraically closed field k of characteristic 3, so e = 2.
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10.1. The (completed) quiver Schur algebra. Let B1 as in (1.1) and B1
a

the full subcategory of B1 consisting of representations with generalized central
character χa where a = (q, q2). Equivalently, B1

a is the full subcategory of
S −Mod of all representations with generalized central character χa.

Recall that the path algebra of a quiver is the k-algebra with basis all possible
paths obtained by concatenating the arrows, including the paths of length zero
corresponding to the vertices of the graph. The multiplication of two paths is
the path obtained by concatenation if this makes sense and zero otherwise.

Theorem 10.1. Let n = 2 = e. Then the quiver Schur algebra Ai for i = (1, 2)
is (as graded algebra) isomorphic to the path algebra B of the following quiver

(1|2) (1, 2) (2|1)

c(1,2)

(1|2)

x2,1e(1|2)

x1,1e(1|2)
b(2|1)

(1,2)

b(1|2)
(1,2) x2,1e(1,2)

x1,1e(1,2)

c(1,2)

(2|1) x2,1e(2|1)

x1,1e(2|1)

(10.1)

with grading given by putting the horizontal arrows in degree 1 and the loops
in degree 2 modulo the following (homogeneous) relations:

(1|2)j

(12)

(12)k

(1|2)

= (x2,1 − x1,1)e((1|2)),

(2|1)j

(12)

(12)k

(2|1)

= (x1,1 − x2,1)e((2|1)),

(12)k

(1|2)

(1|2)j

(12)

= −
(12)k

(2|1)

(2|1)j

(12)

= (x1,1 − x2,1)e((1, 2)),

xi,1

uJj

(12)

=

uJj

(12)

xi,1 for i ∈ {1, 2},uJ ∈ {(1|2), (2|1)},

xi,1

(12)k

uJ

=

(12)k

uJ

xi,1 for i ∈ {1, 2},uJ ∈ {(1|2), (2|1)}.

Remark 10.2. Since the algebra is non-negatively graded and 3-dimensional in
degree 0, the three idempotents e(1|2), e(2|1), and e(1, 2) must be primitive.

Proof. By Remark 10.2, the given three idempotent are primitive and by defini-
tion pairwise orthogonal, hence the quiver has three vertices. The idempotents
together with the elements corresponding to the arrows generate the quiver
Schur algebra by Definition 8.8. The relations are easily verified on the faith-
ful representation from Definition 8.8. That these are all the relations is again
checked by a direct calculation, or follows from the basis theorem in [SW11]. �
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Remark 10.3. Note that the elements e(1|2), e(2|1), xi,1e(1|2), xi,1e(1|2) with

i = 1, 2 together with
b(2|1)
c

(1|2)
=

b(2|1)
(1,2)

c(1,2)
(1|2) and

b(1|2)
c

(2|1)
=

b(1|2)
(1,2)

c(1,2)
(2|1) generate

a graded subalgebra of B ∼= Ai isomorphic to the quiver Hecke or KLR algebra
attached in [KL09] and [Rou08] to the cyclic quiver and the sequence i = (1, 2).

From our main theorem we get the following consequence.

Corollary 10.4. Let G = GL2(Q5) and assume ` = 3, hence e = 2. Then the
category B1

a of representations in B1 with generalised central character χa is

equivalent to the category of B̂-modules, where B̂ is the completion of B at
the maximal ideal (x1,1, x2,1) of k[x1,1, x2,1] ⊂ B.

Proof. By Theorem 9.7 and Theorem 10.1, B̂ is isomorphic to the completed
affine Schur algebra from Proposition 5.1. Hence it is isomorphic to the com-
pletion of the endomorphism ring of a projective progenerator of B1 by (1.1),
the module category over which gives precisely the category of objects in B1

with the given generalised central character. �

Remark 10.5. Since every irreducible representation in B is smooth and there-
fore admissible (see e.g. [Bl11, Theorem 4.42] or [BZ76, Theorem 3.25]), it
has a central character by Schur’s Lemma. The category of objects in B1 with
some generalised central character thus includes all finite length objects in B1.

Note that EndB(Be) ∼= k[x1, x2], generated by ex1,1e and ex1,2e for any e ∈
{e(1|2), e(2|1), e(12)}. Moreover, HomB(Be,Be′) ∼= k[x1, x2] as vector spaces
for any pair (e, e′) of these idempotents. It is a free left EndB(Be)-module and a
free right EndB(Be′)-module of rank 1 with basis the minimal degree morphism
in HomB(Be,Be′). Hence B can be viewed as a k[x1, x2]-algebra. As such it
is quadratic, i.e. generated in degree one (by the morphisms corresponding to
the arrows given by simple merges and splits) with relations in degree two.

10.2. Indecomposable projectives. The indecomposable projective B-modules
P ((1|2))and P ((1, 2)) are shown in the pictures below, where the numbers stand
for simple objects and the lines for a basis vector in Ext1.

The part indicated by the non-dashed lines should be extended to infinity at
the bottom and then the whole resulting part is copied infinitely many times
(indicated by the dashed lines), once for each power of (x1,1 + x2,1). The
structure of P ((2|1)) is similar to that of P ((1|2)), with (1|2) and (2|1) swapped.
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P ((1|2)) P ((1, 2))
(1|2)

(1, 2)

(1|2) (2|1) (1|2)

(1, 2) (1, 2)

(2|1) (1|2) (2|1) (1|2)

(1, 2) (1, 2)

(2|1) (1|2) (2|1) (1|2)

(1, 2)
.
.
.

.

.

.
.
.
.

(1, 2)

(2|1) (1|2)

(1, 2) (1, 2)

(2|1) (1|2) (2|1) (1|2)

(1, 2) (1, 2)

(2|1) (1|2) (2|1) (1|2)

(1, 2)
.
.
.

.

.

.
.
.
.

10.3. The corresponding irreducible representations. The labelling of the
primitive idempotents in (10.1) corresponds to a labelling of the three simple
modules in B. Explicitly, we have

• (1|2) (corresponding to the trivial representation),
• (2|1) (corresponding to the composition of the valuation on Q5 and the

determinant), and
• (1, 2) (corresponding to the cuspidal representation).

To verify this, that the first two idempotents are contained in the quiver Hecke
algebra (see Remark 10.3), hence correspond to the two non-cuspidal simple
representations. For these two the identification is a matter of conventions.

10.4. The Extquiver of B.

Corollary 10.6. In the situation from above, the Ext-quiver of B is

(1|2) (1, 2) (2|1)

c(1,2)

(1|2)ze(1|2)
b(2|1)

(1,2)

b(1|2)
(1,2)

ze(1,2)

c(1,2)

(2|1)

ze(2|1)

(10.2)
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and the relations are that z = ze(1|2) + ze(2|1) + ze(1, 2) is central and

(12)k

(1|2)

(1|2)j

(12)

= −
(12)k

(2|1)

(2|1)j

(12)

Proof. This follows directly from the theorem by setting z = x1,1 + x2,1. �

In this example one can in fact verify our general expectation that B only differs
from B1 by self-extensions of the simple cuspidal representation, and thus B1

contains more or less all information about the unipotent block B.

11. The special case q = 1.

We finally consider the special case where q = 1, hence e = 1. Then H = k[W]
is the group algebra of the extended affine Weyl group, (2.1). We identify the
representative 1 ∈ Z/1Z with the single vertex of the Jordan quiver Γ1 which
has one vertex and one loop. The underlying graph is the Dynkin diagram of
the Borcherds algebra attached to the Borcherds-Cartan matrix (0).

Fix a dimension vector d = n ∈ Z>0. Then Repd = Repn denotes the set of
complex representations (V, x) of Γ1. For a composition λ of n let Fλ be the
variety of flags F• in Cn of type λ, i.e. dimFi/Fi−1 = λi.

Let Q(λ) ⊂ Repn × Fλ be the space of strictly stable flags, that means pairs
((V, x), F•) such that x(F )i ⊂ Fi−1. For compositions λ, µ of n we consider
the Steinberg type variety Z(λ, µ) = Q(λ)×Repn

Q(µ). The quiver Schur alge-
bra Ad = An attached to Γ1 is then the direct sum of the GLn(C)-equivariant
Borel-Moore homologies An =

⊕
(λ,µ)H

BM
GLn

(Z(λ, µ)), equipped with the con-
volution product. By construction, this algebra An comes along with a Z-
grading and with a faithful representation, see [SW11, (2.7), Proposition 2.9],
[KK13, Proposition 2.7]. The subspace

Rn = HBM
GLn

(Z((1, 1, . . . 1), (1, 1, . . . 1))),

is a subalgebra which we call the quiver Hecke algebra of rank n attached to
Γ1. An explicit description of this algebra was given in [KK13, Definition 1.2].

Lemma 11.1. The following holds for Rn.

(1) It is free over HBM
GLn

(pt) = C[x1, . . . , xn] of rank n.

(2) There is an isomorphism Rn[x−1
1 , . . . x−1

n ]/(xix
−1
i − 1, x−1

i xi − 1) ∼=
C[W] of graded algebras with Xi of degree two and si of degree zero.

(3) There is an isomorphism between the completion R̂n at the ideal gen-
erated by the positive degree polynomials and the completion of C[W]
at the ideal generated by the central character associated to the n-tuple
(1, . . . , 1).
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(4) Rn has a faithful representation on C[x1, . . . , xn] such that xi acts by
multiplication and ψi acts by the Demazure operator (8.8) followed by
multiplication with xi+1 − xi.

Proof. By [KK13, Definition 1.2 and Theorem 2.8], the assignments 1 7→
e(1, 1, . . . , 1), si 7→ (ψi + 1)e(1, 1, . . . , 1), Xj 7→ xj , for 1 ≤ i ≤ n − 1 and
1 ≤ j ≤ n defines an isomorphism between the quiver Hecke algebra Rn and the
subalgebra C[Sn]⊗C[X1, X2, . . . Xn] of C[W] with the choice P1(u, v) = u−v
and Q1,1(u, v) = 0 in the notation of [KK13]. Then the first two statements
follow. The third statement follows immediately from the second. The last
statement is a special case of [KK13, Proposition 1.5]. �

The faithful representation above extends to a faithful representation of R̂n on
C[[x1, . . . , xn]], which matches the completion of the faithful (natural) represen-
tation of C[W] on C[[x±1

1 , . . . , x±1
n ]]. Since both of the faithful representations

can be defined over Z, the isomorphism of Lemma 11.1 is still valid over k.

Computations analogous to those in [SW11] show that the action of An on its
faithful representation can again be defined over Z and hence over k, where
a presentation by generators and relations is given precisely as in the case of
e > 1 (except that Euler classes are now taken with respect to the Jordan

quiver). Defining Ân as before and letting Ŝq=1 be the completion at the
ideal generated by the central character associated to the n-tuple (1, . . . , 1), we
obtain the following theorem.

Theorem 11.2. There are algebra isomorphisms

An[x−1
1 , . . . x−1

n ]/(xix
−1
i − 1, x−1

i xi − 1) ∼= Sq=1 and Ân
∼= Ŝq=1.

Proof. Defining the modified quiver Schur algebra Cn as before, the isomor-
phism between Cn[x−1

1 , . . . x−1
n ]/(xix

−1
i − 1, x−1

i xi − 1) and Sq=1 simply iden-
tifies the corresponding faithful representations. Indeed, for J ⊂ K the split
gets identified with the element b1

J,K which acts as the identity on the faithful

representation, and the merge is identified with b1
K,J which acts as the sum of

elements in DK
∅,J . In order to obtain the isomorphism between the completions,

we use an affine shift sending xi to xi − 1. The isomorphism between the
modified quiver Schur algebra and An is proved exactly as in Section 9. �
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[MS14] A. Ménguez, V. Sécherre, Représentations lisses modulo ` de GLm(D). Duke
Math. J. 163 (2014), no. 4, 795–887.

[Pri19] T. Przezdziecki, PhD thesis (in preparation).
[Rou12] R. Rouquier, Quiver Hecke algebras and 2-Lie algebras. Algebra Colloq. 19 (2012),

no. 2, 359–410.
[Rou08] R. Rouquier, 2 -Kac-Moody algebras. arXiv:0812.5023.
[Schi12] O. Schiffmann, Lectures on Hall algebras. Geometric methods in representation
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