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Abstract

Polar lows in the Nordic Seas have been examined through a case study based on
unique observations gathered during a field campaign, numerical simulations, sensi-
tivity experiments with altered orography and sea ice cover, and a climatology based
on objective tracking and two reanalysis products.

A detailed analysis of a shear-line polar low has been presented using compre-
hensive observations from a research aircraft, dropsondes, the ASCAT scatterometer,
and the CloudSat radar; in conjunction with convection-permitting simulations per-
formed with the Met Office Unified Model. High winds to the north and west were
within the cold-air mass and associated with large surface turbulent heat fluxes and
convective clouds. This suggested that barotropic instability manifested by mesoscale
waves coalescing into polar low’s centre, and diabatic processes, were important for
its intensification. The model generally captured the polar low structure well — in
particular the thermodynamic fields and the strength of the horizontal shear. The spa-
tial structure of the convective cloud bands was simulated reasonably well, but the
model significantly underestimated the liquid water content and height of the cloud
layers compared to observations.

Through sensitivity simulations of two typical Nordic Sea polar lows, it was found
that Svalbard blocked Arctic air masses, and acted as an additional source of cyclonic
vorticity aiding polar low development. A decrease in sea ice near Svalbard resulted
in a moderate intensification of the polar lows, while an increase in sea ice significantly
hindered their growth. These environmental changes modified the polar lows’ tracks
and development, but did not eradicate them.

A new climatology has been compiled from nine extended winters using two re-
analyses: ERA5 and ERA-Interim. Mesoscale cyclones were tracked by an objective
vorticity-based method. Compared to ERA-Interim, ERA5 reproduces the spatial dis-
tribution of cyclone density more like those from satellite-based studies, as it is able
to resolve the wind field gradients with higher fidelity. An increase of polar lows near
Scandinavia was found and there is tentative evidence that this is a result of sea ice
loss in the northern Nordic Seas.
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1
Introduction

1.1 Background and motivation

Polar lows (PLs) continue to receive considerable attention in modern dynamic mete-
orology, attracting scientists by the complexity and non-linearity of processes driving
them. From an aesthetic perspective, these mesoscale vortices are amongst the most
visually striking of all atmospheric phenomena on the planet (Fig. 1.1). What are PLs
and why are they important?

The generic term is polar mesoscale cyclone (PMC), which includes all maritime tro-
pospheric sub-synoptic-scale cyclones developing poleward of the main polar front
(Rasmussen and Turner, 2003). PLs comprise a subclass of the most intense PMCs and
are usually defined as meso-α-scale cyclones accompanied by surface winds near or
above gale force (15 m s−1). The horizontal scale is given according to Orlanski’s clas-
sification of mesoscale systems and corresponds to approximately 200–1000 km in di-
ameter (Orlanski, 1975). Thus, PLs are smaller than typical mid-latitude cyclones, and
the weakest of them can even fall into meso-β-scale category (20–200 km). Compared
to mid-latitude or tropical cyclones, PLs exhibit a short lifetime, typically only 3–36 h
(Renfrew, 2003), although occasionally they last for more than 2 days (e.g. Claud et al.,
2004). The main focus of the present study is PLs, though in Chapter 4, the climatology
includes PMCs too.

The distribution of PLs around the planet favours certain regions, which are prone
to marine cold air outbreaks (CAOs). The latter happens when cold and dry conti-
nental air mass is advected over relatively warm, mostly ice-free waters (Papritz and
Spengler, 2017). As Fig. 1.2 shows, in the Northern Hemisphere PLs usually develop in
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FIGURE 1.1: The shear-line PL, which developed during the Aerosol-Cloud Coupling And
Climate Interactions in the Arctic (ACCACIA) field campaign and described in Chapter 2.
The background image shows the cloud signature captured by the MODIS instrument in true
colour (Provided by NEODAAS Satellite Receiving Station, Dundee University). The 3D im-
age shows a model simulation of the PL, including the wind field (green arrows), potential
temperature in lower troposphere (blue to orange colours), total cloud (white colours) and
frozen (cyan colours) water.

the Nordic Seas (the Greenland, Iceland, Norwegian and Barents Seas), Hudson Bay,
the Labrador Sea, the Bering Sea, the Sea of Okhotsk and the Japan Sea (e.g. Noer et
al., 2011; Albright et al., 1995; Pagowski and Moore, 2001; Kolstad, 2011; Yanase et al.,
2016; Stoll et al., 2018). In the Antarctic region, the Bellingshausen, and to a lesser ex-
tent the Amundsen and the Davis Seas are regular locations of mesoscale cyclogenesis
(Verezemskaya et al., 2017; Stoll et al., 2018).

A seasonal cycle in PL occurrence is more distinct in the Northern Hemisphere
with prevalence of PL between November and April (Blechschmidt et al., 2009; Stoll
et al., 2018), designating them as a predominantly wintertime phenomenon, although
Harold et al. (1999a) mention summertime occurrence too. In the Southern Hemi-
sphere, the austral winter maximum is less pronounced. As for low-frequency changes,
climatologies exhibit strong interannual variability, but weak decadal variability both
for North Atlantic (Zahn et al., 2008; Michel et al., 2018) and North Pacific (Chen and
Storch, 2013) PLs.
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FIGURE 1.2: Spatial distribution of the average annual PL duration within a radius of 220 km
for (left) the Northern and (right) the Southern Hemisphere derived from ERA-Interim (Stoll
et al., 2018).

Our study focuses on the Nordic Seas area (Fig. 1.3). The position of warm ocean
currents and the distribution of sea ice makes this region favourable for the formation
of PLs (see Sec. 1.3). Moreover, a rapid decline in Arctic sea ice is observed in this area
(Cavalieri and Parkinson, 2012) and is predicted to continue towards the end of the
twenty-first century (Overland and Wang, 2007). This opens shorter and potentially
more economically viable trade routes between Atlantic and Pacific ports (Melia et
al., 2016). The PL occurrence in this area is likely to affect the safe passage of ships.
In addition, oil and gas exploitation is active throughout the year, including winter
months, and the most intense PLs can constitute a significant threat to these offshore
activities.

From the point of view of the coupled atmosphere-ocean climate system, the Nordic
Seas are an important region of heat exchange with the overlying atmosphere (e.g.
Moore et al., 2015a). Mesoscale cyclones have been reported to affect the open-ocean
convection (Condron and Renfrew, 2013), which leads to the formation of deep water
masses. Changes in PL activity can have an integrated effect on the strength of ther-
mohaline circulation, and thus potentially on the whole climate system (Marshall and
Schott, 1999).

PLs have been known to explorers and inhabitants of polar regions as fierce storms
that appeared seemingly out of nowhere and brought devastation to ships and coastal
settlements. Even nowadays, heavy snow and hail showers, strong wind gusts and
high waves, icing and thunderstorms are often associated with intense PLs (Rojo et al.,
2015), and present potential risks to the growing maritime traffic, fishing, petroleum
industries and other activities in high-latitude seas. Polar regions are notorious for the
scarcity of in situ observations. This means that small-scale and rapidly developing
weather systems such as PLs are often not captured by monitoring networks. As a
result, PLs are challenging to forecast even for modern numerical weather prediction
(NWP) models. Furthermore, the lack of high-resolution observational data hinders
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FIGURE 1.3: The annual mean density of PLs (shading, per 125.000 km2) over the northeast
Atlantic Ocean from Condron and Renfrew (2013). The density is averaged over 1978–1998.
The locations of the Greenland (GS), Norwegian (NS), Iceland (IcS) and Irminger (IrS) Seas are
marked.

our understanding of the dynamical mechanisms involved in the development of PLs.
While some targeted flights through PLs have been undertaken by research air-

craft, such endeavours are very expensive and there is always the difficulty of having
the aircraft in the right place at the right time. Only a handful of PL events have
been investigated by research aircraft, but these cases provide otherwise unobtainable
details of the three-dimensional structure of PLs and their temporal evolution (e.g.
Shapiro et al., 1987; Douglas et al., 1991; Brümmer et al., 2009; Føre et al., 2011).

To some extent, the shortage of observations is alleviated by the growing volume
of various satellite products. Infrared satellite imagery was in fact the basis for early
PL research, including case studies, e.g. the ‘most beautiful PL’ (Nordeng and Ras-
mussen, 1992), as well as climatologies (e.g. Wilhelmsen, 1985). Several studies have
demonstrated the benefits of satellite retrievals for PL studies, especially when images
from several different sensors are combined (e.g. Heinemann, 1996; Claud et al., 2004).
Ocean wind vectors estimated by scatterometers provide crucial information about the
structure of near-surface circulation in mesoscale cyclones and other severe maritime
weather events (Valkonen et al., 2017). Furevik et al. (2015) showed that synthetic
aperture radar (SAR) brings added value of high-resolution wind speed estimates, re-
solving such finescale features of PLs as shear lines and low-level jets (Fig. 1.4). A



1.2. Development mechanisms 5

new tool for studying PL cloud composition has become available with the launch of
the CloudSat satellite. CloudSat measures radar reflectivity versus altitude in a nadir
slice along the satellite track (Tourville et al., 2015). To the author’s knowledge there
are no PL investigations based on CloudSat data except for a short note by Forsythe
and Haynes (2015).

FIGURE 1.4: SAR image of a PL that developed on 8 February 2018 during the Iceland Green-
land seas Project (IGP) field campaign, in which the author was lucky to participate. Red
crosses indicate sections of oceanographic observations. SAR data are downloaded from
www.polarview.aq/arctic. Image courtesy G. W. K. Moore.

Ideally, a complete portrait of PLs is achieved by combining direct observations
from aircraft or ships with all available satellite data. Such a study is presented as
the first part of this thesis for a PL event that unfolded during the ACCACIA field
campaign in late March 2013 (Fig. 1.1). The study amalgamates various satellite and
in situ observations with NWP simulations, allowing us to look at the PL in full detail.

Throughout the life cycle of this PL a number of dynamical mechanisms played a
role, which is in fact typical for many mesoscale cyclones. It is now accepted in the
scientific community, that there is a spectrum of PLs with convective systems on one
end of the spectrum, and baroclinic on the other end (Rasmussen and Turner, 2003).
The development mechanisms are briefly discussed in the next section.

1.2 Development mechanisms

One of the distinctive hallmarks of PLs is the spiral of cloud bands, resembling their
tropical counterparts in satellite images. More often than not these cyclones have a

www.polarview.aq/arctic
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warm core and sometimes a clear ‘eye’ in the centre. On the other hand, PLs may have
well-defined fronts and a comma-shaped cloud structure, suggesting similarity with
mid-latitude synoptic cyclones. Dynamically, intense PLs are hybrid systems: their
development is usually attributed to a mix of baroclinic and convective processes, the
relative contribution of which can vary during a PL life cycle. In other words, a PL can
transform from one type to another during its life cycle, shifting along the baroclinic-
convective spectrum (Carleton and Carpenter, 1990; Nielsen, 1997). Purely barotropic
mesoscale cyclones tend to remain weaker and smaller, but may help to spin up a PL
at the early stages of their development.

In addition, PLs typically have multiscale structure. Several meso-β-scale and
meso-γ-scale vortices can be embedded in a PL, suggesting that the development of
these weather systems is affected simultaneously by the large-scale environment and
small-scale processes, e.g. cumulus convection (Watanabe and Niino, 2014).

1.2.1 Baroclinic instability

Many instabilities of meteorological importance occur in a form of wave propagation.
In general, an air current in the atmosphere has both horizontal and vertical wind
shear. In terms of wave instability the flow can be unstable to small perturbations,
which may grow due to barotropic or baroclinic instability (Vallis, 2006). The former
is associated with horizontal shear and its role in PL dynamics will be discussed later
(see Sec. 1.2.2).

Baroclinic instability is associated with vertical shear of the mean flow. Vertical
wind shear implies, via thermal wind balance, the existence of a horizontal tempera-
ture gradient on an isobaric surface. From an energetics viewpoint, this results in the
uneven distribution of potential energy, that can be converted to kinetic energy, i.e.
atmospheric motion. The conversion happens when the warm air ascends and simul-
taneously cold air sinks, relocating the centre of mass and providing a relaxation of
the basic state potential energy gradient.

The role of baroclinic instability in the development of PLs was first explored via
simple linear models, using normal mode techniques to examine the growth rates of
disturbances of different wavelengths (e.g. Sardie and Warner, 1983). The pioneer-
ing work of Mansfield (1974) compared observations of a PL with a dry baroclinic
model. Although the model included parameterizations of surface momentum and
sensible heat fluxes, the assumed depth of perturbations was too low. Combined with
the unrealistic absence of diabatic heating this error actually lead to a good match
between observed and predicted perturbation features, allowing the author to claim
that dry baroclinic instability largely accounts for PL dynamics. Another study on
dry baroclinic waves and possible role of low static stability in the growth of PLs was
by Duncan (1977). Duncan’s quasi-geostrophic model was able to reproduce wave
properties for two cases out of three. It was concluded that PLs could be considered
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as shallow baroclinic waves and the required amount of energy was released in the
lower troposphere when the low-level static stability was small. A similar approach
was employed by Reed and Duncan (1987), who showed that the growth rate did not
agree well with observed values. Together with Craig and Cho (1988) they noted the
presence of widespread convection in the vicinity of PLs, which can reduce the static
stability and shorten the wavelengths of the perturbations.

Thus, dry baroclinic instability theory was not successful in explaining PL devel-
opment, so the next logical step was to include diabatic effects, such as air-sea inter-
action and latent heat release, into the theoretical models. Latent heating or cooling
due to water phase transitions creates a local perturbation of temperature, changing
the amount of available potential energy (which is proportional to temperature vari-
ance on isobaric surfaces). To test if PL development can be described by dry, moist
baroclinicity or convective mechanisms (namely conditional instability of second kind,
CISK), Sardie and Warner (1983) used a three-layer quasi-geostrophic model with a
simple parameterization for latent heating. The overall result of their study was that
neither CISK nor dry baroclinicity on their own were capable of reproducing the neces-
sary growth characteristics. Further evidence for the crucial role of latent heat release
for realistic PL development was provided by Craig and Cho (1988), who incorporated
CISK into a simple model of baroclinic instability. This study demonstrated that not
only the mere presence of latent heating is important, but also its amplitude. When
the value of the diabatic heating is low, the baroclinic instability is affected by static
stability of the atmosphere.

A different paradigm of baroclinic instability is the initial-value problem. This
method is motivated by the recognition that in general the perturbations from which
storms develop cannot be fully described as single normal mode disturbances — they
tend to have a complex structure. The initial growth of such disturbance depends on
the initial potential vorticity (PV) distribution (Hoskins et al., 1985). This so-called
PV-thinking regards baroclinic instability as the interaction between PV anomalies at
different levels. For example, PLs may often be initialised or reinforced by an upper-
level precursor (PV anomaly), which induces growth near sea surface. To achieve
rapid growth, an upper-level PV anomaly acts in synergy with a low-level baroclinic
zone. The induced near-surface cyclonic circulation deforms the temperature field,
creating its own PV anomaly. The upper-level and lower-level anomalies reinforce
each other, resulting in reciprocal intensification (Renfrew, 2003).

Benefits of the PV approach come from the fact that PV is conserved for adiabatic
and frictionless flow, and therefore its distribution in space can be derived from the
stream function and temperature fields by assuming a balanced state. This method is
called the invertibility principle and is reported in depth in (Hoskins et al., 1985). Its
extension — piecewise PV inversion — allows one to estimate the contribution of dif-
ferent PV anomalies separately. A number of studies applied this method for various
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atmospheric phenomena, including tropical and midlatitude cyclones. In the context
of PL dynamics, recent works by Bracegirdle and Gray (2009), Nordeng and Røsting
(2011), and Wu et al. (2011) have shown that the PV approach can be successfully used
to identify the relative impact of local and remote PV anomalies in real PL cases. The
PL in Bracegirdle and Gray (2009), for instance, was dominated by an upper-level PV
anomaly only during the initial phase of its life cycle, while for the cases in the latter
two studies the upper-level PV was crucial throughout their development. It should
be noted that PV inversion assumes negligible contributions from the divergent com-
ponent of the flow, which does not necessarily hold for intense mesoscale cyclones.
Caution should be taken when using this technique (Egger and Spengler, 2018).

The combination of baroclinic instability and condensational heating from the PV
viewpoint is a central concept of different models of cyclogenesis. Montgomery and
Farrell (1992) envisaged PL development as a two-stage process, in which mutually
beneficial interaction between upper- and lower-level PV anomalies followed by a
diabatic destabilisation phase, when reduced static stability causes vortex stretching
at low levels, enhancing PL vorticity.

Another conceptual model for PL development is an extension to the Type A & B
cyclogenesis scheme of Petterssen and Smebye (Deveson et al., 2002). The type C cy-
clones that are the closest to a typical PL are characterised by pre-existing upper-level
troughs, weak baroclinicity and large contribution from latent heat release (Bracegir-
dle and Gray, 2009). Bracegirdle and Gray (2008) found that approximately 31 % of
the Nordic Seas PLs pass the threshold for type C cyclogenesis, the majority of which
occur in the southern Norwegian Sea.

Yet another way to conceptualise the interaction of latent heat and baroclinicity
is known as diabatic Rossby vortex (DRV). It was introduced by Parker and Thorpe
(1995) and Moore and Montgomery (2005), and applied for idealised PL development
by Terpstra et al. (2015). The DRV is fundamentally different from a dry baroclinic
mode modified by moisture, because condensational heating plays a crucial role and
presence of an upper-level anomaly is not required (Terpstra et al., 2015).

The studies discussed above established the concept that PLs often owe their growth
to baroclinic processes acting in conjunction with diabatic effects. Indeed high-resolution
numerical modelling has confirmed that latent heat acts to enhance growth rates and
reduce wavelengths that reflects small scales and rapid development of PLs, in both
idealised studies (Yanase and Niino, 2007; Adakudlu, 2012; Terpstra et al., 2015) and
real case studies (Claud et al., 2004; Shimada et al., 2014; Watanabe and Niino, 2014).

1.2.2 Barotropic instability

Another type of wave instability in the atmosphere is barotropic instability, which
is usually associated with horizontal wind shear. All the concepts discussed above
generate kinetic energy through conversion from the available potential energy that
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is created in a different way in each mechanism. In contrast, barotropic instability is
driven at the expense of the large-scale kinetic energy. It may be expected to prevail
for the development of relatively small (meso-β-scale) vortices when large vorticity
values are concentrated in a narrow filament (Nagata, 1993). The number of PLs with
barotropic instability being a key development mechanism is thought to be signifi-
cantly less than the number of baroclinically or convectively driven ones (Rasmussen
and Turner, 2003).

On the other hand, Rasmussen and Turner (2003) pointed out that PLs may form
as ‘shear vortices’ in the shear zones west of Svalbard. Such shear lines are frequently
observed to roll up forming numerous vortices on different scales, the largest of which
may become a PL. Using a high-resolution model, Nagata (1993) simulated the forma-
tion of PMCs along a convergence zone over the Japan Sea. The disturbances were
characterised by spiral cloud bands around dry and warm centres. The importance of
barotropic instability was confirmed by comparing energy transformation rates over
the strip region of high cyclonic vorticity.

Discussing the genesis and development mechanisms of a PMC over the Japan
Sea, Watanabe and Niino (2014) demonstrated that cumulus convection contributes
more to the development of the vortices than barotropic instability during the early
development stages. Consequently, the PMC had a smaller horizontal wavelength
than predicted by barotropic instability theory. In contrast, during the intermediate
development stage, the cyclone acquired most of its kinetic energy from barotropic
conversion. After exceeding a strength threshold, as it matured, the PMC changed its
primary energy source from horizontal shear instability to ‘a hurricane-like mecha-
nism’ (Watanabe and Niino, 2014).

It appears that such detailed kinetic energy analyses have not been carried out for
PLs over the Nordic Seas. At the same time, theory and observations indicate the pres-
ence of series of vortices along narrow shear lines within cold-air outbreaks prior to
PL developments (Rasmussen and Turner, 2003). Thus it may be anticipated that mi-
nor barotropic perturbations sometimes focus deep convection within a convectively
or baroclinically unstable environment and trigger rapid growth of a PL.

1.2.3 Air-sea interaction and convective instability

Striking similarities between some PLs and tropical cyclones, such as spiraliform cloud
bands and the presence of a clear ‘eye of the storm’, as visible on satellite images, sug-
gest that development mechanisms may be similar too. This idea prompted some re-
searchers to adapt hurricane development theories to high-latitude conditions. All of
these theories are essentially based on the idea of air-sea interaction, since PLs spend
most of their life cycle over the open ocean with its vast amount of energy ready to
be released through enthalpy fluxes during cold-air outbreaks. The concept of air-sea
interaction in PL dynamics, sometimes referred to as thermal instabilities (Rasmussen
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and Turner, 2003) or convective instabilities (Renfrew, 2003) are briefly discussed in
the present section.

To explain the maintenance of organised convection within a PL, conditional in-
stability of the second kind (CISK or wave-CISK) was applied (e.g. Rasmussen, 1979;
Økland, 1987; Craig and Cho, 1988). According to the CISK theory, an initial distur-
bance causes low-level convergence and ascent, which leads to latent heat release if the
atmosphere is conditionally unstable1. The diabatic heating destabilises the environ-
ment, enhancing low-level convergence and upper-level divergence. This generates
cyclonic vorticity, which reinforces low-level moisture pumping. The latter provides a
continued source of latent heat and thus a positive feedback is established. The growth
rate of a CISK-driven disturbance depends on the amount of convective available po-
tential energy (CAPE). Several studies argued for the CISK mechanism to be active
in PL dynamics, but a scrupulous examination of dropsonde soundings during PL
events over the North Sea by Linders and Saetra (2010) demonstrated that the atmo-
sphere was not conditionally unstable. More importantly, the observed CAPE values
were equivalent to the heat flux from the surface and therefore it was unlikely that the
CAPE represented any significant part of the energy budget of a PL, integrated over
a long period. Instead, Linders and Saetra (2010) suggest that CAPE expresses not a
reservoir of energy, but a flux.

An alternative convective theory was proposed by Emanuel (1986) and has contin-
ued to be refined (Montgomery et al., 2015). It is known as wind-induced surface heat
exchange (WISHE). The essence of the theory consists of the direct feedback between
low-level wind speed and speed-dependent surface heat fluxes. Emanuel and Ro-
tunno (1989) applied WISHE for PL development using an axisymmetric model and
concluded that this mechanism explains at least some PL events. Another idealised
study (Craig and Gray, 1996) found that PL growth is more sensitive to surface drag
than to surface heat fluxes, providing evidence in favour of the WISHE mechanism
over CISK. It was also supported by a real case study of a PL during the IPY-THORPEX
campaign (Føre et al., 2012), and by another case study of a PL in the Barents Sea (Kol-
stad and Bracegirdle, 2017).

However, this mechanism has some caveats, such as the required assumption of
gradient-wind balance and axisymmetry of the vortex (or a closed circulation in the
vertical plane). Climatological studies have shown that less than one third of all PLs
are identified as symmetric on satellite images (e.g. Blechschmidt, 2008). This calls for
further improvements in the theory of convective PLs, possibly by incorporating some
of the novel ideas in tropical cyclogenesis, such as rotating convective paradigm, also
referred to as ‘vortical hot towers’ (Montgomery and Smith, 2014).

1i.e. when lapse rate of temperature is less than the dry-adiabatic lapse rate but greater than the
moist-adiabatic lapse rate
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FIGURE 1.5: Sea surface temperature (◦C, contours), sea ice boundary (15 %, orange line), sea
ice cover(gray area), and surface elevation (m, shading) in ERA5 reanalysis. The mean is taken
over October–April 2008–2017.

To some extent the above mechanisms are similar or can even be regarded as
‘variations of convective closure rather than being fundamentally different’ (Renfrew,
2003). They are also hard to distinguish given the constraints of limited observa-
tional data. Moreover, a common requirement for these convective theories is an ini-
tial finite-amplitude disturbance that would somehow organise the convection. It is
clear though, that the role of convection in PL development is far greater than in mid-
latitude synoptic-scale cyclones.

Finally, radiative processes remain as a less explored factor in PL development.
Craig (1995) applied an axisymmetric model to show that larger long-wave radia-
tive cooling can lead to higher growth rates in convective PLs. The main mechanism
for this enhancement is the increase of the radial temperature gradient between the
warm core with latent heat release and the surrounding regions where radiative cool-
ing takes place. However, being short-lived wintertime phenomena, PLs are unlikely
to be affected by the diurnal cycle of incoming solar radiation.
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1.3 Environments conducive to polar low development

1.3.1 Atmospheric circulation

Certain patterns of the large-scale atmospheric circulation in high latitudes can be
conducive to PL activity. In a study by Forbes and Lottes (1985), the location of in-
cipient disturbances relative to synoptic-scale environment was found to be decisive
for their evolution into intense PLs. For instance, non-developing cyclones were char-
acterised by unfavourable vorticity advection. Businger (1985) conducted one of the
first synoptic-scale composite analyses with regards to PL activity in the North At-
lantic. His results were broadly confirmed by Blechschmidt et al. (2009) who found
that PLs in the Barents Sea preferentially develop during a strong blocking over Ice-
land and low pressure over the Barents Sea, while western Nordic PLs preferentially
develop during a blocking over Greenland and a surface low over the Norwegian Sea.
These findings were also refined by Mallet et al. (2013) and Mallet et al. (2017). They
found that PL activity is mostly observed in the Atlantic Ridge regime and in the neg-
ative phase of the North Atlantic Oscillation (NAO), see Fig. 1.6. It is important to
be cautious when averaging the circulation patterns for different types of PLs. For
instance, Terpstra et al. (2016) show that forward-shear PLs (mean wind aligned with
thermal wind) are associated with a synoptic-scale ridge over Scandinavia (opposite
of AR in Fig. 1.6), while their reverse-shear siblings favour the situation with a trough
over that region.

FIGURE 1.6: The four wintertime (November–March) weather regimes over the North Atlantic
region from Mallet et al. (2017). The contours show sea level pressure (SLP) daily anomalies
(Pa).

The Atlantic ridge and negative NAO weather regimes are generally characterised
by a northerly geostrophic flow over the Nordic Seas, which results in the advection of
cold air from the Arctic over an ice-free surface of the Atlantic Ocean, i.e. CAOs (Kol-
stad et al., 2009; Papritz and Spengler, 2017). Consequently, the modus operandi of Nor-
wegian forecasters is to look at the temperature difference between sea surface tem-
perature (SST) and the temperature of the middle troposphere (typically at 500 hPa).
Kolstad (2011) suggested a refinement of this criterion by combining the marine CAO
index (Kolstad and Bracegirdle, 2008) with the pressure at the tropopause level. It is
suggested that the reduced tropopause height is imperative to the frequency, whereas
the static stability determines the location of PL events.
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FIGURE 1.7: Mean frequency of the most intense category of CAOs from Papritz and Spengler
(2017).

1.3.2 Surface forcing

Geographical features of certain high-latitude regions can make the background en-
vironment more favourable for PL development. In the Nordic Seas, these include a
number of environmental factors, namely the distribution of ocean currents and sea
ice, as well as the location of mountainous islands.

Fig. 1.5 demonstrates a persistent anomaly of SST associated with warm ocean cur-
rents off the coast of Norway. The high temperature contrast between the relatively
warm ocean surface and cold air coming from the sea-ice covered Arctic can lead to
large surface heat fluxes and widespread convection, which can be organised into a
PL. The presence of the warm West Spitsbergen Current (Fig. 1.8) results in a concave
wedge of open water just west of Svalbard which coincides with the strongest CAOs
in the Nordic Seas (Fig. 1.7). This ice-free region is associated with PL genesis and is
sometimes referred to as the ‘cradle of polar lows’ (T. E. Nordeng, personal communi-
cation).

The role of sea ice in PL development is twofold. First, the sea-ice edge represents
a zone with sharp gradients of temperature, roughness, and albedo, resulting in large
differences in the energy budget of the atmospheric boundary layer, especially during
winter. Due to the differential heating from the surface, shallow frontal zones are com-
monly formed, which often lead to the formation of mesoscale vortices and eventually
intense PLs (Albright et al., 1995; Heinemann, 1997; Harold et al., 1999b). Second, the
difference in momentum fluxes due to surface roughness over the ocean, marginal ice
zone (Elvidge et al., 2015a), and the sea ice, can result in barotropic vorticity generation
(Rasmussen and Turner, 2003).

In the context of the Nordic Seas, there has been little research focusing on how
sea ice affects PLs. In a quasi-idealised study, Dierer and Schluenzen (2005) estimated
the interaction between a mesoscale cyclone and different sea ice parameters. They
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demonstrated that the surface heat fluxes strongly depended on the sea ice distribu-
tion, which is more important than the absolute amount of sea ice in the area. The
cyclone development was also highly influenced by its track relative to the ice edge,
while the impact of the ice thickness and the ocean currents was negligible. Adakudlu
and Barstad (2011) investigated the life cycle of a Barents Sea PL and tested its sensi-
tivity to the distribution of sea ice and SST. A minor weakness of their study is that the
model did not reproduce a PL in the control case. They concluded that the removal
of sea ice allows the simulated PL to fully develop, while the increased SST leads to
a strong vertical coupling between the cyclone and an upper-level PV anomaly. To
some extent, the research presented in Chapter 3 continues the work of Adakudlu and
Barstad, but concentrates on PLs that develop in a different synoptic situation.

Returning to Fig. 1.5, it can be seen that the northern part of the region is bounded
by several orographic obstacles, namely Greenland to the west, Svalbard to the north,
Novaya Zemlya to the east, and Scandinavia to the south-east. Although Greenland’s
orography is not the most common cause for intense PLs (Kristjánsson et al., 2011),
forecast failures still occur, with model errors in some cases propagating downstream
towards Scandinavia and the British Isles (Kristjánsson et al., 2009). The mentioned
studies indicate that model representation of cyclogenesis in the region off east Green-
land is sensitive to the orography of the island.

Svalbard has received practically no attention with regards to its role in PL ac-
tivity. Notwithstanding its rather small size, the flow distortion associated with the
archipelago is comparable to that of larger mountains in low latitudes due to typi-
cally high static stability (Skeie and Grønås, 2000). The deflection of the northerly or
northeasterly flow by Svalbard often produces low-level jets at its flanks (Reeve and
Kolstad, 2011), and the shear vorticity associated them can create conditions prone to
barotropic cyclogenesis (e.g. Smith, 1989a; Petersen et al., 2003). Whether Svalbard’s
orography contributes to the formation or maintenance of PLs downstream, is also
addressed in Chapter 3.

Even less research has been dedicated to the interaction of PLs with isolated islands
and their orography. However, it can be anticipated that with Arctic sea ice retreating
northward due to the climate change, archipelagos such as Svalbard will change their
role in PL development. According to some of the recent climate modelling studies
(e.g Zahn and Storch, 2010; Romero and Emanuel, 2017), the area of PL genesis will
shift to the north of Svalbard. Hence, for southward moving PLs originating there,
Svalbard will represent a downstream obstacle. This can lead to various flow distor-
tion regimes such as lee intensification through vortex stretching and cyclone splitting
(Kristjánsson et al., 2011). Cyclone splitting, for instance, was the focus of Moore and
Vachon (2002), in which an unusual case of PL formation over the Labrador Sea was
investigated. It developed out of a remnant of a synoptic-scale cyclone that underwent
a bifurcation due to interaction with the high topography of southern Greenland. A
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FIGURE 1.8: Area of PL genesis over the Nordic Seas from winter 1999–2000 to winter
2012/2013 (Rojo et al., 2015). Red and blue arrows approximately show the warm and cold
ocean currents.

part of the split cyclone moved northward and with the aid of an upper-level PV
anomaly grew into a spiral-like PL.

The PLs’ kinship with tropical cyclones may be of help due to the fact that tropical
cyclone interaction with orography has received more attention. For example, Tang
and Chan (2014) and Tang and Chan (2015) provide new insights into the effect of local
and remote topographies (Taiwan, Philippines and China terrain) on typhoon tracks.
The authors found that tropical cyclone movement is deflected by terrain-induced
diabatic heating and secondary gyres, rotating cyclonically around the vortex (Tang
and Chan, 2014). In the second part of their study Tang and Chan (2015) extended
their investigation to assess the importance of the initial location of a tropical cyclone
on the degree of its deflection by Taiwan. Moreover, China’s orography appears to
shift the tropical cyclone tracks westward due to the advection and diabatic effects.

A lot of mentioned above studies on the role of orography and sea ice in PL evo-
lution permit for a detailed examination of their dynamics and modification of their
structure in sensitivity experiments. However, to make broader conclusions about the
importance of these factors, a climatological study is required. In the next section, re-
cent climatological studies for the Nordic Seas are briefly reviewed, as a motivation
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for Chapter 4.

1.4 Statistical studies of polar lows in the Nordic Seas

Using satellite imagery over a two-year period, Blechschmidt (2008) revealed that the
main PL genesis regions lie between Iceland and Finnmark in the Norwegian Sea,
in the Barents Sea and in the lee region of Cape Farewell. Blechschmidt reports that
Nordic Seas PLs generally occur in winter with a maximum in November or January,
but also exhibit high interannual variability.

With the help of forecasters at the Norwegian Meteorological Institute, Noer et al.
(2011) developed the Sea Surface Temperature and Altimeter Synergy for Improved
Forecasting of Polar Lows (STARS) database, which is the most commonly used record
of manually-tracked PLs in the Nordic Seas area. The genesis density was found to be
rather evenly distributed over the Norwegian and Barents Seas, following the warm
ocean current zones mentioned in Sec. 1.3. A weak local maximum was located close
in the eastern Norwegian Sea and is known as ‘Tromsø flake’. The authors suggest
a link between this ‘hot spot’ and the convergence of CAOs in the lee of Svalbard.
With regards to the seasonal cycle, Noer et al. (2011) confirm the earlier findings of
Wilhelmsen (1985) and Bracegirdle and Gray (2008) that there is a minimum of PL
activity in February and explain it by the prevalence of a surface anticyclone over the
Scandinavian mainland.

The study by Noer et al. (2011) was extended by Rojo et al. (2015), who exam-
ined the basic PL characteristics (e.g. lifetime, diameter, vector of propagation, etc).
Amongst their new findings was an eastward shift of the PL genesis area through-
out the cold season. They also speculated that the formation of two PLs in seemingly
unusual locations (one in the Kara Sea and one to the north of Svalbard) could be
attributed to a reduction of sea ice cover.

The caveat of most statistical studies mentioned above is that they rely on different
definitions of PLs, and their tracks are based on subjective identification from satellite
images, which inevitably introduces ambiguity and makes it hard to reproduce the
results. Only a handful of studies utilise objective detection methods and reanalyses
to compile a present-day climatology of PLs in the Nordic Seas (e.g. Condron et al.,
2006; Bracegirdle and Gray, 2008; Zappa et al., 2014; Michel et al., 2018; Stoll et al.,
2018). In most of these studies reanalyses’ grid spacing was too coarse to resolve the
full spectrum of mesoscale cyclones, missing the smaller and weaker ones. Moreover,
these studies focused neither on the correlations between PL activity and Arctic sea
ice (except for a small section in Michel et al. (2018) and Smirnova et al. (2015)), nor
on the climatological role of Svalbard. The third part of this thesis is built on a new
climatology and attempts to identify possible links between the Arctic sea ice decline
and mesoscale cyclone density over the northeastern North Atlantic.
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1.5 Questions addressed in this work

In short, this thesis aims to answer a number of questions.

• What is the mesoscale wind, thermal, and cloud structure of a typical shear-line
PL?

• How well does the UK Met Office Unified Model reproduce the evolution and
dynamics of PLs?

• To what extent does the presence of Svalbard influence the generation and in-
tensification of mesoscale cyclones in the Nordic Seas?

• How important for PL evolution is the distribution of the sea ice in the area
around Svalbard?

• How does the new ERA5 reanalysis compare to its predecessor with respect to
objective tracking of PMCs?

• Are the local changes in cyclone tracks related to the Arctic sea ice decline?

1.6 Thesis outline

There is still some controversy in our current understanding of the mechanisms of
PMC development, as well as their large-scale patterns. Addressing the questions
mentioned above, the structure of the present work is as follows. In chapter 2, a de-
tailed analysis of a shear-line PL at the leading edge of a CAO is presented using com-
prehensive observations from a well-instrumented aircraft, dropsondes, scatterome-
ter and CloudSat data, and numerical modelling output from a convection-permitting
configuration of the UK Met Office Unified Model. This provides a unique insight
into the structure of this type of PL and validates the numerical model for subsequent
work. In Chapter 3, we investigate the influence of the orography of Svalbard and
the sea ice cover in the Norwegian and Barents seas on PL development using a case
study approach. In Chapter 4, we expand our study of PLs to a climatological perspec-
tive. We use the state-of-the-art ERA5 reanalysis and an objective tracking algorithm
to examine spatiotemporal distribution of PLs, as well as the differences between the
representation of PLs in ERA5 and in ERA-Interim. Chapter 5 gives a summary of our
work and outlines possible directions for future research.





2
Structure of a shear-line polar low

This chapter is based on a paper that has been published in the Quarterly Journal
of the Royal Meteorological Society with the same title (Sergeev et al., 2017). The
text in the chapter is largely unchanged from the published manuscript. D.E. Sergeev
was responsible for the work, under supervision by I.A. Renfrew, T. Spengler, and S.
Dorling, who provided scientific input and helped revise the text for publication. The
comments of three anonymous reviewers also helped to improve the manuscript.

2.1 Introduction

Myriads of mesoscale vortices emerge over the Norwegian Sea during the extended
winter period (Rojo et al., 2015; Kolstad, 2011). The life cycle of each of these vortices
is uniquely shaped by its environment and by complex interactions between different
physical processes such as baroclinic instability, latent heat release, and surface heat
exchange. Under favourable conditions, some of these vortices gain sufficient energy
to produce near-surface gale force winds and are referred to as polar lows (PLs) — one
of the most extreme weather events of the high latitudes. With their intensity, they
are a threat to coastal and maritime socio-economic activities (Hamilton, 2004). The
chronic lack of in situ observations at high latitudes makes it challenging to forecast
these small-scale and explosive weather phenomena accurately, even for modern nu-
merical weather prediction (NWP) systems (Kristiansen et al., 2011). This shortcoming
is especially true at the early stages, when incipient perturbation PLs can be embedded
in convergence zones with large horizontal wind shear. We present the evolution of
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such a shear-line PL using comprehensive observations obtained during the Aerosol-
Cloud Coupling And Climate Interactions in the Arctic (ACCACIA) field campaign,
in conjunction with satellite data and high-resolution model simulations performed
with the UK Met Office’s Unified Model (MetUM) — their operational NWP model.
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FIGURE 2.1: Observational and modelling domains. Cloud cover is shown as Advanced Very
High Resolution Radiometer (AVHRR) channel 4 image (1220 UTC 26 March 2013). The mod-
elling domains with 2.2 km and 0.5 km grid spacing are marked by the red and orange boxes,
respectively. The flight track (1016–1405 UTC) is shown by the purple line and dropsonde lo-
cations are marked as numbered triangles. The CloudSat (cyan) and Advanced Scatterometer
(ASCAT) (blue) swaths are also overlaid. Model topography is shaded (m).

Several modelling studies have been focused on the dynamics of PLs over the
Nordic Seas, for example, Adakudlu and Barstad (2011), Nordeng and Røsting (2011),
and Claud et al. (2004). To improve our theoretical concepts and to verify numeri-
cal models, it is necessary to gather detailed information about the anatomy and life
cycles of archetypal PLs, ideally with high-quality airborne observations. However,
aircraft field campaigns are expensive, with the additional impediment that it is dif-
ficult to have the aircraft in the right place at the right time to obtain the most useful
observations. Consequently, less than a dozen PLs have been investigated by research
aircraft.
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The classic case study by Shapiro et al. (1987) of a Norwegian Sea PL provides a
vivid picture of a meso-α-scale vortex with well-defined mesoscale fronts and strong
winds. Using data from an extensive range of observations, they conclude this PL was
induced by a propagating upper-level trough and intensified due to baroclinic insta-
bility and convection. The wind speeds exceeded 30 m s−1 and were observed below
2 km at a radius of 100 km, with relative vorticity above 2× 10−3 s−1, representing the
‘truly mesoscale’ nature of the PL. Subsequent studies report similar PL structures
with diameters typically in the range 300–700 km and maximum wind speeds usually
above 20–25 m s−1 (e.g. Douglas et al., 1995; Brümmer et al., 2009; Føre et al., 2011). Es-
timated latent and sensible heat fluxes range between 200–500 W m−2 with the Bowen
Ratio close to unity.

Modern aircraft observations of PLs can be substantially complemented by air-
borne lidar. For example, Wagner et al. (2011) used two lidars, including a Doppler
wind lidar, to provide high-resolution cross-sections of water-vapour mixing ratio,
backscatter ratio, and horizontal wind speeds through the inner part of a PL. These
observations provide a very thorough description of a PL ‘eye’ and were essential to
compare against the authors’ axisymmetric and NWP models.

In the absence of in situ observations, satellites provide a sweeping source of ob-
servational data for PL detection and analysis, for instance through cloud imagery
from the Advanced Very High Resolution Radiometer (AVHRR) (Harold et al., 1999a).
Ocean wind vectors from scatterometers are among the spaceborne data assimilated
by forecasting centres (Chelton et al., 2006). A few case studies also pinpoint the ben-
efits of using synthetic aperture radar (SAR) images to examine the finescale (reso-
lution of 100–200 m) features of near-surface winds within PLs (Moore and Vachon,
2002; Furevik et al., 2015). A new powerful tool to study the internal properties of
PL clouds has become available with the launch of NASA’s CloudSat in 2006. Cloud-
Sat measures radar reflectivity versus altitude in a nadir slice along the satellite track.
Unlike hurricanes (Tourville et al., 2015) and mid-latitude cyclones (Field et al., 2011),
to the authors’ knowledge there are no detailed PL investigations based on Cloud-
Sat data except for a short note by Forsythe and Haynes (2015), who briefly illustrate
CloudSat’s intersection of a PL that developed over the Labrador Sea in November
2013.

There were multiple PL events around the Svalbard Archipelago during the AC-
CACIA intensive observational period in March–April 2013, and one of the most in-
tense was investigated by the research aircraft on 26 March. The objective of this study
is to scrutinise the structure of this PL, which developed along a shear line south of
Svalbard. We focus specifically on the mesoscale features of the wind and tempera-
ture fields and especially on the cloud properties of the PL, assessing the liquid water
and ice concentration at different levels. We use a wealth of observations, including
direct measurements and dropsondes from the research aircraft; CloudSat radar data
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and MetOp-A’s scatterometer products. In addition, the MetUM is run at convection-
permitting 2.2 km grid spacing, in order to to deepen our analysis of the PL and vali-
date this state-of-the-art operational model against the aforementioned observations.
The choice of this PL is dictated by the uniqueness of the successful aircraft observa-
tions and their coincidence with appropriate satellite overpasses.

Sections 2.2 and 2.3 describe the observational data and the model set-up respec-
tively. Section 2.4 presents the large-scale synoptic conditions before and during the
PL development. Section 2.5 discusses the evolution of the PL and section 2.6 de-
scribes the mesoscale structure of the PL, while both evaluate the performance of the
model. Section 2.7 synthesises and concludes this study.

2.2 Observational data

2.2.1 Direct observations

Our domain of interest is shown in Fig. 2.1. Data were gathered by the Facility for Air-
borne Atmospheric Measurements (FAAM) BAe-146 aircraft during flight B763 on 26
March 2013. The on-board instruments provided standard meteorological variables,
including the three components of wind velocity, pressure, temperature, and humidity
(see e.g. Renfrew et al., 2008). Cloud droplet and ice crystal concentrations were sam-
pled by the Cloud Droplet Probe (CDP) and the Two-Dimensional Stereoscopic Probe
(2D-S) respectively; both optical scattering probes. The particles were categorised by
size and shape, and their number densities were converted to liquid (LWC) and ice wa-
ter content (IWC). In addition, estimates of liquid water content (LWC) and total (ice
plus liquid) water content (TWC) were provided by the hot-wire deep cone Nevzorov
probe (Korolev et al., 1998). For convenience, all aircraft measurements are shown at
1 Hz resolution, which corresponds to a resolution of ≈100 m in the horizontal.

In addition, eleven GPS dropsondes (Vaisala RD93) were released sequentially ev-
ery ≈5 min to obtain the vertical structure of the atmosphere. With typical terminal
velocities of about 10 m s−1 (Petersen et al., 2009), they provide vertical profiles of
wind speed and direction, pressure, temperature, and humidity.

The B763 flight took place in the northern part of the Norwegian Sea, approxi-
mately within the area of 73◦–75◦N, 4◦–10◦E with the flight track following a ‘butter-
fly’ pattern (A-B-C-D-A). The period of measurements lasted from 1100 to 1400 UTC.
Two legs (A-B, B-C) were made at an altitude of ≈6000 m above sea level (ASL) when
the dropsondes were released and their data sent to the Global Telecommunication
System (GTS). The descent from C to D gave information about clouds on the north-
ern side of the PL. The low-level quasi-horizontal run from D to A (with partial legs
from A back towards D) was mainly at 35 m ASL to allow estimates of surface layer
characteristics. However, due to low visibility the aircraft ascended to 300 m ASL for
15 min. The mission finished with an ascending profile, in calm conditions close to
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point A. Overall, the flight was successful as both sides of the shear line were probed
with profiles and legs at several altitudes.

2.2.2 Satellite data

Satellite remote-sensing instruments provide estimates of cloud composition, surface
winds, and radiative fluxes.

Near-surface wind speed was obtained by the ASCAT installed on the polar-orbiting
MetOp-A satellite. The dataset used in this study has 12.5 km resolution and covers
the ocean surface in two 550-km-wide swaths. The applicability of ASCAT data to PL
studies is discussed by Zabolotskikh et al. (2013) and Furevik et al. (2015). Although
the satellite orbit goes through the same high-latitude region several times a day, only
a few of the overpasses fully captured the observed shear-line. We will focus on the
1300 UTC overpass.

Another satellite product comprises snapshots of top-of-atmosphere outgoing long-
wave radiation (TOA OLR) retrieved by NOAA’s AVHRR instrument. Observations
are made in the thermal infra-red channel (10.3–11.3 µm) with 1.09 km spatial resolu-
tion and give an excellent overview of the cloud features associated with the cold air
outbreak (CAO) (see Fig. 2.1).

Until recently, the vertical structure of high-latitude marine weather phenomena
could only be sampled by direct airborne observations or, rarely, by a research ves-
sel’s radar (e.g. Shapiro et al., 1987). With the advent of CloudSat, carrying a highly
sensitive 94 Hz cloud profiling radar, it has become possible to dissect and study the
internal structure of such phenomena more comprehensively. Being a polar-orbiting
satellite with sun-synchronous orbit, CloudSat provides a good coverage of high lati-
tude regions. It repeats the same ground track every 16 days, meaning that the Norwe-
gian Sea, for example, is probed on average 4 times per day. Fortunately, the CloudSat
orbit passed exactly over the area of interest within the period of aircraft observations
(around 1130 UTC), allowing us to complement the observational dataset with radar
reflectivity and other derived quantities sampled at 240 m vertical resolution and with
1.4×1.7 km footprint size. The reflectivity is measured within −30 to 40 dBZ range
(Tourville et al., 2015).

2.3 Numerical model

We use one of the latest versions (vn10.2) of the UK Met Office’s Unified Model (Me-
tUM) in atmosphere-only mode for this study. The model has been used several times
in previous PL studies (e.g. Irvine et al., 2011; Bracegirdle and Gray, 2009). The basic
equations of the model are described in Davies et al. (2005) and essentially represent
the atmosphere as a deep non-hydrostatic fully compressible fluid. The equations are
discretised on an Arakawa C-grid in the horizontal and a Charney-Phillips grid in the



24 Structure of a shear-line polar low

vertical. Recently, significant improvements to the numerical schemes have been im-
plemented in the model’s dynamical core, now referred to as ‘ENDGame’ (Wood et
al., 2014). Changes to the model’s physics, amongst many, included a new orographic
drag scheme, a corrected convection entrainment scheme, and revised turbulent mix-
ing for stable, unstable, and shear-dominated boundary layers, which improves the
representation of clouds in polar CAOs (Brown et al., 2008).

TABLE 2.1: MetUM set-up.

Category Specification

Version; nesting suite id 10.2; u-aa753

Dynamical core Fully compressible non-hydrostatic Navier-Stokes equations

Advection scheme Semi-implicit, semi-Lagrangian predictor-corrector scheme

Turbulence closure
• Unstable conditions: non-local closure
with entrainment fluxes
• Stable conditions: SHARPEST scheme

Microphysics Single-moment 3-phase

Convection Explicit

Cartographic projection rotated pole

Horizontal grid spacing 2.2 km

Horizontal domain 1300 km×1300 km

Rim width (grid points) 24

Vertical grid 70 levels, including 16 levels below 1 km

Time step 60 s

Output frequency 1 h

The MetUM cloud microphysics scheme is a single-moment three-phase represen-
tation based on Wilson and Ballard (1999), with the use of multiple sub-time stepping
and extensive modifications (e.g., the particle size distribution is described in Abel and
Boutle, 2012). The parametrisation uses prognostic cloud water and rain mixing ratios
for the liquid phase. For ice there is a prognostic variable that represents all ice in the
grid box. Production or loss of cloud water, ice and rain is governed by such processes
as condensation, evaporation, autoconversion, accretion, droplet settling, freezing of
droplets by ice nucleation, diffusional growth, and riming. The maximum ice nucle-
ation temperature was set to −10◦C. For the large-scale cloud, the Smith scheme was
used, which depends on the diagnostic cloud fraction and condensate variables, based
on a symmetric triangular PDF of subgrid variability.

The model calculates surface fluxes separately on each tile using the similarity
theory. For the boundary layer, the scheme described by Brown et al. (2008) is used.
Although the sensitivity of PLs to the sub-grid mixing parameterization is beyond the
scope of this chapter, the MetUM schemes used in the present study have been tested
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in PL cases by e.g. Irvine et al. (2011) and McInnes et al. (2011), who have shown that
the boundary layer and surface fluxes paramerizations are suitable for reproducing
these events. Table 2.1 shows key model specifications. More details of the MetUM
can be found in Walters et al. (2017) and references therein.

A global MetUM simulation with N768 resolution (17 km) was initialised using the
operational analysis and generated boundary conditions for a nested model (Nesting
Suite version u-aa753). The horizontal grid spacing of the limited area model was
≈2.2 km, while the time step was 60 s. The domain was centred at 74◦N, 15◦E to cap-
ture the movement of the shear line and the emerging PL, as well as the northerly
CAO flowing around the Svalbard archipelago (Fig. 2.1).
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FIGURE 2.2: ERA-Interim air temperature (colour shading, K) and geopotential height (cyan
contours, 10 m) at 500 hPa (a, b) and 850 hPa (c, d) for 0000 UTC (left column) and 1200 UTC
(right column) 26 March 2013. The location of the PL (from subjective satellite analysis) is
marked.

We tested the impact of the initialisation time, starting the simulations at 0600 UTC,
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1200 UTC, 1800 UTC 25 March, and 0000 UTC 26 March. The majority of the analy-
sis focuses on the midday conditions on 26 March. An additional experiment was
performed with even smaller horizontal grid size (0.5 km) for the central part of the
coarse-resolution domain (orange box in Fig. 2.1).

The model output frequency was set to 10 minutes during the aircraft observations
period and to one hour for the remaining time. All variables were interpolated to the
middle points of grid boxes, to avoid problems with data analysis on the staggered
grid. We use the Python packages iris (Met Office, 2016) and matplotlib (Hunter,
2007) for analysis and visualisation. All the code used in this study is publicly avail-
able on GitHub1.

2.4 Synoptic overview

To understand the background state of the atmosphere prior to and during the PL
event, we examined the 6-hourly European Centre for Medium-Range Weather Fore-
casts (ECMWF) ERA-Interim reanalysis. Although there are notable constraints on
how accurately PLs are represented in this dataset (Zappa et al., 2014; Laffineur et al.,
2014), its purpose here is to give a general picture of the large-scale circulation over the
North Atlantic. At the end of March 2013, polar maritime air masses over the western
part of the Norwegian Sea were swept away by colder Arctic air during an intense
CAO. An upper-level ridge shifted south-westwards, and the study area began to be
dominated by a cold trough, which stretched from the eastern Barents Sea with core
temperatures below −45◦C (Fig. 2.2a). By the time of the PL event the temperature at
500 hPa had lowered by ≈8 K over the Norwegian Sea. Upper-level forcing appears
important due to a large potential vorticity (PV) anomaly on the 285 K isentropic sur-
face (Fig. 2.3). The PV maximum reached values of 4–4.5 PVU and was located to the
north (upstream) of the developing PL.

The 850 hPa thermal field reveals an intensification of the baroclinic zone, as shown
in Fig. 2.2c, d. Shaped by the CAO to the west and warm sector advection to the east,
it spreads all the way from Iceland to the eastern coast of Svalbard, and its orientation
slowly became more meridional. The northern part of the baroclinic zone was charac-
terised by a vertical velocity dipole with maximum amplitude at the height of 700 hPa,
about 5◦ to the east of of the observed PL position (not shown).

In the lower troposphere, a stationary large-scale depression prevails over the area
of interest, as shown by 850 hPa geopotential height (Fig. 2.2d) and also evident in the
SLP simulated by the MetUM (Fig. 2.4a,c,e). The synoptic depression slowly deepens,
and the cloud bands of several mesoscale vortices can be clearly distinguished on its
periphery, including the one that was probed by the aircraft (Fig. 2.1, 2.4e). Originating

1https://github.com/dennissergeev/structure-of-a-shear-line-polar-low-notebooks

https://github.com/dennissergeev/structure-of-a-shear-line-polar-low-notebooks
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FIGURE 2.3: ERA-Interim isentropic PV (colour shading, PVU) at 285 K for (a) 0000 UTC and
(b) 1200 UTC 26 March 2013.

in the CAO in the rear part of the synoptic low, the vortices are steered by the cyclonic
flow and form a typical ‘merry-go-round’ pattern (Forbes and Lottes, 1985).

The CAO appears in the cloud imagery as an area of shallow cellular convection,
which again indicates significant surface-atmosphere temperature contrasts. In fact,
the so-called marine cold-air outbreak (MCAO) index, which is proportional to the
potential temperature difference between surface skin temperature and 700 hPa height
(Bracegirdle and Kolstad, 2010), on 26 March was at its highest for the ACCACIA cam-
paign period, implying that the observed PL developed during the strong advection
of an Arctic air mass over the relatively warm ocean surface. These conditions of-
ten result in PL propagation being opposite to the thermal wind, i.e. reverse shear
conditions (Terpstra et al., 2016).

Given the outlined synoptic conditions, it is not surprising that PLs developed.
The observed PL of interest started to grow on a convergence line (a trough in the
SLP field, Fig. 2.4a) in the lee of Svalbard. The convergence line, discernible in the
relative vorticity field (Fig. 2.4b,d,f) at the leading edge of the trough, folds into the PL
of interest and spawns chains of mesoscale waves along the NW and NE shear lines
(see Sec. 2.5.2). In the satellite image at 1220 UTC (Fig. 2.1), when the PL is centred
at 73◦N, 5◦E, it can be pinpointed as a beak-like signature of bright (and hence, deep
convective) cloud bands. The large-scale circulation during the PL event is common in
this region: for example, the PL of 3–4 March 2008 developed in a similar background
(Kristjánsson et al., 2011).
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FIGURE 2.4: Temporal evolution of the PL shown by (a,c,e) simulated TOA outgoing long-
wave radiation (OLR) (W m−2) with overlaid sea level pressure (SLP) (red contours, hPa) and
(b,d,f) relative vorticity (10−4 s−1) at 950 hPa. (a,b) 25 March 1800 UTC, (c,d) 26 March 0200
UTC (e,f) 26 March 1300 UTC. The dashed box displays the close-up area shown in Fig. 2.5
and 2.9.
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2.5 Polar low simulation

Several model experiments have been conducted before analysing the weather phe-
nomenon in detail. The set of experiments with 2.2 km grid spacing simulates the
flow evolution skilfully, even with the default parameterization settings, usually ap-
plied for operational NWP over the British Isles. We carry out the MetUM validation
primarily for wind velocity (u and v components), air temperature (T), air pressure
(p), specific humidity, LWC and IWC, as well as sea surface temperature (SST), and
surface sensible (SHF) and latent (LHF) heat fluxes.

2.5.1 Sensitivity to grid spacing and initialisation time

For the first time, a PL is simulated using a horizontal grid size of 0.5 km. The corre-
sponding domain 500×500 km in size is nested in the 2.2 km domain (Fig. 2.1). Despite
a finer representation of discrete convective cells, a qualitative comparison of wind
speed and surface pressure revealed that this reduction in grid spacing does not give
a remarkable improvement in model performance. This finding agrees with McInnes
et al. (2011) for the same numerical model, who found that going from 12 km to 4 km
in horizontal spacing lead to considerably better results, while going further to 1 km
was less fruitful.

Forecasting such rapidly evolving PLs is known to be sensitive to the numerical
model’s initialisation time (Irvine et al., 2011). Comparing the satellite data with the
modelled total cloud amount we noticed that the model reproduces the cloud pat-
terns accurately both when initialised at 0000 UTC 26 March or 12 hours earlier (not
shown). On the other hand, the cloud bands surrounding the PL eye in the forecast
from 0000 UTC mismatch reality as observed by AVHRR and the 1200 UTC 25 March
simulation, e.g. the cloud-free gap between the two main cloud bands is missing in
the 0000 UTC forecast (See Fig. 2.1, 2.4e). In terms of SLP, the PL minimum is slightly
deeper in the later forecast (0000 UTC), leading to a stronger pressure gradient and
higher than observed wind speeds. In longer lead-time simulations, the model skill
deteriorates significantly, e.g. in the experiment starting at 0600 UTC 25 March, the
wind maximum has a different shape and is located quite far from the observed shear
line (not shown).

The initialisation time experiments expose a degree of sensitivity in the location
and shape of the shear line. The simulation initialised at 1200 UTC 25 March best
matches the observations, particularly of low-level winds. This lead time (≈24 h) is
probably not significant, as the size of the limited area domain was a factor, as well as
the atmospheric state at initialisation time.

To sum up, the forecast run starting at 1200 UTC 25 March is chosen as the control
experiment, as it qualitatively resembled the observations best, and is thus used for
the further analysis of the internal structure of the PL.
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FIGURE 2.5: Surface wind magnitude and direction (a) estimated by ASCAT and (b) simulated
by MetUM. Wind speed from the model (colour shading, m s−1) and airborne observations
(coloured circles, m s−1) at 1300 UTC (25 h of the simulation) sampled and vertically averaged
over: (c) 40± 10 m, (d) 300± 30 m.

2.5.2 Life cycle of the polar low

The results of high-resolution numerical experiments in conjunction with satellite im-
agery provide the opportunity to scrutinise the PL development in great detail. On
25 March, the NE flow of the CAO from the Barents Sea converged with the main
branch of the northerly flow, forming a high relative vorticity banner with maxima of
order 10−3 s−1 (Fig. 2.4b). The banner was oriented from N to SE and had a silhou-
ette resembling the Svalbard coastline, while almost the whole area of the Norwegian
Sea was speckled with smaller vortical disturbances. Starting from 1800 UTC (fore-
cast time 6 h), the positive vorticity band began to bend and undulate, generating
mesoscale shear-instability waves. The most unstable of these developed into a quasi-
axisymmetric cyclonic disturbance at 0200 UTC 26 March, at the forecast time of 14 h
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(Fig. 2.4d). The vorticity band continued to roll up, and smaller waves merged into
the dominant mesocyclone, increasing its radius and pressure deficit.

In the morning of 26 March, even though the associated cloud structures do not
stand out in the satellite imagery, they are discernible in the simulated top-of-atmosphere
OLR field, as well as in the surface pressure field (Fig. 2.4c). Over the next 14 hours
the mesocyclone steadily deepened, dominating the vorticity field and maintaining a
cloud-free core (Fig. 2.4e,f). At midday, the PL centre is clearly seen as an SLP mini-
mum (closed 1008 hPa-isobar) and as a dark patch in the OLR field. The main cloud
bands have relatively low OLR (≈140 W m−2), highlighting deep convection, and con-
cur with the high-vorticity banners. Further to the SE, another band of shallow con-
vection is located (grey colours in the satellite imagery). The simulated OLR generally
corresponds very well with the AVHRR image (compare 2.4e to Fig. 2.1), as does the
simulated surface wind and scatterometer data (see Sec. 2.6.1).

At this time (midday, 24 h of the simulation), another mesoscale cyclone develops
on a similarly folding vorticity banner a few hundreds of kilometres from the conti-
nental coast (Fig. 2.4f) and becomes deeper in SLP than the observed PL (Fig. 2.4e)
The new vortex moves northward, creating a large spiral cloud band and developing
a much deeper trough within its core. Meanwhile, the observed PL continues to travel
south-eastward following the large-scale cyclonic flow. The PL grows in diameter,
deepens to ≈1000 hPa and forms a more spiraliform cloud signature, but soon starts
to disintegrate into smaller disturbances that are visible both in the real and simu-
lated cloud imagery (not shown). These disturbances fill the inner region of the PL,
which can no longer be identified by a clear eye. Eventually the PL ceases to exist as a
separate vortex and its remnants are absorbed into the new, stronger cyclone.

2.6 Mesoscale structures

The morphology of the shear-line PL is investigated via a combined analysis of aircraft
flight-level observations, dropsonde profiles, ASCAT wind estimates, radar measure-
ments from the CloudSat and model results. The analysis here is confined to 1100-1400
UTC 26 March 2013. Note the PL translation velocity was about 10 m s−1 from the NW
at this time, subjectively determined from AVHRR imagery.

2.6.1 Horizontal structure

In the lower troposphere, the horizontal wind reaches values of almost 25 m s−1 within
the NE shear line (Fig. 2.5). The second shear line with wind speeds up to 10 m s−1 is
related to NW flow and separated from the former shear line by a thin trail corre-
sponding to the cloudless gap. The scatterometer data generally confirm the model
results, but the gradients are weaker compared to the model and not all the shear-line
waves are well captured, most likely due to the relatively coarse spatial resolution
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FIGURE 2.6: Vertical cross-sections of wind speed (colour shading, m s−1) along the two flight
legs across the shear line based on interpolated dropsonde soundings (top) and model output
(bottom). The simulated vertical velocity (blue contours, m s−1) and tangential wind speed
(black vectors) are overlaid on the bottom panels. Numbered triangles mark sounding loca-
tions. The dropsonde data (top) were smoothed using a 25-second 6-order Butterworth filter.

(12.5 km). The NW shear line and the convergence zone are less sharp in ASCAT data.
Quantitatively, one can see the scatterometer’s estimate is larger by 2–3 m s−1, espe-
cially closer to the PL centre (Renfrew et al., 2009a). Finally, scatterometer retrievals
do not provide a well-defined circulation centre in that region.

The horizontal wind structure is very similar at 300 m ASL, but the magnitude is
several m s−1 higher than at 40 or 10 m (cf. Fig. 2.5b,c,d). The PL core appears as an
area of calm wind conditions, surrounded by shear lines. At this time its diameter is
100–150 km, so it can be classified as a meso-β-scale cyclone. In fact, the core of the
PL consists of several small and weak vortices rotating around the main circulation
axis (Fig. 2.4f). Animations of the wind field suggest that shear instability waves feed
the growing PL, while the vorticity source is concentrated upstream within the NE
shear line. The shear line is comprised of typically 5–6 meso-γ-scale undulations with
wavelengths ranging from 20 to 100 km. With velocity exceeding 27 m s−1, horizontal
gradients are sharper across the shear line than within the PL core.

One of the most active ‘wavy’ parts of the NE shear line was the area of our
airborne observations, which are illustrated in Fig. 2.5c,d by scattered circles. Note
that the markers show not only the aircraft data sampled within the 40± 10 m and
300± 30 m layer, but also the vertically averaged dropsonde measurements, though



2.6. Mesoscale structures 33

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

H
e
ig

h
t,

 k
m

267

267
26

8
268

26
8

269

270
271

272

272

273
274

275276277
A B

(a) Leg AB; Dropsondes

267 268

269

270 271 272

272

273 274

275 276
B C

(b) Leg BC; Dropsondes

0 50 100 150
Distance, km

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

H
e
ig

h
t,

 k
m

266

267268

269

270
271

272

273

274

275276
277

(c) Leg AB; MetUM

0 50 100 150 200
Distance, km

267

268

268

269

270

271 272

273 274 275 276 277
(d) Leg BC; MetUM

0.01

0.10

0.50

1.00

1.50

2.00

3.00g kg-1

FIGURE 2.7: Vertical cross-sections of water vapour mixing ratio (log-scaled colour shading,
g kg−1) and potential temperature (red contours, K), as in Fig. 2.6.

these are from 1.5 h earlier. Both levels demonstrate an excellent match between the
numerical simulation and the observations in terms of the location, shape, and ampli-
tude of shear instability waves.

2.6.2 Vertical structure

The shear line was penetrated several times during the research flight. The first two
times occurred during high-altitude aircraft legs when the dropsondes were released
(Fig. 2.1), providing snapshots of the atmosphere below. As shown in Fig. 2.6, the ver-
tical cross-sections along the two flight legs, from SE to NW (A-B, left panel) and back
to the SSE (B-C, right panel), present the shear line as a zone with a very sharp wind
speed gradient with a typical width of about 50 km, where the wind speed changes
by more than 25 m s−1, yielding a horizontal shear of 0.5× 10−3 s−1. The low-level
jet is located to the NW of the shear zone and was captured by the dropsondes 4
and 9. The jet core is encircled by the 24 m s−1 contour and is confined to the low-
est 1000 m, while the horizontal shear remains large up to about 3000 m. Northward
of the jet the shear is not as strong, defining the forefront of the CAO with steadily
intense northerly flow. The overall correspondence between the observed and simu-
lated winds is quite good. The simulated jet, however, is slightly misplaced and more
vertically constrained, while its magnitude is also lower by several m s−1.
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The shear line is evidently sharper along the B-C leg (Fig. 2.6b,d), which traverses
a crest of one of the instability waves (Fig. 2.5d). Here, the low-level jet concurs with
convection represented by high upward velocities in the model cross-section panels.
Convective updraughts reach 0.55 m s−1 and are concentrated precisely above the jet
core, with a peak at 1500 m. The calm region to the south of the shear line has con-
tinuous downward motions with a minimum of <− 0.10 m s−1 (along the B-C cross-
section).

Two different boundary layers can be identified in the cross-sections of potential
temperature and water vapour mixing ratio (Fig. 2.7). The marine boundary layer of
the warm air mass appears weakly stable and contains more moisture. Due to the high
humidity, the vertical gradient of the equivalent potential temperature (θe, not shown)
reveals that the boundary layer is conditionally neutral to ≈1500 m, while below 100–
200 m there is a conditionally unstable surface layer. In the colder and drier Arctic air
mass, on the other hand, a neutrally stratified boundary layer develops to ≈1000 m,
capped by enhanced stratification above. The isentropic surfaces slant at a relatively
small angle with respect to the surface, forming a thermal front with a θ gradient of
3 K per 50 km in the lower 500–1000 m that appears to be in balance with the wind
shear.

The MetUM skilfully reproduces the temperature field, with the exception of the
very edge of the CAO where the slope of isentropes is smoothed too much. In addi-
tion, the model makes the warm air too stable and colder than the in situ measure-
ments show. In terms of atmospheric moisture, the model amplifies the boundary
layer water vapour maximum at the shear line, which is linked with the strong latent
heat flux (LHF) (next section) and coincident with high vertical velocity (Fig. 2.6d)
associated with strong convection. Quantitatively, our results are similar to those ob-
tained for similar PL cases (Shapiro et al., 1987; Brümmer et al., 2009; Wagner et al.,
2011) where in the cloud bands near the PL core the water vapour mixing ratio is
usually observed to be of the order of 2–3 g kg−1. The θe field is also simulated very
close to the observations, though at the shear line due to the overly humid air, the θe

maximum is larger than in the dropsonde data.

2.6.3 Surface layer characteristics

The high-frequency data collected during the low-level flight legs (D–A) at ≈35 m
ASL allow us to study the shear zone boundary layer in great detail. The first part
of the flight leg (1240–1258 UTC) took place within the CAO, where the steady NNW
wind rose from 15 to 26 m s−1 towards the jet (Fig. 2.8). The time series of potential
temperature also indicates a gradual warming of the surface layer towards the shear
line. At about 1300 UTC, the visibility severely worsened, and the aircraft had to climb
to a higher altitude of ≈300 m ASL for safety reasons. As evident in Figs. 2.5, 2.6, the
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FIGURE 2.8: Time series of aircraft observations from low-level flight legs (D-A) and corre-
sponding MetUM output. From top to bottom: wind speed and direction (barbs in stan-
dard meteorological notation) at aircraft altitude (m) measured by radar altimeter; wind speed
(m s−1); potential temperature (K); total specific humidity (g kg−1); cloud LWC (g kg−1) and
cloud IWC (g kg−1). Thin curves show the original measurements, while thick curves show
time series smoothed by 50-second 6-order Butterworth filter.

boundary layer wind field was well-mixed and the change in altitude does not affect
the representation of the shear line greatly.

Corroborating the dropsonde data from an hour earlier, the horizontal shear line
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appears as a dramatic fall in wind speed over a distance of about 20–30 km. The at-
mospheric conditions within the shear zone are also characterised by a peak of water
content. The specific humidity (Fig. 2.8d), for instance, reaches 4–5 g kg−1, while the
ambient values for the surrounding air mass are 1–2 g kg−1. The peaks in specific hu-
midity, as well as in liquid water and ice particles (two bottom panels, respectively),
are related to the shear-line cloud wall. The cloud base resides very close to the sea
surface as is evident in the peaks of cloud water content (cloud characteristics are pre-
sented in more detail in Sec. 2.6.4).

In the tranquil zone SE of the jet core (starting at 1307 UTC), wind speeds are
5 m s−1 or less; while the direction changes from NE to SE, a transition that is not
well captured by the simulation. The near surface measurements reveal cloud-free
atmospheric conditions with higher potential temperature. The low-level boundary
layer stratification is close to neutral with θ =268.5 K, at least within the lowest 300 m.

After the aircraft descended, it took a U-turn to head NW in the hope of probing
the shear-line again, but this time close to the sea surface. This accounts for the shear
line appearing for the second time at the far right of Fig. 2.8. This second encounter
with the shear zone is valuable as it confirms the observations of the dramatic wind
speed gradient, concomitant temperature gradient, and the cloud wall.

It is obvious that the MetUM capably reproduces the conditions within the surface
layer in and around the shear zone, particularly the wind field, where the average er-
ror is only about 2 m s−1, and the match in gradients is almost perfect. The structure
of the temperature field is predicted with high skill, although the horizontal gradi-
ents are slightly different. On a scale of the full low-level leg, the frontal zone in the
model is steeper than in reality; while on a scale of a few kilometres, fluctuations of
the temperature in the model are smoother than those observed.
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FIGURE 2.9: Surface sensible (left) and latent (right) heat flux (W m−2) from the model (colour
shading) and bulk flux estimates from the aircraft observations (coloured circles) at 1250 UTC.
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An intensive surface heat exchange is maintained by turbulent mixing underneath
the strong low-level jet. Heat transfer from the ocean to the atmosphere exceeds
500 W m−2 and it is most intensive within the developing PL, where the wind speed
also has the largest values. On average, the sensible heat flux (SHF) topped the latent
heat flux (LHF) by at least a factor of 2 and reached ≈350 W m−2 (Fig. 2.9). The SHF
has two distinct maxima, one to the NW of the observed shear line and the other one
to the S of the second shear-dominated flank of the PL. The LHF is largest to the south
of the PL, where the wind velocity is smaller, though the moisture deficit is larger.
Along the NE shear line, the LHF has values up to 220 W m−2. Note the SHF and the
LHF maxima do not always coincide, and the Bowen ratio is not necessarily equal to 2
at a given location. Furthermore, the ratio of the fluxes in Fig. 2.9 is overestimated by
the model, as discussed in the next paragraph. Both the SHF and LHF patterns follow
the NE shear line waves (compare to Fig. 2.5d).

The MetUM’s representation of the boundary layer fluxes is supported reasonably
well by in situ observations. SHF and LHF were calculated along the 35 m flight legs
from measurements of wind, temperature, water vapour mixing ratio, and radiometer
measurements of SST using the COARE2 3.0 algorithm as well as the eddy-covariance
technique (methodology is described in Cook and Renfrew (2015)). Only the bulk
fluxes are shown here. The circles in Fig. 2.9 show where the flux estimates were
made at a flight altitude of 35 m and before the aircraft encountered the cloud wall
of the shear-line. Compared to the observations, the model overestimates the SHF
by ≈30 W m−2, a discrepancy which can be explained by a mismatch in temperature
differences. Indeed, θa − θs is 2–3 K greater in the model than in observations. Scaled
by the temperature difference factor only, the modelled values almost exactly match
the observed ones. LHF, on the other hand, is underestimated by the MetUM by
≈65 W m−2 and this is most likely due to the overestimated values of specific humid-
ity in the atmosphere (Fig. 2.8). The absolute values of SHF and LHF stay roughly
the same throughout the PL evolution and are close to some previous observational
estimates (Føre et al., 2011; Brümmer et al., 2009), but lower than others (Shapiro et al.,
1987; Wagner et al., 2011).

2.6.4 Cloud structure

CloudSat measurements taken at around 1130 UTC elucidate the large-scale vertical
cloud structure across the shear line and close to the PL centre. Radar reflectivity,
as well as IWC and LWC are shown in Fig 2.10 and a corresponding cross-section
from the MetUM simulation is given for each of these parameters. To obtain radar
reflectivity we used the Cloud Feedback Model Intercomparison Project Observation
Simulator Package included in the MetUM (Bodas-Salcedo et al., 2011). Note that the
x-axes of Fig. 2.10 panels are reversed so the plots run NW to SE.

2The Coupled Ocean-Atmosphere Response Experiment
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FIGURE 2.10: Cloud structure across the PL core region at 1130 UTC. From top to bottom:
CloudSat radar reflectivity (dBZ); MetUM radar reflectivity (dBZ); CloudSat radar IWC den-
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The strongest radar echo (>20 dBZ) concurs with the shear line location, giving
further evidence for the vigorous wall of clouds, which the aircraft encountered carry-
ing out low-level measurements (Fig. 2.8). The high-reflectivity patch is identified as a
cumulus-type cloud tower≈4 km tall and≈20 km wide, embedded in a conglomerate
of shallow convective cells within the frontal part of the CAO. The calm zone to the
SE, which can be labelled as a polar-low eye, is decently captured by the MetUM, al-
though the location of individual clouds seems to be misplaced and underdeveloped.
Large amounts of IWC are found within the cloud bands. In the shear-line cumuli IWC
reaches 1–1.5 g m−3 at roughly 3 km height. The model has similar values but places
the IWC peak ≈1 km too high. Underestimating the amount of ice crystals and water
droplets in the SE stratocumulus bands, the model contaminates the PL eye with low-
level clouds mainly due to high IWC concentrations (Fig. 2.10d). This substantiates
the mismatch between the predicted and observed in situ values of specific humidity
and LWC, shown in the bottom plots of Fig. 2.8.

The CloudSat estimate of LWC is shown in Fig. 2.10e in the same units but over
a different range than for IWC. The liquid water is confined to the lowest 2 km and
its concentration exceeds 1 g m−3. The modelled LWC is more vertically spread than
CloudSat records, and generally has lower values. The integral measurement of wa-
ter content — liquid water path — is drastically mismatched. Ice water path, on the
other hand, displays a better agreement, particularly in the shear-line region. In the
northernmost segment of the track (left part of the panel 2.10a) CloudSat detected sev-
eral bands of strong convection, which are visible in the AVHRR infra-red imagery too
(Fig. 2.1). The presence of the convective bands indicates another region of instability
due to the bending of a vorticity filament tail (Fig. 2.4f), that grew upstream of the
observed PL and wasn’t well reproduced.

To further analyse the intricate structure of the cloud bands in the vicinity of the PL,
we present the unique set of cloud microphysical equipment on-board the FAAM air-
craft (Fig. 2.11, see Sec. 2.2.1). These measurements were taken from ≈6 km to ≈40 m
ASL along the descending leg (C-D), when the aircraft was piercing the shear line in
the SE-NW direction (1214–1238 UTC). A moist well-mixed subcloud layer is present
up to about 600 m ASL, followed firstly by tenuous layers of frozen water and then
by a peak in liquid water at 1 km. The main cloud tower extends from 1.2 km up to
the wind steering level at about 4.5 km, manifested by the IWC of at least 0.2 g kg−1

(Fig. 2.11e). The clouds are densest at ≈1.8–2 km, where both ice crystals and water
droplets have maximum concentrations and which also contribute to the peak in total
humidity (1.6 g kg−1, Fig. 2.11c).

The smoothed CDP and Nevzorov data consistently show that the LWC reaches
0.05 g kg−1. Within the main cloud layer, the MetUM does not reproduce the increase
in liquid droplets, but reproduces the IWC peak to a better degree, especially when
compared to Nevzorov estimates, albeit placing it 500 m too low. Above 2 km, the
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cloud particle concentration is 2–3 times lower than the maximum, and the cloud con-
sisted mostly of ice crystals. The LWC has a distinct ‘lid’ at a temperature of≈ −20◦C,
which is lower than reported in other ACCACIA flights (Lloyd et al., 2015) and model
studies (Field et al., 2014). This distinct top in LWC is also seen in the CloudSat data
and to an extent in the MetUM (Fig. 2.10e,f).

Overall, the clouds along the descending profile are characterized by the ratio of
IWC and total water content (TWC) fluctuating near 0.8, according to the Nevzorov
probe. This demonstrates that the ice phase prevails over the liquid phase, although
the cloud can be still categorised as mixed-phase (Korolev et al., 2003). Meanwhile,
the MetUM’s IWC/TWC ratio stays around unity throughout the whole troposphere,
only dropping to 0.6 within the lowest mixed-phase cloud layer at ≈1 km. It is worth
noting that the CloudSat postprocessing algorithm appears to need some adjustment,
because the IWC/TWC ratio is higher than that retrieved by the in situ observations.

The cloud structure of the shear-line was measured twice during the horizontal
flight legs, firstly at 300 m from SE to NW (1300 UTC, 1.5 h after the CloudSat pass,
see Fig. 2.8) and then at 860 m from NW to SE (2 h after CloudSat, see Fig. 2.12). Since
the time gap between these legs is only ≈30 min, we can assume that the aircraft was
in the same cloud band. Total specific humidity (q) exhibits a maximum of >3 g kg−1

within the shear-line cloud wall and does not change significantly between the two
legs. The cloud wall is associated with an increase in LWC: smoothed CDP data give
0.02 g kg−1 at 300 m and almost 0.1 g kg−1 at 860 m. The spatial distribution of liquid
droplets is in a good agreement between CDP and the Nevzorov probes, although
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the latter tends to overestimate absolute values of LWC due to a residual effect of ice
on the LWC sensor (Korolev et al., 1998). This effect is likely to be at work during
the descending profile (above 2 km) and during the low-level flight (Fig. 2.8e), where
CDP shows little evidence of liquid phase particles; which is also close to the MetUM
results.

The MetUM shows a prominent peak of IWC that collocates with the shear line and
extends throughout the boundary layer, with values exceeding 1 g kg−1 (Fig. 2.8, 2.12).
Nevertheless, the cloud wall is characterised by mixed-phase conditions. Within the
cold air mass (within the first 50 km in Fig. 2.12e,f), the clouds are weakly glaciated.
There, the MetUM performs decently in representing the smoothed IWC time se-
ries. Although the 2D-S probe shows consistently lower estimates than the Nevzorov
probe and the MetUM, the LWC is still substantially underestimated by the model,
which also fails to accurately simulate several convective clouds to the NW of the
shear line, visible as peaks and troughs in water content a few kilometres in diameter.
Recent investigations of the mixed-phase cloud formation in turbulent environments
suggested that changing one of the key parameters in the non-local boundary-layer
scheme might be beneficial by allowing for disruption of cumulus formation through
vertical wind shear (Hill et al., 2014). However, in our sensitivity runs, the MetUM
generated too many ice particles in one cloud layer, and too few in another, so the
‘simple fix’ of adjusting the boundary-layer parameterization seemed dubious.

One of the most important findings revealed by the cloud analysis is the high
intensity of convective cells in the forefront of the CAO, indicating the importance
of latent heat release in fuelling the PL. The radar echo pattern resembles that re-
ported by Forsythe and Haynes (2015). In their study the reflectivity values also reach
20 dBZ within a cloud band of a Labrador Sea PL. The same values were reported
by Kawashima and Fujiyoshi (2005), who studied meso-γ-scale snow bands over the
Japan Sea using two Doppler radars. When compared to a tropical cyclone, PLs have
similar radar reflectivity, but with maxima confined to the lowest 5 km (Tourville et al.,
2015).

2.7 Synthesis and conclusion

We examined the structure of a meso-β-scale shear-line PL that developed over the
Norwegian Sea on 26 March 2013 using a combination of in situ and remote observa-
tions and convection-permitting numerical modelling.

In late March 2013, the synoptic situation was favourable for PL generation, with
an intense marine CAO bringing Arctic air masses over the relatively warm Norwe-
gian Sea in the rear sector of a large-scale low. The northerly air streams were appar-
ently deflected by the orography of the Svalbard Archipelago, leading to convergence
lines — vorticity bands — and the formation of mesoscale cyclones.
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FIGURE 2.12: Time series of aircraft observations at about 860 m altitude and corresponding
MetUM output, as in Fig. 2.8.

Broadly speaking, the observed PL was successfully simulated by the MetUM.
The airborne observations demonstrate that the shear line shape and magnitude were
successfully captured. The ASCAT’s ocean wind vector estimates did not resolve the
meso-γ-scale features, resulting in positive and negative wind speed biases. The drop-
sondes released across the shear line suggest that the horizontal shear zone was 3000 m
deep and less than 50 km wide. The wind speed within the low-level jet reached
27 m s−1, yielding relative vorticity of more than 10−3 s−1 along the shear line and
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near the PL centre. Similar values have been found in chains of mesocyclones over
the Japan Sea (Nagata, 1993; Watanabe and Niino, 2014). The vertical cross-sections
demonstrate a decrease of wind speed with height that is typical for a reverse-shear PL
(Terpstra et al., 2016). Representative of PL eye conditions, the cloud-free zone SE of
the shear-line has relatively high temperatures (≈268 K), low wind speed (<5 m s−1)
and low total specific humidity (≈1.5 g kg−1).

Analysis of the low-level aircraft measurements sheds light on the boundary-layer
structure inside the CAO. The atmosphere near the ocean surface appears to have a
neutral to slightly unstable stratification. In the model, the surface layer is insuffi-
ciently mixed, leading to a 3 K error in the vertical gradient of potential temperature,
and consequently an overestimation of the SHF of roughly 30 W m−2. The model also
features too humid Arctic air, which results in an unduly low LHF. Within the shear
zone, however, θ is close to the observed values, and we expect the total turbulent heat
exchange, exceeding 500 W m−2, to be close to reality.

As far as cloud structure is concerned, the shear-line is concomitant with a mixed-
phase cloud band. The MetUM recreates the total humidity profiles reasonably well,
but struggles to balance the ice crystal and water droplet concentrations, which is in
accordance with the recent study of CAOs by Hill et al. (2014). The clouds appear
over-glaciated, suggesting the model is too efficient at removing liquid water: the
simulated LWC is at least 1 order of magnitude smaller than that observed.

A novel approach presenting the PL structure via CloudSat data is used. Its radar
provided a cloud profile across the shear line and the PL. Supporting the airborne
observations, the shear line corresponded to intense convection with vertical velocity
>0.5 m s−1 and radar reflectivity exceeding 20 dBZ. Both the MetUM and CloudSat
reveal that the convective clouds around the PL centre are mostly mixed-phase below
2.5 km ASL and glaciated above, where IWC reaches 1.5 g m−3. The model does not
fully reproduce the southern cloud wall of the PL, as well as some parts of the CAO
cloud bands. Overall, the CloudSat data was corroborated by the aircraft observations
and proved to be useful in model verification — a great asset for PL research.

Further research is needed to understand the evolution and dynamics of this and
similar shear-line PLs and their sensitivity to the upstream orography. In particular,
future studies could aim to quantify contributions of different energy sources for the
PL development. This might elucidate the role of barotropic instability within the
vorticity filaments, which could be as important as convection and latent heat release.





3
Modification of polar low

development by orography and sea
ice

This chapter is based on a publication that has been accepted for publication in the
Monthly Weather Review journal with the same title. The text in the chapter is largely
unchanged from the submitted manuscript apart from the model description which
has been shortened to avoid repetition of Chapter 2. All references to Sergeev et al.
(2017) have been changed to ‘Chapter 2’. D.E. Sergeev was responsible for the work,
under supervision by I.A. Renfrew and T. Spengler, who provided scientific input and
helped revise the text for publication. The comments of three anonymous reviewers
also helped to improve the manuscript.

3.1 Introduction

High-latitude mesoscale cyclones, and their intense sub-category polar lows (PLs)
usually occur concomitantly with marine cold air outbreaks (CAOs). The Svalbard
archipelago is the major orographic obstacle for these CAOs in the Norwegian and
Barents seas and climatological studies (e.g., Condron et al., 2006; Michel et al., 2018)
report a maximum of mesoscale cyclone activity in its vicinity. With retreating Arc-
tic sea ice (Cavalieri and Parkinson, 2012), PL activity is predicted to move mainly
northward (Zahn and Storch, 2010) and north-eastward (Romero and Emanuel, 2017);
although Michel et al. (2018) suggest no significant correlation between PL activity
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and sea ice extent in the North Atlantic has been observed so far. This controversy
calls for more investigation of the mechanisms of cyclone interactions with the sur-
face. In this paper, we present a high-resolution modelling study of two PL events in
the Norwegian Sea and examine their sensitivity to Svalbard’s orography and the sea
ice distribution around it.

Orographic barriers generate flow distortions that may evolve into PLs in high
latitudes (Rasmussen, 1981). In general, the potential impact of orography on the
atmospheric flow is dependent on the wind speed and the stability of the atmosphere
as well as the size and shape of the barrier. These parameters are encapsulated by the
non-dimensional mountain height and the horizontal mountain aspect ratio (Smith,
1989a). Depending on these criteria, the flow over mountains can affect cyclogenesis
via upstream blocking, flow splitting and lee vorticity stretching.

Low-level flow blocking by an elongated mountain can hold back the flow creat-
ing more favourable conditions for mesoscale cyclone growth downstream. For ex-
ample, Watanabe et al. (2017) found that the mountain ridge on the northern coast of
the Japan Sea blocks dry and stably stratified air from Eurasia; in simulations with-
out these mountains, the continental CAO sweeps mesoscale cyclones closer to Japan,
leaving less opportunity to gain energy over the warm sea, leading to landfall prior to
full development. Although the highest peak of Svalbard is only 1717 m, the flow dis-
tortion associated with the archipelago is comparable to that of far higher mountains
due to the climatologically high static stability (Skeie and Grønås, 2000).

Lee cyclogenesis has been reported to produce mesoscale lows in the North At-
lantic (Petersen et al., 2003), the Japan Sea (Watanabe et al., 2018), and the Ross Sea
(Gallée, 1995). Via a series of sensitivity experiments, Kristjánsson et al. (2011) show
that the orography of eastern Greenland can lead to a spin-up of low-level circula-
tion that develops into an intense PL over the Denmark Strait. The subsidence as-
sociated with vortex stretching and adiabatic warming is absent without Greenland.
On a smaller scale, lee vorticity production can be invigorated by katabatic winds, as
shown by Gallée (1995) for the Antarctic peninsula. Katabatic convergence in the wake
of Greenland can also be conducive for the formation of mesoscale cyclones (Klein and
Heinemann, 2002). Similar effects have not been investigated around Svalbard.

The flow deflection by a mountain with sufficient non-dimensional height can pro-
duce low-level jets at its flanks, referred to as ‘tip jets’ (Doyle and Shapiro, 1999;
Renfrew et al., 2009b; Outten et al., 2009). They regularly appear near the south-
ernmost point of Greenland (Moore and Renfrew, 2005). Tip jet formation has also
been observed at the southern cape of Spitsbergen, the largest island of the Sval-
bard Archipelago (Reeve and Kolstad, 2011). The shear vorticity associated with such
jets can create a conducive environment for barotropic instability (Skeie and Grønås,
2000), potentially leading to cyclogenesis. However, a link between the flow distor-
tion caused by Svalbard and local PL activity remains unclear (Bracegirdle and Gray,
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2008). To our knowledge, there has been scarcely any research focused on the mecha-
nisms by which such flow responses to orography may contribute to the development
of PLs. Thus the first question we address here is to what degree does the presence of
Svalbard affect PL formation and spin-up.

PLs are also sensitive to the sea ice and sea surface temperature (SST), via their
influence on low-level baroclinicity and surface heat fluxes. The sea ice edge rep-
resents a zone with sharp gradients of temperature and albedo, resulting in shallow
baroclinic zones which can spawn mesoscale vortices (e.g., Harold et al., 1999b). In ad-
dition, differences in surface roughness between the open water and the ice can result
in shear vorticity generation and consequently barotropic cyclogenesis (Rasmussen
and Turner, 2003).

The shape of the sea ice edge is important in the formation of a downstream con-
vergence zone that can be favourable for PL generation. This mechanism of mesoscale
cyclone development was addressed by Heinemann (1997) in idealised numerical sim-
ulations of Weddell Sea vortices. Due to the differential heating in that region, pres-
sure fell in a belt parallel to the sea ice edge, forming a meso-β-scale (about 200 km
in diameter) circulation. In Albright et al. (1995) the intensity and location of a PL in
Hudson Bay was found to be strongly dependent on the upstream sea-ice edge. The
sea ice edge in the Svalbard region has a concave shape forming a bay of open water
to the west of the archipelago, which is potentially conducive to convergence within
CAOs, and this could influence mesoscale cyclone generation.

Turbulent heat fluxes over the sea ice are too small for PL intensification, whereas
over the ice-free ocean they can create a favourable environment for PLs by destabi-
lizing the atmosphere. In order to reproduce a baroclinic PL moving north-eastward,
Adakudlu and Barstad (2011) modified the SST and sea ice cover over the Barents Sea.
The removal of sea ice allowed the simulated PL to develop and persist for longer
than in a control case. In addition, increased SST led to a strong vertical coupling be-
tween the PL and an upper-level potential vorticity (PV) anomaly. A recent study by
Watanabe et al. (2017) also demonstrates that the sea ice configuration in the Sea of
Japan and the Strait of Tartary is conducive to the development of mesoscale vortices.
In a sensitivity experiment with increased sea ice cover and reduced SST the fluxes
from the surface are limited resulting in a more stably stratified atmosphere, reducing
the influence of upper-level forcing. In the context of the Nordic seas, we address the
following second question: what influence does the sea ice extent near Svalbard have on
PLs?
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3.2 Data and methodology

3.2.1 Polar low cases

In order to find suitable cases, we perused the Sea Surface Temperature and Altimeter
Synergy for Improved Forecasting of Polar Lows (STARS) database, which is freely
available to the community1. It contains a total of 140 PL tracks in the north-east At-
lantic for the period 2002–2011. After manual inspection of the cloud imagery and
PL tracks, a dozen candidates (including the PL from Chapter 2) were chosen based
on their proximity to Svalbard and general southward propagation. These criteria
imply that we are interested in PLs that originate immediately downstream of the
archipelago in the air streams coming from the sea ice. Following preliminary simula-
tions of all of these cases, here we present two cases which are illustrative of the range
of PL examined: from the 5–6 April 2007 (STARS-72) and from the 30-31 January 2008
(STARS-77).

These two cyclones are well-reproduced by the numerical model and have well-
defined circulations that facilitate their tracking and clarify the analysis of sensitivity
experiments. Both PLs developed in a classic northerly CAO (Papritz and Spengler,
2017) and spawned very close to Svalbard, raising the possibility of its importance
in their development. The two cases are somewhat different in terms of dynamical
forcing, as discussed later.

3.2.2 The Met Office Unified Model

We use the same configuration of the UK Met Office’s Unified Model (MetUM) as in
the previous chapter, where it was validated against aircraft and satellite observations
of a shear-line PL.

Sea ice extent and SST are derived from the Operational Sea Surface Temperature
and Sea Ice Analysis (OSTIA) at 17 km resolution and bi-linearly interpolated to the
nested model resolution. The elevation is taken from the GLOBE dataset (Webster et
al., 2003) with a grid spacing of 1 km.

Three-dimensional fields are analysed on isobaric surfaces (29 equally spaced lev-
els spanning 1000–300 hPa). The code used in this study is available on GitHub2.

3.2.3 Trajectory analysis

To investigate how the PLs form and obtain their warm cores, we calculate kine-
matic trajectories backward in time, applying the LAGRangian ANalysis TOol (LA-
GRANTO) 2.0 (Sprenger and Wernli, 2015) to the MetUM output of the 3 wind com-
ponents and sea level pressure (SLP). Similar trajectory analysis of PLs over the Japan

1http://polarlow.met.no/stars-dat
2https://github.com/dennissergeev/mplosi

http://polarlow.met.no/stars-dat
https://github.com/dennissergeev/mplosi
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TABLE 3.1: MetUM settings used in the CTRL and sensitivity experiments. Note we use the
same version of the model as in Chapter 2. The settings relevant to this chapter are given in
the table.

Nesting suite id u-ae616

Nested domain size (x, y) 600× 700 grid points

Nested domain area 1320 km× 1540 km

initialisation time

• STARS-72: 1200 UTC 04.04.2007

• STARS-77: 1200 UTC 29.01.2008

Run duration 48 h

Sea has been carried out by Watanabe and Niino (2014) and Watanabe et al. (2017),
and has been proven to be useful for CAO climatology work by Papritz and Spengler
(2017) as well as for the mesoscale flow interaction with topography in polar regions
by Elvidge et al. (2015b). Trajectories from 5 pressure levels (950, 925, 900, 875, 850 hPa)
over a 10 km×10 km grid within the warm core of the PLs are calculated backward in
time for 24 h from the time of maximum intensity (defined as the time when the PL
reaches its maximum relative vorticity in the lower troposphere).

3.2.4 Experimental set-up

We start with control (CTRL) experiments for each of the two PL cases. The model
domain spans most of the Norwegian and parts of the Greenland and Barents seas
(Fig. 3.1). The Svalbard archipelago is near the centre of the domain. The surface tem-
perature and sea ice cover are similar in both PL cases: namely a ‘diagonally oriented’
sea ice edge in Fram Strait, a bay of open water to the west of Svalbard, and sea ice to
the east of the archipelago.

For each case we perform 4 additional model simulations, where we separately
change the orography and sea ice edge positions. Note that simultaneous changes of
orography and sea ice resulted in even larger differences between the CTRL and per-
turbed experiments. However, these results do not provide new information com-
pared to what will be discussed for the simulations presented here and so for the sake
of brevity are not discussed further.

Some additional experiments were carried out to test the MetUM’s sensitivity to
the initialisation time, the size of the model domain and its geographical position.
In the first few hours of all experiments (CTRL and sensitivity) low-level vorticity
features were indistinguishable. A few weak vorticity filaments are present at the
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FIGURE 3.1: The model domain showing upper-level (500 hPa) conditions for the (a–c) STARS-
72 case and (d–f) STARS-77 case. Shown are air temperature (colour shading, K), geopotential
height (pink contours, m), SST − T500 (selected for 43 and 50 K isotherms, green), and sea ice
edge (dark grey line). The PL tracks are marked in white, a white cross showing the start,
and black and white dots showing the PL location at the time of the panel and after 48 h,
respectively.

beginning of the forecast, but they dissipate or are advected away from the region
of future PL formation. Thus, we believe the initialisation time of the experiments is
appropriate to capture the full life cycle of PLs and is not too early for the forecast to be
significantly far from observations. Overall, the model produced very similar results
even if the domain was twice as large or shifted by a few degrees latitude or longitude.
A run with doubled grid spacing (4.0 km) generally agreed with the control runs, but
did not reproduce the same amount of small convective cells. These differences in the
representation of discrete convective cells do not accompany significant differences in
the wind and temperature fields, as was found for a higher resolution (0.5 km grid
size) simulation in Chapter 2.

3.3 Results

3.3.1 Large-scale atmospheric conditions and polar low evolution in the
CTRL experiments

The surface environment prior to the PLs generation is similar in both cases. It is char-
acterised by a quasi-zonal pressure gradient over the Norwegian Sea, between the
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FIGURE 3.2: As in Fig. 3.1, but for potential vorticity at 500 hPa (blue contours, every 2 PVU),
relative vorticity (colour shading, 10−4 s−1) at 950 hPa, sea level pressure (red contours, every
2 hPa). The white line in (b) indicates the south-north vertical cross-section shown in Fig. 3.11.
Model elevation is shown in colour shading.

western periphery of a synoptic-scale cyclone moving to the north-east and a high-
pressure system over Greenland. This setting is a classic example of favourable con-
ditions for CAOs in this area (Papritz and Spengler, 2017). Accordingly, the prevailing
wind direction throughout the simulation is from the north. These synoptic conditions
fall into the category of the Atlantic Ridge weather regime, which is found by Mallet
et al. (2013) to be the most conducive for PL activity over the north-east Atlantic.

The upper-level conditions (Fig. 3.1) display a southward propagation of the Arc-
tic air mass, but the geopotential height and temperature patterns differ between the
STARS-72 and STARS-77 cases. In the former case, a distinct cold trough at 500 hPa
forms over the Svalbard region. During the PL event, this upper-level vortex becomes
more concentrated and propagates towards the Scandinavian coast, elongating the
cold anomaly over the western Norwegian Sea. This is reflected in the 500 hPa PV
field (Fig. 3.2a), which contains an elongated maximum that moves to the region from
the north. The moment when the forefront of the PV maximum happens to pass over
Svalbard (Fig. 3.2a), an embryo of the future STARS-72 PL detaches from the western
coast of the archipelago (evident in low-level vorticity). As the PV filament extends
southward, the SLP trough and the low-level vorticity maximum associated with the
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FIGURE 3.3: As in Fig. 3.2, but for equivalent potential temperature (colour shading, every 5 K)
and horizontal wind (black vectors) at 850 hPa, sea level pressure (red contours, every 2 hPa).

growing PL follows it. The upper- and the lower-level PV anomalies (qualitatively
similar to the low-level vorticity in Fig. 3.2) quickly become vertically aligned, with
the surface PV maxima associated with convective mesoscale vortices extending up
to 500 hPa (Fig. 3.1c and Fig. 3.2c). The reduction of the distance between upper- and
lower-level lows, or in other words, the decrease of the baroclinic mode phase tilt in
the STARS-72 case, resembles a type B cyclogenesis in the classification of Petterssen
and Smebye (Deveson et al., 2002; Bracegirdle and Gray, 2009).

The STARS-77 PL’s upper-level environment, on the other hand, does not pos-
sess a well-defined cold vortex, nor does it have a strong PV anomaly. The geopo-
tential height contours at 500 hPa remain largely zonal during the life-cycle of the
PL (Fig. 3.1d,e). A small upper-level trough appears above the PL at the end of the
simulation due to the intensification of the surface mesoscale cyclone (Fig. 3.1f). The
500 hPa temperature field is almost as cold as in the first case, though the tempera-
ture minimum is less pronounced. The broad negative temperature anomaly in the
mid-troposphere combined with slightly higher SST in the STARS-77 case indicates
that the atmosphere is less stable, compared to the first case’s environment, and thus
more prone to convection. This difference is more pronounced in the first day of the
simulations and is demonstrated by the SST and the temperature at 500 hPa difference
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(SST− T500, Fig. 3.1a,d) — a proxy often used for potential PL development (Kolstad,
2011).

The low-level evolution of the STARS-77 PL begins with a series of high-vorticity
banners emanating from the west coast of Spitsbergen and growing over the ice-free
ocean, before coalescing into a long (up to ≈500 km) convergence line accompanied
by a weak SLP trough (Fig. 3.2e and vectors in Fig. 3.3e). Due to a greater low-level
convergence (not shown), stretching of the existing cyclonic vorticity intensifies the
northern segment of the shear line quicker than its southern segment. Consequently,
under the influence of northerly flow from Fram Strait and north-easterly flow from
the Barents Sea, the vorticity line curls up into a comma-shaped PL (Fig. 3.2e,f). The
barotropic nature of this wave is evident from the high horizontal gradients in the
wind speed (not shown) and the characteristic scale of the vorticity waves, roughly
equal to 25–30 km. Given the sharp vorticity gradient across this narrow (<20 km
across) vorticity strip, Rayleigh’s inflection point criterion for instability is satisfied
(i.e. a maximum in vorticity is within the domain (e.g. Dritschel et al., 1991)). The
barotropic wave growth is likely to be aided by latent heat release in the banded con-
vection (Joly and Thorpe, 1990). This is related to the mechanisms examined in the
idealised model experiments by Dacre and Gray (2006). This PL’s high-vorticity core
continues to expand, becoming more spiraliform in a similar fashion to that described
by Schär and Davies (1990), while the central pressure drops below 984 hPa at the end
of the simulation (Fig. 3.2f).

Both PLs develop in a similar ambient horizontal equivalent potential temperature
gradient of roughly 1.5 K/100km in the lower troposphere (Fig. 3.3). The incipient
mesoscale cyclones appear in the northern part of the baroclinic zone that stretches
from south-west to north-east (Fig. 3.3a,d). The warm air mass and the large-scale
surface low retreat to the east and are replaced by colder air brought by the CAO. The
PLs develop on the eastern edge of this CAO. Towards the end of the PL life cycle,
the cold air encircles warmer air, resulting in a warm seclusion in the STARS-72 case
(Fig. 3.3c). The temperature stratification of the background environment is stronger
in the STARS-72 case, than in the STARS-77 case. For example, the SST-500 hPa differ-
ence at the early stages of PL development exceeds 47 K in the STARS-77 case, which is
7 K larger than in the STARS-72 case Fig. 3.1. The difference in stratification is mainly
due to the middle and upper levels being colder in the STARS-77 case (cf e.g. Fig. 3.1a
and d). This suggests a greater role of convection and diabatic destabilisation in the
STARS-77 case. The latter can represent a sufficient mechanism for PL intensification
in the regions with sustained surface baroclinicity (Montgomery and Farrell, 1992).
Thus the formation and growth of both PLs involves a synergy among baroclinic in-
stability, convection, barotropic instability (for STARS-77) and upper-level forcing (for
STARS-72).

The simulated top-of-atmosphere outgoing long-wave radiation plots (TOA OLR,
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FIGURE 3.4: Simulated cloud signature (shown by TOA OLR), SLP (red contours, hPa) and
precipitation rate (mm h−1) at the time of maximum intensity in case (a) STARS-72 and (b)
STARS-77. The sea-ice edge is shown as 15 % contour line of sea ice fraction (grey line).

see Fig. 3.4) are broadly consistent with Advanced Very High Resolution Radiometer
(AVHRR) satellite images (available here: http://polarlow.met.no). They depict a
cloud-free eye surrounded by the highest spiralling cloud bands (white shading —
lowest values of TOA outgoing long-wave radiation (OLR)), with precipitation rates
reaching 10 mm h−1. The rest of the model domain is filled by swaths of stratocumulus
clouds and convective cells or cloud streets of shallow convection typical of a CAO
event.

Backward trajectory analysis shows that in both cases, more than half of the air
parcels that end up in the PL centre originate from Fram Strait and to the north of
Svalbard, as far as Franz Josef Land (pink lines in Fig. 3.5a,e). Their typical path goes
over the ice-covered Fram Strait, bypassing Svalbard to the west, and moving in a
south-eastward direction to end up in the PL. The trajectories stay below 850 hPa (in
the STARS-72 case even lower) and barely change their potential temperature (θ), until

http://polarlow.met.no
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about -18 h when they enter the ice-free area. Accordingly, the air parcels’ temperature
and, a bit later, specific humidity begin to rise due to the strong surface heat fluxes.

The highest θ in the PL core is associated with trajectories that have the western
Barents Sea as their predominant origin (yellow lines in Fig. 3.5a,e). Being already
much warmer than the parcels from the north, θ along trajectories from the Barents Sea
increases further due to diabatic processes (Fig. 3.5c,g, inset axes). Moisture brought
by these parcels to the PL (Fig. 3.5d,h) helps to drive convection that is manifested by
the upward movement at the end of the trajectories (e.g., Fig. 3.5f).

The STARS-77 case has an additional source of air that is located over the Green-
land Sea and carried to the PL by westerlies at ≈600 hPa and higher (cyan lines in
Fig. 3.5e). This dry air from the mid- and upper- troposphere contributes to the warm
core of the PL, through the adiabatic warming during descent (cyan curve in the inset
axes of Fig. 3.5g showing nearly constant θ values). The change in temperature along
these trajectories is the largest of all the trajectory paths.
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FIGURE 3.5: Backward trajectories (a, e) over 24 h and time series of (b, f) pressure, (c, g) po-
tential temperature, and (d, h) specific humidity along the trajectories for the cases STARS-72
(top row) and STARS-77 (bottom row). Trajectories with distinct geographical origins are high-
lighted: north (pink), north-east (yellow), west (cyan). Grey lines depict trajectories that do not
decidedly fall into any geographical category. The coloured circles show hourly positions of
the air parcels along the median trajectory. The time series plots (b–d, f–h) show the median
and the interquartile range by a solid line and shading, respectively. Inset axes in subplots
(c, g) show the θ-T diagrams, where the first hour of the trajectory is shown by a cross. The
dashed diagonal line shows 1:1 ratio of θ and T increase. Note that the geographical origins
are defined by longitude-latitude boxes; even though some of the gray trajectories seem to
originate in the similar area, they do not cross those boxes.
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FIGURE 3.6: Surface temperature (colour shading, ◦C), surface elevation (colour shading, m),
and sea ice edge (orange line) in (a) CTRL, (b) NOSVA, (c) ICE82N, and (d) ICE76N simulations
of the STARS-72 case.

3.3.2 Sensitivity experiments

When Svalbard obstructs a CAO, it can act as a source of low-level vorticity conducive
to the formation of mesoscale cyclones (e.g., Fig 3.2). In addition, the relatively warm
ice-free sea surface to the west of the archipelago supplies the heat and moisture that
contribute to PL development. The shape of the sea ice edge can also be vital for flow
convergence (e.g., Gryschka et al., 2008). To examine the sensitivity of the PLs to these
surface factors we performed a number of sensitivity experiments (Table 3.2).

The CTRL surface characteristics are illustrated in Fig. 3.6a. The NOSVA experi-
ment has the area of Svalbard replaced by sea ice of the same coastal shape in order to
elicit the influence of the archipelago’s topography (Fig. 3.6b). In SVA200, Svalbard’s
elevation is changed by a set percentage (200 %) at each grid point. Consequently the
vertical profile of Svalbard becomes steeper, but the coastal shape of Svalbard remains
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the same.

TABLE 3.2: Sensitivity runs set-up.

Run Svalbard Sea ice

NOSVA Replaced by sea ice Control
SVA200 Height scaled by 200 % Control
ICE82N Control Zonal ice edge at 82◦N
ICE76N Control Zonal ice edge at 76◦N

The diagonally oriented sea ice distribution in the Fram Straight and the open wa-
ter next to Svalbard (see Fig. 3.6a) will lead to a diagonal pattern of heating from the
surface which may supply energy to the growing convergence lines. In our sensitivity
experiments, we make the sea ice edge oriented zonally and shift it to 82◦N, north of
Svalbard (ICE82N run, Fig. 3.6c). Then, to isolate the influence of open water west of
Svalbard, we extend the sea ice cover south to 76◦N (ICE76N, Fig. 3.6d). In the ICE82N
experiment sea ice south of 82◦N is replaced by ocean with an SST of 271.35 K (seawa-
ter freezing point). Note that changing the sea ice cover also changes the baroclinicity
in the area, which is an inherent part of our experimental design. The effect of this
additional factor would be better answered via idealised studies in future work.

Perturbed orography experiments

Although the PLs still develop in the perturbed orography conditions, their origin
and tracks have changed (Fig. 3.7). In the NOSVA run of both PL cases, the incipient
vortices still appear near the ragged western ice edge replacing Spitsbergen, but are
quickly advected away from the ice edge. As a result, they are unable to join the vor-
ticity lines produced in a merry-go-round fashion around the synoptic-scale low to the
east. The initial vorticity cluster coming from Svalbard dissipates near the Scandina-
vian peninsula after about 21 h of existence. The primary nuclei of PLs in the NOSVA
runs become the vortical disturbances generated by the north-easterly large-scale flow
(compare the starting locations of the PL tracks to the ones in the CTRL runs). The
NOSVA PLs develop further to the south and slightly later than CTRL PLs, likely due
to the lack of vorticity reinforcement from Svalbard, illustrated in the STARS-77 case
by the absence of a trailing vorticity ‘tail’ between the archipelago and the growing PL
in Fig. 3.7e. One can notice a remnant of the vorticity filament close to the PL, but it is
detached from it and is too far west. In the STARS-77 case, the NOSVA PL is weaker
than in the CTRL run when assessed by such metrics as the low-level relative vorticity
averaged within 150 km of the centre of the vortex (Fig. 3.8a,b). In the STARS-72 case,
the intensity of the NOSVA PL takes more time to increase, but eventually matches
the intensity of the CTRL PL.
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FIGURE 3.7: Results of the sensitivity experiments with changed orography at the time of max-
imum intensity in the control run. Relative vorticity (colour shading, 10−4 s−1) at 950 hPa and
SLP (red contours, every 2 hPa) in (a, d) CTRL, (b, e) NOSVA, and (c, f) SVA200 simulations
of STARS-72 (top row) and STARS-77 (bottom row). Model elevation is shown in colour shad-
ing, sea ice edge is shown by the grey line. Manually tracked PL positions are shown by blue
dots. The blue filled circle shows the location of maximum intensity of the PLs. The blue cross
shows the beginning of the track and the white circle shows the PL location after 48 h.

When the height of Svalbard’s mountains is doubled (SVA200 runs), the fjords
produce more vorticity filaments which feed the growing mesoscale cyclones. In both
cases, intense tip jets are generated by the air flowing around the north-western cape
(not shown), consistent with idealised experiments of Skeie and Grønås (2000) and be-
ing the major source of relative vorticity to the incipient PLs. The mesoscale cyclones
are initiated closer to the archipelago, due to the topographic blocking of the CAO, i.e.
Svalbard acts to divert flow around it (discussed in Sec. 3.4). They are characterised by
a much higher vorticity at the beginning of their tracks, but comparable to the CTRL
at the end. In fact, as shown in Fig. 3.8 the STARS-72 PL attains its vorticity maximum
after about half a day of development while it is less than 200 km away from Sval-
bard (blue circle in Fig. 3.7c). Note this allows us to start PL tracking earlier (e.g., by
10 h in STARS-77 case), which is reflected by a longer time series of averaged vorticity
(Fig. 3.8).
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Perturbed sea ice experiments

In the experiments with increased sea ice cover to the south (ICE76N), the vorticity
maxima forming near Svalbard receive smaller flux of energy from the ice-covered
surface, and so are much weaker than in the CTRL runs (Fig. 3.8, 3.9).

In the STARS-72 case, the incipient vortex gradually weakens while travelling over
the sea ice. Once the cold stably-stratified air embedded within the vortex enters the
ice-free area south of 76◦N, the average sensible heat flux around the vortex centre
spikes to almost 350 W m−2 (Fig. 3.8c) — comparable to other PLs with high heat fluxes
(e.g. Wagner et al., 2011). However, even this boost in surface heating is not enough
for the incipient vorticity maximum to evolve into a PL, and instead it disintegrates
into convective disturbances which eventually make landfall in Northern Norway.
The mesoscale SLP trough deepens nonetheless, and the low-level vorticity field is
characterised by the strong shear line originating from the rear part of the large-scale
low over the Barents Sea (Fig. 3.9b).
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FIGURE 3.9: As in Fig. 3.7, but for (a, d) CTRL, (b, e) ICE76N, and (c, f) ICE82N sensitivity
runs of the STARS-72 (top row) and the STARS-77 (bottom row) cases.

In STARS-77 (Fig. 3.9e), despite the fact that in this simulation the mesoscale vor-
tices develop in the same spot as in the CTRL run, they appear as a series of small-scale
shear waves without a dominant centre (the SLP minimum is around 4 hPa weaker
than the CTRL). The growth of this mesoscale disturbance is hindered by the lack of
surface heat fluxes. Similarly to the NOSVA run, the link to Svalbard is very weak, and
it is only due to the vorticity source at the synoptic low periphery that the mesoscale
vortices develop at all.

In the retreated sea ice conditions (ICE82N), both PLs undergo a life cycle similar to
that of the CTRL run and exhibit almost the same vorticity pattern and development.
In the STARS-72 case, the mesoscale cyclone is comparable to the CTRL run when
expressed in vorticity (Fig. 3.8a), surface wind speed, or precipitation rate, although
the maximum value of averaged vorticity is slightly smaller than in CTRL. A possible
explanation is that the sensible heat flux is also lower during the early states of the PL
life cycle, though not as low as in the ICE76N case. In the STARS-77 case the mesoscale
cyclone is slightly stronger in the ICE82N run compared to CTRL, based on the mean
low-level vorticity (Fig. 3.8b) and precipitation rate. However, even though the sensi-
ble heat flux is lower during the PL intensification in the ICE82N run (Fig. 3.8d), the
resulting decrease in the vorticity is small. On the other hand, in the STARS-77 case,
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the vorticity increase appears quite large, compared to the small increase in sensible
heat flux early in the life cycle (Fig. 3.8d).

In short, the impact of replacing the ocean surface with sea ice in the area west of
Svalbard (ICE76N) has a greater effect on the intensity of these PLs than changing the
sea ice distribution to the north of it (ICE82N).

3.4 Discussion

In these two cases the primary influence of Svalbard is that it blocks the propagation
of a CAO: in experiments with flattened elevation mesoscale cyclones still form but
they are more readily swept away by the northerly flow, while a doubled elevation
deflects the cyclone track (as in the STARS-72 case) or slows it down (STARS-77).

A useful metric for assessing the flow response to orographic obstacles is the non-
dimensional mountain height, ĥ = Nh

U . The real atmospheric flow around complex
topography is characterised by large variations in the wind speed U and the Brunt-
Väisälä frequency N, making it non-trivial to calculate the average ĥ (Ólafsson and
Bougeault, 1997). Following estimates of the non-dimensional height in real cases with
flow splitting (Ólafsson and Bougeault, 1997, and references therein), we obtain N and
U in the layer below the mountain-top level and average them separately (rather than
averaging their ratio N/U). This calculation is performed for the CTRL experiment
of both PL cases using the model output linearly interpolated to 12 equally spaced
height levels below 1200 m. The latter is chosen as the mountain-top level h, being
roughly equal to the altitude of the highest peak of Svalbard as represented in the
MetUM’s surface elevation field, and similar to 916 m in a study by Skeie and Grønås
(2000). The area used for horizontal averaging is located upwind of the archipelago,
approximately at a distance equal to the Rossby radius of deformation (Elvidge et al.,
2015b), λR = Nh/ f (where f is the Coriolis parameter).

The time series of U and N (Fig. 3.10) demonstrate that the upstream conditions
are characterised by stable stratification, with values of N close to ones used by Skeie
and Grønås (2000) in their idealised experiments. The average wind velocity is quite
low in the first 12–18 h of the STARS-72 case simulation (Fig. 3.10a), resulting in ĥ
up to ≈ 5. Gradually, the wind speed in the lower troposphere increases, due to
the strengthening of the large-scale pressure gradient (see e.g. Fig. 3.2b,c), while N
remains constant. Consequently, ĥ diminishes, but nevertheless remains larger than
unity. In the STARS-77 case (Fig. 3.10b), even though U is relatively high, the static
stability is large too, so ĥ stays larger than≈ 2 throughout the simulation and increases
towards the end. Interestingly, several hours before the formation of the STARS-77 PL,
there is a noticeable rise in ĥ, which may hint at the causality between flow splitting
and mesoscale cyclone generation downstream.
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These estimates of the non-dimensional mountain height indicate that in both
cases the atmospheric flow is incapable of climbing the orographic barrier of Sval-
bard and thus a flow splitting regime is favoured. Flow splitting is somewhat visible
in the wind speed vectors in Fig. 3.3, while the wake convergence is also demonstrated
by the pattern of backward trajectories (Fig. 3.5e). As demonstrated theoretically by
Smith (1989b) and numerically by Skeie and Grønås (2000), blocking in experiments
with realistic orography is more pronounced than in experiments with an idealised
mountain, and this can be attributed to the cross-flow oriented mountain ridges of
North Spitsbergen. The sufficient non-dimensional height of Svalbard in our cases of-
fers a comparison e.g. with the Sikhote-Alin mountain range, which blocks Siberian
cold air masses from the Sea of Japan and creates favourable conditions for mesoscale
cyclogenesis (Watanabe et al., 2017).

Under conditions of stable stratification and weak winds flow splitting leads to
wake effects such as eddy shedding manifested by PV anomalies on the flanks of an
orographic obstacle (Schär and Smith, 1993a; Smith, 1989a; Petersen et al., 2003). The
presence of these PV anomalies renders the flow susceptible to barotropic instabili-
ties, as was previously demonstrated by idealised experiments with a circular obstacle
(e.g., Schär and Smith, 1993b). This process of low-level vorticity production is likely
to be the case in the two PL cases presented here.
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FIGURE 3.10: Time series of the non-dimensional height ĥ (green curves), wind speed U
(m s−1, orange curves) and the Brunt-Väisälä frequency N (s−1, blue curves) in (a) STARS-
72 case and (b) STARS-77 case. Vertical lines in (a) and (b) correspond to three time slices
shown in Fig. 3.1, 3.2, and 3.3.

Svalbard’s isolated shape and orientation make it a source of vorticity filaments,
which merge into and reinforce vortices downstream. With removed Svalbard, the
STARS-72 PL instead grows on the vorticity clusters coming from the Barents Sea, and
the STARS-77 PL lacks a vorticity ‘tail’ stretching away from Svalbard. Hence, at least
for the mesoscale cyclones similar to STARS-72 and 77, Svalbard plays the role of a
secondary vorticity source, and not a necessary one for PL intensification.
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As for the main vorticity clusters, they form in the rear part of the large-scale cy-
clone independent of surface conditions near Svalbard (in both PL cases). This south-
ern cluster of vorticity in the central Norwegian Sea emerges at about 23–26 h and
intensifies into a shear line. The growth of the shear line is coincident with a high
precipitation rate (not shown). This suggests that the latent heat released in the lower
troposphere through condensation contributes to PL growth via strong updraughts
leading to the stretching of vertical vorticity.

One phenomenological difference between STARS-72 and STARS-77 is the pres-
ence of an upper-level PV anomaly. This is illustrated in the SVA200 runs, in which
even with higher Svalbard the STARS-72 PL stays on a similar course. The positive
PV anomaly is indeed a salient synoptic feature of PL development in cases similar to
STARS-72 and is manifested as a short-wave trough in the upper troposphere. Note
the shape and magnitude of the upper-level PV filament is very similar to the PV
anomaly associated with a Kara Sea PL, analysed by Verezemskaya and Stepanenko
(2016). To test whether the upper-level PV anomaly is strong enough to interact with
the low-level mesoscale vortices appearing in the CTRL simulation of the STARS-72
case, we calculate the Rossby penetration depth (Adakudlu and Barstad, 2011), which
can be approximated by

δz ≈ L
√

f ( f + ζθ)

N
,

where L is the horizontal scale of the PV anomaly and ζθ is the isentropic relative vor-
ticity. At the time of vigorous PL development (at 1500 UTC on 5 April 2007, Fig. 3.2b),
PV reaches almost 5 PVU and is located close to the 285 K isentropic surface. As can
be seen in Fig. 3.2b and 3.11, the horizontal scale of the anomaly is roughly 200 km.
The relative vorticity (ζθ=285 K) contribution to the PV anomaly on this level is about
2.5× 10−4 s−1, or ≈ 1.8 f , and N = 0.0092 s−1 in the tropospheric column around
the PL centre. Using these values, we obtain a Rossby penetration depth of ≈4.8 km,
which exceeds the vertical distance between the low-level and upper-level PV anoma-
lies. This suggests that one of the mechanisms of the PL development is a dynamical
coupling between the low-level disturbance and the upper-level trough.

In the STARS-77 environment, even though the average Brunt-Väisälä frequency
is of the same magnitude, the PV field does not have a distinct positive anomaly in
the upper troposphere, nor does isentropic relative vorticity, so a dynamical coupling
does not appear to be occurring.

One might expect that with a weakened temperature stratification in the ICE82N
experiment of the STARS-72 case, the vertical PV coupling would be stronger and
lead to a more intense PL. However, as seen from Fig. 3.8a, the mesoscale cyclone in
the STARS-72 case appears slightly weaker compared to the CTRL run. A possible
explanation is that in the run with reduced sea ice, the surface heat fluxes are per-
sistently lower, because the convective boundary layer of the northerly flow is more
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FIGURE 3.11: South-to-north vertical cross-section of relative vorticity (colour shading,
10−4 s−1), potential temperature (black contours, every 1 K), and potential vorticity (blue con-
tours, every 2 PVU) at 1500 UTC 5 April 2007 in the CTRL simulation of the STARS-72 case.
The location of the cross-section is given in Fig. 3.2b.

well-mixed, reducing the air-sea temperature difference. In ICE76N the presence of
sea ice implies that vortices spawned by Svalbard’s orography do not gain sufficient
strength and dissipate or make landfall.

The cumulative effect of surface fluxes on both PLs is evident from the comparison
of the areas under the curves in Fig. 3.8c,d. Even though the total area integrated for
the CTRL and ICE76N curves is similar, the heat flux at the beginning of the PL’s life
cycles is significantly lower in ICE76N than in CTRL. Hence, even though the PLs’
development depends on a mix of barotropic and baroclinic processes, surface heat
fluxes are still important in their early stages. It appears that in the STARS-72 case,
surface fluxes are more important in the very beginning of the PL development than
later on.

3.5 Summary and conclusions

We have carried out numerical simulations of two Norwegian Sea PLs, in which the
orography of Svalbard and the sea ice around it were modified to test their role in
mesoscale cyclone formation and development. Our focus is on the Norwegian and
Barents seas area, but these results have implications for PL dynamics more generally.
We use a state-of-the-art convection-permitting numerical weather prediction (NWP)
model that allows for a detailed examination of PL life cycles in the control experi-
ments and how their tracks and intensity change in perturbed scenarios.
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FIGURE 3.12: Schematic representation of mesoscale cyclone generation typical for cases like
STARS-72 and STARS-77. Dark grey arrows depict CAO flow curving around Svalbard. The
primary source of vorticity for these PLs is on the north-western periphery of a synoptic-scale
cyclone, while the secondary source is located to the west of Svalbard (shown by hatching).
The movement of vorticity clusters and their merger into a PL is shown by red arrows. (a) The
CTRL simulation. (b) The ICE76N experiment with the sea ice extended to the south, which
shows an area with strong sensible heat flux (SHF, cross-hatched), which is a (delayed) source
of energy for the development of the weaker PLs (shown by smaller red circulations). The
high sensible heat flux area in the CTRL experiment is shown in (b) by white cross-hatching.

Due to a large non-dimensional mountain height, Svalbard splits the northerly
CAO and produces low-level vorticity filaments that grow to mesoscale cyclones with
the help of surface heat fluxes. In the synoptic conditions characterised by the large-
scale depression over Northern Norway and an anticyclone over Greenland, vortic-
ity filaments emanating from Svalbard need to merge with their counterparts coming
from the Barents Sea to form intense PLs, as seen here for both the STARS-72 and
STARS-77 cases. In other words, the primary sources are convectively-driven con-
vergence lines, while Svalbard’s mountains provide a secondary source of vorticity
(Fig. 3.12a). Increasing Svalbard’s orography leads to greater vorticity production in
the early stages of PL development, as well as deflection of PL tracks. In cases with a
prominent upper-level PV anomaly (such as STARS-72) the PL is steered by the cold
trough aloft and is less affected by the topographic forcing.

The removal of the sea ice to the east of Svalbard and in the Fram Strait results in a
moderate intensification of the more convectively driven PL (STARS-77). On the other
hand, extending the sea ice cover to the south (Fig. 3.12b) deprives the mesoscale vor-
tices of a necessary heat supply, halting their intensification (STARS-72) or slowing it
down (STARS-77). PL development is hindered in this situation, because weaker sur-
face fluxes (see Fig. 3.8c,d) lead to a more stable stratification and less condensational
heating.
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The two cases analysed in our study exemplify that PLs in the North-East Atlantic
often begin their evolution from sporadic vorticity filaments and clusters associated
with convective cells. Vorticity clusters form in surges at the western part of large-
scale depressions, and some of them intensify to PLs with gale-force winds. These
two mesoscale cyclones withstand large perturbations to their ambient environment
and still develop to sufficient intensity to be labelled as PLs. Thus we demonstrate
that both Svalbard’s orography and surrounding sea ice have an impact on the cyclo-
genesis in the Norwegian sea to the point of modulating it, but not being a dominant
factor.

A next step would be extend our study to more PL cases and examine if these re-
sults are robust for different synoptic situations. Creating a climatology of mesoscale
vortices in the vicinity of Svalbard will allow for broader conclusions about the statis-
tically significant influence of orography and sea ice on PL genesis. A possible follow-
up study on a climatological scale could involve calculating the non-dimensional height
upstream of Svalbard and correlating its values with PL formation in the Norwegian
Sea.



4
Climatology of polar mesoscale

cyclones in the Nordic Seas

4.1 Introduction

4.1.1 Polar mesoscale cyclone climatological studies

Climatological studies of polar lows (PLs), and more generally, polar mesoscale cy-
clones (PMCs), are important for a comprehensive understanding of their interannual
variability, geographical distribution, and the weather regimes favourable for their
development.

With the advent of the satellite era, initial climatological surveys of PMCs were
conducted. One of the first PMC climatologies was compiled by Wilhelmsen (1985)
for the Nordic Seas region and covered the period between 1972 and 1982. For the
same region, albeit for the period two decades later (2002–2011), a database of PLs
based on subjective analysis of satellite observations has been developed by forecast-
ers at the Norwegian Meteorological Institute (Noer et al., 2011). Satellite-based cli-
matologies of PMCs have been derived for other regions such as the North Pacific
(Yarnal and Henderson, 1989), the Gulf of Alaska (Businger, 1987), the Eurasian Arctic
(Zabolotskikh et al., 2016), the Southern Ocean (Verezemskaya et al., 2017). With more
and more different satellite products available, e.g. synthetic aperture radar (SAR) im-
agery (Furevik et al., 2015) and CloudSat radar (see Chapter 2), the use of satellite data
for mesoscale cyclone climatologies is increasingly beneficial due to their generally
higher spatial resolution, as compared to global reanalyses or climate model output
(Verezemskaya et al., 2017). On the other hand, satellite data presents other challenges
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such as irregular or poor time frequency of image retrievals, limited dataset duration,
and inconsistencies in observations. More importantly, the subjective nature of PMC
identification in satellite images makes the climatologies questionable and difficult to
compare to each other.

The use of global atmospheric reanalyses circumvent the problem of observational
inconsistencies and the subjectivity of satellite-derived climatologies. In a pioneering
study, Condron et al. (2006) compared the 2-year satellite climatology of Harold et
al. (1999a) to automatically detected PMCs in 40-year European Centre for Medium-
Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40). They found a large bias
in the size of cyclones detected in the Northeast Atlantic. Although up to 80 % of cy-
clones with diameters larger than 500 km are identified in the sea level pressure (SLP)
field, the detection rate drops to 20 % for 100-km-scale cyclones. This is perhaps un-
surprising, since ERA-40 has a resolution of 1.25◦ in the horizontal and 6 h in time
— quite coarse for representing mesoscale weather systems. These results were con-
firmed by Laffineur et al. (2014), who looked at the representation of 29 Sea Surface
Temperature and Altimeter Synergy for Improved Forecasting of Polar Lows (STARS)
PLs in two ECMWF reanalyses. Only 6 PLs were found in ERA-40, while the newer
ERA-Interim reanalysis showed a considerable improvement: 13 out of 29 could be
identified in its SLP data. Downscaling ERA-Interim with a high-resolution limited
area model further improved the detection rate.

Based on objective constraints of relative vorticity, surface wind speed and static
stability, Zappa et al. (2014) demonstrated that more than half (56 %, 19 out of 34)
of STARS cyclones can be detected in the ERA-Interim data over a period of three
years. Using the same reanalysis, but a different tracking method, Michel et al. (2018)
obtained a similar detection rate (60 %), while in the study by Stoll et al. (2018) the
rate is ≈79 %. Moving to higher horizontal resolution, it was found that up to 70 % of
STARS PLs can be detected in the ECMWF operational analysis (Zappa et al., 2014).
The recently developed Arctic System Reanalysis (ASR) based on a high-resolution
non-hydrostatic model with improved data assimilation opens new opportunities for
cyclone climatologies (Tilinina et al., 2014). It has already been proven advantageous
in PL studies: Smirnova and Golubkin (2017) show that it allows for detection of up
to ≈89 % of STARS cyclones, while the hit rate obtained by Stoll et al. (2018) is slightly
lower but very close (85 %). The latter two studies indicate a significant improvement
of ASR over ERA-Interim in representing mesoscale cyclones in the Arctic. Moreover,
compared to ERA-Interim downscaled to the grid spacing of 12 km (Laffineur et al.,
2014) and operational ECMWF reanalysis (Zappa et al., 2014), ASR still has a higher
number of STARS PLs. This can be explained by different model physics and a non-
hydrostatic dynamical core in Weather Research and Forecasting Model (WRF) used
for ASR. However, the main disadvantages of this reanalysis are its limited spatial
coverage and a relatively short time span (2000–2012).
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In fact, the short time span is a common weakness of PMC statistical studies, be-
sides the horizontal grid spacing of the atmospheric data (as well as the chronic lack
of observations in the polar regions). A lot of PMC climatologies are based on just
a few years worth of data: such as 2 years (e.g. Harold et al., 1999a; Blechschmidt
et al., 2009), 3 winters (e.g. Laffineur et al., 2014; Zappa et al., 2014), or 6 winters (e.g.
Watanabe et al., 2016); making the robustness of their results debatable.

Fortunately, a number of recent reanalysis-based climatologies span more than one
decade. For example, Yanase et al. (2016) used the Japanese Re-Analysis (JRA-55) and
applied the same tracking algorithm as Zappa et al. (2014) to detect PLs in the Japan
Sea over the period of 1979–2015. While confirming the earlier case studies about
the importance of upper-level cold troughs for PL development, they found that PLs
have two dominant directions of propagation, reflecting the difference in planetary-
and synoptic-scale conditions. Another long-term climatology (Mallet et al., 2013) also
focused on the prevailing weather regimes during a PL formation, based on the ERA-
Interim data (1979-2011) extended back in time using the NCEP/NCAR reanalysis
(1948-1979). In their study, the majority of Norwegian and Barents Seas PLs were
found to occur during the Atlantic Ridge regime, and slightly less during the negative
phase of the North Atlantic Oscillation.

Instead of categorising mesoscale cyclones by the large-scale circulation patterns,
some studies concentrate on the dynamical method of classification. Terpstra et al.
(2016) looked at the atmospheric properties of forward- and reverse-shear PLs within
the STARS database. They demonstrated that reverse-shear cyclones were neglected in
previous PL classifications, yet they commonly occur during cold air outbreak (CAO)
events in the Nordic Seas. The composite analysis in their study revealed the depen-
dence of the criteria commonly used to define PLs on the shear conditions during their
development.

With the help of MetUM simulations, Bracegirdle and Gray (2008) analysed baro-
clinicity and stability criteria for PL events in the North Atlantic and categorised them
according to the Petterssen and Smebye (A, B, and C) types of cyclone evolution. The
cyclonic features are identified mostly along fronts, the rationale being to capture in-
cipient frontal waves. Consequently, their study includes a large number of weak
features. The spatiotemporal distribution of PL occurrence was found to be broadly
similar to other climatologies, except for a maximum in the Barents Sea, whose ab-
sence in previous studies is attributed to the lack of observations in the area. Brace-
girdle and Gray (2008) also found that about one-third of the objectively identified PL
events in the Nordic Seas have atmospheric conditions associated with the type C cy-
clones, namely strong latent heating and weak low-level baroclinicity. The C-type PLs
were found to dominate the southern Norwegian Sea.

Several other researchers have employed global and regional model output to cre-
ate mesoscale cyclone climatologies. Zahn et al. (2008) created the first multidecadal
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PL statistic for the North Atlantic sector from 1948 to 2006 by downscaling the global
NCEP/NCAR reanalysis with a regional climate model with horizontal grid spac-
ing of 0.44◦. Their results show little decadal variability and no significant long-term
changes in PL occurrences, although in a follow up study based on a future climate
simulation, Zahn and Storch (2010) predict a decrease in a PL activity and its shift to
the north. Similar results have been obtained by Romero and Emanuel (2017) using
Coupled Model Intercomparison Project phase 5 (CMIP5) output. One of the advan-
tages of the climate model approach is its freedom from the time constraints of reanal-
yses or observations. However, it comes with the same problem of correctly identify-
ing PMCs in the atmospheric data. For example, Zahn and Storch (2008) and Zahn and
Storch (2010) required a southward propagation of PL, thereby limiting their ability to
detect PLs that develop in forward-shear conditions (Terpstra et al., 2016). Rojo et al.
(2015) also report that a number of PLs propagating northward in the Nordic Seas is
about one fifth and cannot be ignored.

4.1.2 Criteria for polar mesoscale cyclone identification

PMCs develop over the ocean and quickly dissipate upon landfall. Thus a common
requirement for their identification is that they exist (e.g. Zappa et al., 2014) or at least
form (e.g. Michel et al., 2018) over open water.

Following the classic definition given by Rasmussen and Turner (2003), a thresh-
old of 15 m s−1 surface wind speed is commonly used to identify PLs (e.g. Yanase et
al., 2016). However, this threshold is likely to produce biased results, because the
near-surface wind speed is known to be underestimated in coarse-resolution reanal-
yses (e.g. Moore et al., 2015b). Reanalyses with finer grid spacing, e.g. ASR, have
more realistic wind speeds (Bromwich et al., 2016; Smirnova and Golubkin, 2017).
Still, defining a strict threshold for only one meteorological quantity cannot take into
account the full spectrum of situations associated with PL development (e.g. if it is
embedded in a strong CAO).

Besides the wind speed threshold, different static stability criteria are frequently
used to detect or classify PMCs, addressing the general agreement within the scien-
tific community that marine CAOs are usually precursors of PL development. One of
the most common criteria is a difference between the sea surface temperature (SST)
and the air temperature at 500 hPa, SST-T500, (e.g. Zahn and Storch, 2008; Zappa et al.,
2014, also see Ch. 3). The threshold of this difference is usually set to 43 K, but recent
studies claim that this discards a considerable number of PL, mostly those forming in
the forward-shear environment (Terpstra et al., 2016; Smirnova and Golubkin, 2017).
Bracegirdle and Gray (2008) were the first to objectively compare different static sta-
bility parameters and found that the difference between the wet-bulb potential tem-
perature at 700 hPa and SST is most effective at separating PL from other cyclones.
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The recent study by Stoll et al. (2018) greatly extended the investigation into the ef-
ficacy of PL identification parameters. They used the same objective tracking method
as Zappa et al. (2014), and applied it both to ERA-Interim and ASR reanalyses and
compared the results to the STARS database. The three most effective criteria for sep-
arating PLs from other extra-tropical cyclones were found to be 1) the difference be-
tween SLP at the centre of the low and its surroundings, 2) the difference in the poten-
tial temperature between the sea surface and the 500 hPa level, and 3) the tropopause
wind speed poleward of the cyclone. It is promising that results derived from both re-
analyses agree on what parameters are the most effective (Stoll et al., 2018). However,
this study’s major weakness is the focus on the STARS cyclones, which skews their
conclusions towards relatively large and intense Nordic Sea type PLs. In other words,
training the detection metrics on a small dataset of PLs in one region and applying the
same precise thresholds for other regions is arguable; so the conclusions about their
global climatology of PLs should be treated with caution.

In the present study, the selection of PMCs from the full subset of cyclone tracks
is based on more simple metrics (Sec. 4.3.5), following e.g. Watanabe et al. (2016) and
Michel et al. (2018).

4.1.3 Objective algorithms for polar mesoscale cyclone tracking

Although a lot of the climatologies discussed above were compiled from manually-
tracked mesoscale cyclones (e.g. STARS), several studies utilise objective detection
and tracking algorithms, which came to the PL community mostly from mid-latitude
cyclone tracking research. Various methods have been used for objective PMC track-
ing; they can be broadly divided into two groups: those associating PMCs with local
minima of SLP (e.g. Zahn and Storch, 2008; Michel et al., 2018) and those tracking
PMCs by local extrema in the relative vorticity (e.g. Condron et al., 2006; Zappa et al.,
2014; Watanabe et al., 2016; Stoll et al., 2018). One of the advantages of using vorticity
is that it is less influenced by the background flow and allows systems to be identified
much earlier in their life cycle (Hoskins and Hodges, 2002).

There is a need for a large inter-comparison project to define what meteorological
field is better for PMC tracking. The first attempt at such a comparison was made by
Xia et al. (2012) who found significant differences in number of tracks derived from
the SLP fields filtered by two different spatial filters. Meanwhile, for extra-tropical
cyclones in general, Neu et al. (2013) found little evidence for statistical difference
between the algorithms based on SLP and vorticity. It should be noted, that the iden-
tification of cyclones in SLP field is biased towards large-scale features and slower
moving systems, while the vorticity-based tracking is skewed towards smaller spa-
tial scales (Rae et al., 2017). In addition, using either of these fields has drawbacks
associated with different interpolation and filtering techniques.
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FIGURE 4.1: Domain used for objective PMC tracking.

For the present investigation, we use the low-level relative vorticity field, because
the aim is to include not only the largest and most vigorous mesoscale cyclones, but
also smaller and weaker vortices, often missed by earlier studies.

4.1.4 Novelties and aims of this study

Notwithstanding the number of studies mentioned above, there is still a gap in the
comprehensive climatology of PMCs. Even in the region of their highest activity —
the Nordic Seas (Laffineur et al., 2014), there have been only a handful of works based
on objective tracking (e.g. Condron et al., 2006; Bracegirdle and Gray, 2008; Zappa
et al., 2014; Michel et al., 2018; Stoll et al., 2018). Meanwhile, the Nordic Seas region
and the Atlantic sector of the Arctic Ocean (Fig. 4.1) are of great interest: they are
located near areas of high off-shore activity and are expected to have increased level
of shipping (Melia et al., 2016). Even more importantly, PMCs and associated with
them CAOs can have impact on the ocean circulation in the region with implications
for the global climate (Condron and Renfrew, 2013).

The present chapter takes advantage of the latest developments made at ECMWF1

that resulted in a new reanalysis product — ERA52. We expect that it will allow us
to detect more PMC and resolve their structure better than other available datasets.
As such, our focus is chiefly on small meso-α-scale and large meso-β-scale cyclonic
vortices over the Nordic Seas. The aim is to produce a new climatology using the ob-
jective tracking algorithm developed by Watanabe et al. (2016) and to prove that ERA5
permits for more successful tracking of these phenomena. In addition, we attempt to

1Disclaimer: this chapter contains modified Copernicus Climate Change Service information (2018).
Neither the European Commission nor ECMWF is responsible for any use that may be made of the
Copernicus Information or Data it contains.

2ERA5 is the fifth generation of ECMWF atmospheric reanalyses of the global climate, which started
with the FGGE reanalyses produced in the 1980s, followed by ERA-15, ERA-40 and most recently ERA-
Interim.
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find links between the sea ice cover in the Arctic and the mesoscale cyclone activity in
the region.

The remainder of this chapter is organised as follows. In Section 4.2 the reanalysis
datasets are described. Section 4.3 describes the tracking algorithm. Its verification
against two datasets of observed PMCs is given in Section 4.4. In Section 4.5, the main
results are presented, comparing PMC climatologies based on ERA5 and ERA-Interim.
Section 4.6 explores the possible linkages between the PMC distribution and Arctic sea
ice extent. In Section 4.7, a brief summary of the chapter is given, and possible follow-
up work is discussed.

4.2 Data

We use two of the reanalysis products generated by the ECMWF Integrated Forecast
System (IFS) model: ERA5 and ERA-Interim. Both reanalyses are generated using a
four-dimensional variational data assimilation (4D-Var) scheme. However, they differ
substantially in terms of spatiotemporal resolution, model physics, and assimilated
observations (see below). The ERA5 product is meant to replace ERA-Interim, but is
still in production3. Thus in this study, both reanalyses are used only for 9 extended
winter seasons when both products overlap: 2008–2009 to 2016–2017. Here, an ex-
tended winter season is defined as 1 October – 30 April, which covers the season of
PMC activity in the Nordic Seas region (e.g. Harold et al., 1999a; Noer et al., 2011).

4.2.1 ERA5

ERA5 is a time-consistent homogeneous global atmospheric reanalysis generated in
near real time. It is based on the cycle 41r2 of the IFS, with 137 hybrid sigma-pressure
vertical levels, with the top level at 0.01 hPa (around 80 km). Besides the model lev-
els, atmospheric data are interpolated to 37 pressure levels, which are used here for
objective tracking: relative vorticity (paramId=138, s−1) at 950 hPa and two horizontal
components of wind (paramId=131 and paramId=132, m s−1) at 8 levels (1000, 975, 950,
925, 900, 850, 800, 700, hPa). One additional variable that is required by the tracking
to exclude synoptic-scale systems is the mean SLP (paramId=151, hPa).

Temporal and spatial resolution

The ERA5 dataset contains one high resolution realisation (HRES) and a reduced reso-
lution ten member ensemble (EDA). The ensemble output includes information about
uncertainties, which is provided at slightly reduced spatiotemporal resolution. This

3Complete release of 1979-2008 data is planned for late 2018, and release of 1950-1978 is planned for
2019.
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TABLE 4.1: Key differences between ERA5 and ERA-Interim4. Note only 2008–2017 years are
used here.

ERA-Interim ERA5

Period covered 1979–present 1950–present

IFS version Cycle 31r2 4D-Var Cycle 41r2 4D-Var
Horizontal
resolution

79 km (TL255)
31 km (TL639) for HRES,
62 km for EDA

Vertical
resolution

60 levels to 0.1 hPa 137 levels to 0.01 hPa

Temporal
resolution

6 h analysis fields;
3 h forecast fields

1 h analysis fields, 3 h for EDA

Uncertainty
estimates

None From a 10-member EDA

Model input As in operations (inconsistent
SST)

Appropriate for climate
(CMIP5) forcing

Input
observations

As in ERA-40 and from GTS In addition, various newly re-
processed datasets and recent
instruments that could not be
ingested in ERA-Interim

Variational
bias scheme

Satellite radiances Also ozone, aircraft and surface
pressure data

Number of
parameters

≈100 ≈240

will allow for a new suite of climatological studies of PMCs based on ensemble com-
posites. In the present investigation, however, only the HRES realisation is used, and
this will simply be referred to as ‘ERA5’ forthwith.

The ERA5 atmospheric data have a triangular truncation TL639, which corresponds
to a grid spacing of 31 km (0.28125◦). The time frequency of atmospheric parameters
is 1 h. The sea ice concentration is updated once a day, so data at 12:00 is used for
analysis here.

Advantages over ERA-Interim

Besides higher spatiotemporal resolution, ERA5 has a number of advantages over the
ERA-Interim dataset (Table 4.1). For example, the representation of the troposphere
has generally improved due to updates of the IFS model and data assimilation. This is
manifested in better representation of tropical cyclones, as well as a better global bal-
ance of evaporation and precipitation. More importantly, ERA5 has more consistent
sea surface temperature and sea ice, which is crucial for mesoscale dynamics in high

4Adapted from https://software.ecmwf.int/wiki/pages/viewpage.action?pageId=74764925

https://software.ecmwf.int/wiki/pages/viewpage.action?pageId=74764925
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latitudes (Spengler et al., 2016). Whether or not it has better representation of PMCs,
will be discussed in this chapter.

4.2.2 ERA-Interim

The ERA-Interim (Dee et al., 2011) is an atmospheric reanalysis starting from 1979 and
extending up to the present. It is based on the IFS cycle 31r2 run with 60 vertical
levels and TL255 spectral resolution, which corresponds to a global grid spacing of
about 79 km.

Temporal and spatial resolution

The analysis data are retrieved from ECMWF on a Cartesian grid with 0.5◦ × 0.5◦ spac-
ing and 6 h time step. To increase the time resolution to a frequency more appropriate
for the short-lived nature of PMCs, data from 3- and 9-hourly forecasts starting at
00:00 and 12:00 UTC are used (Zappa et al., 2014; Stoll et al., 2018).

4.3 Objective tracking algorithm

The objective algorithm of PMC detection and tracking used here was developed by
Watanabe et al. (2016) and is implemented following a few technical improvements.
The automatic tracking method comprises three parts: identification of vortices at each
time step, connection of vortices in consecutive time steps, and exclusion of synoptic-
scale disturbances. Originally, the algorithm was based on a method for the detection
of convective cells in radar reflectivity scans. One of the major advantages of this
algorithm is that it is suitable for identifying PMCs clustered together or embedded in
larger synoptic-scale systems.

Parameters used for identification and linking vortices are almost the same as
in Watanabe et al. (2017), apart from some minor modifications. First, the running-
mean vorticity smoothing function is switched off, because ERA5 and especially ERA-
Interim vorticity fields are rather smooth already and have lower spatial resolution
than data used in the original study for the Japan Sea (0.1◦×0.125◦). Second, a halo of
30 km is applied to the land-sea mask to reduce the number of stationary orographically-
produced vorticity maxima. Third, the size threshold for synoptic cyclone exclusion
is raised to 90 000 km2. Fourth, the connection of vortices is made using the size of a
vortex rather than its distance. The key steps of the algorithm are briefly described
below.

4.3.1 Identification of vortices

The tracking algorithm begins by finding vorticity maxima in the domain along with
continuous areas of high vorticity (≥ ζmin0) surrounding them (Fig. 4.2a). This process
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FIGURE 4.2: Steps of the vortex identification algorithm from Watanabe et al. (2016). Panels
on the left show the vorticity along the horizontal line A–B, which transects the vorticity field
as shown in panels on the right. (a) Original vortex field split into the two areas by ζmin0
parameter. (b) An example of a vorticity peak (yellow area, 1) identified as a cyclone. The
grey area shows the region where vorticity is lower than ζmin and is distributed to either the
yellow and red areas at the last step. (c) An example of the peak (2), identified as a part of
the neighbouring vortex. (d) The final step of the identification process. The colours (green,
red, yellow) attribute vorticity areas to separate cyclones, whose centres are marked by black
crosses.

is continued until all peaks having vorticity ≥ ζmax0 are detected, The vortex area is
referred to as the ‘original vortex area’, and it can have one peak (‘isolated vortex area’,
green area in Fig. 4.2a) or several peaks (‘multiple vortex area’, red area in Fig. 4.2a).

A threshold ζmin is then used to separate vortices in a multiple vortex area by
increasing this threshold until the highest peak remains (Figs 4.2b and c). Depending
on the difference (∆ζ) between the vorticity of the peak ζmax and the threshold ζmin,
this part of a vortex area is identified as a separate vortex (yellow area in Fig. 4.2b), or
as a part of a neighbouring vortex (second peak in red area in Fig. 4.2b). The threshold
for this is defined as ∆ζmin = γ × ζmax, where γ is a scale factor, here set to 0.25
(Table 4.2). Finally, the multiple vortex area (shown in grey in Fig. 4.2b) is redistributed
to those separate vortex areas whose edge is closest to it. The resulting vortex areas
are shown in Fig. 4.2d.
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4.3.2 Vortex linking

To connect vortices at consecutive time steps, a first guess of the vortex movement is
made based on the steering wind. The steering wind is defined as the horizontal wind
averaged within a radius of rsteer = 200 km between 1000 and 700 hPa (Table 4.2).

The algorithm estimates the next position by assuming that the vortex is advected
by the steering wind. The vortex at the next time step must be located within a certain
radius (rlink = 120 km) from this estimated position. If there is more than one vortex
in the estimated area, the vortex closest to the estimated position is connected to the
previous vortex. If there are no vortices within rlink, a second option is considered,
namely, if a part of an isolated vortex area overlaps with the estimated area. Again,
if there are more than one overlapping regions, the vortex at the previous time step is
linked to the vortex having the largest overlap.

If a vortex still does not appear in the vorticity field at the next time step, it is
deemed to have dissipated. The track is then terminated at the previous time. In a
situation when two or more vortices are connected to the same vortex at the next time
step, they are considered to have merged. If a vortex area splits into two, one of them
is connected to the original area, while the other becomes a new vortex.

TABLE 4.2: Tracking algorithm configuration used in the CTRL tracking experiment. In the
sensitivity tests (Sec. 4.4), one of the parameters is altered while the rest are equal to CTRL
values. For explanation, see Sec. 4.3.1–4.3.3.

Parameter Value

Domain boundaries 65◦–85◦N, 20◦W–50◦E

Vorticity peak threshold, ζmax0 2× 10−4 s−1

Vorticity area threshold, ζmin0 1.5× 10−4 s−1

Smoothing radius, rsmooth not used

Scale factor, γ 0.25

Steering wind radius, rsteer 200 km

Steering wind height 1000–700 hPa

Radius for linking vortices, rlink 120 km

Exclusion of synoptic lows • Vortex area >90 000 km2,
• within 300 km from an SLP minimum

Cold front identification • Length >400 km,
• Bearing angle between −20◦ and 60◦,
• Average curvature < 0.1,
• Coefficient of determination > 0.8
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4.3.3 Exclusion of synoptic-scale disturbances

Unlike a number of cyclone tracking methods (e.g. Hoskins and Hodges, 2002; Neu
et al., 2013), the present algorithm does not apply a spatial filter to the vorticity field
prior to tracking. Consequently, it must discriminate synoptic-scale cyclones and cold
fronts from PMCs based on their size and shape.

A cyclone is classified as synoptic-scale at every time step if the following con-
ditions are satisfied. First, the method checks, if an SLP minimum, which is at least
0.5 hPa lower than the surroundings, is present. Second, if within 300 km from the SLP
minimum there is a vortex area larger than 90 000 km2, the vortex is considered to be
a synoptic-scale cyclone. Note that this method is capable of identifying a synoptic-
scale low and a PMC embedded within it (Watanabe et al., 2016), as is often observed
over the Japan Sea as well as the Nordic Seas.

The shape of the vortex area is used to check for cold fronts. This is done by de-
tecting southern and northern edges of the original vortex area, calculating a distance
between them, and the bearing angle between the line connecting them and the north.
If certain thresholds of the angle and the distance are exceeded (Table 4.2), the area is
further examined for its curvature using quadratic fitting. Upon satisfying the condi-
tion of curvature, the vortices in the original vortex area are classified as part of a cold
front.

4.3.4 Technical details and latest improvements

The tracking algorithm code is written in the FORTRAN-90 programming language.
The code has been upgraded by the author in the following major aspects: time di-
mension loading, data input, user interface, and version control system.

In order to adapt the code for ECMWF datasets with larger spatial coverage and
higher time frequency than the data used by Watanabe et al. (2016), the code has been
rewritten so that only one time slice is processed at each iteration, instead of loading
all time slices at once. This consumes less memory and permits for longer tracking
runs. On the other hand, it has become impractical to check in real time if a cyclone
track has duration greater than a given threshold. This is now done at a postprocessing
stage (see Sec. 4.3.5).

An input interface based on the netCDF library5 has been introduced, allowing the
algorithm to read data in a common geoscience data format, as well as automatically
handle metadata (e.g. dates, domain boundaries, variable names, etc).

The user interface has been improved so that the code does not need to be recom-
piled every time a user changes a configuration parameter, e.g. the value of vorticity
threshold. In addition, the code now depends on the datetime FORTRAN library,
which makes selecting start and end times significantly more convenient.

5https://www.unidata.ucar.edu/software/netcdf/

https://www.unidata.ucar.edu/software/netcdf/
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Besides the changes mentioned above, the code has been refactored and cleared
from a few bugs. Options for different FORTRAN compilers (e.g. Intel, GNU, Cray)
and HPC platforms (e.g., MONSooN, ARCHER, JASMIN) have been added to the
installation script. The code is freely available on GitHub under the MIT license 6.

To accompany the tracking algorithm itself, a software package for postprocessing
and analysis has been written in the Python programming language. This package is
called octant7 and is available on GitHub8. It is used for cyclone track analysis in the
subsequent sections. All the code used to create figures for this chapter is also publicly
available9.

4.3.5 Cyclone selection criteria

The statistics presented here are calculated for ERA5 (Fig. 4.3). As mentioned in
Sec. 4.1, using strict criteria to select PLs from a set of objectively tracked cyclones
has its caveats. To avoid an a priori bias in our results, we keep the criteria to the
minimum and thus retain a dataset of not only PLs, but more generally PMCs.
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FIGURE 4.3: Histograms of characteristics of vortices grouped by three categories: vortic-
ity features (VF, grey), PMCs (light blue), and ICs (blue). The characteristics shown are: (a)
genesis-lysis distance (km), (b) lifetime (h), (c) maximum vorticity (10−4 s−1), (d) total track
distance (km), (e) propagation velocity (km h−1), and (f) approximate diameter (km). Median
values of each parameter are shown by circles at the top of the panels with corresponding
colours.

6https://github.com/dennissergeev/pmctrack
7Objective Cyclone Tracking ANalysis Tools
8https://github.com/dennissergeev/octant
9https://github.com/dennissergeev/pmc_clim

https://github.com/dennissergeev/pmctrack
https://github.com/dennissergeev/octant
https://github.com/dennissergeev/pmc_clim
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Over the period of 9 extended winters, the tracking method, with the settings listed
in Table 4.2, identified 39,936 peaks in the ERA5 vorticity field. Most of them, however,
appear for a period of time that is too short, or stay too close to the coastline, in a form
of stationary orographic phenomena such as tip jets. Addressing these bogus features,
6,788 vorticity features satisfy the lifetime threshold of >6 h, and spent at least 50 %
of their lifetime at least 70 km away from land or domain boundaries. These vorticity
features can then be classified as potential PMCs.

To be categorised as PMCs, these vortices must be also flagged as ‘mesoscale’ by
the tracking algorithm (see Sec. 4.3.3 for details) for at least 80 % of their lifetime. In ad-
dition, the distance between genesis and lysis (calculated along a great circle) must be
greater than 300 km. These conditions are satisfied for 2,610 vorticity maxima. Finally,
the top 10 % of PMCs are labelled as intense cyclones (ICs, 261 in total), as inferred
from their maximum vorticity. The rest of this chapter is focused on PMCs and its
subset, ICs.

The distribution of the features for key track parameters is quite similar for both
categories, except for the maximum vorticity distribution, which itself was used to
define ICs. The typical distance between the points of formation and dissipation
(Fig 4.3a) is close to 500 km for PMCs and almost 800 km for ICs, but can reach 2000 km
and more; about half of the vortices that do reach such distances are ICs. In fact, mov-
ing to the tails of almost all distributions in Fig 4.3, the ratio of the intense category to
all PMCs increases.

The total track distance (Fig 4.3d) distribution is very similar to that of the genesis-
lysis distance, but shifted to twice as large numbers. The median distance travelled
by PMCs and ICs is roughly 900 km and 1400 km, respectively. Smirnova et al. (2015)
report lower values of the total track distance (100–300 km). This discrepancy can be
attributed to the irregular time resolution of the satellite data used in their study, as
well as the ability of the tracking method used here to identify PMCs for longer time
periods.

On average, the lifespan of PMCs is 21 h, and more than half of them last for less
than 1 day, in agreement with previous studies (e.g. Rojo et al., 2015). In rare cases
(≈10 %) PMC events can have a duration of more than 2 days, and in about 3 % of
case, more than 3 days. The intense mesoscale cyclones tend to live 60 % longer than
average (Fig 4.3b), and about one tenth of them have lifetimes exceeding 72 h. Note
that even though some of PMCs appear to have such longevity, they can undergo
changes from e.g. a cold front at the beginning to a mesoscale cyclone to a synoptic-
scale low, as long as these changes last for less than one-fifth of their total lifespan, as
mentioned above.

The total track distance and the lifetime are used to calculate the average speed
of cyclone propagation. These values are very close for both categories (Fig 4.3e), the
median values are roughly equal to 40 km h−1 (or ≈11 m s−1) — similar to the values
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reported by Rojo et al. (2015).
An approximate estimation of PMCs’s average diameter (Fig 4.3f) demonstrates

that these vortices are typically 100–300 km in size, with the intense class being 25 %
larger. This estimate is lower than in other PMC climatologies (e.g. Laffineur et al.,
2014; Rojo et al., 2015; Smirnova and Golubkin, 2017), but this is likely due to the
fact that they report diameters only at mature stage and our data has higher horizon-
tal resolution. More importantly, this is explained by the cut-off we use to exclude
synoptic-scale features.

Typically, PMCs attain a maximum of relative vorticity of 4.5× 10−4 s−1, which
agrees well with Watanabe et al. (2016), who used a different reanalysis for a different
region. Recall that ICs are defined by the 90th percentile of this metric, which is equal
to 7.54× 10−4 s−1. Consequently, the tail of the vorticity distribution is saturated with
ICs (Fig 4.3c).

4.4 Verification of the tracking algorithm

The tracking algorithm has been substantially validated by Watanabe et al. (2016) us-
ing a list of mesoscale cyclones detected over 6 cold seasons over the Japan Sea and
comparing them to subjectively drawn tracks based on the relative vorticity and SLP
from the input data, as well as satellite infrared images.

In the present study, we perform an additional verification by counting how many
PMCs from the ACCACIA and STARS datasets are identified by the tracking method
(for details about the datasets, see the next subsection). The procedure of finding
matches between collections of tracks follows the approach of Blender and Schubert
(2000). They proposed a non-dimensional distance metric D12, a brief explanation of
which is given below. D12 fulfils the conditions for a metric by being positive for
any different pair and equal to 0 for identical tracks. It is an objective measure of the
deviation between two tracks, and it is applicable for cyclone databases defined on
different grids and at different temporal resolutions.

Suppose we have two cyclone track datasets (e.g., from satellite imagery and ob-
jective tracking output). First, the spatiotemporal distances between all cyclone tracks
are estimated. The track of a cyclone in the first dataset is defined as [x1(a1), y1(a1),
t1(a1)] with the positions x, y and times t for the time steps a = 0, ..., A1 during the to-
tal lifetime A1. A cyclone track in the second dataset is given by [x2(a2), y2(a2), t2(a2)]

and has the lifetime A2. The spatiotemporal variance spanned by the two tracks is
then defined as

σ2
12 =

1
A1A2

∫ A1

0

∫ A2

0

(
α
[
(x1(a1)− x2(a2))

2 + (y1(a1)− y2(a2))
2
]

+ β
[
(t1(a1)− t2(a2))

2
])

da1da2.
(4.1)
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FIGURE 4.4: Example of applying the method of Blender and Schubert (2000) to identify how
many ACCACIA tracks are identified by the tracking algorithm. After computing the distance
metric D12 for every pair of tracks (shown by background colour), minimum values are found
for each track in both datasets. Smaller orange circles show minima for ACCACIA tracks
(along y-axis), bigger cyan circles show minima for objective tracking results (along x-axis). If
they occupy the same grid point, the two tracks are considered a unique pair. In this example,
the tracking algorithm is able to find 12 Aerosol-Cloud Coupling And Climate Interactions in
the Arctic (ACCACIA) tracks.

The factors α and β are the weights for the spatial and temporal distances. Physically
equivalent weights can be obtained by considering typical scales for the distance ∆x
and time ∆t. Assuming a balance between the two sums in Eq. 4.1, we can write

α∆x2 = β∆t2. (4.2)

Their ratio is then equal to the typical speed U squared:

β/α = U2. (4.3)

In the calculations, we use U ≈ 7 m s−1, or α = 1 and β = 50.
The variance σ2

12 does not vanish for two identical tracks, i.e. σ2
11 6= 0. Hence, the

distance metric is defined as

D12 =

√
1

A1A2

[
σ2

12 −
1
2
(
σ2

11 + σ2
22

)]
, (4.4)

where the internal variances are subtracted (σ2
11 and σ2

22 are calculated in the same way,
but with identical tracks). The spatial distances are calculated along great circles.

This spatiotemporal distance is then employed to assess the agreement between
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sets of tracks. First, for every track i1 in set 1, the track i2 with the minimum distance
D12 is found in set 2. Then, vice versa, the set 2 is scanned and for every track i2, the
nearest track in set 1, i1 is found. This generates two tables with minimal distances
and allows a search for those pairs of tracks that form unique neighbours (Fig. 4.4).

D12 has essentially only one free parameter, which controls the importance of spa-
tial proximity versus time overlap between a pair of tracks, and thus is more objective,
compared to metrics that have more arbitrary thresholds. This method has been suc-
cessful in several studies, including in a cyclone tracking algorithm inter-comparison
project (Neu et al., 2013).

Another approach for identifying cyclone track pairs is to assume a match if said
cyclones stay within a certain radius close to each other for more than half of their
lifetime. This has more commonly been used in PMC studies, albeit with slightly
different thresholds (e.g. Zappa et al., 2014; Watanabe et al., 2016; Stoll et al., 2018).
Even though this method seems more straightforward, it comes with some drawbacks,
such as the problem of interpolating tracks to one time resolution. In addition, it
includes a number of thresholds, each of which can be a source of bias or subjectivity.
After comparing matching rates of the two methods in cases of ACCACIA and STARS
datasets (not shown), we conclude that the second method does not bring any obvious
advantages over the method of Blender and Schubert (2000).

4.4.1 Verification against the ACCACIA dataset

During the ACCACIA period (≈2 weeks, March–April 2013, see Chapter 2) thermal
infrared satellite imagery was subjectively analysed by the author for PMCs. From the
cloud patterns, 38 mesoscale cyclones were identified over the Norwegian Sea. After
discarding the cyclonic cloud features lasting for less than 6 h, 27 tracks are retained
to test the performance of the tracking algorithm.

Vorticity thresholds

First, the tracking is performed with different values of ζmax0 (Fig. 4.5a). These test
ζmax0 thresholds are chosen slightly differently for ERA5 and ERA-Interim: from 1× 10−4

to 10× 10−4 s−1 and from 0.2× 10−4 to 5× 10−4 s−1, respectively (they overlap for 5
threshold values).

In ERA5, the highest number of ACCACIA PMCs found by the tracking algo-
rithm is 12, three of which are in the IC class. This hit rate is reached when ζmax0 =

2× 10−4 s−1, which is the configuration used in the CTRL experiment (Table 4.2). The
tracks of all 27 ACCACIA vortices are shown in Fig. 4.5b with the ones successfully
identified by the algorithm highlighted. Overall there is no obvious tendency towards
longer or shorter tracks, but almost all relatively longer tracks among the 12 found are
not categorised as intense cyclones.
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FIGURE 4.5: Verification of the tracking algorithm against the ACCACIA dataset. (a) number
of matched PMC and IC pairs in experiments with different vorticity thresholds for ERA5
and ERA-Interim, (b) map of ACCACIA PMC tracks showing which of them are identified or
missed in the ERA5 CTRL run.

The higher the vorticity threshold, the fewer ACCACIA tracks have matches in the
tracking dataset, with the hit rate dropping to zero at ζmax0 > 6× 10−4 s−1. Interest-
ingly, when the threshold is lower than the CTRL one, the hit rate for ERA5 goes down
too. A possible explanation is that with vorticity thresholds too low, several cyclones
are treated as one large area of high relative vorticity.

In ERA-Interim, the objective tracking yields consistently lower match rates, reach-
ing 7 at the lowest vorticity threshold and decreasing to 1 at the CTRL threshold
(ζmax0 = 2× 10−4 s−1). Up to a third of them are classified as ICs.

Other tracking parameters

Apart from the vorticity threshold, the tracking algorithm’s performance has been
assessed for runs with other parameters altered within a reasonable range. When
compared to the ACCACIA dataset, the tracking results appear to be less sensitive
to the settings such as the steering wind radius, the threshold for linking vortices, or
the coastal ‘halo’ (Fig. 4.6). The vertical level of the vorticity field is set to 950 hPa by
default (see Sec. 4.3), and appears to be better than the 900 hPa level or, as used in a
few other studies (e.g. Zappa et al., 2014), the 850 hPa level.

In this set of experiments, the hit rate is most sensitive to the smoothing: switching
it on and setting the smoothing radius to 40–60 km results in about half the number of
cyclones being detected compared to in the CTRL set-up.

The relatively poor performance of ERA5 and especially ERA-Interim is due to the
fact that cyclonic features comprising the ACCACIA dataset are generally weak and
short-lived systems. Another issue is that they have been identified subjectively based
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FIGURE 4.6: As in Fig. 4.5a, but for different tracking parameter settings.

on one channel of satellite imagery, so some of them might not be associated with low-
level vorticity. Nevertheless, the CTRL configuration of the tracking algorithm is the
best even for these small-scale PMCs.

4.4.2 Verification against STARS dataset

The 10-year STARS database (Noer et al., 2011) is the most frequently used record of
manually-tracked PLs and is freely available to the community10. It provides a list
of 185 PL tracks over the Nordic Seas over the period of 2002–2011. The PLs were
subjectively identified by forecasters at the Norwegian Meteorological Institute by in-
spection of satellite infrared data, scatterometer winds and an operational weather
forecasting model with convective-permitting resolution.

The STARS dataset has served as a basis for investigation of PL characteristics (e.g.
Terpstra et al., 2016) as well as for the evaluation of objective cyclone tracking methods
(e.g. Michel et al., 2018). It is important to remember that STARS contains PLs, i.e. the
most intense vortices: only the strongest PL is reported when several of them form
within the same CAO (Mallet et al., 2013). Thus this dataset is not representative with
respect to smaller and weaker mesoscale systems.

In this section, we focus on the PLs that developed over the Norwegian and Bar-
ents Seas during three extended winters: October–April of 2008–2009, 2009–2010, and
2010–2011 — the period of overlap between STARS and the current ERA5 release. In
total, 52 PL are listed in the database for this period, and 40 of them have the lifetime
greater or equal than 6 h.

10http://polarlow.met.no/stars-dat

http://polarlow.met.no/stars-dat


86 Climatology of polar mesoscale cyclones in the Nordic Seas

0.2 0.4 0.6 0.8 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0
Vorticity threshold used for tracking (×10 4 s 1)

  0%

 20%

 40%

 60%

 80%

100%

Pe
rc

en
ta

ge
 o

f c
yc

lo
ne

s d
et

ec
te

d 32

22

31

22

29

18

27

16

25

16

24

12

35

21

23

8

34

1514

5

35

11

7

27

10

22

8

15

7

9

4

6

3

6

2

(a)

ERA5, PMC
ERA5, IC
ERA-Interim, PMC
ERA-Interim, IC

10°W 5°W 0° 5°E 10°E 15°E 20°E 25°E 30°E 35°E 40°E

62°N

64°N

66°N

68°N

70°N

72°N

74°N

76°N

78°N

(b)

Missed
Matched only to PMC
Matched only to IC
Matched to PMC and IC

FIGURE 4.7: As in Fig. 4.5, but for the STARS period.

Results of the CTRL experiment (Fig. 4.7) demonstrate that in ERA5 the algorithm
is able to pick up to 35 out of 40 STARS PMCs (87.5 %). Two thirds of them reached
sufficient intensity to be classified as ICs. As in the previous section, the hit rate
decreases substantially with increasing vorticity threshold, dropping below 50 % at
ζmax0 = 7× 10−4 s−1. Surprisingly, the proportion of ICs within the PMC subset also
falls below 50 % (Fig. 4.7a). Comparing paths of ‘hits’ and ‘misses’ (Fig. 4.7b), it be-
comes evident that lifetime of all of the STARS cyclones missed by the tracking algo-
rithm is at the shorter end of the spectrum. In other words, the tracking algorithm in
the CTRL configuration might still miss short-lived PMCs.

The performance of ERA-Interim-based tracking is worse than that of ERA5 (Fig. 4.7a),
similarly to the performance for the ACCACIA dataset. The hit rate is 23 out of 40 in
the CTRL run, but increases up to 32 out of 40 (80 %) at the lowest ζmax0. The majority
of the matched cyclones are categorised as ICs, and the ratio is generally higher than
that for ERA5, implying STARS cyclones are associated with high vorticity, but not as
high as the top 10 % of the ERA5 vorticity maxima.

The success rate of ERA-Interim tracking is within the range of those obtained in
earlier studies. For instance, Zappa et al. (2014) and Stoll et al. (2018) use the vorticity
threshold of 2× 10−5 s−1 (i.e. the same as the lowest here) and report that 70 % and
79 % of STARS cyclones are matched with objective tracking results, respectively.

Other tracking parameters

Verification against STARS confirms, the sensitivity of our tracking method to other
parameters is much lower than the sensitivity to the vorticity threshold (Fig. 4.8).

Even with smoothing of the input vorticity field turned on, the hit rate remains
roughly the same both for ERA-Interim and ERA5-based tracking. This is likely be-
cause the STARS list is biased towards the strongest PLs, and even with smoothed
vorticity field they are detectable at the CTRL value of ζmax0. Proclivity towards more
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FIGURE 4.8: As in Fig. 4.6, but for the STARS period.

intense (and thus vertically developed) PMCs can also be the reason why selecting a
lower pressure for tracking (the last two columns in Fig. 4.8) yields a slightly higher
hit rate than average.

Judging from the verification demonstrated in this and the previous subsection,
we conclude that the CTRL configuration is suitable for both weak PMCs (like those
in the ACCACIA dataset) and intense PL (like those in the STARS dataset). Moreover,
the configuration similar to CTRL was used by Watanabe et al. (2016), Watanabe et al.
(2017), and Watanabe et al. (2018), allowing for a better comparison of PMC clima-
tologies between the Nordic Seas and the Japan Sea. It will be used in the following
sections for both reanalyses, while for ERA-Interim we also detect using a low vorticity
threshold (LVT) configuration with ζmax0 set to 2× 10−5 s−1.

4.5 Climatology of PMC in ERA5 and ERA-Interim

4.5.1 Case study

Differences in how ERA5 and ERA-Interim reproduce mesoscale cyclones can be demon-
strated using the ACCACIA case, which is analysed in depth in Chapter 2. Note that
the dropsonde measurements of the shear line associated with that event were sent to
the Global Telecommunication System (GTS) and assimilated by the ECMWF opera-
tional model, so the representation of this particular PMC in the reanalysis products
is probably better than of other cyclones.
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FIGURE 4.9: ACCACIA PMC case as represented in (a, c) ERA5 and (b, d) ERA-Interim at
1200UTC 26 March 2013: (a, b) relative vorticity (shading, 10−4 s−1) at 950 hPa level and SLP
(red contours, every 2 hPa), (c, d) horizontal wind speed (shading, m s−1) at 975 hPa level. The
15 m s−1 isotach is marked by a black contour.

The pattern of ERA5 relative vorticity at 950 hPa, while still having lower values
than that simulated by MetUM (≈3.5× 10−4 s−1 in ERA5 versus >10× 10−4 s−1 in
MetUM, cf. Fig. 4.9a and Fig. 2.4f), resembles the asymmetric structure of the cyclone,
as well as the filaments of vorticity, extending to north east of it. By comparison, in
the ERA-Interim the vorticity field has much lower values (Fig. 4.9b), which demon-
strates the need for lower vorticity thresholds in the tracking method. It is also hard to
distinguish the shear-line PL from the large-scale synoptic flow (Fig. 4.9b). The latter
can be inferred from the SLP contours, which have a single minimum in the centre of a
large scale cyclone. While the absolute values of pressure minimum is the same, ERA5
resolves much better the ‘merry-go-round’ pattern of the mesoscale vortices observed
during the ACCACIA case (Fig. 4.9a).

The structure of the wind field in the lower troposphere is also reproduced better
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in ERA5 than in ERA-Interim (Fig. 4.9c,d). The ‘double-winged’ structure of the AC-
CACIA PMC can be seen in more detail in the ERA5 data, including the gap between
NW and NE shear lines (see Sec. 2.6.1 for details); ERA-Interim’s wind pattern is too
smoothed out. In terms of absolute values, the ERA5 horizontal wind speed at 975 hPa
(≈300 m) underestimates those observed during the field campaign and simulated by
the MetUM model only by about 3–6 m s−1 (cf. Fig. 4.9c and Fig. 2.5).

Overall, the structure of this PMC is much more similar to the observed one in
ERA5 than in ERA-Interim.

4.5.2 Track-to-track comparison

As mentioned in Sec. 4.3.5, ERA5-based tracking results in 2,610 PMCs in the CTRL
run. Since the vorticity fields may differ substantially (see Sec. 4.5.1), the objective
tracking yields rather different counts for the ERA-Interim reanalysis, as is already
hinted at when verified against STARS and ACCACIA cyclone datasets.

It is important to compare the two reanalysis products in terms of track-to-track
agreement, i.e. in a Lagrangian framework (Hoskins and Hodges, 2002). The compar-
ison between ERA5 and ERA-Interim from a Eulerian perspective is presented later
using track density maps (Sec. 4.5.4).

Using the same method as in Sec. 4.4, we obtain the number of matching cyclone
pairs (Np) between the ERA5 CTRL run (as a reference set) and ERA-Interim CTRL and
LVT runs (test sets). This number Np, together with the total number of PMC tracks in
ERA5 (N1) and in each of the two ERA-Interim runs (N2), allows for the calculation of
two normalised parameters (Blender and Schubert, 2000).

• The first parameter, a probability of coincidence, reveals how many ERA-Interim
tracks agree with ERA5 tracks and is given by the ratio of the number of pairs
Np and the number of tracks in ERA-Interim N2:

pc = Np/N2. (4.5)

This probability of coincidence changes from pc = 0 if all tracks in the test set
are completely wrong to pc = 1 if all of the test tracks match the reference tracks.

• The second parameter, the ratio of the missing tracks rm, is defined as

rm =
N1 − Np

N2
(4.6)

and answers the question of how many reference cyclones are not detected in the test
set. This additional parameter is necessary because for a small N2 all of the test tracks
can be matched to a track in the reference set (pc = 1), but a large portion of the
reference tracks can be still missing. rm is equal to 0 if no track from set 1 is missing in
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TABLE 4.3: Probability of coincidence pc and ratio of missing tracks rm for the two ERA-
Interim tracking experiments (CTRL and LVT) compared with the ERA5 CTRL experiment.

Experiment PMC IC

pc
CTRL 0.87 0.97

LVT 0.37 0.42

rm
CTRL 7.52 7.45

LVT 0.49 0.44

set 2, while any value rm > 0 means some of the reference tracks are not present in the
test set. Note that rm has no upper limit.

According to Table 4.3, most of the PMC tracks identified in ERA-Interim CTRL
run are present in ERA5. When IC are considered, pc increases to 97 %. However,
since the total number of ERA-Interim CTRL tracks is almost an order of magnitude
smaller than ERA5 set, the ratio of missing tracks is quite high: 7.52 for the PMC
category. The missing score is marginally lower for ICs (7.45), meaning that there is a
slightly better chance for ERA-Interim to identify a strong mesoscale cyclone.

When the vorticity threshold is relaxed (LVT run), rm drops dramatically to values
below 0.50, while the ratio of PMC to IC scores stays the same. However, the percent-
age of correctly identified tracks decreases as well: only 37 % of ERA-Interim tracks
are the same as ERA5 tracks (42 % of ICs).

These results show that lowering the tracking threshold leads to less than a half
of reference tracks missing, but it also decreases the chances of tracking correct vor-
ticity centres. This is likely due to the great increase in the number of tracks in the
LVT run. Compared to pc and rm values presented by Blender and Schubert (2000)
for synoptic-scale cyclones in a climate model, the discrepancies between ERA5 and
ERA-Interim are considerably higher than expected if the only difference was the spa-
tiotemporal resolution. This can be explained by the improvements in model physics
and data assimilation in ERA5 as compared to ERA-Interim, but further tracking tests
with different horizontal spacing and time steps are needed to investigate this further.

4.5.3 Temporal variability

On average, there are about 290 PMCs per extended winter season (Oct–Apr) detected
in the ERA5 reanalysis, 29 of which are classified as intense. For the ERA-Interim,
the mean counts are 35 and 4, respectively, if the CTRL thresholds of vorticity are
used. In the LVT configuration, the number of PMCs rises to 338. The ERA5 CTRL
and ERA-Interim LVT tracking produces 9.6–11.2 PMCs week−1 per average extended
winter, which is consistent with numbers obtained by Michel et al. (2018). Compar-
ing to earlier studies, based on completely different cyclone identification methods
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and selection criteria, our results are both higher (compared e.g. to 1.8 PMCs week−1

in Bracegirdle and Gray (2009)) and lower (compared e.g. to 15.2 PMCs week−1 in
Harold et al. (1999a)) than previous findings.
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FIGURE 4.10: Number of PMCs in ERA5 and ERA-Interim datasets for each extended winter.

Interannual variability

The PMC counts exhibit noticeable winter-to-winter variability (Fig. 4.10), including
the intense subcategory of vortices in ERA5. Interannual variations have been re-
ported in other studies based both on satellite and modelling data (e.g. Zahn and
Storch, 2008; Rojo et al., 2015; Stoll et al., 2018). Our results are also qualitatively in
agreement with these studies about the absence of any significant trend in PMC activ-
ity over the North-East Atlantic, although the period is too short to make definitive
conclusions.

The tracking based on ERA-Interim has relative changes that are similar to the vari-
ability in ERA5, even though the absolute values are very different. The LVT setting
yields a couple of dozen of PMCs more than the ERA5 CTRL (and almost 10 times
more than ERA-Interim CTRL), but winter-to-winter fluctuations are also generally
the same.
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Seasonal cycle

The monthly distribution of PMC is obtained by binning tracks to each of the 7 months
of an extended winter, averaging the numbers over 9 seasons, and normalising the
frequency by 30 days (Fig. 4.11). Note that the period covered in this study is short,
and the seasonal distribution may be affected by interannual variability, as mentioned
in previous studies (e.g. Stoll et al., 2018) and represented here by large error bars in
Fig. 4.11.

However, we find that our results agree with previous studies that used larger
time samples or different data sources (e.g. Bracegirdle and Gray, 2008; Rojo et al.,
2015; Michel et al., 2018). The seasonal cycle of both PMC and ICs in the ERA5 dataset
displays a steady increase in numbers from October to December, followed by a de-
crease in January and a local minimum in February. The February nadir is consistent
with one of the earliest PMC climatologies compiled by Wilhelmsen (1985), as well
as with more modern ones (e.g. Noer et al., 2011; Smirnova et al., 2015; Michel et al.,
2018). The February minimum is followed by a prominent maximum in March, which
has been known to occur in the Nordic Seas and shows up in several climatologies
(e.g. Rojo et al., 2015; Smirnova et al., 2015; Michel et al., 2018). On the other hand,
monthly mean counts in other climatological studies (e.g. Stoll et al., 2018) do not have
a minimum in February and maximum in March, documenting instead a symmetrical
distribution. Finally, in April the number of PMCs falls roughly to October levels. This
PMC seasonal cycle is evident in all configurations.
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FIGURE 4.11: Number of PMCs in ERA5 and ERA-Interim reanalyses, normalised for a 30-day
month. Error bars represent standard deviations on the multi-annual means for each month.

The average number per normalised month is 43 in ERA5, 5 in ERA-Interim, and
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50 in ERA-Interim LVT run. The number of IC cyclones as detected in ERA5 stays
approximately at 10 % of the total number of PMCs every month, although April sees
a particularly low fraction of intense vortices (6.7 %), while in March this ratio rises
to 13.5 % (blue bars in Fig 4.11). In the ERA-Interim LVT experiment, the IC share is
similar, but has a minimum in March and a maximum in November. The Novem-
ber maximum is even more prominent in the ERA-Interim CTRL run, which has the
largest fluctuations of the IC ratio.

4.5.4 Spatial distribution

The geographical distribution of the mesoscale vortices is presented in this section us-
ing several Eulerian statistics: track, cyclone, genesis and lysis densities. The track
density is essentially the number of cyclones per unit area, computed using a single
point from each track and thus is not affected by the propagation speed (Zolina and
Gulev, 2002). Cyclone density, on the other hand, is defined as the number of vorticity
centres per unit area during a chosen time interval (e.g. winter), and is equivalent to
what is sometimes labelled as cyclone frequency (e.g. Tilinina et al., 2013) or feature
density (e.g. Hoskins and Hodges, 2002). It is computed using all points along a track
so that slow moving vortices contribute more to the density due to a higher number of
points in an area. Cyclone density is a measure of PMC activity in a given region, and
if multiplied by the time resolution of the dataset, it can be termed ‘PMC duration’
(Stoll et al., 2018). The genesis density, the frequency of where PMC originate, is com-
puted as density of track starting positions excluding any tracks that start at the first
time step of the tracking (1 October). The lysis density, the frequency of where PMC
disintegrate, is calculated in the same way, but for ending positions and excluding
tracks that are cut off by the last time step.

Following Sinclair (1994) and Condron et al. (2006), we calculate cyclone densities
on a longitude-latitude grid with equal spacing and counting features within a ra-
dius of 111.3 km; consequently, the units are tracks or cyclones per 38 917 km2. When
larger radii (e.g. 222.6 km) are used in density calculations, the resulting field contains
broadly the same patterns, albeit smoothed out (not shown). The densities are then
divided by the number of winters (i.e. 9).

Using a simple Cartesian grid may introduce a systematic bias (Hoskins and Hodges,
2002; Zolina and Gulev, 2002) due to the tightening of the grid towards the pole. How-
ever, the area of interest in this study is relatively small, so we do not apply any area
normalisation to PMC densities. Another problem that usually leads to an underes-
timation of cyclone density is the temporal resolution of cyclone tracks. Zolina and
Gulev (2002) suggest that it is possible to reduce this bias by linearly interpolating
track points to a higher resolution (e.g. 10 min). In this study, the spatiotemporal res-
olution is much higher than that examined by Zolina and Gulev (2002), especially in
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FIGURE 4.12: Cyclone track density maps comparing ERA5 and ERA-Interim. Averaged over
9 extended winters. The units are track per circle with 111.3 km radius. Note the different
limits of the colour scales. The blue line denotes the average wintertime position of the sea ice
edge (15 % sea ice concentration).

the case of ERA5 reanalysis, so we believe interpolation will not change the overall
picture and is not used here.

Track density

PMC track density derived from ERA5 (Fig. 4.12a) has a maximum to the south and
south-west of Svalbard, and secondary maxima smaller in size: one in the south of
the domain, and one close to the northern Scandinavian coast. The latter ‘hot spot’,
located roughly at 72◦N 20◦E, is known by Norwegian forecasters as ‘Tromsø Flake’
(Noer et al., 2011) and emerges in studies e.g. by Bracegirdle and Gray (2008) and (in
ASR data) by Stoll et al. (2018). The main track density maximum agrees well with
the climatology of Michel et al. (2018) in terms of its location near Svalbard (although
in our study it is further south) as well as in absolute values, exceeding 7 PMCs per
104 km2 per extended winter (Fig. 4.12a). ICs (Fig. 4.12d) have a track density maxi-
mum in the same area, but do not have secondary maxima near Norway. This is in
contrast to the density maps presented by Bracegirdle and Gray (2008), in which the
density maximum shifts towards Norway with increasing vorticity threshold.
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Both density fields manifest an imprint of the the sea ice cover, whose average
wintertime extent is shown in Figs. 4.12–4.15 as calculated from the ERA5 data. Spatial
patterns in PMC distribution are generally similar to the probability of CAOs, reported
by Papritz and Spengler (2017) and Fletcher et al. (2016) for the Nordic Seas. The
Svalbard maximum in PMC density can be attributed to the most intense CAOs and
high surface heat fluxes, while the secondary maxima are located in areas with weak
CAOs.
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PMC

(b)
ERA-Interim
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PMC

(c)
ERA-Interim
LVT
PMC

(d)
ERA5
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IC

(f)
ERA-Interim
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IC

Point density
r = 111.3 km, 1° × 1°

2008-2017 (9 winters)

FIGURE 4.13: As in Fig. 4.12, but for cyclone density.

For ERA-Interim, the maximum in PMC density is shifted south, towards the coast
and the eastern Norwegian Sea, in both CTRL and LVT runs (Fig. 4.12b,c). A local peak
in density to the west of Svalbard becomes visible only in the LVT experiment. In the
latter, the chief area of track density is still close to the Scandinavian coast, and is
probably related to orographically-produced vorticity in the reanalysis (Fig. 4.12c).

The density maps derived from IC tracks in ERA-Interim have a distinct maxi-
mum emerging over the Greenland Sea (Fig. 4.12e,f). Thus the strongest ERA-Interim
PMCs seem to form over the Irminger Sea and Denmark Strait and propagate to the
north. Similar maxima of PMC activity have been also found by Harold et al. (1999b),
Bracegirdle and Gray (2008), Condron and Renfrew (2013), and Stoll et al. (2018).
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Cyclone density

The cyclone density (or cyclone frequency), shown in Fig. 4.13 overall has similar pat-
terns as the track density discussed above, but is more concentrated in focal points.
The maximum near Svalbard is the sole maximum in the ERA5 runs, without its coun-
terparts in the south. This implies that vortices near Svalbard tend to be slow, while
over the Norwegian Sea they move quickly and do not leave an imprint in the cyclone
density.

The ERA-Interim CTRL experiment has a local peak in cyclone frequency to the
east of Svalbard (Fig. 4.13b,e), meaning that there is some kind of stagnation region in
that area. It does not, however appear in the LVT run (Fig. 4.13c,f).

Genesis and lysis densities

A significant number of PMCs enter the tracking domain from its southern bound-
ary, as both reanalyses demonstrate in Fig. 4.14. Nevertheless, another peak in the
cyclogenesis density emerges near Svalbard: in ERA5 experiments (Fig. 4.14a,d) and
somewhat in ERA-Interim experiments for the IC category (Fig. 4.14e). The PMC gen-
esis close to Svalbard has been confirmed by earlier climatological studies (e.g. Michel
et al., 2018) and corresponds to high CAO occurrence (Papritz and Spengler, 2017).
ERA-Interim tracking runs are different in that they have high cyclogenesis density
spread over the Greenland and Norwegian Seas (Fig. 4.14b,f), as well as a local maxi-
mum to the north of Svalbard archipelago (e.g. Fig. 4.14c). The shift of PMC formation
area to the Greenland Sea could be due to the prevalence of forward-shear cyclones
(Terpstra et al., 2016; Michel et al., 2018).

The graveyard of PMCs is located at the coast of Norway (Fig. 4.15). This is the
case for all 3 configurations. Besides this peak in cyclone lysis density, there are two
interesting maxima emerging for the IC category: near the south-western coast of Sval-
bard in ERA5 CTRL experiment (Fig. 4.15d) and along the coast of Greenland in ERA-
Interim LVT experiment (Fig. 4.15f). In addition, just as in the cyclogenesis densities,
there is a maximum along the domain boundary (e.g. Fig. 4.15a), which in this case
corresponds to PMCs exiting the domain.

The distribution of cyclolysis in the present study is quite different to results ob-
tained by Michel et al. (2018), in which the lysis density is rather even in the domain.
However, our results seem tenable because PMCs are known to often make landfall in
Scandinavia (e.g. Wilhelmsen, 1985; Businger, 1985; Noer et al., 2011), as for example
illustrated by the ACCACIA event (Chapter 2) as well as the two events discussed in
Chapter 3.
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FIGURE 4.14: As in Fig. 4.12, but for genesis density.

Summary

A significant number of PMCs form in the vicinity of Svalbard according to the ERA5
reanalysis. ERA5 represents this local maximum in a better agreement with obser-
vational studies (e.g. Rojo et al., 2015; Smirnova et al., 2015). ERA-Interim, on the
other hand, appears to have a few questionable genesis maxima, for instance, along
the Norwegian coast and north of Svalbard.

When the whole track is taken into account, ERA5 correctly produces a PMCs ac-
tivity peak in the northern Norwegian Sea, which aligns well with satellite climatol-
ogy of Harold et al. (1999a), but does not clearly emerge in our tracking based on
ERA-Interim. In terms of PMC dissipation, ERA5 and ERA-Interim agree better with
each other by having a cyclolysis maximum near the coast of Scandinavian peninsula,
confirming the track pattern reported by Businger (1985).

4.6 Arctic sea ice and PMC activity

For almost four decades the annual mean sea ice extent in the Arctic has been di-
minishing at an average rate of 3.5–4.1 % decade−1 (Vaughan et al., 2013). In the At-
lantic sector of the Arctic, the sea ice decline is one of the most rapid on the planet.
Cavalieri and Parkinson (2012) report that the largest negative trends are in fact in
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FIGURE 4.15: As in Fig. 4.12, but for lysis density.

the Greenland Sea and the Kara and Barents Sea regions: −8.6± 1.5 % decade−1 and
−9.2± 1.6 % decade−1, respectively. However, there is considerable interannual vari-
ability, with the recent extreme minima observed in 2007 and 2012. While the cyclonic
activity is one of the factors contributing to the the record minima (e.g. Zhang et al.,
2013), the life cycle of CAOs, and thus PMC activity is likely to depend on the sea ice
extent. This section attempts to analyse how the PMC distribution in ERA5 changes
throughout the period of the sea ice decline.

The sea ice concentration is one of the parameters available in the ERA5 dataset
(paramId=31, %). In the present study, it has been retrieved for the same region as the
tracking domain (Fig. 4.1), and multiplied by the grid cell area to obtain the sea ice area.
In the grid cells with sea ice concentration less than 15 %, the sea ice area is zero. Note
that it is different to the sea ice extent, which is always slightly larger11.

Integrated over the domain and averaged over extended winters, the total sea
ice area during 2008-2017 is about 0.8× 106 km2. Although the period of interest is
short and the sea ice area exhibits large interannual variability, the downward lin-
ear trend is clear in Fig. 4.16. The average sea ice decrease is −0.025× 106 km2 yr−1,
or ≈30 % decade−1. To assess the statistical significance of this domain-integrated
trend, we apply a simple two-sided non-parametric test, namely random resampling

11http://nsidc.org/arcticseaicenews/faq

http://nsidc.org/arcticseaicenews/faq
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FIGURE 4.16: Sea ice area trend and linear trend over 9 extended winters.

(e.g. Matthews and Kiladis, 1999; Reeve and Kolstad, 2011). Since it was computa-
tionally inexpensive, we use all possible permutations of sea ice area time series, i.e.
9! = 362, 880 in total (although the result does not change when only 1000 is used). For
each of these Monte Carlo simulations a linear regression is calculated, giving the null
distribution against which the actual realisation is tested for statistical significance.
As the inset in Fig. 4.16 demonstrates, the actual slope of the sea ice area regression
falls outside the interval formed by 0.025 and 0.975 quantiles, and hence is statistically
significant at the 5 % level.

Such a clear trend does not, however, emerge in the annual numbers of mesoscale
cyclones (Fig. 4.10). Nevertheless, we attempt to investigate whether the Arctic sea ice
loss is associated with local trends in PMC track density.

First, a map of sea ice concentration trends is obtained by calculating the linear
regression coefficient (slope) in each grid cell (Fig. 4.17a). The statistical significance
of these trends is assessed using the same method as above. Evidently, the sea ice
retreat is happening mostly in the Barents Sea, to the east and north-east of Svalbard.
Other regions of sea ice loss appear in the Greenland Sea, as well as in the south of
the Barents Sea, corroborating the study of earlier years by Cavalieri and Parkinson
(2012).

The spatial pattern of 9-winter trends in PMC track density is rather patchy (Fig. 4.17b).
In the region of the most rapid sea ice retreat in the Barents Sea, the trend in track
density is mostly positive, but only statistically significant at the domain boundaries.
Locally significant, negative trends in track density over the Greenland-Norwegian
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(a) (b)

FIGURE 4.17: Linear trends in (a) sea ice and (b) ERA5 PMC track density over 9 extended
winters. Blue (red) colours indicate negative (positive) slope of the linear regression. Stippling
indicates local statistical significance at 10 % confidence level.

basin, and positive trends close to the coast of Norway suggest that PMCs occur more
frequently close to Scandinavia during winters with reduced sea ice concentration.
This is qualitatively in agreement with Michel et al. (2018), who found the same ten-
dency in PMC occurrence.

Because of the high interannual variability of cyclone densities these trends have
to be regarded with caution. The map of local (at each grid point) statistical signifi-
cance (Fig. 4.17b) has been tested for field significance using a Monte Carlo method
(Matthews and Kiladis, 1999). Due to spatial correlations in the data as well as the
finiteness of the sample size, the resulting null distribution exhibits considerable spread,
and the actual realisation shown in Fig. 4.17b fails the test at 5 % level. Thus to quan-
tify the response of PMCs to the sea ice extent, one needs a longer time series than that
presented here, or preferably a coupled climate simulation (H. Bresson, 2018, personal
communication). Furthermore, great care should be taken when interpreting correla-
tions between the sea ice extent and cyclone activity, as they have been found sensitive
to various aspects of the climate model, as well as variables used for tracking (Rae et
al., 2017).

4.7 Summary

A new climatology of PMCs based on objective tracking and the new ERA5 reanalysis
has confirmed that the their occurrence has local maxima in the Nordic Seas, one of
which is situated south of Svalbard. This area is associated with a high frequency of
marine CAOs leading to the genesis of PMC which often make landfall in Norway. In
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addition, a significant amount of PMCs start to develop over the North Atlantic and
enter the region of interest from the south.

In agreement with earlier studies, the PMC climatology presented here exhibits
some interannual variability, but no significant trend is observed for the 9 winter sea-
sons. On average, there are 290 PMCs detected in ERA5 data from October to April.
The seasonal cycle has a prominent maximum in March and a minimum in February.

The representation of PMCs has been investigated in two ECMWF reanalyses:
ERA5 and ERA-Interim. A short look at the ACCACIA event illustrates that ERA5
is more capable of reproducing a strong wind shear and vorticity in the lower tro-
posphere and thus allows for more accurate PMC tracking. Lowering the vorticity
thresholds in ERA-Interim does not automatically result in better tracking results,
and there are still significant disagreements between individual tracks in ERA5 and
ERA-Interim. Consequently, the patterns found in spatial distribution of PMCs differ
between ERA5 and ERA-Interim, even when the latter is used with lower vorticity
threshold for tracking.

This chapter has showed that ERA5 clearly has great potential for studies of mesoscale
cyclones from a climatological perspective. We anticipate continuing the research pre-
sented here once the reanalysis is released for the whole period (starting from 1950).
The key areas that need further investigation are as follows (more are given in Chap-
ter 5).

The sensitivity of the tracking algorithm to the temporal resolution has to be exam-
ined by running the tracking experiments with larger time steps (e.g. 3, 6 h) for ERA5.
This will make the comparison with ERA-Interim reanalysis fairer. In addition, tracks
derived from both datasets can be ‘artificially’ interpolated to a higher time resolution
to improve cyclone density maps.

The link between the Arctic sea ice extent and PMC activity need to be investigated
more thoroughly by expanding our analysis both in time and to a larger region to find
a robust response, if it exists, in cyclone development to the sea ice loss.





5
Conclusions

Despite substantial improvements in numerical weather prediction (NWP) models, an
ever increasing amount of satellite observations, and numerous of theoretical studies,
PLs are still not fully understood. Their small scale and rapid development continues
to be challenging for modern weather forecasting centres. The Nordic Seas, as well as
other sectors of the Arctic Ocean, have seen a decline of sea ice cover and are expected
to have increased level of shipping in the twenty-first century (Melia et al., 2016).
PLs are one of the weather hazards most likely to affect the safe navigability of these
routes.

In the present thesis, we have looked at the characteristics of PLs in the Nordic
Seas from a few different angles: a case study based on unique data gathered dur-
ing a field campaign; sensitivity experiments with artifically modified orography and
sea ice cover; and a climatology based on objective tracking and two state-of-the-art
reanalyses.

5.1 ACCACIA case study

Among mesoscale vortices occurring in the Nordic Seas, many are associated with
shear lines. Given the lack of routine and targeted observations, shear-line PL cases
are underrepresented in the literature; while the processes responsible for their devel-
opment are not well understood.

Fortunately, one such cyclone was probed during the ACCACIA field campaign
on 26 March 2013. Its structure and evolution has been thoroughly investigated using
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direct aircraft and dropsonde measurements, as well as satellite radar and scatterom-
eter data. To complement the observational data, we ran the UK Met Office Unified
Model (MetUM) with a convection-permitting resolution.

The ACCACIA PL formed during an intense marine CAO, which converged into
vorticity filaments near the Svalbard archipelago. The analysis revealed a mesoscale
cyclone with gale force near-surface wind speed and relative vorticity of an order of
magnitude larger than the Coriolis parameter. In the vertical, it was characterised by
the reverse-shear conditions, that are typical for CAOs triggered by a synoptic-scale
low in the Barents Sea. Due to high wind velocity and a neutral-to-unstable boundary
layer stratification, the turbulent heat flux from the surface exceeded 500 W m−2 with
the sensible heat flux (SHF) almost twice a large as the latent heat flux (LHF) (though
the model tends to overestimate this ratio — see the next paragraph). Consequently,
the shear line was concomitant with vigorous convection, hinting at the importance
of latent heat release in the intensification of the PL. The convective cloud bands ap-
peared to be predominantly mixed-phase below 2.5 km and glaciated above, as was
revealed by in situ observations and CloudSat radar reflectivity scans, and corrobo-
rated by the numerical simulation.

The MetUM greatly helped to reconstruct the full life cycle of the PL and filled
the gaps in observations. Another outcome of this study is the successful validation
of the model in its ‘ENDGame’ configuration. The model captures the structure of
the wind field very well, compared to aircraft observations and ASCAT scatterome-
ter wind retrievals. However, it tends to make the surface layer within the CAO too
stable and too humid, which leads to an overestimation of SHF and underestimation
of the LHF. Among the MetUM’s largest biases is the balance between the ice crys-
tal and water droplet concentrations within the PL cloud bands, although the total
humidity profiles are reproduced reasonably well. Namely, the clouds appear over-
glaciated, suggesting MetUM is too efficient at removing liquid water: the simulated
liquid water content is at least one order of magnitude smaller than that measured by
the aircraft and CloudSat’s radar.

It is worth noting that our case study presents the first detailed microphysics mea-
surements inside a PL. We showed that this PL’s cloud environment is similar to that
of typical CAOs, but being on the edge of a CAO, the PL had higher cloud tops and
a more developed convection. The representation of PL clouds suffers from the same
over-glaciation bias as was found in MetUM before (Field et al., 2014), as well as in
other numerical models (Klein et al., 2009).

For the first time, a PL was simulated using a horizontal grid size of 0.5 km. This
resolution produces an even better resemblance between simulated convective cloud
patterns and the infrared satellite images. However, a comparison of wind speed and
surface pressure to aircraft observations revealed that this reduction in grid spacing
does not give a remarkable improvement in model performance.
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The structure of this shear-line PL suggests that it was driven by a synergy of dy-
namical mechanisms, including e.g. barotropic instability within the narrow vorticity
bands, as well as convective processes manifested by the cloud bands. Our study pro-
vides a useful combination of datasets to quantify contributions of different energy
sources for the PL development. However, this is merely a single case of shear-line
PLs, and more observations are required to create a composite picture of such weather
systems. Another limitation of this study is that the PL was probed by remote and in
situ observations within a relatively short time window, and the flight pattern did not
capture all of its parts.

5.2 Sensitivity to orography and sea ice

Prompted by the fact that the ACCACIA PL developed immediately downstream of
Svalbard, we conducted sensitivity experiments to determine the role of Svalbard’s
mountains as well as the sea ice around it in creating favourable conditions for mesoscale
cyclogenesis. A few previous studies have investigated the influence of orography on
PL development (e.g. Gallée, 1995; Klein and Heinemann, 2002; Kristjánsson et al.,
2011), but none of them focused on Svalbard. Sea ice was reported to be important
for mesoscale cyclogenesis in various subpolar regions, e.g. in Hudson Bay (Albright
et al., 1995) and the Japan Sea (Watanabe et al., 2017). As for the Nordic Seas, only
one real-case numerical study tested the sensitivity of a PL to the sea ice distribution
(Adakudlu and Barstad, 2011). In the present study, our goal was to progress further
in this topic.

We used the same model configuration as in the first part of this work, but concen-
trated our attention on two more illustrative PLs: No. 72 and No. 77 from the STARS
catalogue. The large-scale atmospheric conditions were similar to the ACCACIA case
and were characterised by the large-scale depression centred over northern Norway
and an anticyclone centred over Greenland. This typically leads to northerly CAOs
and is a favourable weather regime for the PL activity (Kolstad et al., 2009; Mallet et
al., 2017).

Due to the sufficiently high static stability and weak wind upstream, Svalbard split
the northerly flow and produced vorticity filaments at its corners. They eventually
contributed to the growth of mesoscale cyclones downstream, supplied by heat and
moisture from the surface. The importance of air-sea interaction was illustrated by
kinematic backward trajectory calculations. Trajectories entering the warm core of the
PLs demonstrated that the air parcels coming from the north were heated diabatically.
The trajectory analysis showed that an important source of air parcels for both PLs
is the Barents Sea. This was also seen in the low-level relative vorticity field: vortic-
ity filaments emanating from Svalbard typically merge with vorticity clusters on the
periphery of the synoptic-scale depression over the Barents Sea.
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These vorticity clusters appeared to be the primary source for the PL initiation,
while Svalbard’s mountains provide a secondary source. We proved this by replacing
the islands of Svalbard with sea ice in a pair of sensitivity experiments, which showed
that the PLs developed nonetheless, mostly growing on convectively-driven vorticity
clusters from the Barents sea. Doubling the height of Svalbard, on the other hand,
increased the vorticity production at its flanks and deflected the PL tracks. However,
a PL can be less affected by the orography, if its development is aided by an upper-
level potential vorticity (PV) anomaly (such as the STARS-72 PL).

A decrease in sea ice cover west of Svalbard resulted in a moderate intensification
of the PLs, particularly for the more convectively-driven case, while increased sea ice
cover significantly hindered their development, because weaker surface fluxes led to a
more stable stratification and less condensational heating. The decrease of PL intensity
happened despite a higher surge in the heat fluxes at the ice edge when it was moved
south, because in the early stages of its life cycle, the PLs were deprived of this energy
source.

While a comparison with Adakudlu and Barstad (2011) is not straightforward be-
cause of the different synoptic situation in our cases and the inability of their model
to reproduce a PL in the control simulation, our results confirm one of their find-
ing. Namely, the removal of the sea ice near Svalbard does not dramatically affect the
strength of a PL. To test the sensitivity of the two PLs presented here to the changes in
SST and confirm the results of Adakudlu and Barstad (2011), more numerical simula-
tions are required.

Our numerical experiments exemplified that mesoscale cyclones in the North-East
Atlantic can withstand large perturbations in the surface conditions (such as the re-
moval of Svalbard) and still develop to sufficient intensity to be labelled as polar lows.
However, there is a sensitivity to Svalbard’s orography and surrounding sea ice cover,
illustrated by a clear modulation of PL genesis and development.

A caveat is that our investigation relies only on two events. Thus the generality
of our results is uncertain, and more multi-event studies are required to pinpoint the
influence of Svalbard and sea ice around it in different synoptic situations.

5.3 Climatology and reanalyses comparison

By compiling a new climatology of mesoscale vortices in the Nordic Seas, we revised
the interannual and interseasonal, as well as geographical characteristics of PMC ac-
tivity in the Nordic Seas. Moreover, we have made a first step towards drawing con-
clusions about the statistical significance of the impact of sea ice on PMCs.

The climatology was derived using two ECMWF reanalysis products: ERA5 and
ERA-Interim. The former is used for PL analysis for the first time. ERA5 is produced
by one of the latest versions of ECMWF’s IFS model and has a number of advantages
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over ERA-Interim, including much higher spatiotemporal resolution and improved
data assimilation. One of the motivations for our study was to test what improve-
ments in PMC tracking the new reanalysis brings compared to its predecessor.

Addressing the issue of subjectivity in many statistical studies of PMC, we apply
an automatic vorticity-based tracking method introduced by Watanabe et al. (2016).
To justify the use of this method, we tested it against two mesoscale cyclone datasets,
totalling 67 cyclone tracks.The objective tracking algorithm was proven to be suffi-
ciently effective in PMC tracking and was then applied to the full available period
when ERA5 and ERA-Interim overlap (9 extended winters of 2008–2017).

Overall, ERA5 reproduced the spatial distribution of PMC occurrence closer to
satellite-based climatologies, compared to the results from ERA-Interim. For example,
the track density maximum to the south of Svalbard found by Harold et al. (e.g. 1999a)
was confirmed by ERA5, but not ERA-Interim. Nevertheless, both reanalyses tend to
agree with each other about a cyclolysis maximum near the coast of Scandinavian
peninsula.

One of the reasons for ERA5’s better performance is its capability of resolving wind
speed maxima and gradients in the lower troposphere with higher fidelity than that of
ERA-Interim. This was highlighted by a brief examination of how the ACCACIA PL is
represented in the two reanalyses compared to the observations presented in the first
part of this work. In addition, we demonstrated that simply changing the vorticity
threshold used by the tracking algorithm does not necessarily result in better identifi-
cation. Indeed, individual PMC paths can differ between ERA5 and ERA-Interim.

Having confirmed most of the earlier reported temporal and spatial patterns of
PMC activity in the Nordic Seas and encouraged by the ERA5 performance, we ex-
tended our analysis to answer the question of whether any changes in mesoscale track
density can be connected to the recent decline in Arctic sea ice observed in recent
years. In terms of the total number of PMCs, there was no distinct trend over the
years of 2008–2017. On the other hand, we obtained a locally significant increase of
PMC occurrence near the coast of Norway, which is qualitatively in line with Michel
et al. (2018).

The limitation of our climatology is the relatively short period of 9 extended win-
ters spanned by ERA5 as of now. The implication is that the features of PMC activity
reported here may be subject to a large interannual variability. A longer dataset is re-
quired for a robust assessment of trends in PMC track density and its correlation with
retreating sea ice. ERA5 has opened new prospects for PMC studies, and once the full
dataset is released we anticipate that extending the research presented here will be
straightforward.



108 Conclusions

5.4 Suggested future work

This thesis progresses the knowledge of PMCs in a number of aspects, but still leaves
open questions that may serve as a basis of future work.

5.4.1 MetUM simulations

As was shown by the ACCACIA case study, the limited-area configuration of the Me-
tUM with 2.2 km grid spacing is capable of simulating the structure and life cycle of
mesoscale cyclones with high veracity, which makes it a powerful tool for future inves-
tigations and sensitivity experiments. However, additional model validation would
be beneficial not only for forecasting skill improvements but also for better under-
standing of the physical processes within mesoscale cyclones. These can include a
systematic comparison between different microphysics schemes as well as boundary
layer parameterizations in the MetUM model. To the best of our knowledge, the latter
has not been addressed in previous studies.

5.4.2 Combining satellite observations

We demonstrated that spaceborne radar observations from CloudSat provide an in-
sight into the cloud structure of PMCs. This is especially valuable when no in situ
measurements are available. A possible follow-up investigation would be to conduct
a composite analysis of PMC cloud bands based on CloudSat data and combine it with
the growing volume of other satellite observations, e.g. from scatterometers or SARs.

5.4.3 Extension of sensitivity experiments

The sensitivity experiments with altered orography and sea ice need to be continued
to improve the generality of our two-case study analysis. Specifically, the sample size
of PMCs should be increased to include events developing in different synoptic sit-
uations and sea ice conditions in the Nordic Seas (or in other high-latitude regions).
This work has been started by performing preliminary sensitivity runs for a dozen of
STARS cyclones.

The sensitivity experiment set-up should address various sea ice configurations,
in addition to those presented here. Such a multi-event study can be corroborated by
a backward trajectory analysis, which proved to be useful in our research.

5.4.4 Exploiting the ERA5 reanalysis

To make conclusions about a large-scale impact of sea ice cover on the mesoscale cyclo-
genesis in the Nordic Seas, future work can rely on the objective climatology derived
here for 9 winter seasons (and soon to be extended for the 1950–2018 period).
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The PMC occurrence in the Norwegian Sea can be correlated with the atmospheric
conditions (such as static stability and wind speed) upstream of the Svalbard archipelago,
which would complement individual case studies and help to understand the role of
orography on a climatological scale.

Similarly, the impact of Arctic sea ice extent on PMCs needs to be analysed based
on longer time series and concentrated on subregions of the North Atlantic separately.
Earlier studies show that one of the regions with the most rapid sea ice decline is the
Barents Sea. Our results, however, do not show a statistically significant trend in PMC
density in that area. This should be investigated further.

Finally, the objective tracking dataset can be used to compile composite fields from
ERA5 not only to investigate the typical structure of a PMC but also to examine the
large-scale conditions and weather regimes during different stages of PMC develop-
ment.

5.4.5 Algorithms for PMC tracking

There is a need for a wide intercomparison project to define what meteorological field
(e.g. vorticity or pressure) is more suitable for automatic PMC tracking. A starting
point can be the study by Neu et al. (2013), who compared the statistics of synoptic-
scale cyclones using several tracking algorithms. One of the outcomes of such project
could be an objective global dataset of PMC tracks, based e.g. on ERA5 data. This
would reduce the uncertainty due to the subjective nature of some previous PMC
climatologies.
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