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Abstract

The ocean plays a key role in the climate of Earth, and it is therefore

expected that any oceans present on an exoplanet would also be a crucial

component of the climate system and hence have implications for the

habitability of the planet. However, many planetary and oceanic properties

cannot be assumed to be the same on an exoplanet as on Earth, and therefore

the behaviour of the ocean cannot be assumed.

Here, basic land configurations are explored and a single meridional barrier is

used throughout the other experiments, as this is the simplest configuration

of any substantial land mass. The effect of ocean salinity, at a level

both higher and lower than on Earth, is explored for the first time and

reversal of the Earth-like meridional overturning circulation is found. The

proportionality between mean salinity and salinity gradients in the ocean is

established. The impact of planetary rotation period is also investigated,

and it is concluded that a longer rotation period results in a greater

poleward ocean heat transport, with the additional novel conclusions of

a shallower thermocline depth, increased horizontal ocean velocities, and

stronger overturning circulation. Finally, existing ocean modelling of a

tidally locked configuration is furthered by the addition of different land

masses, the extent of the zonal circulation and magnitude of the zonal

heat transport is found to have significant dependence on the location of a

meridional barrier in the ocean, with resulting dark side mean temperatures

varying by over 7˝C.

The modelling presented here highlights the importance of the consideration

of the ocean in exoplanetary climate studies, and its role in planetary

habitability.
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Chapter 1

Introduction

The habitability of the growing number of discovered exoplanets, 3,506

confirmed planets at the time of writing (NASA 2017b), is a fundamental

question of great scientific and social interest. However, it is not a simple

question to answer, and is severely limited by constraints on observational

capabilities. Hence, modelling possible climates of these alien worlds gives

a crucial insight into their potential habitability.

1



2 Introduction

1.1 Motivation

On Earth the ocean is a core component of the climate system; it is

responsible for transporting a significant amount of heat from regions that

receive the greatest solar insolation to those that receive the least (Trenberth

& Caron 2001), it provides a large amount of heat storage, and is the source

of water vapour for the hydrological cycle and greenhouse effect. Hence,

when considering the climate of terrestrial exoplanets any oceans present

on their surface are expected to play a key role in redistributing heat, and

consequently have important implications for the habitability of any such

planets.

There are many properties of an exoplanet, both of the planetary system and

of the ocean, which may be expected to vary from their Earth like values,

for example, orbital configuration, planetary size and mass, composition and

volume of any oceans, and properties of the host star. Modelling different

configurations of these is needed to identify the influence that varying these

properties has on the circulation and heat transport of the ocean, and the

consequent impact on the climate of the planet.

1.2 Exoplanet exploration

1.2.1 Discoveries

At the time of writing 3,506 exoplanet discoveries have been confirmed, with

a further 2,248 unconfirmed candidates (NASA 2017b). The first discovery

of an exoplanet was in 1992, when two planets were found orbiting the

pulsar PSR1257+12 (Wolszczan & Frail 1992). The first found orbiting a

main sequence star was in 1995; a gas giant with a small orbital radius, a

hot Jupiter, around the Sun-like star 51 Pegasi (Mayor & Queloz 1995).

Further notable discoveries include Gliese-876d, which at 7.5 Earth-mass was

the first super-Earth, a planet with mass greater than Earth but smaller than

Neptune, found orbiting a main sequence star in 2005 (Rivera et al. 2005).
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In 2013 the first Earth-sized exoplanet was discovered; Kepler-78b with a

size of 1.16 ˘ 0.19 Earth-radius (Sanchis-Ojeda et al. 2013), and the first

Earth-sized exoplanet discovered to be orbiting in the habitable zone was

found in 2014, named Kepler-186f (Quintana et al. 2014).

1.2.2 Detection

The vast majority of the confirmed exoplanets have been discovered by either

the transit method or the radial velocity method, responsible for detecting

2,734 and 643 exoplanets at the time of writing, respectively (NASA 2017b).

The transit method involves observing a regular dip in the brightness of

a star as an orbiting planet passes between the star and observer (figure

1.1(a)). The gravitational force on a star from an orbiting planet causes a

small movement of the star, the radial velocity method involves detecting

the red shift in light from the star which results from this movement (figure

1.1(b)).

(a) (b)

Figure 1.1: Schematics showing the way exoplanets are detected using (a)
the transit method, and (b) the radial velocity method. Figures adapted
from NASA (2017a).

The most notable mission finding exoplanets is the Kepler Space Observatory

launched by NASA in 2009, responsible for discovering 2,337 confirmed

exoplanets at the time of writing, using the transit method, and with many

more unconfirmed candidates identified (NASA 2017b). At the time of

launching the catalogue of discovered exoplanets was dominated by giant

planets, and hence the Kepler mission was designed with the aim of finding

Earth-sized planets. At the time of writing it has enabled the discovery of

295 confirmed exoplanets with a size up to 1.25 Earth-radius (NASA 2017b).
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1.2.3 Characterisation

Depending on the method used to detect an exoplanet some planetary

properties can also be identified. The transit method gives the radius

of the planet, from the amount of light which is blocked, as well as the

orbital period from the transit frequency. The radial velocity method gives

information about the mass of the planet, and therefore, if a planet can

be detected using both the transit and radial velocity method the density

may be calculated. Knowledge of the density allows conclusions about the

composition of the planet; for example whether it is rocky or gaseous.

The transit method has an additional benefit of being able to make

conclusions about the compositions of any atmosphere surrounding the

planet, an important factor in the search for life. This is achieved by

analysing the spectrum of light which either passes straight through the

atmosphere or is emitted by the planet, termed transmission spectroscopy

and emission spectroscopy, respectively.

1.3 Habitability

1.3.1 Definition

The most widely accepted definition of the habitable zone is the range

of orbital radii where liquid water may be present on the the surface of

a planet (Kasting et al. 1993) (figure 1.2(a)). This definition is heavily

influenced by the existence of life on Earth which universally requires liquid

water to survive, and is therefore the most suitable definition within current

knowledge. An earlier definition of habitability focused on the requirements

for humans, highlighting the importance of temperature, and suggesting that

at least 10% of the surface should have a mean annual temperature between

0˝C and 30˝C, and seasonal mean daily temperatures not to exceed -10˝C

or 40˝C (Dole 1964).

The habitable zone of a planet is not constant in time because the luminosity
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of a star changes during its lifetime; an increase in the luminosity with time

increases the radius of the habitable zone. This gives rise to the concept of

the continuously habitable zone which takes account of this process (Hart

1979, Kasting et al. 1993, Rushby et al. 2013) (figure 1.2(b)). The smaller

stars have the longest lived continuously habitable zones due to their slow

evolution.

(a) (b)

Figure 1.2: (a) The habitable zone width as a function of stellar mass, shown
with solid line. The tidal locking radius is shown with dotted line, all planets
in the habitable zone of M stars are expected to be tidally locked. The
different stellar categories and planets of our solar system are shown. (b)
The continuously habitable zone as a function of stellar mass, with varying
lifetimes up to 6ˆ 109 years. Figures adapted from Kasting et al. (1993).

1.3.2 Boundaries

A limit for the inner edge of the habitable zone is the state of runaway

greenhouse; the complete evaporation of the oceans. A more conservative

limit, which is argued to be more relevant to habitability, is that of a

moist greenhouse; the stratosphere becomes saturated with water vapour

and photolysis results in a rapid escape of hydrogen to space (Kasting et al.

1993). The consideration of the effect of H2O clouds, which increase the

albedo of the planet, provides a negative feedback and extends the inner

limit of the habitable zone (Kasting 1988).

At the colder, outer edge of the habitable zone the most conservative limit is

where CO2 condenses to form clouds. A more generous limit is given by the

maximum greenhouse; the radius at which a cloud free CO2 atmosphere can

sustain a surface temperature above 0˝C (Kasting et al. 1993). Beyond these
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limits, which are determined by CO2, hydrogen could provide a greenhouse

effect which is sufficient to maintain surface liquid water, which could

significantly extend the outer limit of the habitable zone (Pierrehumbert

& Gaidos 2011).

1.4 Climate modelling

1.4.1 Energy balance modelling

The simplest way to obtain an estimate for global mean surface temperature

is to balance the radiation a planet receives and emits as a black body,

however, this underestimates the global temperature, by approximately

30˝C in the case of Earth, as it does not account for the greenhouse

effect. This zero dimensional energy balance model can be modified to

include a greenhouse factor, which depends on the radiative properties of

the atmosphere, resulting in a warmer global mean temperature (Fowler

2011). Such models may be developed by introducing one dimension of

variation; either vertical or horizontal.

A one dimensional model with variation in the vertical involves modelling

the global atmosphere as a single column in which temperature is determined

with dependence on height. Convective adjustment is included in the model

to prevent exceeding the critical lapse rate, which is a balance between

destabilising radiative transfer and stabilising convective transfer (Manabe

& Strickler 1964). Such models are used to determine the limits of the

habitable zone detailed above (Kasting et al. 1993).

Alternatively, variation with latitude allows for the inclusion of the large

variation in received radiation between low and high latitudes, and allows

for temperature to be determined with horizontal dependence. The poleward

transport of energy resulting from large scale motions may be represented

in the model, and the variation in albedo with latitude may also be included

(Fowler 2011). Such models are useful in modelling planetary climate over

particularly long time scales, for example variations in obliquity (Williams

& Kasting 1997, Armstrong et al. 2014), where a more complex model would
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be computationally infeasible.

An important factor to include, particularly at the outer edge of the

habitable zone, is the carbonate-silicate cycle, which controls concentrations

of atmospheric CO2. It is a key consideration due to its dependence on

temperature and implications for the greenhouse effect. Carbon is released

into the atmosphere via volcanic activity, and removed via weathering

processes and precipitation of carbonate materials to the sea floor. At

higher (lower) temperatures weathering is increased (decreased) and more

(less) CO2 is removed from the atmosphere, this has the impact of cooling

(warming) the climate and hence provides a negative feedback on the

system. This effect may be parameterised in energy balance models through

calculation of the change in weathering rate, and hence atmospheric CO2

levels, with temperature (Williams & Kasting 1997).

1.4.2 General circulation modelling

More complex modelling is carried out using three dimensional general

circulation models, which provide simulations of the atmosphere or ocean

in isolation, or the coupled system. The focus of existing modelling studies

of exoplanetary climates has been on the atmospheric component of the

climate system. Simulations with different rotation periods found a change

in dynamics at longer rotation periods due to the response of the Rossby

radius of deformation (Del Genio & Suozzo 1987). The potential habitability

of tidally locked planets was concluded from modelling the atmospheric

circulation (Joshi et al. 1997), which was furthered to include variability in

rotation period (Merlis & Schneider 2010) and the effect of an ocean, which

was shown to warm the planet due to the increased greenhouse effect from

water vapour (Edson et al. 2011). Further details of existing atmospheric

studies will be given in the relevant chapters.

Some exoplanet studies using a coupled atmosphere-ocean general

circulation model, with a dynamic sea ice model, provide analysis of the

ocean component, concluding the importance of the ocean in limiting the

thickness of sea ice on the dark side of a tidally locked planet (Hu & Yang

2014, Yang et al. 2014b). Modelling is developing toward the use of Earth
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system models, which aim to include interactive physical, chemical and

biological components, for example including an ice sheet model for the ice

over continents to investigate the effect of different configurations of land

mass on water storage as ice (Yang et al. 2014b). Here, modelling the

response of the ocean to the different conditions of some possible exoplanet

configurations will be the focus. The models used in this investigation range

from a simple conceptual box model to a global coupled atmosphere-ocean

general circulation model.

1.5 Ocean circulation and habitability

The habitable zone limits are introduced through one-dimensional

arguments about planetary climate (§1.3.2), however, when considering the

habitability of a planet the important factor is the regions of extremes

in temperature where these limiting processes can occur. It is therefore

important to consider how the climate system transports heat from the

warmest to the coolest regions of a planet to make conclusions about the

habitability of the planet. The large scale ocean circulation, alongside

the atmosphere, is responsible for a significant proportion of this heat

transport, and it is therefore an important consideration in the habitability

of exoplanets. For example, a weaker overturning circulation in the ocean

would transport less heat away from the warmest regions toward the coldest

regions, increasing (decreasing) the temperature of the warmest (coolest)

regions and reducing the size of the habitable zone.

1.6 Research aims

The importance of the ocean for global heat transport on Earth is well

established (Trenberth & Caron 2001), which gives rise to the hypothesis

that it is an important climatic feature on other terrestrial planets. With

the focus of the majority of existing studies being on the influence of the

atmosphere on the climate of exoplanets with many not including a dynamic

ocean (Joshi et al. 1997, Merlis & Schneider 2010, Edson et al. 2011), here,
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the question of the influence of the response of the ocean component of the

climate system to changing conditions on the temperature distribution, and

hence habitability, is investigated. In particular, it is hypothesised that the

ocean can not be appropriately assumed to behave in an Earth-like manner,

and that varying planetary and oceanic properties can have a significant

impact on the global ocean heat transport on an exoplanet.

1.7 Thesis outline

Chapters 2 and 3 give the details of the box model and general circulation

model used, respectively, including the results for an Earth-like configuration

in each case. Chapter 4 investigates the impact of idealised land

configurations on ocean circulation, and the key influencing features.

Chapter 5 investigates the impact of changing ocean salinity, both increasing

and decreasing levels from the Earth-like value, using both the box model

and ocean general circulation model. Chapter 6 investigates the impact

of changing the planetary rotation period, using scaling arguments and

the ocean general circulation model. Chapter 7 investigates a tidally

locked configuration with different land positions, using the coupled

atmosphere-ocean general circulation model. The conclusions are presented

in chapter 8.





Chapter 2

Box Model

A simple box model can be used to make predictions about the direction

and magnitude of the buoyancy-driven component of the oceanic overturning

circulation (Stommel 1961). The degree of simplification in the model allows

for analytic solutions to be sought when appropriate approximations are

made. The understanding of the solutions is furthered through a stability

analysis of the model equations.

11
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2.1 Model description

The model consists of two connected boxes, each containing a well-mixed

water mass of spatially constant temperature, T , and salinity, S, which allow

water to flow between them. The water in the boxes exchanges heat and

salt with a surrounding reservoir, which represents the atmosphere where

salt transfer is determined by freshwater exchange through evaporation and

precipitation. These reservoirs are assumed to be large enough to maintain

constant temperature, T ˚, and effective salinity, S˚. The variables T1, S1, T2,

S2 are the temperature and salinity values in boxes 1 and 2 respectively, with

the associated reservoir values being denoted with an asterisk (figure 2.1).

This is the original configuration (Stommel 1961) without the restriction of

T ˚1 “ ´T
˚
2 and S˚1 “ ´S

˚
2 .

T ∗
2 S∗

2 T ∗
1 S∗

1

T2 S2 T1 S1

Figure 2.1: The Stommel box model with two boxes. Box 1 (2) represents
the high (low) latitudes.

Water circulates around the system due to, and with strength proportional

to, the difference between the density of water in each box, which results from

differences in temperature and salinity. Warm and saline water fills one box,

representative of the region of greatest evaporation and stellar radiation,

with the opposite conditions in the other box. Since higher temperatures

decrease density and greater salinities increase density, the differences in

temperature and salinity force the circulation in opposing directions, hence,

the buoyancy-driven circulation is a balance between these two differences.

Note the difference in the driving mechanism of this model compared to

what is found on Earth; on Earth the formation of deep water in isolated

regions drives the overturning circulation, whereas the box model has no

vertical stratification and instead the circulation is driven by a horizontal

difference in density which is correlated to the strength of the meridional



2.2 Model equations 13

overturning circulation (Thorpe et al. 2001).

When considering the application of this model to the North Atlantic, box

1 is taken to be the high latitudes and box 2 the equatorial regions. The low

latitudes are warm and saline and the high latitudes are colder and fresher;

T1 ă T2 and S1 ă S2. In this scenario, the forcing from the temperature

difference dominates that of salinity, and so drives the circulation, with

the salinity difference reducing the strength but not being sufficiently

significant enough to dominate (Huang et al. 1992, Marotzke & Stone 1995,

Rahmstorf 1996). This scenario results in sinking in the high latitudes and

upwelling in the low latitudes, consistent with the observed overturning in

the North Atlantic (figure 2.1). With sufficiently different conditions, the

salinity forcing could be more influential and cause a circulation of opposite

direction; sinking in the warmer regions and upwelling in the coldest.

2.2 Model equations

First considering just one box, the change with time of temperature, T , and

salinity, S, is determined by the transfer of heat and salt between the box

and the adjoining reservoir of constant temperature and salinity, T ˚ and S˚,

respectively. In the absence of inflow or outflow, this process is modelled by

the equations

dT

dt
“ cpT ˚ ´ T q, (2.1)

dS

dt
“ dpS˚ ´ Sq, (2.2)

where the parameters c and d are inverse timescales for temperature and

salinity forcing respectively (Stommel 1961).

Extending the model to contain two boxes requires the addition of an

advection term, proportional to the differences between the boxes, in (2.1)

and (2.2) to account for the flow between the boxes. The introduction of

an equivalent pair of equations for the additional box is also required. This
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gives the equation set

dT1

dt
“ cpT ˚1 ´ T1q ´

2

V
|Ψ|pT1 ´ T2q, (2.3)

dT2

dt
“ cpT ˚2 ´ T2q ´

2

V
|Ψ|pT2 ´ T1q, (2.4)

dS1

dt
“ dpS˚1 ´ S1q ´

2

V
|Ψ|pS1 ´ S2q, (2.5)

dS2

dt
“ dpS˚2 ´ S2q ´

2

V
|Ψ|pS2 ´ S1q, (2.6)

where V is the volume of each box, Ψ is the overturning streamfunction,

and the factor of 2 arises from the presence of inflow and outflow due to the

circulation.

The circulation is proportional to the density difference between the two

boxes;

Ψ “ Apρ1 ´ ρ2q, (2.7)

where ρ1pT1, S1q and ρ2pT2, S2q are the densities of the water in boxes 1 and

2, respectively, and A is a constant of proportionality representing the ease

at which the water can circulate around the system. With the assumptions

T1 ă T2 and S1 ă S2, a positive (negative) value of Ψ is indicative of a

temperature- (salinity-) driven circulation.

The steady state is found by solving equations (2.3)-(2.7) with d/dt ” 0;

cpT ˚1 ´ T1q ´
2

V
|Ψ|pT1 ´ T2q “ 0, (2.8)

cpT ˚2 ´ T2q ´
2

V
|Ψ|pT2 ´ T1q “ 0, (2.9)

dpS˚1 ´ S1q ´
2

V
|Ψ|pS1 ´ S2q “ 0, (2.10)

dpS˚2 ´ S2q ´
2

V
|Ψ|pS2 ´ S1q “ 0, (2.11)

Ψ “ Apρ1 ´ ρ2q, (2.12)

ρ “ ρpT, Sq. (2.13)

When the density is a nonlinear function of temperature and salinity,

equations (2.8)-(2.13) are solved to find the steady state solutions. The

system (2.8)-(2.13) can be manipulated to obtain an equivalent system of

just three equations if ρpT, Sq can be approximated by a linear relation of
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the form

ρpT, Sq “ ρ0p1´ αT ` βSq, (2.14)

where ρ0 is a reference density, α is the coefficient of thermal expansion, and

β is the coefficient of haline contraction. This approximation is used in the

original analysis of the box model for Earth (Stommel 1961), and has been

shown to give qualitatively representative results of the Atlantic overturning

circulation in more complex modelling (Roquet et al. 2015). The reduction

of the system to three equations is possible because the linearisation allows

the problem to be solved with the consideration of just the differences in

temperature and salinity, defined as ∆T “ T2 ´ T1 and ∆S “ S2 ´ S1,

respectively, rather than their absolute values. Similarly, it is only necessary

to consider the differences in the temperature and salinity forcing, defined

as ∆T ˚ “ T ˚2 ´ T
˚
1 , and ∆S˚ “ S˚2 ´ S

˚
1 .

With this approximation it is possible to obtain an expression for

the overturning streamfunction in terms of the differences in forcing;

Ψp∆T ˚,∆S˚q, which may then be used to find ∆T and ∆S. The first step

is to express Ψ in terms of the differences in the temperature and salinity in

the boxes;

Ψ “ Apρ1 ´ ρ2q

“ Aρ0pαpT2 ´ T1q ´ βpS2 ´ S1qq

“ γpα∆T ´ β∆Sq, (2.15)

where γ “ Aρ0. Subtracting (2.3) from (2.4) gives

dpT2 ´ T1q

dt
“ cpT ˚2 ´ T

˚
1 ´ T2 ` T1q ´

4

V
|Ψ|pT2 ´ T1q

ñ
d∆T

dt
“ cp∆T ˚ ´∆T q ´

4

V
|Ψ|∆T, (2.16)

and, similarly for salinity, subtracting (2.5) from (2.6) gives

d∆S

dt
“ dp∆S˚ ´∆Sq ´

4

V
|Ψ|∆S. (2.17)

Setting d/dt ” 0 in (2.16) and (2.17) gives the equations for the steady state
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system;

cp∆T ˚ ´∆T q ´
4

V
|Ψ|∆T “ 0, (2.18)

dp∆S˚ ´∆Sq ´
4

V
|Ψ|∆S “ 0, (2.19)

Ψ “ γpα∆T ´ β∆Sq. (2.20)

This system is equivalent to the steady state of that found in nondimensional

form in the original analysis of the model (Stommel 1961).

A single equation for Ψ is obtained by manipulating (2.18)-(2.20), as follows.

Rearranging (2.18) gives

c∆T ˚ “ ∆T

ˆ

c`
4|Ψ|

V

˙

ñ ∆T “
∆T ˚

1` 4|Ψ|
cV

(2.21)

and, similarly, rearranging (2.19) gives

∆S “
∆S˚

1` 4|Ψ|
dV

. (2.22)

Substituting (2.21) and (2.22) into (2.20) gives

Ψ “
γα∆T ˚

1` 4|Ψ|
cV

´
γβ∆S˚

1` 4|Ψ|
dV

. (2.23)

By defining the parameters

A1 “ γα∆T ˚, (2.24)

A2 “ γβ∆S˚, (2.25)

A3 “
4

cV
, (2.26)

A4 “
4

dV
, (2.27)

(2.23) is written more neatly as

Ψ “
A1

1` A3|Ψ|
´

A2

1` A4|Ψ|
. (2.28)
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Further rearrangement of (2.28) shows the cubic nature of the system;

Ψp1` A3|Ψ|qp1` A4|Ψ|q “ A1p1` A4|Ψ|q ´ A2p1` A3|Ψ|q (2.29)

ñ Ψ` A3Ψ|Ψ| ` A4Ψ|Ψ| ` A3A4Ψ3
“

A1 ` A1A4|Ψ| ´ A2 ´ A2A3|Ψ|, (2.30)

ñ Ψ3
`

ˆ

1

A3

`
1

A4

˙

Ψ|Ψ| `

ˆ

A2

A4

´
A1

A3

˙

|Ψ|`

`
1

A3A4

Ψ`
A2 ´ A1

A3A4

“ 0. (2.31)

Expressions for the temperature and salinity differences, (2.21) and (2.22),

in terms of the parameters (2.24)-(2.27), are

∆T “
A1

γαp1` A3|Ψ|q
and ∆S “

A2

γβp1` A4|Ψ|q
, (2.32)

respectively, which are used to find the corresponding temperature and

salinity differences after obtaining a solution for Ψ using (2.28).

There are two possible directions of circulation, which are most easily seen by

separately setting either the value of salinity (figure 2.2(a)), or temperature

(figure 2.2(b)), forcing of each box to be equal; ∆S˚ “ 0 and ∆T ˚ “ 0,

resulting in ∆S “ 0 and ∆T “ 0, respectively. When salinity (temperature)

is constant the second (first) term of (2.28) is zero, giving Ψ ą 0 (Ψ ă 0)

which is indicative of a temperature- (salinity-) driven circulation.

(a) (b)

Figure 2.2: (a) Positive pΨ ą 0q and (b) negative pΨ ă 0q circulation
regimes, where T0 and S0 are constants.

Earth-like values are used as the default for the different parameters in

the box model (table 2.1), and are henceforth used throughout the model

analysis both here and in following chapters unless otherwise stated.
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Description Parameter Value Unit

Reference density ρ0 1 ˆ 103 kg m´3

Coefficient of thermal expansion α 1.7 ˆ 10´4 ˝C´1

Coefficient of haline contraction β 7.8 ˆ 10´4 kg g´1

Constant of proportionality (Ψ9∆ρ) A 1 ˆ 107 m6 kg´1 s´1

Aρ0 γ 1 ˆ 1010 m3 s´1

Volume of a box V 1 ˆ 1015 m3

Inverse temperature forcing timescale c 6.4 ˆ 10´8 s´1

Inverse salinity forcing timescale d 2.1 ˆ 10´8 s´1

Temperature forcing difference ∆T ˚ 15 ˝C
Salinity forcing difference ∆S˚ 1 g kg´1

γα∆T ˚ A1 2.55ˆ 107 m3 s´1

γβ∆S˚ A2 7.8 ˆ 106 m3 s´1

4{cV A3 6.2 ˆ 10´8 s m´3

4{dV A4 1.9 ˆ 10´7 s m´3

Table 2.1: Parameters in the box model and their default values.

2.3 Earth-like solutions

The density of water is determined by an appropriate equation of state

ρpS, T q, which is an empirical relationship depending on temperature and

salinity. In the case of the oceans on Earth, one example is

ρpS, T q “ ρwpT q ` Sp0.824493´ 4.0899ˆ 10´3T ` 7.6438ˆ 10´5T 2

´ 8.2467ˆ 10´7T 3
` 5.3875ˆ 10´9T 4

q

` S3{2
p´5.72466ˆ 10´3

` 1.0227ˆ 10´4T

´ 1.6546ˆ 10´6T 2
q ` 4.8314ˆ 10´4S2, (2.33)

where temperature is in ˝C and salinity is on the Practical Salinity Scale,

and

ρwpT q “ 999.842594` 6.793952ˆ 10´2T ´ 9.095290ˆ 10´3T 2

` 1.001685ˆ 10´4T 3
´ 1.120083ˆ 10´6T 4

` 6.536332ˆ 10´9T 5

(2.34)

is the density of pure water (Gill 1982, p.599).

A linear approximation is found by using a Taylor expansion of (2.33) about
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T “ 10˝C and S “ 35, which are average values of temperature and salinity

in the oceans on Earth, to find appropriate values for the parameters ρ0, α

and β in the linearised form (2.14);

ρ0 “ 1000 kg m´3,

α “ 1.7ˆ 10´4 ˝C´1,

β “ 7.8ˆ 10´4 kg g´1,

to 2 significant figures accuracy. On simultaneously plotting contours of the

full equation of state (2.33) and linearised form (2.14) with these values of

ρ0, α and β, it is seen graphically that this is a reasonable approximation

to make in the Earth-like case (figure 2.3). The maximum error of this
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Figure 2.3: Contour plot of the density of seawater (kg m´3) as a function
of temperature (˝C) and salinity (PSS). Coloured contours are of the full
equation of state (2.33), and the overlaid black contours are the linearised
approximation.

approximation in the domain shown is 0.27%, which occurs at the maximum

value of temperature and salinity; T “ 40˝C, S “ 40 (figure 2.4). Note that

the error is not minimised at the point of linearisation due to rounding of

ρ0, α and β.
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Figure 2.4: Contour plot of the percentage error of the linearisation of the
equation of state for seawater, as a function of temperature (˝C) and salinity
(PSS).

When employing a linearised equation of state, solutions are sought to (2.28);

Ψ “
A1

1` A3|Ψ|
´

A2

1` A4|Ψ|
.

The solutions to this equation, found using the computer algebra system

Maple, are investigated by varying one of the parameters A1-A4 in turn

whilst holding the remaining three constant. In analysing the following

results it is important to recall that a positive (negative) value for Ψ is

indicative of a temperature (salinity) driven circulation (figure 2.2).

First consider varying the parameters A3 and A4, related to the timescales

of heat and salinity transfer, respectively, between the box and adjacent

reservoir. As A3 increases, equivalent to lengthening the time scale

for heat transfer and weakening the temperature forcing, when in a

temperature-driven regime there is a decrease in the magnitude of Ψ,

whilst remaining in a positively circulating regime (figure 2.5(a,b)). For

a smaller value of A3 the temperature in each box is forced more strongly

to the reservoir temperature values; ∆T Ñ ∆T ˚. This results in a larger

temperature difference between the boxes; an increase in ∆T , and hence

the overturning circulation Ψ is more strongly driven by the temperature

difference. By the reverse of this argument, at longer time scales of
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heat transfer, ∆T is smaller and Ψ decreases. By an equivalent physical

justification as for A3, an increase in A4 results in a more salinity driven

circulation and a decrease in Ψ, again remaining in a temperature driven

regime for the realistic range of values considered (figure 2.6(a,b)).
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Figure 2.5: Plots showing the effect of varying A3 (s m´3) on the overturning
circulation Ψ (Sv) for Earth range salinity, at different values of the reservoir
temperatures and salinities; (a) ∆T ˚ “ 15˝C, (b) ∆T ˚ “ 25˝C, ∆S˚ “ 1
(red), ∆S˚ “ 2 (blue).
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Figure 2.6: Plots showing the effect of varying A4 (s m´3) on the overturning
circulation Ψ (Sv) for Earth range salinity, at different values of the reservoir
temperatures and salinities; (a) ∆S˚ “ 1, (b) ∆S˚ “ 2, ∆T ˚ “ 15˝C (blue),
∆T ˚ “ 25˝C (red).

Varying the parameters A1 and A2 is equivalent to varying the forcing by

the difference in temperature, ∆T ˚, and salinity, ∆S˚, respectively. These

variables are not entirely independent, the important factor is the ratio of
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the values of α∆T and β∆S, which are in large part determined by ∆T ˚ and

∆S˚, respectively. For example, increasing the temperature difference has

the same effect on the behaviour of the solution as decreasing the salinity

difference. This may be seen on inspection of (2.28), and can also be

concluded by observing the symmetrical behaviour between the solutions

when A1 (figure 2.7) and A2 (figure 2.8) are varied. Hence, the following

investigation will focus on the variation of A2, which can be easily translated

to make similar arguments regarding A1.
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Figure 2.7: Plots showing the effect of varying A1 (m3 s´1) on the overturning
circulation Ψ (Sv) for Earth range salinity, at different values of the reservoir
salinities and constant γ (m3 s´1); (a) γ “ 5 ˆ 109, (b) γ “ 1010, ∆S˚ “ 1
(red), ∆S˚ “ 2 (blue). The range of A1 is equivalent to varying ∆T ˚ between
0 and 40˝C.

The behaviour of the solution when varying the salinity forcing (figure 2.8)

shows the well established curve with a range of values over which multiple

solutions occur (Rahmstorf 1995, Rahmstorf et al. 2005). Negative solutions,

indicative of a salinity-driven circulation, occur at larger values of A2 which

correspond to greater differences in salinity, and result in a circulation

opposite in direction to that observed on Earth. In the oceans on Earth, the

most dense water and hence deep water formation occurs where the water

is coldest, indicating a temperature-driven circulation; warmer water travels

poleward at the surface of the ocean. In the alternative regime the water

sinks in the warmest, most saline area of the ocean, filling the deep ocean

with warm water which resurfaces in the coldest regions.

On comparing two solutions for different values of ∆T ˚, it is seen that in
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Figure 2.8: Plots showing the effect of varying A2 (m3 s´1) on the overturning
circulation Ψ (Sv) for Earth range salinity, at different values of the reservoir
salinities and constant γ (m3 s´1); (a) γ “ 5ˆ 109, (b) γ “ 1010, ∆T ˚ “ 15
(blue), ∆T ˚ “ 25˝C (red). The range of A2 is equivalent to varying ∆S˚

between 0 and 8.

both cases increasing the value of A2 gives the same pattern of behaviour,

but the circulation is temperature-driven up to a larger value of A2 for the

greater value of ∆T ˚ (figure 2.8). This is physically expected as a larger

temperature difference gives a stronger temperature forcing, and hence a

larger salinity difference is required to overcome this forcing and reverse the

direction of circulation. At this stronger temperature forcing there is also a

larger range of values of A2 over which multiple solutions occur.

Comparing the results when varying A1 (figure 2.7) and A2 (figure 2.8)

shows that the value of γ is also important for the behaviour of the solution.

With the larger value of γ the magnitudes of Ψ are greater in all cases,

which is clearly predicted by (2.20). The parameter γ is indicative of the

physical constraints of movement of water between the two boxes. Hence, a

larger value of γ represents more ease of movement between the boxes, which

results in a stronger circulation. In addition, for larger γ, the range of values

where multiple solutions exist is extended for larger values of A2. However,

the salinity difference at which the circulation reverses is independent of γ

because γ solely influences the magnitude of Ψ and has no effect on the value

at which it changes sign.

From varying each of the four parameters A1-A4, it is concluded that the

effect of varying the parameters A3 and A4 is small relative to both the
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magnitude of Ψ, and the dependence of the solutions on A1 and A2. Hence, it

is concluded that A3 and A4, which control the timescale for the temperature

and salinity forcing, respectively, are not the most crucial parameters in the

problem and hence are fixed at their typical values

c “ 1
6ˆ30ˆ86400

d “ 1
18ˆ30ˆ86400

V “ 1015

,

/

.

/

-

ùñ
A3 “ 6.2ˆ 10´8

A4 “ 1.9ˆ 10´7

throughout all following work using the box model.

2.4 Stability analysis

When varying the forcing in the model there exist multiple solutions

for certain combinations of parameters, this is most clearly seen when

investigating the dependence on salinity forcing (figure 2.8). A linear

stability analysis of the governing equations (2.15)-(2.17) shows that the

middle branch of the solution in these regions is unstable, leaving two stable

solutions of opposite sign for a given set of parameters (Dijkstra 2005).

Let

∆T “ ∆T `Ą∆T (2.35)

∆S “ ∆S `Ą∆S (2.36)

Ψ “ Ψ` rΨ

“ γ

ˆ

α
´

∆T `Ą∆T
¯

´ β
´

∆S `Ą∆S
¯

˙

, (2.37)

where an overbar represents a time mean quantity and a tilde the small

perturbation from that time mean. Substituting these into (2.16) and (2.17)
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gives

d
´

Ą∆T
¯

dt
“ c

ˆ

∆T ˚ ´
´

∆T `Ą∆T
¯

˙

´
4γ

V

ˇ

ˇ

ˇ
α
´

∆T `Ą∆T
¯

´ β
´

∆S `Ą∆S
¯ˇ

ˇ

ˇ

´

∆T `Ą∆T
¯

, (2.38)

d
´

Ą∆S
¯

dt
“ d

ˆ

∆S˚ ´
´

∆S `Ą∆S
¯

˙

´
4γ

V

ˇ

ˇ

ˇ
α
´

∆T `Ą∆T
¯

´ β
´

∆S `Ą∆S
¯
ˇ

ˇ

ˇ

´

∆S `Ą∆S
¯

. (2.39)

First assuming Ψ ą 0, so that |Ψ| “ Ψ, and neglecting products of the

perturbation quantities, gives the linear time evolution equations for the

perturbations as

dĄ∆T

dt
“ ´cĄ∆T ´

4γ

V

ˆ

´

αĄ∆T ´ βĄ∆S
¯

∆T `
´

α∆T ´ β∆S
¯

Ą∆T

˙

“

ˆ

´ c´
4γ

V

´

2α∆T ´ β∆S
¯

˙

Ą∆T `

ˆ

4γ

V
β∆T

˙

Ą∆S, (2.40)

dĄ∆S

dt
“ ´dĄ∆S ´

4γ

V

ˆ

´

αĄ∆T ´ βĄ∆S
¯

∆S `
´

α∆T ´ β∆S
¯

Ą∆S

˙

“

ˆ

´
4γ

V
α∆S

˙

Ą∆T `

ˆ

´ d´
4γ

V

´

2β∆S ` α∆T
¯

˙

Ą∆S. (2.41)

These equations have solutions of the form

Ą∆T “y∆T eλt, (2.42)

Ą∆S “y∆Seλt, (2.43)

where y∆T and y∆S are constants, and the growth factor λ may be complex.

The sign of Repλq :“ λr indicates the stability of the solution. When λr ą 0

(λr ă 0) the perturbation exhibits exponential growth (decay) in time and

hence the solution is unstable (stable).

Substituting (2.42) and (2.43) into (2.40) and (2.41) gives the matrix

equation

˜

´c´ 4γ
V
p2α∆T ´ β∆Sq 4γ

V
β∆T

´
4γ
V
α∆S ´d´ 4γ

V
pα∆T ´ 2β∆Sq

¸̃

y∆T
y∆S

¸

“ λ

˜

y∆T
y∆S

¸

;

(2.44)
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an eigenvalue problem requiring

ˇ

ˇ

ˇ

ˇ

ˇ

´c´ 4γ
V
p2α∆T ´ β∆Sq ´ λ 4γ

V
β∆T

´
4γ
V
α∆S ´d´ 4γ

V
pα∆T ´ 2β∆Sq ´ λ

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0

(2.45)

for nontrivial solutions to exist. The same approach applied to the case

when Ψ ă 0, so that |Ψ| “ ´Ψ, gives

ˇ

ˇ

ˇ

ˇ

ˇ

´c` 4γ
V
p2α∆T ´ β∆Sq ´ λ ´

4γ
V
β∆T

4γ
V
α∆S ´d` 4γ

V
pα∆T ´ 2β∆Sq ´ λ

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0

(2.46)

The stability of the solutions presented above for varying A2 is calculated

by solving (2.45) and (2.46) with the specific values for each case. These

calculations show that there is one unstable solution in the range where

multiple solutions exist. This is always the mid-valued solution, which leaves

two stable solutions of opposing sign in these regions (figure 2.9).
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Figure 2.9: The stability of the solutions when varying A2 (figure 2.8(b));
stable solutions are indicated by solid lines, and unstable solutions by dotted
lines.
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2.5 Alternative configurations

The box model may be extended and adapted from the original

2-box configuration (Stommel 1961) to add complexity and increase the

applicability for more specific scenarios. For example, three boxes could

be used to model interhemispheric circulation; one representing the high

northern latitudes, one the equatorial regions, and one the high southern

latitudes. An equivalent set of equations to those for the 2-box model may

be derived and analysed to find the steady states of such a 3-box system.

One of the four possible circulation regimes in this configuration consists of

a temperature-driven cell in each hemisphere (figure 2.10), with a second

symmetric solution consisting of two salinity-driven circulations and the

possibility of stable pole-to-pole circulations of either direction (Vallis 2006,

p.645)

T ∗
S S∗

S T ∗
E S∗

E

TS SS TE SE

T ∗
N S∗

N

TN SN

Figure 2.10: Sketch of a 3-box model configuration. Shown with boxes
representing high northern latitudes, equatorial regions and high southern
latitudes, indicated by N , E and S, respectively.

A similar three-box configuration has been applied to the Meridional

Overturning Circulation (MOC) on Earth (Rooth 1982). In this study

the connections are chosen to allow only for a pole-to-pole circulation by

limiting the deep connection to a direct link between the two polar boxes, the

forcing is chosen to be symmetric about the centre box, and the circulation

is controlled by the density difference between the two polar boxes. In this

configuration there are only two possible circulation regimes, of opposite

direction, similar to the two-box model.

The model may also be extended in alternative configurations, for example

using separate boxes for the deep ocean and surface layer in the tropics,
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giving four boxes in a 1-2-1 configuration. Again, the possible circulations

can be determined by choosing the pattern for the open connections between

the boxes, for example restricting any flow between the deep and shallow

box in the tropics forces a pole-to-pole circulation. The solutions in this

configuration show the same behaviour as seen in the 2-box model; regions

with three solutions, two stable and one unstable, with hysteresis (Rahmstorf

1996). Other variations include two levels of boxes at all latitudes, for

example in a 2 ˆ 2 or 3 ˆ 2 configuration. Between these two cases,

the increase from four to six boxes introduces an additional four regimes,

which are concluded to be less crucial than the two dominant pole-to-pole

circulations (Huang et al. 1992).

To further develop an ocean box model it is possible to include additional

boxes to represent the atmosphere and hence produce a coupled box model

of the atmosphere-ocean system. The simplest such configuration has

two ocean boxes and two atmosphere boxes and gives the same physical

behaviour as the two-box model (Marotzke & Stone 1995). In a similar

way to the ocean-only models, such coupled versions can be advanced by

the introduction of further boxes, for example splitting the deep ocean and

surface layers and modelling cross-hemispheric flow by using three boxes in

latitude (Birchfield 1989, Birchfield et al. 1990).

2.6 GCM results

Despite the dramatic advances in computing since the development of the

box model, which have allowed for the implementation of general circulation

models (GCMs), this simple model is used alongside these modern climate

models as a tool in the understanding and analysis of the core behaviour of

the MOC. The existence of multiple steady states for a given forcing is a

phenomenon which is observed in GCMs, in ocean-only simulations (Bryan

1986, Marotzke & Willebrand 1991) as well as coupled models (Manabe &

Stouffer 1988, Hawkins et al. 2011), alongside the same pattern of hysteresis

on varying freshwater forcing as in the box model solutions (Rahmstorf

1995).

As in the analysis of the box model, it is found that the salinity forcing is
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key in determining the regime of circulation in GCMs. The introduction

of salinity perturbations in GCMs can instigate the transition between

circulation regimes, for example, a finite-amplitude anomaly transforms

a hemispherically symmetric circulation into an asymmetric, pole-to-pole

regime (Bryan 1986). With respect to Earth, there is particular interest in

the discussion of the potential effects of a significant change in the amount

of freshwater discharge in the North Atlantic, where deep water formation

primarily occurs, and the resulting impact on the buoyancy-driven ocean

circulation (Rahmstorf 1995, Bryden et al. 2005, Rahmstorf et al. 2015).

In terms of the box model an input of freshwater at high latitudes,

for example from increased precipitation and the melting of ice sheets,

is equivalent to increasing the salinity difference which forces the

circulation towards a salinity-driven regime. If this occurs whilst in a

temperature-driven regime, which is the state for present day Earth, the

system enters the range where unstable solutions exist, resulting in rapid

changes in regime. The hysteresis in the system suggests that these changes

cannot be reversed by returning to the initial forcing (Rahmstorf et al. 2005).

The physical implications of this would present as a sudden shutdown of the

thermohaline circulation and, in such a scenario, the need for a significant

decrease in salinity forcing, beyond that of the present day, to return the

circulation to the initial regime. This phenomenon, predicted by the box

model, is observed in the results from a range of GCMs (Rahmstorf 1995,

Rahmstorf et al. 2005), including a modern coupled atmosphere-ocean GCM

(Hawkins et al. 2011).

The stability of the ocean overturning circulation has a particular sensitivity

to freshwater input, through the positive salt-advection feedback in the

system (Stommel 1961, Rahmstorf 1996). The mechanism of this feedback is

fuelled by an input of freshwater in the high latitudes, discussed above, which

has the effect of increasing the salinity difference and slowing the overturning

circulation. With a weaker overturning less salt is transported from the

saltier low latitude box to the fresher high latitude box and therefore the

salinity difference is further increased and the overturning further weakened,

creating a positive feedback. Conversely, if the circulation is acting to move

salt away from the high latitude box then a weaker circulation increases

the salinity of the high latitude box, decreasing the salinity gradient and

promoting a recovery of the overturning circulation.
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Motivated by the salt-advection feedback, on Earth the transport of

freshwater into the Atlantic ocean basin, the primary location of deep water

formation, is used as a measure of the stability of the Atlantic meridional

overturning circulation. This is analysed by calculating the transport of

freshwater across the southern boundary of the Atlantic in GCMs; a negative

value is indicative of salt being transported into the Atlantic and therefore

a positive feedback occurs, whereas a positive value suggests a recovery of

the circulation following a weakening would occur (Hawkins et al. 2011). On

making the high latitudes increasingly fresher in a GCM it is found that the

sign of the freshwater transport into the Atlantic changes from positive to

negative, before a collapse of the circulation occurs, which is indicative of

the system becoming unstable (Hawkins et al. 2011).

2.7 Summary

A simple two-box model can be employed to make conclusions about the

direction and magnitude of the buoyancy-driven component of large-scale

ocean circulation. Here, the working and analysis of the well-established

solutions for an Earth-like configuration have been presented. The

knowledge and computing technology which has developed since the original

application of such box models has allowed for huge advances in detailed

modelling of ocean circulation, in particular the development of complex

general circulation models. However, despite the primitive nature of the

box model it is still a useful tool in the understanding and analysis of

the fundamental behaviour of buoyancy-driven ocean circulation. Through

varying different parameters in the system, the key values are found to be

the differences in temperature and salinity forcing and the balance between

them; this has the greatest significance in determining both the direction

and magnitude of the circulation. On application of the model to an

Earth-like scenario, it is shown to produce the fundamental characteristics

of the circulation in the oceans on Earth. The simple and accessible nature

of the box model makes it particularly useful in the primary investigation

of buoyancy-driven ocean circulation in some of the unknown conditions

which may occur on exoplanets. For example when the balance between

thermal and saline forcing differs from an Earth-like scenario, which will be

investigated later.



Chapter 3

MOMA

The complexity and applicability of modelling ocean circulation is advanced

from a box model by employing numerical methods to solve a more

comprehensive system of equations. An ocean general circulation model

(OGCM) which solves equations for momentum, temperature and salinity,

is employed for this purpose. The model incorporates the key physical

processes which drive the large-scale global ocean circulation.

31
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3.1 Model description

The OGCM used is the Modular Ocean Model adapted for use with

array processors (MOMA) (Bryan 1969, Webb 1996). The model solves

the primitive equations (Bryan 1969); the Navier-Stokes equations for

momentum, advection-diffusion equations for heat and salt, and an equation

of state for density. The model is configured at a relatively coarse resolution,

which limits the computational expense of running the model, and hence

allows for the execution of a wide range of sensitivity studies of a global

ocean. Relatively small scale motion, which cannot be resolved at the coarse

resolution of this model, is parameterised using eddy viscosity and eddy

diffusivity. Conclusions are made about the ocean circulation and tracer

distribution through the computation and subsequent analysis of values of

velocity, free surface height, temperature and salinity.

3.2 Model equations

The planet is assumed to be spherical with radius a and rotation rate Ω. A

spherical coordinate geometry is used; λ in the positive eastward direction,

φ in the positive northward direction, and z in the positive vertical direction.

Due to the implementation of the thin shell approximation, that is to assume

the ocean depth is small relative to the radius of the planet, z is used in

place of the conventional r coordinate of spherical geometry. The velocity

components in the three directions are denoted u, v and w, respectively.

There are some approximations made to simplify the model equations, and

hence decrease computational expense. These are the incompressibility

assumption, the Boussinesq approximation, and hydrostatic balance.

Respectively, these mean conservation of mass reduces to conservation of

volume, differences in density are negligible everywhere but in the buoyancy

term, and vertical velocities are dominated by the balance of gravitational

acceleration and pressure gradients.
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3.2.1 Continuous equations

The incompressibility condition in spherical coordinates with the thin shell

approximation is

1

a cosφ

Bu

Bλ
`

1

a cosφ

Bv cosφ

Bφ
`
Bw

Bz
“ 0. (3.1)

The Laplacian operator in this coordinate system is

∇2φ “
1

a2 cos2 φ

B2µ

Bλ2
`

1

a2 cosφ

B

Bφ

ˆ

cosφ
Bµ

Bφ

˙

`
B2µ

Bz2
, (3.2)

and the material derivative is

Dµ

Dt
“
Bµ

Bt
`

1

a cosφ

Buµ

Bλ
`

1

a cosφ

Bvµ cosφ

Bφ
`
Bwµ

Bz
, (3.3)

for some scalar µ.

Using these expressions, the horizontal components of the momentum

equation are

Bu

Bt
`

1

a cosφ

Bu2

Bλ
`

1

a cosφ

Buv cosφ

Bφ
`
Buw

Bz
´ fv “ ´

1

ρ0a cosφ

Bp

Bλ
`

`
Am

a2 cos2 φ

B2u

Bλ2
`

Am
a2 cosφ

B

Bφ

ˆ

cosφ
Bu

Bφ

˙

`Km
B2u

Bz2
, (3.4)

Bv

Bt
`

1

a cosφ

Buv

Bλ
`

1

a cosφ

Bv2 cosφ

Bφ
`
Bvw

Bz
` fu “ ´

1

ρ0a

Bp

Bφ
`

`
Am

a2 cos2 φ

B2v

Bλ2
`

Am
a2 cosφ

B

Bφ

ˆ

cosφ
Bv

Bφ

˙

`Km
B2v

Bz2
, (3.5)

where f “ 2Ω sinφ is the Coriolis parameter, ρ0 is a reference density, p is

pressure, and Am and Km are the coefficients of horizontal and vertical

momentum viscosity, respectively. The metric terms ´puv tanφq{a and

pu2 tanφq{a on the left side of (3.4) and (3.5), respectively, are small outside

of the very high latitudes and hence are neglected.

With the assumption that the ocean is in hydrostatic balance, the vertical

component of the momentum equation simplifies to hydrostatic balance;

Bp

Bz
“ ´ρg, (3.6)
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where g is the gravitational constant and ρ is density. The vertical velocity,

w, is calculated from the horizontal velocity components, u and v, using the

incompressibility condition (3.1). The hydrostatic component of pressure,

p, is calculated by integrating hydrostatic balance (3.6) over depth.

Alongside the momentum equations, there is an advection-diffusion equation

for each of the potential temperature, T , and salinity, S, and an equation of

state for density, ρ. Respectively, these are

BT

Bt
`

1

a cosφ

BuT

Bλ
`

1

a cosφ

BvT cosφ

Bφ
`
BwT

Bz

“
Ah

a2 cos2 φ

B2T

Bλ2
`

Ah
a2 cosφ

B

Bφ

ˆ

cosφ
BT

Bφ

˙

`Kh
B2T

Bz2
, (3.7)

BS

Bt
`

1

a cosφ

BuS

Bλ
`

1

a cosφ

BvS cosφ

Bφ
`
BwS

Bz

“
Ah

a2 cos2 φ

B2S

Bλ2
`

Ah
a2 cosφ

B

Bφ

ˆ

cosφ
BS

Bφ

˙

`Kh
B2S

Bz2
, (3.8)

ρ “ ρpT, S, zq, (3.9)

where Ah and Kh are coefficients of horizontal and vertical diffusivity,

respectively.

3.2.2 Boundary conditions

Boundary conditions for u, v, T and S are specified at the coasts, ocean floor

and surface. The condition on the horizontal velocities at vertical walls is

the no-slip condition;

pu, vq “ p0, 0q. (3.10)

At the surface, z “ η, a wind stress of magnitude pτλ, τφq is prescribed,

giving the surface condition

ρ0Km
Bpu, vq

Bz
“ pτλ, τφq at z “ η. (3.11)
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A bottom stress is specified on the sea floor, z “ ´H, of magnitude pFλ, Fφq,

giving the condition at the sea floor as

ρ0Km
Bpu, vq

Bz
“ pFλ, Fφq at z “ ´H, (3.12)

where pFλ, Fφq “ ρ0cd|pu, vq|pu, vq, in which cd is the coefficient of bottom

drag. There is also the kinematic boundary condition on the surface;

Dpz ´ ηq

Dt
“ 0

ùñ w “
Bη

Bt
`

u

a cosφ

Bη

Bλ
`
v

a

Bη

Bφ
at z “ η, (3.13)

and also at the sea floor;

Dpz `Hq

Dt
“ 0

ùñ w “ ´
u

a cosφ

BH

Bλ
´
v

a

BH

Bφ
at z “ ´H. (3.14)

The condition on temperature and salinity at the vertical walls and on the

sea floor is

BpT, Sq

Bn
“ 0, (3.15)

where n is the normal to the boundary. On the surface a heat, and effective

salinity flux pFT , FSq is specified, giving the surface condition

ρ0Kh
BpCpT, Sq

Bz
“ pFT , FSq at z “ η, (3.16)

where Cp is the specific heat capacity.

3.2.3 Free surface

The original version of MOMA implemented the rigid-lid approximation;

assuming surface height displacement is much smaller than the depth of the

ocean and hence neglecting it, this is equivalent to w “ 0 at z “ 0. Allowing

a free surface means that surface gravity waves can be resolved in the model,

however, the speed of these waves restricts the length of the timestep by up
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to two orders of magnitude. A free surface may be incorporated into MOMA

to give free surface height as an additional prognostic variable when the issue

of timestep length is mitigated by splitting the velocity into a baroclinic and

barotropic mode (Killworth et al. 1991).

The barotropic mode, pU, V q, is the vertically integrated mass flux, using

solutions for pu, vq from the momentum equations;

U “

ż η

´H

u dz and V “

ż η

´H

v dz, (3.17)

where H is the depth of the ocean and η is the free surface height. The

integral of the baroclinic mode over depth is zero;

ż η

´H

u1 dz “ 0 and

ż η

´H

v1 dz “ 0, (3.18)

where pu1, v1q “ pu, vq ´ pu, vq, and pu, vq are depth averages of pu, vq. The

final velocities, redefining pu, vq, are the sum of the baroclinic and barotropic

modes;

u “
U

H
` u1 and v “

V

H
` v1, (3.19)

where it is assumed that η ! H.

The equations used to solve for the barotropic mode are the continuity

equation, and the u and v momentum equations, all integrated over the

depth of the ocean, ´H ă z ă η. First integrating the continuity equation

(3.1) gives

Bη

Bt
`

1

a cosφ

BU

Bλ
`

1

a cosφ

BV cosφ

Bφ
“ 0, (3.20)

where the boundary conditions on w at the surface and ocean floor, (3.13)

and (3.14), have been applied. Integrating the u and v momentum equations,
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(3.4) and (3.5), over depth gives

BU

Bt
´ fV `

ρ0gH

a cosφ

Bη

Bλ
“ ´

1

a cosφ

B

Bλ

ż η

´H

u2 dz`

´
1

a cosφ

B

Bφ

ˆ
ż η

´H

uv cosφ dz

˙

´
g

a cosφ

ż η

´H

ż 0

z

Bρ

Bλ
dz dz `

ż η

´H

∇2u dz,

(3.21)

BV

Bt
` fU `

ρ0gH

a

Bη

Bφ
“ ´

1

a cosφ

B

Bλ

ż η

´H

uv dz`

´
1

a cosφ

B

Bφ

ˆ
ż η

´H

v2 cosφ dz

˙

´
g

a

ż η

´H

ż 0

z

Bρ

Bφ
dz dz `

ż η

´H

∇2v dz, (3.22)

where (3.13) and (3.14) have been used as above and

p “ ρ0gη `

ż 0

z

ρg dz, (3.23)

is calculated from integrating (3.6) between the surface and depth z.

After calculating the barotropic mode of the velocity field, the final velocity

is calculated by a summing the barotropic and baroclinic velocities through

(3.19).

3.3 Model numerics

Due to their complexity, the nonlinear partial differential equations which

govern the system, as detailed in §3.2, are solved using numerical methods.

In MOMA, the continuous equations are recast in finite difference form over

a discretised domain, and a leapfrog time stepping scheme is implemented

to find solutions.

3.3.1 Discretisation of the domain

An Arakawa-B grid is used (Mesinger & Arakawa 1976), in which the velocity

points are located at the corners of the grid boxes and temperature and

salinity at the centres (figure 3.1(a)). The point specifiers used are i, j and
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k, in the λ-, φ- and z-direction, respectively. The grid boxes are of size ∆λ

in longitude, ∆φ in latitude and ∆zk in depth. The values of ∆λ and ∆φ are

specified in degrees and remain constant throughout the domain, whereas

∆zk increases with depth. Bathymetry is defined by specifying each box

to be either land or ocean; the number of ocean grid boxes in the vertical

in column pi, jq is denoted Ki,j. In the horizontal, velocity point pi, jq is

located at the north-eastern corner of the box which contains tracer point

pi, jq at its centre. All of the points at level k are located at the same

point in the vertical, which is at the mid-depth of the kth grid box (figure

3.1(b)). The values for the free surface height are located directly above

the tracer points. The positioning of variables on this grid allows the use

(a) (b)

Figure 3.1: Configuration of temperature and salinity, pT, Sq, and horizontal
velocity, pu, vq, points on the Arakawa-B grid in the (a) horizontal and (b)
vertical plane.

of a semi-implicit Coriolis term; it is calculated through an average of the

n ` 1 and n ´ 1 timestep. This approach decreases computational expense

for coarse grid models by allowing the use of a longer timestep because

of filtering of inertial and barotropic Rossby waves (Bryan 1969, Semtner

1986a). The grid also permits a relatively simple calculation of the advection

terms; a single average between two adjacent values for each of the velocity

and tracer unites the two quantities at the centre of the grid box faces.

The vertical fluxes of momentum and tracers are located at the bottom

of the box, directly below the corresponding point. This staggered grid

arrangement results in a better representation of Rossby waves when grid

boxes are larger than the Rossby radius of the ocean, due to averages being

taken over smaller distances (Mesinger & Arakawa 1976, Semtner 1986b).

In addition, locating velocity points at the edges of the grid boxes allows for
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easy application of the no-slip boundary condition at the coasts.

3.3.2 Discretisation of the equations

The model employs a central finite differencing scheme in order to solve the

equations. Define the difference in the λ-direction at timestep n of a scalar

µ as

δiµ
n
i,j,k “

µni,j,k ´ µ
n
i´1,j,k

∆λ
, (3.24)

with a similar definition for a difference in the φ- and z-direction. Note

that, due to the arrangement of variables on the grid, this is equivalent to

a central difference about the centre of the faces of the grid box, which is

where the fluxes are calculated. For consistent index notation with the above

definition of δ, the second order central difference in the λ-direction at grid

point pi, j, kq at timestep n of a scaler µ is

δ2
i µ

n
i`1,j,k “

µni`1,j,k ´ 2µni,j,k ` µ
n
i´1,j,k

∆λ2
, (3.25)

with a similar definition in the φ- and z-direction. To coincide velocity and

tracer points, required for example in the advective terms, averages must be

calculated between values at adjacent grid points in each quantity. For this

purpose, define the average in the λ-direction at timestep n of a scalar µ as

µnī,j,k “
µni,j,k ` µ

n
i`1,j,k

2
, (3.26)

with a similar definition for an average in the φ- and z-direction (figure

3.2(a)).

Definitions (3.24) – (3.26) are used to recast each of the spatial terms of the

equations in finite difference form. For the momentum equation the terms

of both the u and v components are explicitly included, respectively. The
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(a) (b)

Figure 3.2: (a) Horizontal configuration of averages between adjacent grid
points, coinciding velocity and tracer values at the middle of the edges of
each box for the calculation of advection. (b) Vertical velocities at the
horizontal interfaces between boxes, wU and wT , vertically aligned with the
velocity and tracer points, respectively.

advective terms in the horizontal momentum equations are

1

a cosφj
δi

´

un
i,j,k

un
i,j´1,k

¯

`
1

a cosφj
δj

´

un
i,j,k

vn
i´1,j,k

cosφj

¯

´ δk

´

un
i,j,k

wnUi,j,k

¯

,

(3.27)

1

a cosφj
δi

´

vn
i,j,k

un
i,j´1,k

¯

`
1

a cosφj
δj

´

vn
i,j,k

vn
i´1,j,k

cosφj

¯

´ δk

´

vn
i,j,k

wnUi,j,k

¯

,

(3.28)

where φj is the latitude at grid point j, and wUi,j,k is the vertical velocity

into the grid box directly below the velocity grid point, which is calculated

as the average of the vertical velocities below the four surrounding tracer

points, wT i,j,k (Webb 1995)(figure 3.2(b)). The term for advection in the

vertical direction is of opposite sign to that in the horizontal as positive flow

is taken to be upwards; decreasing k. The Coriolis terms, which are treated

semi-implicitly to damp inertial oscillations and allow the use of a longer

timestep, are

´fj

´

αvn`1
i,j,k ` p1´ αqv

n´1
i,j,k

¯

, (3.29)

fj

´

αun`1
i,j,k ` p1´ αqu

n´1
i,j,k

¯

, (3.30)

where fj is the Coriolis parameter at the latitude of grid box j, and

0 ă α ď 1 specifies the degree of implicit treatment. When α “ 0
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these terms are instead evaluated at timestep n. The pressure gradient

terms, calculated by a numerical integration of hydrostatic balance (3.6)

with ρni,j,k “ ρpT ni,j,k, S
n
i,j,k,∆zkq, are

gδi

˜

ρi`1,j,1

∆z1

2
`

k´1
ÿ

m“1

ρn
i`1,j,m

∆zm

¸

, (3.31)

gδj

˜

ρi,j`1,1

∆z1

2
`

k´1
ÿ

m“1

ρn
i,j`1,m

∆zm

¸

. (3.32)

The diffusive terms are

Am
a2 cos2 φj

δ2
i u

n´1
i`1,j,k `

Am
a2 cosφj

δj

´

cosφjδju
n´1
i,j`1,k

¯

`Kmδ
2
ku

n´1
i,j,k`1, (3.33)

Am
a2 cos2 φj

δ2
i v

n´1
i`1,j,k `

Am
a2 cosφj

δj

´

cosφjδjv
n´1
i,j`1,k

¯

`Kmδ
2
kv

n´1
i,j,k`1, (3.34)

which are evaluated at timestep n ´ 1 for stability in the chosen scheme

(O’Brien 1986).

The discretisation of the tracer equations is identical for any tracer, so is

only detailed for temperature, T , here. The advective terms are

1

a cosφj
δi

´

T n
i,j,k

un
i,j´1,k

¯

`
1

a cosφj
δj

´

T n
i,j,k

vn
i´1,j,k

cosφj

¯

´ δk

´

T n
i,j,k

wnTi,j,k

¯

,

(3.35)

where wT i,j,k is the vertical velocity into grid box pi, j, kq directly below the

tracer grid point, and the diffusive terms are

Ah
a2 cos2 φj

δ2
i T

n´1
i`1,j,k `

Ah
a2 cosφj

δj

´

cosφjδjT
n´1
i,j`1,k

¯

`Khδ
2
kT

n´1
i,j,k`1, (3.36)

which are again calculated at timestep n´ 1 for stability.

In the model a polynomial approximation of the equation of state is used in

place of (3.9), in the case of seawater accurate polynomials have been derived

for this purpose (Bryan & Cox 1972, Friedrich & Levitus 1972). Convective

adjustment, to address any static instability in the model, is carried out

by comparing the density of water in vertically-adjacent grid boxes at each

timestep; the water in the boxes is mixed if the deeper density is lower. The

number of repetitions of this process in a column at each timestep, Nc, is an
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option in the model and has a default value of 1.

3.3.3 Barotropic mode

The additional computational expense which is required when including a

free surface in the model, due to the need for a shorter timestep, is limited

by solving for just the barotropic mode of the velocity at the required shorter

timestep. This involves time stepping the barotropic mode up to 100 times

within each of the longer baroclinic timesteps, and then averaging the values

generated by this in time over a single baroclinic timestep to give one value

for the barotropic mode of the velocity at each longer baroclinic timestep.

In finite difference form, the spatial terms of the free surface equation (3.20)

are

1

a cosφj
δiU

n1

i,j´1
`

1

a cosφj
δj

´

V n1

i´1,j
cosφj

¯

, (3.37)

where n1 is the shorter barotropic timestep. Note that, by definition, U and

V have no variation in the vertical direction and hence no k index.

The finite differencing method which is used can result in a spatial

checkerboarding of the solution. Pressure gradients are calculated at each

velocity point using the four diagonally surrounding velocity points, in the

model this is indirect through the free surface height. This results in two

completely independent solutions evolving on two independent subgrids. To

solve this issue an additional zero-term is included in (3.20) which links the

two subgrids together;

cb
`

∇`η ´∇ˆη
˘

” 0, (3.38)

where cb is a constant chosen to give the weighting of this additional term,

∇` and ∇ˆ are operators involving the vertically and horizontally, and the

diagonally adjacent points, respectively. In finite difference form this term

is

cb

´

∇`ηn
1´1

i,j `∇ˆηn
1´1

i,j

¯

, (3.39)
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where the operators are defined as

∇`ηn
1´1

i,j “ ηn
1´1

i`1,j ` η
n1´1
i,j`1 ´ 4ηn

1´1
i,j ` ηn

1´1
i´1,j ` η

n1´1
i,j´1, (3.40)

∇ˆηn
1´1

i,j “ ηn
1´1

i`1,j`1 ` η
n1´1
i`1,j´1 ´ 4ηn

1´1
i,j ` ηn

1´1
i´1,j`1 ` η

n1´1
i´1,j´1. (3.41)

The terms on the right hand side of (3.21) and (3.22) are calculated only

once at each baroclinic timestep, remaining constant for each barotropic

timestep within. They are the vertical sum of the corresponding terms from

(3.27), (3.28) and (3.31) – (3.34). The remaining terms are timestepped at

the shorter barotropic timestep. The Coriolis terms in (3.21) and (3.22) are

treated explicitly as ´fjV
n1

i,j and fjU
n1

i,j, respectively. The remaining terms

of the U and V equations are, respectively,

ρ0gH

a cosφj
δiη

n1

i`1,j
, (3.42)

ρ0gH

a
δjη

n1

i,j`1
. (3.43)

3.3.4 Numerical scheme

The equations are timestepped using a leapfrog scheme;

δtµ
n
i,j,k “

µn`1
i,j,k ´ µ

n´1
i,j,k

2∆t
, (3.44)

where ∆t is the timestep associated with the scalar µ. A numerical issue

to consider with this scheme is the instability of the diffusive terms, to

avoid this instability the diffusive terms must be evaluated at timestep n´1

(Richtmyer & Morton 1967), which is equivalent to a forward timestepping

scheme for these terms. This combination of leapfrog and forward time

differencing schemes provides an efficient method of time integration for the

system (O’Brien 1986). However, the leapfrog scheme can lead to a splitting

of the odd and even timestep solutions, which is controlled with an occasional

Euler backward timestep, usually around every 50 timesteps. A backward,

rather than forward, step is preferred as it excites less high-frequency noise

(Semtner 1986a).

With the leapfrog scheme the equations in finite difference form are
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timestepped using

µn`1
i,j,k “ µn´1

i,j,k ` 2∆tF, (3.45)

where F is the sum of the spatial terms in the subject equation, which are

detailed in §3.3.2 and §3.3.3.

In the case of the baroclinic velocities, pu, vq, the full discretised equations

are

un`1
i,j,k ´ u

n´1
i,j,k

2∆tb
´ fj

´

αvn`1
i,j,k ` p1´ αqv

n´1
i,j,k

¯

“ FUn
i,j,k, (3.46)

vn`1
i,j,k ´ v

n´1
i,j,k

2∆tb
` fj

´

αun`1
i,j,k ` p1´ αqu

n´1
i,j,k

¯

“ FV n
i,j,k, (3.47)

where

FUn
i,j,k “ ´

1

a cosφj
δi

´

un
i,j,k

un
i,j´1,k

¯

´
1

a cosφj
δj

´

un
i,j,k

vn
i´1,j,k

cosφj

¯

` δk

´

un
i,j,k

wnUi,j,k

¯

´ gδi

ˆ

ρi`1,j,1

∆z1

2
`

k´1
ÿ

m“1

ρn
i`1,j,m

∆zm

˙

`
Am

a2 cos2 φj
δ2
i u

n´1
i`1,j,k `

Am
a2 cosφj

δj

´

cosφjδju
n´1
i,j`1,k

¯

`Kmδ
2
ku

n´1
i,j,k`1,

FV n
i,j,k “ ´

1

a cosφj
δi

´

vn
i,j,k

un
i,j´1,k

¯

´
1

a cosφj
δj

´

vn
i,j,k

vn
i´1,j,k

cosφj

¯

` δk

´

vn
i,j,k

wnUi,j,k

¯

´ gδj

˜

ρi,j`1,1

∆z1

2
`

k´1
ÿ

m“1

ρn
i,j`1,m

∆zm

¸

`
Am

a2 cos2 φj
δ2
i v

n´1
i`1,j,k `

Am
a2 cosφj

δj

´

cosφjδjv
n´1
i,j`1,k

¯

`Kmδ
2
kv

n´1
i,j,k`1.

For the case α “ 0 the Coriolis term is evaluated at timestep n, and a

simple rearrangement of (3.46) and (3.47) gives explicit expressions for un`1
i,j,k

and vn`1
i,j,k . The case presented here is that with a semi-implicit Coriolis

term, which means (3.46) and (3.47) must be solved simultaneously through
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analytic manipulation to give explicit expressions for un`1
i,j,k and vn`1

i,j,k ;

un`1
i,j,k “ un´1

i,j,k ` 2∆tb

˜

FUn
i,j,k ` fjv

n´1
i,j,k ` 2∆tbαfj

`

FV n
i,j,k ´ fju

n´1
i,j,k

˘

1` p2∆tbαfjq2

¸

,

(3.48)

vn`1
i,j,k “ vn´1

i,j,k ` 2∆tb

˜

FV n
i,j,k ´ fju

n´1
i,j,k ´ 2∆tbαfj

`

FUn
i,j,k ` fjv

n´1
i,j,k

˘

1` p2∆tbαfjq2

¸

.

(3.49)

For tracers pT, Sq the equations are identical, and therefore just the

discretised equation for T is shown here;

T n`1
i,j,k “ T n´1

i,j,k ` 2∆tT

˜

´
1

a cosφj
δi

´

T n
i,j,k

un
i,j´1,k

¯

´
1

a cosφj
δj

´

T n
i,j,k

vn
i´1,j,k

cosφj

¯

` δk

´

T n
i,j,k

wnTi,j,k

¯

`
Ah

a2 cos2 φj
δ2
i T

n´1
i`1,j,k

`
Ah

a2 cosφj
δj

´

cosφjδjT
n´1
i,j`1,k

¯

`Khδ
2
kT

n´1
i,j,k`1

¸

. (3.50)

For free surface height, η, the full discretised equation is

ηn
1`1

i,j “ ηn
1´1

i,j ` 2∆tU

˜

´
1

a cosφj
δiU

n1

i,j´1
´

1

a cosφj
δj

´

V n1

i´1,j
cosφj

¯

` cb

´

∇`ηn
1´1

i,j `∇ˆηn
1´1

i,j

¯

¸

, (3.51)

and for the barotropic velocities, pU, V q,

Un1`1
i,j “ Un1´1

i,j ` 2∆tU

˜

´
ρ0gH

a cosφj
δiη

n1

i`1,j
` fjV

n1

i,j `

Ki,j
ÿ

k“1

FUn
i,j,k∆zk

¸

,

(3.52)

V n1`1
i,j “ V n1´1

i,j ` 2∆tU

˜

´
ρ0gH

a
δjη

n1

i,j`1
´ fjU

n1

i,j `

Ki,j
ÿ

k“1

FV n
i,j,k∆zk

¸

. (3.53)

To obtain the final velocity field the baroclinic and barotropic modes are

combined. First, the vertical mean is subtracted from the baroclinic mode,
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giving

pu1, v1q
n
i,j,k “ pu, vq

n
i,j,k ´

1

Ki,j

Ki,j
ÿ

k“1

pu, vqni,j,k∆zk, (3.54)

where pu, vq are the velocities calculated using (3.48) and (3.49). Also, the

time average of the barotropic mode is calculated as

pU, V qni,j “
1

N 1

N 1
ÿ

n1“1

pU, V qn
1

i,j, (3.55)

where N 1 is the number of barotropic timesteps in one baroclinic timestep.

The final value of velocity, redefining pu, vq, is the sum of these two quantities

using (3.19);

pu, vqni,j,k “
pU, V qni,j
řKi,j

k“1 ∆zk
` pu1, v1qni,j,k. (3.56)

3.4 Earth-like simulation

The model is run with an Earth-like configuration to give the possibility

of comparing the results with observations, and hence assess its ability to

model the key large-scale features of the circulation of the oceans on Earth.

Modelling this familiar example provides validation of the model, and a

foundation from which alterations may be made and results compared.

3.4.1 Model configuration

The model is run at a resolution of 4˝ in the horizontal, both latitudinally

and longitudinally, with 15 levels in the vertical (table 3.1). This low

resolution gives the possibility of numerous sensitivity studies in later

configurations at reasonable computational expense. The land configuration

in the model is chosen as an approximate replication of the bathymetry on

Earth, with detail to a level which the coarse resolution allows. In the model

the ocean depth is set by selecting the number of ocean grid boxes in each

column; 15 boxes is the full ocean depth of 5.7 km and 0 boxes is land (figure
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Level index, k Layer thickness, ∆zk (m) Point depth (m)

1 30.00 15.0
2 46.15 53.1
3 68.93 110.6
4 99.93 195.0
5 140.63 315.3
6 192.11 481.7
7 254.76 705.1
8 327.95 996.5
9 409.81 1365.4

10 497.11 1818.8
11 585.36 2360.1
12 669.09 2987.3
13 742.41 3693.0
14 799.65 4464.1
15 836.10 5281.9

Total 5700.00

Table 3.1: Thicknesses, ∆zk, of the 15 vertical layers, and depth of the
associated grid points, where k “ 1 is the surface box.
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Figure 3.3: Bathymetry of the Earth-like configuration of MOMA, shown in
terms of the number of ocean grid boxes in each column.

The ocean surface is forced by temporally constant, zonally-averaged profiles

of momentum and tracers, which are derived from climatologies of wind

stress (Hellerman & Rosenstein 1983), and temperature and salinity (Levitus

1982). The zonal component of the wind forcing is generally stronger
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than the meridional component, and displays the easterly trade winds in

the low latitudes and westerlies in the mid-latitudes, reversing at 30˝N/S

(figure 3.4(a)). The strongest meridional wind forcing is associated with the

Trade winds; toward the equator in the low latitudes (figure 3.4(b)). The
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Figure 3.4: Surface wind stress forcing (N m´2) in the (a) eastward and (b)
northward direction.

temperature forcing is warmest in the tropics, decreasing toward the poles

and with a slight dip associated with the intertropical convergence zone at

the equator (figure 3.5(a)). The salinity forcing peaks in the tropics as a

result of high rates of evaporation there, and also dips at the equator due to

the increased rainfall of the intertropical convergence zone (figure 3.5(b)).
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Figure 3.5: Surface tracer forcing for (a) temperature (˝C) and (b) salinity
(psu).

The default values of the parameters in the model are chosen to be their
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typical Earth-like modelling values, and are hence used in all model runs

throughout, unless otherwise stated (table 3.2). In some cases these

values are constrained by numerical considerations, for example horizontal

viscosity which has a lower bound dependent on the horizontal resolution

of the numerical grid (Bryan et al. 1975). This restriction is controlled

by the thickness of the boundary layer at the coasts which results from

the implementation of a no-slip condition. This thickness is OpAm{βq1{3
(Munk 1950), where β “ Bf{Bφ, and so it is required that Am ą β∆λ3.

Coarse resolution modelling studies, in the region of 4˝ in the horizontal,

therefore set the value of Am to be at a minimum Op105qm2 s´1 with Ah

similarly unrealistically large at Op103qm2 s´1, without the same restriction

the equivalent parameters in the vertical are much closer to observed values,

generally Op10´4qm2 s´1 (Bryan et al. 1975, Bryan & Lewis 1979, Bryan

1987).

Description Parameter Value Unit

Horizontal eddy viscosity Am 1.0 ˆ 105 m2 s´1

Horizontal eddy diffusivity Ah 2.0 ˆ 103 m2 s´1

Vertical viscosity Km 1.0 ˆ 10´4 m2 s´1

Vertical diffusivity Kh 1.0 ˆ 10´4 m2 s´1

Tracer relaxation timescale γ 4.32ˆ 106 s
Tracer timestep ∆tT 7.2 ˆ 103 s
Barotropic velocity timestep ∆tU 7.2 ˆ 103 s
Baroclinic velocity timestep ∆tb 1.0 ˆ 102 s
Coefficient of bottom drag cd 1.0 ˆ 10´3 —
Weighting of ∇2

` ´∇2
ˆ operator cb 0.1 —

Implicit degree of Coriolis term α 0.6 —
Repetitions of convective adjustment Nc 1 —

Table 3.2: Parameters in MOMA and their default values.

The results presented for all runs are an average of 1000 years in a

quasi-steady state; where kinetic energy varies by less than 1%, following

a spinup period of up to 7000 years.
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3.4.2 Results

Sea surface temperature peaks in the region 5-15˝N/S, and monotonically

decreases from there towards the poles (figure 3.6(a)). There is a slightly

cooler band at the equator, associated with the intertropical convergence

zone. This surface temperature profile strongly reflects that of the surface

forcing in the model (figure 3.5(a)), which is based on observations

(figure 3.6(b)), and is hence a reasonably accurate representation of Earth.

However, the model is forced with a zonal average of the observations (figure

3.5(a)) which results in the forcing value remaining constant for any given

latitude and hence suppresses longitudinal variability, and also results in a

smaller range of temperatures in the model results than in the observations;

0 to 27 ˝C compared to -2 to 30 ˝C. In particular, the high latitudes are

generally warmer than the observations, except the northern North Atlantic

which is up to 4.5˝C colder, and the low latitudes are generally cooler,

particularly at the equator in the Pacific which is over 5˝C colder in some

regions (figure 3.6(c)). Modelled temperatures in the equatorial regions and

the North Atlantic being colder than observations are features which are

common to ocean models, the latter due to the greater northward extent

of the Gulf Stream in model simulations (Griffies et al. 2009). Higher than

observed temperatures in regions off western coasts is consistently observed

in model results, and is also a feature of the results here (figure 3.6(c)),

which is hypothesised to be a result of poor replication of coastal upwelling

in coarse resolution models (Griffies et al. 2009).

At 500 m depth, where surface forcing is not so influential, the model

reproduces the temperature distribution observed at this depth in the oceans

on Earth (Levitus 1982). At this deeper level, the peaks in temperature

are reduced by up to 10 ˝C from their surface values, and are located in

the higher latitudinal range of 20-40˝N/S where Ekman pumping causes

downwelling of warm surface water (figure 3.7(a)). At this depth there are

warmer regions observed at the western side of the basins (figure 3.7(b))

which are relatively well reproduced by the model. The results are almost

exclusively warmer at this depth, over 10˝C in some coastal regions in the

Pacific, with the most notable exception being the mid latitudes of the North

Atlantic which reaches a maximum of 4˝C colder (figure 3.7(c)). These

higher temperatures are related to the approximation of a constant vertical
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Figure 3.6: Ocean surface temperature (˝C) from (a) quasi-steady state
model output for an Earth-like configuration, (b) observations of the oceans
on Earth (Levitus 1982), and (c) the difference (a)´(b).
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Figure 3.7: Ocean temperature (˝C) at 500 m depth from (a) quasi-steady
state model output for an Earth-like configuration, (b) observations of the
oceans on Earth (Levitus 1982), and (c) the difference (a)´(b).
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diffusivity throughout the depth of the ocean, whereas vertical diffusivity

actually increases with depth and is therefore high in the upper ocean in the

model.

The reduction in temperature with depth seen between the surface and 500 m

is consistent with the zonally-averaged temperature distribution (figure

3.8(a)), in which the peak temperature decreases rapidly in the surface

1000 m. Although at a lower gradient, the temperature continues to decrease

with depth below this, being consistently less than 10 ˝C and with most

regions cooler than 5 ˝C. This rapid decrease in the surface layer is limited to

the lower latitudes where surface temperatures are greatest; poleward of this

region the temperature remains relatively constant at the coldest, deep ocean

temperature through the total depth of the ocean. The observations show

a similar pattern to the model results (figure 3.8(b)), however the extremes

seen in surface temperature and, polar and deep water are not modelled

(figure 3.8(b)). Away from the surface, the zonally-averaged temperature is

warmer than observations throughout, with the most significant difference

of up to 7˝C in the low latitudes of the surface 1000 m (figure 3.8(c)); the

thermocline in the model results is much deeper than observed.

The peak values in sea surface salinity of 35.7 are in bands in the

mid-latitudes, 20-40˝N/S, with the freshest regions being in the high

northern latitudes (figure 3.9(a)). Salinity is forced in the same way as

temperature; with zonally-averaged observed values (figure 3.5(b)), and

hence the surface salinity does not display the significant longitudinal

variation present in the observations (figure 3.9(b)). This variation is

particularly predominant in surface salinity compared to temperature; the

Atlantic ocean is significantly more saline, with extensive areas above 37,

compared to localised peaks of 36.5 in the Pacific (figure 3.9(b)). Hence,

the model results are generally fresher in the Atlantic, up to 2 less than

observed values, and more saline in the Pacific, particularly in coastal regions

where surface run-off has significant influence (figure 3.9(c)). In addition,

the averaging process associated with using zonally-averaged forcing reduces

the range of values of sea surface salinity, for example, the peaks in the

observations are greater than 37 in contrast to a peak of less than 36 in the

model results.

At 500 m depth the latitudes at which the peaks in salinity occur vary very
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Figure 3.8: Zonally-averaged ocean temperature (˝C) from (a) quasi-steady
state model output for an Earth-like configuration, (b) observations of the
oceans on Earth (Levitus 1982), and (c) the difference (a)´(b). Note the
expanded vertical scale in the upper 1 km of the ocean.
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Figure 3.9: Ocean surface salinity (psu) from (a) quasi-steady state model
output for an Earth-like configuration, (b) observations of the oceans on
Earth (Levitus 1982), note that the colour scale is restricted in the interest
of detail, and (c) the difference (a)´(b).
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little from the surface (figure 3.10(a)), in contrast to the poleward shift

observed in the temperature distribution, such that the latitudes of the peaks

in salinity and temperature coincide at this deeper level (figure 3.7(a)). The

model results show a decrease in salinity toward the polar regions, which

are the freshest areas, however the minima are observed at lower latitudes

(figure 3.10(b)). At this depth, as at the surface, the zonal variation in

salinity values is not represented; again, the Atlantic is fresher, particularly

in the North, and the Pacific generally more saline than the observations

(figure 3.10(c)).

The zonally-averaged salinity shows the observed rapid freshening with

increasing depth through the surface 500 m, whilst maintaining the latitudes

of the peak salinity values at approximately 30˝N/S. These distinct peaks

in salinity in the surface layers dilute, both latitudinally and vertically away

from these regions to concentrations of 34.2 in the deep ocean, which is

much fresher than observed values which are closer to 35 (figure 3.11(b)).

The most striking difference in structure between the modelled and observed

values is a region of particularly saline water extending into the deep ocean

in the mid-latitudes of the Northern Hemisphere in the observations (figure

3.11(b)). This is due to the contribution from the Mediterranean Sea

which has a particularly high salinity, over 39 in some places, which is not

represented in the model land configuration due to the coarse resolution

(figure 3.3). In the model results the polar regions are more saline at the

surface and fresher at depth than observations, particularly in the regions of

deep water formation in the north (figure 3.11(c)). The zonally-averaged

salinity in the model is generally fresher than observed, with Antarctic

Intermediate Water (AAIW) being the only extensive water mass which

is more saline than observations (figure 3.11(c)). Ocean models commonly

model AAIW as too saline and, as is also observed in these model results

(figure 3.8(c)), too warm (Griffies et al. 2009).

Contours of the free surface height of the ocean offer information

about the surface currents; geostrophic balance means these contours are

representative of the flow. The strength of the currents is related to the

gradient in the free surface height; close contours are indicative of strong

currents. The free surface height shows the presence of gyres in the ocean

basins, and a strong zonal current in the Southern Hemisphere where there is

no meridional boundary (figure 3.12(a)). The strongest gyres in each ocean
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Figure 3.10: Ocean salinity (psu) at 500 m depth from (a) quasi-steady state
model output for an Earth-like configuration, (b) observations of the oceans
on Earth (Levitus 1982), note that the colour scale is restricted in the interest
of detail, and (c) the difference (a)´(b).
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Figure 3.11: Zonally-averaged ocean salinity (psu) from (a) quasi-steady
state model output for an Earth-like configuration, (b) observations of the
oceans on Earth (Levitus 1982), note that the colour scale is restricted in
the interest of detail, and (c) the difference (a)´(b). Note the expanded
vertical scale in the upper 1 km of the ocean.
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Figure 3.12: Ocean free surface height (m) from (a) quasi-steady state model
output for an Earth-like configuration, (b) observations of the oceans on
Earth (Maximenko et al. 2009), adjusted such that the mean is zero, and
(c) the difference (a)´(b). Contour interval is 0.2 m.
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basin are those extending from the equatorial regions to the mid-latitudes.

The highest sea surface is found toward the western side of these gyres

with a sharp gradient in surface height at the western edge, indicative of

a strong poleward-travelling surface current with a weaker equatorward

return flow through the rest of the basin. This pattern agrees with the

observed currents on Earth, where the subtropical gyres extend from about

10-45˝N/S and the velocities at the western edge are at least 10 times the

magnitude of the eastern (Pedlosky 1990). The strongest surface current

globally is the Antarctic Circumpolar Current (ACC), travelling eastward

in the range of latitudes in the Southern Hemisphere where there is no

continuous meridional boundary, which allows for a continuous zonal flow

to circle the planet. Here, the extreme in sea surface height occurs, lower

than 2 m below the mean, in comparison to the peak height in the gyres of

less than half that magnitude.

Sea surface height maps calculated from observations of Earth using a

combination of satellite and drifting buoy data show this same pattern of

gyres, and circumpolar flow in the Southern Hemisphere (figure 3.12(b)).

The greatest differences between the gradient in sea surface height, indicative

of current strength, between the model results and observations are in

regions of western boundary currents and the ACC (figure 3.12(c)). In the

north west of both the Pacific and Atlantic there are regions where the

surface is higher in the model than observations north of a region which is

lower, this is due to the Kuroshio Current and Gulf stream separating from

the coast further north than observed. The most extensive difference is in the

ACC, which is consistently wider and reaches up to 10˝ further north in the

model compared to observations. The coarse resolution of the model means

there are no islands in the region north of Australia to create a boundary

between the Indian and Pacific Oceans, resulting in the subtropical gyre in

the pacific extending into the northern parts of the Indian ocean and raising

the surface higher in the model results than observations.

Contours of the overturning streamfunction show the meridional transport

of the deep ocean circulation (figure 3.13), which results in the poleward

transport of heat (figure 3.14). The observations show a greater northward

heat transport, compared to the model results, at all latitudes outside of the

southern ocean. This difference is largely accounted for in the Atlantic ocean,

the principal location of deep water formation in the Northern Hemisphere,
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Figure 3.13: Ocean overturning streamfunction (Sv) from quasi-steady state
model output for an Earth-like configuration. Contour interval is 10 Sv,
positive circulation is anti-clockwise. Note the expanded vertical scale in
the upper 1 km of the ocean.
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Figure 3.14: (blue) Global and (red) Atlantic basin northward ocean heat
transport (PW) from (solid lines) quasi-steady state model output of an
Earth-like configuration, and (dashed lines) observations of the oceans on
Earth (Trenberth & Caron 2001), (cross) annual mean of observations in the
Atlantic at 26.5˝N from the Rapid Climate Change–Meridional Overturning
Circulation and Heatflux Array (RAPID-MOCHA) (Johns et al. 2011).

where the observed heat transport is northward at all latitudes, whereas

the model shows a poleward transport either side of the equatorial region.

This difference is due to a weak Atlantic Meridional Ocean Circulation

which, at 13 Sv at 30˝N, lies comfortably within the predictions from a

range of coupled models submitted to the fifth assessment report of the
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Intergovernmental Panel on Climate Change (Heuzé et al. 2015), which

have a multi-model mean of 18 Sv and range from 10 to 32 Sv. There is

also little cross-equatorial flow in the model, with distinct cells bordering

at the equator, whereas observations show northward flow in the surface

layers throughout both the Atlantic and Pacific basins with southward flow

in the layers below this (Ganachaud & Wunsch 2000). The magnitude of

this cross-equatorial transport in the Atlantic has been estimated to be 9 Sv

(Richardson & Schmitz 1993) but is much weaker at 1 Sv in the model results.

As discussed in reference to the box model (§2.6), the freshwater transport

into the Atlantic Ocean basin can be used as a measure of the stability of

the overturning circulation through the salt-advection feedback. Calculating

the freshwater transport across 34˝S in the Atlantic (Hawkins et al. 2011) in

the results found using MOMA gives a value of -0.28 Sv. This negative

value is indicative of an export of freshwater and therefore an unstable

regime, in which a weakening of the circulation results in a freshening of the

Atlantic ocean which further decreases the circulation strength. This value

lies within the range of values found from various ocean reanalyses and ocean

general circulation models, which are generally negative and range from

-0.4Sv to +0.1 Sv (Hawkins et al. 2011). The value found also lies between

two observational estimates, which also indicate an unstable regime; -0.1 Sv

(Huisman et al. 2010) and -0.3 Sv (Weijer et al. 1999).

3.5 Coupled modelling

The ocean general circulation model MOMA is coupled to the atmospheric

general circulation model IGCM4 (Intermediate Global Circulation Model

version 4), using the OASIS (Ocean Atmosphere Sea Ice Soil) coupler, in

FORTE (Fast Ocean Rapid Troposphere Experiment). In this coupled

configuration MOMA is run at the finer horizontal resolution of 2˝, closer to

the resolution of the atmospheric component than the coarser 4˝ resolution,

and the Gent-McWilliams parameterisation for ocean eddies is used (Gent

& McWilliams 1990).
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3.5.1 IGCM4

The atmospheric component used in FORTE is IGCM4 (Joshi et al. 2015),

which is the latest version of the IGCMs developed at the University of

Reading. It is an intermediate model; it solves the baroclinic primitive

equations (Hoskins & Simmons 1975) without modelling some more complex

features of the climate system. To aid the use of spectral methods and a

semi-implicit timestep, the horizontal momentum equations are transformed

to equations for the scalars horizontal vorticity and divergence, in addition

there is a thermodynamic equation, an equation for surface pressure and an

equation for the geopotential.

The model is run with a horizontal resolution of 64 latitudinal and 128

longitudinal grid points, equating to approximately a 2.8˝ spacing. In the

vertical there are 20 layers, with vertical coordinate σ “ pressure/surface

pressure. Spectral methods are used to solve the equations in the horizontal,

and finite differences are used in the vertical. A semi-implicit timestep is

used to aid stability and allow the use of a longer timestep (Hoskins &

Simmons 1975).

To model sea ice there is a linear interpolation of surface properties between

-2 and 0˝C; roughness, albedo, and heat capacity. This avoids unrealistic

dramatic spatial changes in these properties, and accounts for ice melting at

warmer temperatures than it freezes; saltwater has lower freezing point than

the melting point of ice, which is primarily composed of freshwater. Soil is

modelled with a two layer model, with thicknesses of 0.06 m in the upper

level and 2.3 m in the lower, with diffusive heat transport between the two

levels, and soil moisture is modelled with a simple bucket model (Forster

et al. 2000).

The Morcrette radiation scheme is used to model the long and short

wave radiative fluxes using temperature, cloud, humidity and trace gases

(Zhong & Haigh 1995), which runs once each model day. The cloud

scheme (Slingo 1987) has been updated in IGCM4 to better match observed

outgoing and surface radiation, as well as to include the implementation of

a parameterisation of marine stratocumulus cloud (Kawai & Inoue 2006).

The model includes a moist convection scheme which simulates both deep
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and shallow convective adjustment (Betts 1986).

3.5.2 OASIS

The coupler used in FORTE is OASIS 2.3 (Terray et al. 1999), which

is responsible for exchanging fluxes between the atmosphere and ocean

components of the model without the need for separate modifications to

these. Due to the difference in the numerical grids of the ocean and

atmosphere at the ocean surface, interpolation of the fluxes is required to

correctly pass them between the two components of the model. This requires

an appropriate weighting to be applied to the four surrounding grid points

in the interpolation process, in order to represent the proportion of each grid

box which overlaps between the ocean and atmosphere. A tiling scheme is

employed for coastal points which allows atmosphere grid boxes to be part

land and part ocean, and therefore aids precise definition of coasts in the

model.

3.6 Summary

The OGCM detailed here, MOMA, solves the primitive equations for a

global ocean at a relatively coarse resolution, and hence low computational

expense. It provides a suitable balance between complexity, adaptability,

and computational expense to allow its use in the numerical investigation of

a range of sensitivity studies of ocean circulation. It has been verified that,

when configured in an Earth-like manner, MOMA reasonably replicates the

large scale behaviour of the oceans on Earth. This Earth-like configuration

provides a basis from which adaptations can be made for its implementation

in the investigation of ocean response to the varying configurations in the

following chapters. The model may be coupled to an atmospheric general

circulation model to provide the coupled atmosphere-ocean model FORTE.



Chapter 4

Land configuration

A particularly Earth-specific element of the configuration presented in

chapter 3 is the arrangement of land. Hence, to apply MOMA to an

exoplanet, the first adaptation made to the Earth-like setup is to the global

configuration of land mass. In this study, when modelling an exoplanet an

idealised land configuration is used; a single, vast ocean basin of uniform

depth with only limited expanses of land. Such arrangements are chosen as

they can be used as simple representations of not only ocean-covered planets

but also those with differing land configurations.

65
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4.1 Idealised configurations

Despite there being an infinite number of possible land configurations

for a terrestrial planet, it is possible to make conclusions about the

quantitative behaviour of the circulation resulting from different layouts

through investigation of a limited number of simple configurations. Here,

the results from two contrasting cases are presented. Both have an island at

each pole which extends to 68˝N/S, which is necessary to negate numerical

instability resulting from grid convergence. The first configuration has

no other land, and the second has a single, narrow, full-depth strip of

land joining the two polar islands. The two configurations are termed

‘waterworld’ and ‘ridgeworld’, respectively (figure 4.1).

(a) (b)

Figure 4.1: (a) Waterworld and (b) Ridgeworld land configuration used in
MOMA. The ocean is all full depth; 15 grid boxes, 5.7 km. Land mass is
shown in black; the polar islands, required for numerical stability reasons,
extend to 68˝N/S .

The built in surface forcing profiles in MOMA are based on Earth

climatologies, and hence reflect the hemispheric asymmetry of the land mass

on Earth. Hence, when making the land hemispherically symmetric in these

aquaplanet configurations, the original forcing of the southern hemisphere,

where there is a significantly lower proportion of land on Earth, is reflected

in the northern to give symmetric forcing profiles.
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4.1.1 Waterworld

With the absence of a barrier to the zonal flow there is no time mean

pressure gradient in the λ-direction, and hence geostrophic balance predicts

the absence of time mean flow in the φ-direction;

´fv̄ “
1

ρ

Bp̄

Bλ
” 0 ùñ v̄ ” 0, (4.1)

where an overbar represents a time mean quantity. Without poleward

geostrophic flow there are strong zonal currents circling the planet at all

latitudes, the strength of which is bounded primarily by bottom friction.

The currents travel westward at low latitudes, with a maximum velocity of

1.76 m s´1 at the equator, and eastward at high latitudes, peaking in strength

at 0.38 m s´1 (figure 4.2). This is in contrast to the maximum strength of

0.1 m s´1 in the poleward flow just north and south of the equator, an order

of magnitude weaker than in the zonal direction (figure 4.3). Despite the

poleward geostrophic flow being zero, this strength of poleward flow results

from Ekman currents which are forced by the surface wind stress.
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Figure 4.2: Quasi-steady state eastward ocean surface velocity (m s´1) for a
waterworld configuration.

The free surface height reflects the zonal nature of the surface currents (figure

4.4). The maxima in the free surface height of 3.2 m occur in the region of

convergence in each hemisphere; at 30˝N/S where the direction of the zonal

current reverses. The free surface is below the reference height poleward of

40˝N/S, where the flow is westward, and reaches a minimum of 8.9 m below
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Figure 4.3: Quasi-steady state northward ocean surface velocity (m s´1) for
a waterworld configuration. Note the different scale to the zonal velocity
(figure 4.2).

at the coast of each polar island.
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Figure 4.4: Quasi-steady state ocean free surface height (m) for a waterworld
configuration. Contour interval is 2 m.

The overturning streamfunction shows a series of deep overturning cells

which extend from the surface to the sea floor (figure 4.5). These cells are

driven by surface wind forcing which, through Ekman transport, creates a

region of convergence in the mid-latitudes and divergence at the equator and

high latitudes, resulting in downwelling and upwelling of water, respectively.

Without geostrophy driving flow poleward these wind-driven cells carry

water to the deep ocean. The wind-forcing is balanced by the horizontal
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Figure 4.5: Quasi-steady state ocean overturning streamfunction (Sv) for a
waterworld configuration. Contour interval is 20 Sv, positive circulation is
anti-clockwise. Note the expanded vertical scale in the upper 1 km of the
ocean.

momentum viscosity, which is used as a parameterisation for eddies in

MOMA, and bottom friction. This deep circulation pattern is reflected in

the zonally-averaged temperature; deep advection of warm surface water by

Ekman pumping in the mid-latitudes, and Ekman upwelling of cooler water

at the equator and high latitudes (figure 4.6).
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Figure 4.6: Quasi-steady state zonally-averaged ocean temperature (˝C) for
a waterworld configuration. Note the expanded vertical scale in the upper
1 km of the ocean.

Other modelling studies of the waterworld aquaplanet configuration have
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been carried out using a coupled atmosphere-ocean general circulation

model (AOGCM); the Fast Ocean, Rapid Troposphere Experiment model

(FORTE), in which MOMA is coupled with the Reading Intermediate

General Circulation Model (IGCM3) (Smith et al. 2006), and the

Massachusetts Institute of Technology general circulation model (MITgcm)

(Marshall et al. 2007). On comparing the results from MOMA to those from

these two AOGCMs for similar waterworld configurations, the structure of

the resulting circulation is found to be in agreement across models. There

are strong zonal currents which agree in their pattern of direction and

relative strength, and the overturning cells have the same deep structure

with the locations of deep water formation in the mid-latitudes of each of

the models all lying within 10˝ of 30˝N/S. In the case of the MITgcm it

is possible to completely remove all land as a cubed sphere is used for the

grid, which avoids issues with convergence of the grid lines at the poles and

allows the modelling of a waterworld configuration without polar islands.

The similarity of the results from the MITgcm and MOMA shows that the

presence of land covering the poles does not qualitatively change the ocean

circulation.

When there is no geostrophy to drive meridional currents eddies are a critical

process in the poleward transport, in an analogous way to the Antarctic

Circumpolar Current (ACC) on Earth (Hallberg & Gnanadesikan 2006). In

this scenario the primary forces in balance are the surface wind forcing and

friction, both at the bottom, and internally which results in return flow at all

depths (Smith et al. 2006). An idealised study of the ACC concludes that the

current is predominantly driven by wind forcing when there is no barrier, and

even a partial barrier has significant implications for the flow; introducing

a half depth barrier, and hence a zonal pressure gradient, increases the

transport in the ACC by a factor of three (Gill & Bryan 1971). When

investigating the impact of wind forcing on eddy transport in the ACC it is

shown that it is a key influencing factor, and hence highlights the associated

issues with parameterising eddies in OGCMs (Hallberg & Gnanadesikan

2006).

An alternative to the diffusive representation of eddies which is used here,

and an intermediate step to the expensive full resolution of eddies, is the

Gent-McWilliams (GM) parameterisation (Gent & McWilliams 1990). The

GM parameterisation involves mixing along isopycnals and eddy-induced
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advection of tracers, in comparison to the simpler cartesian diffusion of an

eddy viscosity approach. By modelling a waterworld configuration with

these two parameterisations, eddy viscosity and GM, in the same coarse

resolution coupled model in turn, it is shown that the former produces

acceptably similar results to the latter (Smith et al. 2006). However, this is

only shown in a single model set up and cannot be assumed to be a reasonable

approximation in all configurations, where other influencing parameters may

be varied. For example, more specific investigation of the ACC shows the

lack of ability of parameterisations to accurately react to changes in wind

forcing (Hallberg & Gnanadesikan 2006).

Parameterising eddies through diffusive processes is a crude approximation

which has been derived and verified for an Earth-like scenario. This

restricts its validity in different scenarios, which is important to remember

when considering modelling with this parameterisation in alternative

configurations. Due to this unreliability, the unknown response of eddies

to changing ocean and planetary properties, and the lack of feasibility of

running an eddy-resolving model for global sensitivity studies, this land

configuration will not be used any further in this study due to its inherent

high dependence on eddy transport.

4.1.2 Ridgeworld

In contrast to waterworld, a meridional barrier at all latitudes means

geostrophic currents dominate the poleward flow in the ridgeworld

configuration. This makes the ocean dynamics for a ridgeworld configuration

closer to those in an ocean basin on Earth than for a waterworld

configuration, despite the continental configuration for a ridgeworld

configuration being more geographically similar to waterworld than

Earth. The free surface height clearly shows the familiar gyres in each

hemisphere with strong, poleward-flowing western boundary currents in the

mid-latitudes (figure 4.7). The similarity is also clear in the comparison of

the zonally-averaged temperature distribution (figure 4.8); there is a much

shallower thermocline than that seen for a waterworld configuration, and it

is notably similar to that of the Earth-like configuration (figure 3.8). Hence,

ridgeworld may be considered as a general scenario for a planet with oceans
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Figure 4.7: Quasi-steady state ocean free surface height (m) for a ridgeworld
configuration. Contour interval is 0.2 m
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Figure 4.8: Quasi-steady state zonally-averaged ocean temperature (˝C) for
a ridgeworld configuration. Note the expanded vertical scale in the upper
1 km of the ocean.

and significant latitudinal land coverage, and is used here as the idealised

configuration in MOMA throughout. The similarity of the circulation for

a ridgeworld configuration to that of an Earth-like configuration, as well as

the large contrast to a waterworld configuration, is a result which has been

demonstrated using coupled AOGCMs; both with polar islands (Smith et al.

2006) and without (Enderton & Marshall 2009). A ridgeworld configuration

is therefore used as a control run (§4.2).
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4.1.3 Further possibilities

Many studies have investigated the influence of land configuration on ocean

circulation with differing applications. Most commonly the purpose is to

deepen the understanding of the ocean circulation on present day Earth, but

there have also been efforts to understand the climate of the early Earth,

and more recently exoplanetary applications have emerged.

A similar configuration to ridgeworld with a significantly wider land

mass connecting two polar islands, and hence a narrower ocean

basin, results in the same qualitative circulation as ridgeworld; gyres

in each hemisphere with strong western boundary currents, and a

thermally-driven, hemispherically-symmetric overturning circulation with

deep water formation at the poles (Smith & Dubois 2004) (figure 4.9). The

deep overturning cells in this scenario are stronger than those of ridgeworld,

and hence a smaller meridional temperature gradient is sustained. Most deep

water formation occurs in the high latitudes, which have warmer surface

waters than ridgeworld, and hence the deep ocean is much warmer at over

8˝C in the deepest parts. The smaller difference in the temperature between

water at the surface and in the deep ocean which results means that, despite

the stronger overturning circulation, the total poleward heat transport is less

than for a ridgeworld configuration.

(a) (b)

Figure 4.9: Schematics for a ridgeworld-like land configuration showing (a)
land configuration (hatched area) and horizontal circulation in the surface
layer, and (b) meridional overturning circulation.

A variant which is dynamically closer to waterworld is a scenario where the

ocean is of variable and random depth, up to a maximum of 4000 m, with

1-5% land coverage (Kiernet et al. 2013). Including some experimentation

with locating archipelagos, it is found that this range of topographical
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scenarios has little impact on the circulation; all configurations result in the

zonal currents and deep, wind-driven overturning cells seen for a waterworld

configuration (figure 4.10).

(a) (b)

Figure 4.10: Schematics for a waterworld-like land configuration showing (a)
land configuration (hatched area) and horizontal circulation in the surface
layer, and (b) meridional overturning circulation.

Many studies have analysed the impact of the presence of a gap in the

high southern latitudes of a meridional barrier due to its similarity to

Drake Passage on Earth, as well as to investigate a simple combination

of a waterworld and ridgeworld configuration. The general behaviour

which results from this configuration is hemispherically asymmetric, with

a waterworld-like structure in the latitudes of the gap and a ridgeworld-like

structure elsewhere (figure 4.11), a contrast which is due to the lack of

a zonal pressure gradient in the range of latitudes with no land (Smith

et al. 2006). Deep water formation primarily occurs in the high northern

latitudes, increasing by about 50% compared to that with a complete barrier

(Bjornsson & Toggweiler 2001). Deep water travels southward at depth and,

in contrast to the symmetric cases discussed, continues across the equator to

a region of upwelling at the southern limit of the barrier, poleward of which

diffusive processes dominate the transport. The same circulation is found

when modelling with a similar configuration but without polar islands, which

is consistent with the concluded limited influence of polar islands, identified

in the equivalent waterworld and ridgeworld model comparisons (Enderton

& Marshall 2009).

The investigation of the influence of a gap in the meridional barrier is

furthered by varying the depth to which the gap extends. Due to the induced

zonal pressure gradient across the barrier, reducing the depth of the gap from

full depth to half depth increases the transport of the circumpolar current

by a factor of three (Gill & Bryan 1971). Adding a distribution of subsurface
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(a) (b)

Figure 4.11: Schematics for a ridgeworld-like land configuration with an
opening similar to Drake Passage showing (a) land configuration (hatched
area) and horizontal circulation in the surface layer, and (b) meridional
overturning circulation.

ridges throughout the ocean is found to enhance the effect of introducing

the break in the meridional barrier (Bjornsson & Toggweiler 2001); the

circulation from northern deep water formation is strengthened and the

increase (decrease) of temperature and salinity in the northern (southern)

hemisphere is greater.

As expected, maintaining a hemispherically-symmetric land configuration

is reflected in the symmetry of the results. With a gap in a meridional

barrier which is centred about the equator there is a similar combination

of waterworld and ridgeworld features as in the case when a similar gap is

off centre; a strong zonal current over the latitudes of the gap and surface

gyres poleward on each side. However, a crucial difference is the lack of

cross-equatorial flow, deep water is formed at each pole and upwells in the

mid-low latitudes of the same hemisphere (Enderton & Marshall 2009).

A configuration with a representation of Drake Passage can be advanced

toward an Earth-like configuration by modelling with multiple ocean basins,

whilst maintaining a circumpolar gap. With two identical basins the

meridional circulation has a similar structure to having just one, however,

the northern deep water formation is isolated to just one of the basins

and hence there is a dramatically different overturning circulation in each

(Marotzke & Willebrand 1991). Changing the width of each basin can

influence which of them hosts the deep water formation (Nilsson et al. 2013).

Alternatively, breaking the symmetry by altering the southern extent of each

barrier independently, and hence introducing a range of latitudes where there

is a single meridional barrier, can allow a gyre to extend from one barrier

beyond the other and for greater interaction between the water masses in



76 Land configuration

each of the two basins (Nilsson et al. 2013).

4.2 Control run

An aquaplanet with a ridgeworld land configuration, with all other

properties unchanged from their default Earth-like values, is used as a

control case for the runs throughout the following chapters. Comparison to

the results presented here allows the isolation of, and strongest conclusions

regarding the effects of changing different planetary and oceanic properties

on ocean state.

4.2.1 Circulation

The meridional overturning circulation is dominated by a single,

buoyancy-driven cell in each hemisphere, which consists of relatively intense

deep water formation at the highest latitudes and upwelling in the equatorial

region (figure 4.12). The peak in strength in these cells is 58 Sv at 40˝N/S
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Figure 4.12: Quasi-steady state ocean overturning Circulation (Sv) for a
ridgeworld configuration. Contour interval is 10 Sv, positive circulation is
anti-clockwise. Note the expanded vertical scale in the upper 1 km of the
ocean.

and 3000 m depth. An appropriate application of the two-box model
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(chapter 2) to this configuration would consist of two connected boxes

in each hemisphere, without a connection between the two since there is

negligible cross-equatorial flow in the results. In each hemisphere there

is a temperature-driven circulation with sinking in the high latitude box

and poleward travelling surface water; a positive circulation in terms of

the box model. As discussed above, calculating the freshwater transport

in the cells allows conclusions about the stability of the circulation due

to the salt-advection feedback (§2.6). In this configuration the freshwater

transport is -0.16 Sv at 30˝N, which is indicative of an unstable circulation,

with the same conclusion for the southern hemisphere circulation due to the

symmetry in the configuration.

There are also a series of shallow cells in the surface 500 m, two in

each hemisphere which converge in the mid-latitudes, and are strongly

concentrated toward the surface. This strong surface component of the

circulation is wind-driven; Ekman transport in the meridional direction

resulting from the primarily zonal prevailing winds causes convergence, and

hence downwelling of water in the mid-latitudes (Price et al. 1987), creating a

peak in the overturning circulation away from the primary location of deep

water formation in the high latitudes. The overall maximum overturning

strength of 105 Sv is located near the surface adjacent to the equator.

FORTE (a coupled model with a similar ocean component) gives a slightly

stronger deep overturning to MOMA, but with peaks near the poles and

in the deep equatorial region rather than the mid-latitudes, however, the

wind-driven circulation is weaker, and peaks in the same surface region as

in MOMA (Smith et al. 2006). The cells either side of the equator in the

deep ocean are a result of low vertical resolution in the model (Miller 2007,

p.116).

The behaviour of the near-surface currents is observed from the contours of

free surface height (figure 4.7), but may also be concluded from separately

analysing the two horizontal components of the velocity field. The most

striking features in the surface velocity are a strong, westward current

flowing along the equator, peaking at 0.66 m s´1 (figure 4.13), and intense

poleward-travelling boundary currents at the western edge of the basin of

strength 0.47 m s´1 (figure 4.14). In contrast to the strong western boundary

currents, the equatorward return flow throughout the interior and at the

eastern side of the gyre is an order of magnitude weaker than the poleward
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velocities; a ratio which is observed in the comparable gyres on Earth

(Pedlosky 1990). Overall, there is westward (eastward) flow in the low (high)
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Figure 4.13: Quasi-steady state eastward ocean surface velocity (m s´1) for
a ridgeworld configuration.
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Figure 4.14: Quasi-steady state northward ocean surface velocity (m s´1) for
a ridgeworld configuration.

latitudes of each hemisphere and, away from the western boundary current,

a poleward (equatorward) flow in the low (high) latitudes. This culminates

in a single gyre in each hemisphere with a strong western boundary current,

which is clear from the contours of free surface height, in particular, the

strong gradient at the western edge (figure 4.7).
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4.2.2 Tracers

The surface temperature of the ocean peaks at just above 26˝C at 10˝N/S.

This latitude corresponds to the maxima in the profile of the surface

temperature forcing, which reflects the cooler climate at the equator on

Earth. The distribution of heat clearly reflects the movement in the surface

gyres; the peak temperatures occur toward the western side of the basin

due to the strong equatorial current, and the temperature at the western

boundary is greater than other longitudes at any given latitude because of

the poleward-travelling western boundary currents found there (figure 4.15).

The gradients in surface temperature are less away from these regions where
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Figure 4.15: Quasi-steady state ocean surface temperature (˝C) for a
ridgeworld configuration.

the strongest currents occur, with temperatures consistently in the region

of 2˝C in the highest latitudes and a steady increase from there toward the

peaks either side of the equator. At 500 m depth the warmest regions are

more extensive; they occur at the western side of the basin in the range of

20-40˝N/S and extend 60˝ longitude into the basin from the coast. Despite

being the warmest regions at this depth, they are considerably cooler than

the surface, at just 17.5˝C, unlike the coldest regions which are similar

in structure and temperature at 500 m and the surface (figure 4.16). The

poleward shift in the latitude of the peak temperature between the surface

and 500 m below is seen as a general trend through the surface layers in

the zonally-averaged temperature (figure 4.8). This measure also shows a

continuous cooling with depth, which is more dramatic in the upper 1 km,
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Figure 4.16: Quasi-steady state ocean temperature (˝C) at 500 m depth for
a ridgeworld configuration.

with temperatures consistently cooler than 5˝C below 2500 m.

The surface salinity displays a more zonal pattern than the temperature,

but the presence of the surface gyres, in particular the western boundary

currents, is again clear (figure 4.17). The peak value of 35.7 occurs in the
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Figure 4.17: Quasi-steady state ocean surface salinity (psu) for a ridgeworld
configuration.

region of 20-30˝N/S, with a fresher band in between in the low latitudes,

and the freshest regions of 34 in the highest latitudes. The surface density

has minima of 1023 kg m´3 just north and south of the equator, which relate

to the warmest regions, and maxima of 1027 kg m´3 in the highest latitudes,

where the coldest regions occur. This relation of the surface temperature
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and density distribution highlights the dominance of the temperature in

controlling density, and suggests a thermally-driven buoyancy circulation in

the ocean (figure 4.18).
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Figure 4.18: Quasi-steady state ocean surface density (kg m´3) for a
ridgeworld configuration.

At 500 m depth the salinity distribution is very similar to that of the

temperature at that depth, in comparison to the notable difference between

the two tracers at the surface, with peak value 35.2 (figure 4.19). The
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Figure 4.19: Quasi-steady state ocean salinity (psu) at 500 m depth for a
ridgeworld configuration.

zonally-averaged salinity differs from that of temperature in having a weaker

stratification of the surface layers and a smaller change in the latitude of the

peak value with depth (figure 4.20). Similar to the surface, the density at
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Figure 4.20: Quasi-steady state zonally-averaged ocean salinity (psu) for a
ridgeworld configuration. Note the expanded vertical scale in the upper 1 km
of the ocean.

500 m depth is again dominated by the temperature; the densest regions

are of similar value to that at the surface at the highest latitudes and

the lightest are significantly denser at 1026 kg m´3 (figure 4.21). Again,
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Figure 4.21: Quasi-steady state ocean density (kg m´3) at 500 m depth for
a ridgeworld configuration.

the zonally-averaged density profile is closer in structure to that of the

temperature than salinity, which is most clearly seen in the sharper gradient

in the upper ocean and minima in the low latitudes where the warmest

regions occur (figure 4.22).

The results from AOGCMs for this configuration, in which the key difference
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Figure 4.22: Quasi-steady state zonally-averaged ocean density (kg m´3) for
a ridgeworld configuration. Note the expanded vertical scale in the upper
1 km of the ocean.

is that the surface forcing is not fixed as it is in this study, show similar

spatial distributions of tracer quantities. However, there is a notable

difference in the range of values; peaks in temperature are at similar latitudes

but are greater than 30˝C at the surface (Smith et al. 2006, Enderton &

Marshall 2009), compared to 26˝C here, and 20˝C at 500 m (Smith et al.

2006), compared to 17.5˝C here. Similarly, salinity values are found to have

a much greater range; over 36.5 in the mid latitudes at the surface to a

minimum of 33 at the poles (Enderton & Marshall 2009), compared to the

much narrower range of between 34 and 35.7 found here. These smaller

ranges observed in the results presented here, compared to the coupled

model, occur due to the narrower range of forcing values, which is a feature

of the zonally-constant forcing profiles that are calculated as averages of

observed values.

4.2.3 Heat transport

The poleward heat transport peaks at 2.8 PW at 16˝N/S, and displays a

steady decrease from there toward the poles (figure 4.23). Two coupled

modelling studies agree with each other in finding a much smaller magnitude

of poleward heat transport, peaking at nearly half the value found here

at 1.5 PW (Smith et al. 2006, Enderton & Marshall 2009), however the
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Figure 4.23: Quasi-steady state northward ocean heat transport (PW) for a
ridgeworld configuration.

latitudinal structure of the heat transport differs between these studies;

both a similar pattern to that found in this study, with the latitudes of the

peak value at 18˝N/S (Enderton & Marshall 2009), and a peak considerably

further poleward at 40˝N/S (Smith et al. 2006), are independently found.

The corresponding surface heat flux is into the ocean equatorward of 16˝N/S

and to the atmosphere poleward of that, with peak magnitude 83 W m´2 at

the equator and 35 W m´2 in the high latitudes, respectively (figure 4.24).
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Figure 4.24: Quasi-steady state ocean surface heat flux (W m´2) for a
ridgeworld configuration. Positive values are from ocean to atmosphere.
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4.3 Removing wind forcing

Removing wind forcing of the surface of the ocean allows conclusions to be

made about the dominant contributions from the wind and buoyancy forcing

to the overturning circulation, and their influence on tracer distribution.

4.3.1 Circulation

Without wind forcing the overturning circulation does not comprise of

any shallow cells, which is expected as these surface cells are primarily

wind-driven. Alongside this, there are also significant differences in the deep

circulation. As in the wind-driven case, there is a cell in each hemisphere

with deep water formation in the high latitudes and upwelling at the equator,

but without wind forcing the strength of this overturning is weaker and

concentrated further poleward, with a peak of 44 Sv located at mid-depth

in the high latitudes (figure 4.25). This is in contrast to the peak of 58 Sv
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Figure 4.25: Quasi-steady state ocean overturning circulation (Sv) for a
ridgeworld configuration without wind forcing. Contour interval is 10 Sv,
positive circulation is anti-clockwise.

being located in the mid latitudes in the wind-driven case (figure 4.12),

where Ekman pumping at the centre of the gyres adds an additional driver

to the deep circulation (Pedlosky 1990). This process is demonstrated when

comparing the structure of the circulation with and without wind forcing
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here with that of coupled studies; in the coupled AOGCMs, despite the

presence of wind forcing at the surface, the circulation is more similar to

that of the non-wind-driven case here, which is consistent with the weaker

wind-forced overturning in the coupled AOGCM results than in MOMA

(Smith et al. 2006, Enderton & Marshall 2009). The box model can be used

as a conceptual representation of this configuration in the same arrangement

as for the case with wind forcing. Here the salt-advection feedback also

suggests an unstable circulation with a freshwater transport of -0.14 Sv at

30˝N.

Due to the direct impact of wind forcing on the surface velocities of the

ocean it would be expected, and is found, that these are significantly reduced

when wind forcing is removed. The greatest difference is the much weaker

westward-flowing equatorial current (figure 4.26); 0.08 m s´1 compared to
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Figure 4.26: Quasi-steady state eastward ocean surface velocity (m s´1) for
a ridgeworld configuration without wind forcing.

0.66 m s´1 in the wind-driven case (figure 4.13). The poleward surface

velocity is negligible away from the poleward-travelling western boundary

currents, which are approximately half the strength of those found in the

wind-driven case (figure 4.27). Together, the components of the surface

velocity field are indicative of the same gyre structure as seen with wind

forcing although it is much weaker, which is also clear from mapping the free

surface height (figure 4.28). There are steeper gradients in surface height in

the wind-driven case, particularly in the regions of intense currents at the

western boundary, with a larger variation of 2.7 m compared to 1.6 m without

wind forcing. The minima occur in the same location; the high latitudes at
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Figure 4.27: Quasi-steady state northward ocean surface velocity (m s´1) for
a ridgeworld configuration without wind forcing.
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Figure 4.28: Quasi-steady state ocean free surface height (m) for a
ridgeworld configuration without wind forcing. Contour interval is 0.2 m.

the western boundary, whereas the maxima are located 20˝ further poleward,

at 30˝N/S, in the case with wind forcing.

4.3.2 Tracers

Consistent with the impact of wind forcing on the circulation, the greatest

differences in the tracer distributions from removing wind forcing are in

the surface layers. Without the strong wind-driven current flowing along

the equator there is less advection of heat toward the western edge of the
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basin, and also a limited upwelling of cooler deep water to the surface in

the equatorial regions. The weaker circulation results in a much smaller

decline in surface temperature between the peaks in the tropics, of just

0.2˝C, which are slightly cooler than in the wind-driven case. There is

much less longitudinal variation; the warmest region covers approximately

30˝ latitude centred about the equator, with a maximum temperature of

25.8˝C, and extends across the entire width of the basin (figure 4.29). The
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Figure 4.29: Quasi-steady state ocean surface temperature (˝C) for a
ridgeworld configuration without wind forcing.

surface also shows a more zonal pattern in salinity (figure 4.30) and, more

notably, in the density distribution (figure 4.31). There are also smaller
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Figure 4.30: Quasi-steady state ocean surface salinity (psu) for a ridgeworld
configuration without wind forcing.
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Figure 4.31: Quasi-steady state ocean surface density (kg m´3) for a
ridgeworld configuration without wind forcing.

meridional gradients in the surface tracers without wind forcing.

With the absence of wind-driven mixing and Ekman pumping in the upper

ocean, warmer surface water does not penetrate as deeply and hence the

thermocline is shallower without wind forcing (figure 4.32). This result
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Figure 4.32: Quasi-steady state zonally-averaged ocean temperature (˝C)
for a ridgeworld configuration without wind forcing. Note the expanded
vertical scale in the upper 1 km of the ocean.

has been shown generally in an Earth-like configuration using a version

of MOM with wind strengths from 1/2 to 4 times the strength of the

Earth climatology (Vallis 2000), where the scaling (thermocline depth) „

(wind strength)1{2 derived previously (Welander 1971) is demonstrated.
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With this particularly sharp gradient in temperature in the upper ocean,

at 500 m depth the temperature is consistently below 15˝C (figure 4.33),

which is cooler than in the wind-driven case where downwelling from Ekman
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Figure 4.33: Quasi-steady state ocean temperature (˝C) at 500 m depth for
a ridgeworld configuration without wind forcing.

pumping in the centre of the gyres results in warmer regions at depth (figure

4.16). For the same reason, at 500 m depth the water in the mid-latitudes

is considerably fresher (figure 4.34) and denser (figure 4.35) than in the

wind-driven case.
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Figure 4.34: Quasi-steady state ocean salinity (psu) at 500 m depth for a
ridgeworld configuration without wind forcing.

The zonally-averaged tracer distributions show smaller gradients between

the surface and deep ocean, which is warmer (figure 4.32), more saline (figure
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Figure 4.35: Quasi-steady state ocean density (kg m´3) at 500 m depth for
a ridgeworld configuration without wind forcing.

4.36), and slightly less dense (figure 4.37) than in the wind-driven case. This

occurs due to the smaller meridional gradients at the surface, and hence the

deep water formed in the high latitudes has these different properties.
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Figure 4.36: Quasi-steady state zonally-averaged ocean salinity (psu) for a
ridgeworld configuration without wind forcing. Note the expanded vertical
scale in the upper 1 km of the ocean.

4.3.3 Heat transport

Wind-forcing enhances the poleward heat transport predominantly in the

lower latitudes, below 40˝N/S, it lowers the latitude and almost doubles
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Figure 4.37: Quasi-steady state zonally-averaged ocean density (kg m´3) for
a ridgeworld configuration without wind forcing. Note the expanded vertical
scale in the upper 1 km of the ocean.

the magnitude of the peak value of heat transport from 1.5 PW at 30˝N/S

without, to 2.8 PW at 15˝N/S with wind forcing (figure 4.38). This results in
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Figure 4.38: Quasi-steady state northward ocean heat transport (PW) for
a ridgeworld configuration (solid line) without, and (dashed line) with wind
forcing.

a surface heat flux of similar magnitude in the high latitudes in both cases,

where the ocean warms the climate, however there is much less warming in

the mid latitudes without wind forcing (figure 4.39). Heat is absorbed into

the ocean over a much more extensive area in the low latitudes, between

30˝N/S, but at a significantly weaker rate than in the wind-driven case,

peaking at just 21 W m´2 at the equator opposed to 83 W m´2 with the
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Figure 4.39: Quasi-steady state ocean surface heat flux (W m´2) for a
ridgeworld configuration (solid line) without, and (dashed line) with wind
forcing. Positive values are from ocean to atmosphere.

enhanced surface mixing in the wind-driven case.

4.4 Summary

The crucial consideration in the alteration of land configuration is the

presence of a meridional barrier in the ocean, a feature which has significant

implications for the resulting circulation and tracer distribution. Without

any land mass interrupting the zonal flow, geostrophic balance does not

govern the dynamics and instead eddy transport becomes the dominant

process in the poleward transport, in an analogous way to the Antarctic

Circumpolar Current on Earth. Since the eddy parameterisation used in

MOMA does not respond to changing oceanic and planetary properties, a

land configuration where eddy processes are not dominant is selected to

investigate different configurations.

With this conclusion, and also noting that a single full depth barrier is the

most general representation of a collection of land masses, the ridgeworld

configuration presented here will be used as the default land configuration

throughout the following work. In simulations using the coupled model, a

single cell barrier is also used but the barrier extends to one grid box below

the ocean surface to remove the direct effect of the land on the atmosphere
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and give the clearest conclusions about the atmospheric behaviour. The

results from the ocean model when run with the ridgeworld configuration

and all other properties in their Earth-like state, are used for comparison

to those obtained when varying other factors in the following chapters, in

order to make conclusions about their impact on ocean circulation. The

results obtained in the ridgeworld configuration of MOMA show the same

behaviour of circulation and tracer distribution as those obtained from

similar configurations using coupled atmosphere-ocean models.

Conclusions about the buoyancy- and wind-driven components of the

overturning circulation can be made by running the model in an identical

configuration with and without wind forcing and comparing the results.

Making this comparison with results from the ridgeworld configuration shows

that wind forcing not only strengthens the surface currents and produces

additional strong and shallow overturning cells, with the associated deeper

mixing of tracers, but also enhances the deep ocean circulation. This

approach allows for separation of the dominant wind- and buoyancy-driven

components of the circulation without conclusions about the interactions

between the two components.



Chapter 5

Ocean salinity

The concentration of salt in an exoplanetary ocean is not necessarily the

same as that of the oceans on Earth, and hence the impact of varying the

salinity in the ocean is investigated. A general relationship between the mean

salinity and salinity gradients is derived, which has significant implications

for the circulation at different mean salinities. The importance of ocean

salinity is shown through modelling, with the box model and MOMA, of

cases ranging in salinity from freshwater to that of the Dead Sea on Earth.

Some of the work in this chapter is published in

Cullum, J., Stevens, D.P. & Joshi, M.M. (2016) ‘Importance of Ocean

Salinity for Climate and Habitability’, Proc. Nat. Acad. Sci. 113(16),

4278-4283.
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5.1 Salinity range

The salinity of any oceans on a terrestrial planet is controlled by the quantity

of water and the quantity of dissolved salt which the seawater on the

planet is composed of. There is some uncertainty around the method of

delivery of water to a planet, with more recent studies suggesting it is largely

determined during planetary formation with later delivery from comets being

responsible for only a limited amount of the water on Earth (Morbidelli et al.

2000, Raymond et al. 2007, Fischer-Gödde & Kleine 2017). The dissolved

salt is determined primarily by delivery from rivers and groundwater; for

example weathering processes extract sodium from rocks which combines

with chlorine released from volcanic activity to give sodium chloride, and

extraction occurs through salt deposits on the sea floor and as evaporites,

as well as brine in the pores of sedimentary rock (Knauth 1998, Hay et al.

2006). Variability in these factors gives a large range of possibilities for

ocean salinity.

There is evidence that the mean salinity of the oceans on Earth has decreased

from up to double the present day level since the Archean, 2500 million

year ago (Knauth 1998), and from above 50 g kg´1 from the start of the

phanerozoic, 540 million years ago (Hay et al. 2006). These changes over

geological timescales are caused by a lack of instantaneous balance in the

delivery and extraction of salt to the ocean, as well as changes in the volume

of ice sheets. Climate modelling of Earth with double the present day

salinity finds a reduction in strength of the overturning circulation in the

North Atlantic of 20%, as well as responses in the global mean sea surface

temperature (Williams et al. 2010).

Modelling of water delivery during planetary formation concludes that there

could be an extensive range of possible ocean masses; planets in the habitable

zone may have a small fraction to hundreds of times the volume of water

in the oceans on Earth (Raymond et al. 2004, 2007). Ocean salinity can

also be influenced by ocean extent, for example the immense pressures at

the floor of a very deep global ocean, which may occur on a super earth

with a similar water mass fraction to Earth (0.02-0.05%), could maintain a

layer of ice at the bottom of the ocean (Kaltenegger et al. 2013) and limit

any effect of geological processes on salinity, giving the possibility of a low
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salinity ocean.

5.2 Relating mean salinity and salinity

gradients

Using the concept of the box model (chapter 2), a relationship between the

mean salinity and salinity gradient is derived. The mean salinity S is such

that the two connected boxes have salinity S ` s1 and S ´ s1, where s1 is

the salinity anomaly, and so the salinity difference ∆S “ 2s1. Equating the

change in salinity in one of the boxes, here chosen to be the low latitude

box, to the sum of the inward and outward flow gives

d
`

S ` s1
˘

dt
“

1

V

´

`

S ´ s1
˘

Ψ´
`

S ` s1
˘`

Ψ´Q
˘

¯

. (5.1)

where Ψ is the overturning circulation, and Q is the atmospheric freshwater

transport (figure 5.1). Taking the steady state gives

`

S ´ s1
˘

Ψ “
`

S ` s1
˘`

Ψ´Q
˘

ùñ

´

Ψ´
Q

2

¯

∆S “ QS,

ùñ ∆S9S, (5.2)

for given Ψ and Q. This shows the direct proportionality which exists

between the mean salinity and the salinity gradients which are sustained

in the ocean, a relationship which is shown for the first time in this work.

Figure 5.1: The Stommel box model with mean salinity S̄, salinity difference
2s1, circulation Ψ, and freshwater transport Q.
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5.3 Equation of state

The equation of state is an empirical relationship determining how the

density depends on temperature and salinity. It is derived for a given water

mass from fitting an equation to observations, and hence the work here is

limited to using equations of state which have been derived for water masses

found on Earth. In particular, freshwater, oceans on Earth, and the Dead

Sea, hereafter referred to as low-, mid-, and high-range salinity, respectively.

Approximations are made to the equation of state in each case to allow

analytic solutions to the box model.

5.3.1 Low-range salinity

When considering an ocean of freshwater, or that with a low salinity, the

maximum density is not at the coldest temperature; for freshwater it occurs

at 4˝C. With increasing salinity the temperature of the maximum density

decreases until it is equal to the freezing point (figure 5.2).
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Figure 5.2: Red line is the relation between salinity and the temperature of
the maximum density (˝C). This decreases linearly with increasing salinity.
The blue line is the freezing point of sea water as a function of salinity (Gill
1982, p.602). The temperature of the maximum density equals the freezing
point at a salinity of approximately 24.5 g kg´1.
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The freshwater case is considered here, as this simplifies the problem by

removing salinity. The temperature range investigated is between 0˝C and

8˝C, in which the equation of state can be approximated with the quadratic

relation

ρ “ ρ0

`

1´ α2
pT ´ Tmq

2
˘

, (5.3)

where Tm “ 4 ˝C is the temperature of the maximum density, ρ0 “

1000 kg m´3 is a reference density, and α “ 2.6ˆ 10´3 ˝C´1 (Farrow 2012).

5.3.2 Mid-range salinity

The mid-range salinity is the case discussed for the Earth-like solutions to

the box model (chapter 2). A linearised equation of state is used;

ρ “ ρ0p1´ αT ` βSq, (5.4)

where α “ 1.7 ˆ 10´4 ˝C´1 and β “ 7.8 ˆ 10´4 kg g´1. The linearity of

this form of the equation of state means equations for the differences in

temperature and salinity between the boxes may be solved analytically.

5.3.3 High-range salinity

A study of water in the Dead Sea finds the equation of state using samples

with salinity in the region of 260 g kg´1, which is approximately 7.5 times

greater than that found in the deep oceans on Earth, as

ρ “ ρw ` p1.153480´ 1.920077ˆ 10´3T

` 1.717675ˆ 10´5T 2
qS ` 1.133635ˆ 10´2S3{2, (5.5)

where

ρw “999.8395` 6.7914ˆ 10´2T ´ 9.0894ˆ 10´3T 2
` 1.0171ˆ 10´4T 3

´

´ 1.2846ˆ 10´6T 4
` 1.1592ˆ 10´8T 5

´ 5.0125ˆ 10´11T 6, (5.6)
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(Krumgalz & Millero 1982). In a similar way to the mid-range case,

a linearisation is made to this equation of state to give an equation of

the form (5.4). In the high case the coefficient of thermal expansion

is α “ 5.0 ˆ 10´4 ˝C´1 and the coefficient of haline contraction is β “

14ˆ 10´4 kg g´1. This linearisation is a reasonable approximation to make,

which is clear from plotting contours of the full and linearised equations

(figure 5.3); the maximum percentage error of this linearisation within the

ranges of temperature and salinity shown is 1.1%.
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Figure 5.3: Contour plot of the density of water in the Dead Sea (kg m´3) as
a function of temperature and salinity. Shading is the full equation of state
(5.5), and the overlaid black contours are the linearised approximation.

5.4 Box model solutions

The box model is used to investigate the possible directions and strengths

of the ocean circulation at different concentrations of salt.
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5.4.1 Model configuration

The two-box model configuration is used (chapter 2) with the default

parameters (table 2.1), except those dependent on salinity; α, β, and ∆S˚.

In each salinity range investigated the equation of state in the model is

changed, and the appropriate parameter ranges are considered, in particular

those for temperature, and salinity forcing consistent with the derived

relationship (§5.2).

5.4.2 Low-range salinity

The nonlinear behaviour of the equation of state for this case requires

the equations for temperature and salinity in each box to be considered

(2.8)-(2.13), rather than the equations for the the differences in temperature

and salinity between the boxes (2.18)-(2.20). However, the freshwater case

is chosen since there is no salt to consider; S ” 0, which reduces the set of

equations by removing those for the salinity in each box. The equations to

be solved are then

cpT ˚1 ´ T1q ´
2

V
|Ψ|pT1 ´ T2q “ 0, (5.7)

cpT ˚2 ´ T2q ´
2

V
|Ψ|pT2 ´ T1q “ 0, (5.8)

Ψ “ Apρ1 ´ ρ2q. (5.9)

Substituting for ρ1 and ρ2 in (5.9) using (5.3) gives

Ψ “ Aρ0α
2
`

2TmpT1 ´ T2q ´ pT
2
1 ´ T

2
2 q
˘

. (5.10)

Equations (5.7) and (5.8) with (5.10) are solved using the computer algebra

system Maple to give Ψ in terms of T ˚1 and T ˚2 . The solution is plotted for

0 ď T ˚1 ď T ˚2 ď 8˝C (figure 5.4).

The strongest circulations are found when T ˚1 “ 0˝C and T ˚2 “ 4˝C, and

when T ˚1 “ 4˝C and T ˚2 “ 8˝C, as these give the greatest density differences

between the boxes. The density gradient is the same in each case but the

densest water is in a different box, hence these two cases have circulation of
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Figure 5.4: Box model solution for the magnitude and direction of the
overturning circulation Ψ (Sv) for the low-range salinity case, as a function
of temperature forcing T ˚1 and T ˚2 (˝C) (T ˚1 ď T ˚2 ). The contour interval is
0.1 Sv.

equal magnitude but opposite direction; sinking in either warmer or cooler

regions. There is no circulation when T ˚1 ` T ˚2 “ 8 and when T ˚1 “ T ˚2

as the densities of the two boxes are equal when either of these conditions

are true. The magnitude of the circulations considered are relatively small

compared to the other salinity cases, this is due to the narrow temperature

range considered. However, with larger ranges of temperature this behaviour

would still influence the circulation wherever temperatures vary across 4˝C

in a freshwater ocean, for example multiple overturning cells with deep water

formation where water has a temperature of 4˝C (figure 5.5). In freshwater

lakes the 4˝C isotherm creates a boundary layer between regions of different

mixing conditions, and downwelling of water at this temperature creates a

two-cell circulation (Farrow 2012) in a similar sense to those proposed here

for ocean circulation (figure 5.5).

As salinity increases from the completely freshwater case a similar behaviour

of the density, as a function of temperature at fixed salinity, is observed to

that of freshwater; the maximum density is above the freezing point. This is

true for salinities up to approximately 24.5 g kg´1 (figure 5.2). However, as

the salinity increases, the temperature of the maximum density decreases

and becomes closer to that of the freezing point. Hence, the range of
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0◦C 0◦C4◦C 4◦C 8◦C8◦C 12◦C

Figure 5.5: Schematics showing theoretical circulations for a freshwater
ocean over different temperature ranges. The densest water occurs at
4˝C, and hence deep water formation would be expected to occur at this
temperature.

temperatures for which similar behaviour to that in the freshwater case

would be observed decreases, resulting in this behaviour being negligible for

the higher values of salinity in the range 0 – 24.5 g kg´1.

5.4.3 Mid-range and high-range salinity

The method of solution is the same for both the mid- and high-range salinity

cases; equations for the differences in temperature and salinity between the

boxes are solved. The mid-range salinity case is exactly the Earth-like

solution to the box model (Chapter 2, §2.3), and the high-range case is

solved in an identical way with the appropriate values of α and β.

The key difference which needs to be considered when changing the mean

salinity of the water mass, is that the salinity difference which can be

maintained between the boxes is proportional to the mean salinity of the

water; ∆S9S, and hence for realistic results the forcing must be scaled using

this relationship. This means the range of salinity forcing corresponding to,

for example, 0 – 5 g kg´1 for mid-range salinity is 0 – 38 g kg´1 for high-range

salinity, which is an increase by the same factor as that of the increase in the

mean salinity which is 7.5 between the mid- and high-range salinity cases.

Hence for comparison the results are plotted varying ∆S˚{S, at a constant

temperature forcing (figure 5.6).

The results show a positive circulation with a low gradient in salinity forcing,

multiple solutions with a moderate gradient, and a reversal of the circulation
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Figure 5.6: Box model solutions for the magnitude of the overturning
circulation Ψ (Sv) for the (blue) mid-range, and (red) high-range salinity
scenarios, dotted lines indicate unstable solutions, ∆S˚ is the gradient in
salinity forcing and S is the mean salinity. The scaling ∆S9S means
direct comparison is possible when ∆S˚{S is varied. The range presented
is equivalent to 0–5 g kg´1 and 0–38 g kg´1 for ∆S˚ in the mid- and
high-range salinity cases, respectively. A salinity-driven circulation occurs
when ∆S˚{S ą 0.105 and 0.03, respectively.

to a negative, salinity-driven regime at higher salinity gradients. Outside

of the multiple solution range, the model results show that a gradient in

the salinity forcing of 3.5 g kg´1 and 8 g kg´1 in the mid- and high-range

salinity case, respectively, results in a salinity-driven circulation. Note

that, although larger in absolute value, the value of salinity forcing in

the high-range salinity case is relatively weaker due to the proportionality

between the mean salinity and the salinity gradient. Thus in the high range

salinity scenario it is more likely that a negative circulation occurs, with

sinking in warmer regions, and warm water travelling polewards at depth:

opposite to what is seen on Earth. This would result in the upwelling of

warm water in the high latitudes, which would warm the climate in these

regions by a greater amount than with a circulation of the opposite direction.
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5.5 Numerical simulations

Numerical modelling of the ocean at different salinities using MOMA

provides a more complete picture of ocean circulation in the different salinity

ranges considered, and provides a comparison to the results found using the

box model.

5.5.1 Model configuration

The default ridgeworld land configuration is used (figure 4.1(b)) with the

default parameters (table 3.2), excluding the horizontal eddy diffusivity

which is changed to 5 ˆ 103 m2 s´1 for stability reasons, and wind forcing

is included. The appropriate equation of state is selected in each case for

the salinity range being investigated (§5.3), note that the results for the

mid-range salinity scenario vary slightly from those for the control run (§4.2)

due to the different form of the equation of state; here a linearisation of the

polynomial equation of state employed earlier is used. The surface forcing is

adapted to correspond to the appropriate range of salinity and temperature

in that scenario; in the mid-range case the values remain unchanged from the

Earth observations, in the low-range case the temperature values are scaled

to be in the range 0-8˝C and salinity is removed, and in the high-range case

the salinity values are scaled to be in the range 240-268 g kg´1 in accordance

with the scaling ∆S9S. In the high salinity case the ocean is initialised

at 21˝C, instead of the standard value 0˝C, as this is closer to the final

steady state of the deep ocean, and therefore negates an initial long period of

vertical heat diffusion into the deep ocean, significantly reducing the spin-up

period.

5.5.2 Circulation

The numerical results for the circulation confirm the prediction of the box

model; extensive buoyancy-driven circulation cells of direction opposite

to the Earth-like sense occur in both the low- and high-range salinity

scenarios (figure 5.7(a,c)). Whereas the mid-range salinity scenario shows an
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Earth-like circulation; a single deep overturning cell in each hemisphere with

deep water formation in the high latitudes (figure 5.7(b)). This is the same

configuration as the control run (§4.2), with the only difference being the

linearised equation of state, and a similar value for the freshwater transport

at 30˝N of -0.14 Sv is again indicative of an unstable circulation.

The low-range salinity scenario exhibits deep water formation in the region

of 30˝N/S, with upwelling at the equator and in the high latitudes (figure

5.7(a)). This forms two overturning cells in each hemisphere of opposite

direction, which both descend into the deep ocean and have similar

latitudinal extent but different strengths; the peak in strength in the high

latitude cell of 30 Sv is less than a quarter of that in the low latitudes.

With two overturning cells in each hemisphere a two-box model would not

accurately model this scenario, as sinking occurs at the latitude forced to

4˝C at the surface which creates the two overturning cells. The strengths

of the high and low latitude circulation cells are not equal due to the

decrease in ocean volume with latitude. Note that the absence of salt in

this configuration means that the salt-advection feedback is not present;

deep water formation will always occur where surface water is at 4˝C.

The circulation in the high-range salinity scenario is similar to that found

in the low-range case; there are two cells in each hemisphere with deep

water formation between them (figure 5.7(c)). However, in this case the

low latitude cell is shallower and the cells have more comparable strength

with peaks of 95 Sv and 47 Sv in the low and high latitudes, respectively.

With a similar configuration of cells to that in the freshwater case, a box

model would again not be suitable to simulate this circulation. The strong

overturning cells in the deep equatorial region, similar to the weaker pattern

acknowledged in the control run (§4.2), are again likely to be a result of

the low vertical resolution in the model (Miller 2007, p.116). Calculating

the freshwater transport in each of the cells suggests an unstable circulation

regime in this configuration; -0.27 Sv in the high latitude cell at 50˝N and

+0.032 Sv in the low latitude cell at 16˝N. The positive value in the low

latitude cell is still indicative of an instability since the cell has a negative

circulation direction.



5.5 Numerical simulations 107

´60 ´40 ´20 0 20 40 60

0

0.5

Latitude (˝N)

´100

´50

0

50

100

´60 ´40 ´20 0 20 40 60

1

3

5

Latitude (˝N)

D
ep

th
(k

m
)

(a)

´60 ´40 ´20 0 20 40 60

0

0.5

Latitude (˝N)

´100

´50

0

50

100

´60 ´40 ´20 0 20 40 60

1

3

5

Latitude (˝N)

D
ep

th
(k

m
)

(b)

´60 ´40 ´20 0 20 40 60

0

0.5

Latitude (˝N)

´100

´50

0

50

100

´60 ´40 ´20 0 20 40 60

1

3

5

Latitude (˝N)

D
ep

th
(k

m
)

(c)

Figure 5.7: Quasi-steady state overturning streamfunction (Sv) for a
ridgeworld configuration with (a) low-range, (b) mid-range, and (c)
high-range salinity. Contour interval is 10Sv, positive circulation is
anti-clockwise. Note the expanded vertical scale in the upper 1 km of the
ocean.
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5.5.3 Tracers

The values of density vary greatly between the different salinity scenarios due

to the different concentrations of salt, however the significant factor is the

distribution of density, which is found to have marked differences between

the three cases. In particular, the peaks in surface density vary in latitude

between the three salinity ranges and, as expected since the densest water

forms into deep water, are found to correspond to the location of deep water

formation. This is just poleward of 30˝N/S in the low-range (figure 5.8(a)),

in the highest latitudes in the mid-range (figure 5.8(b)), and in the region

of 30˝N/S for the high-range salinity scenario (figure 5.8(c)).

The relative temperature and salinity of the deep water vary considerably

between each of the salinity ranges, which is a consequence of the different

locations at which it is formed. The locations of deep water formation

are also clear in the zonally-averaged temperature and salinity; they are

identified as the latitudes where there is a lack of stratification of the water

column due to the deep convection of surface waters. The properties of the

surface at these locations then extend into and throughout the deep ocean.

In the low-range salinity case the densest water is 4˝C, and hence the deep

ocean is at this temperature (figure 5.9(a)), which is in the middle of the

full temperature range of that case. In the mid-range salinity scenario the

deep water is the coldest (figure 5.9(b)) and freshest (figure 5.10(a)) in the

zonally-averaged distributions, with values of 3˝C and 34.2 g kg´1. This is

in large contrast to the high-range salinity scenario in which the deep water

is relatively warm (figure 5.9(c)) and the most saline (figure 5.10(b)) with

values of 22˝C and 267 g kg´1.

5.5.4 Heat transport

The structure and magnitude of the poleward heat transport shows the

clear relation to the structure and strength of the overturning circulation

(figure 5.11). In the low-range salinity case the heat transport peaks either

side of the equator at 1.2 PW, which corresponds to the latitudes of the

strongest circulation, and is very small in the mid- and high latitudes where
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Figure 5.8: surface dens
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Figure 5.8: Quasi-steady state surface density (kg m´3) for a ridgeworld
configuration with (a) low-range, (b) mid-range, and (c) high-range salinity.
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Figure 5.9: Quasi-steady state zonally-averaged ocean temperature (˝C)
for a ridgeworld configuration with (a) low-range, (b) mid-range, and (c)
high-range salinity. Note the expanded vertical scale in the upper 1 km of
the ocean.
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Figure 5.10: Quasi-steady state zonally-averaged ocean salinity (g kg´1) for
a ridgeworld configuration with (a) mid-range, and (b) high-range salinity.
Note the expanded vertical scale in the upper 1 km of the ocean.

the circulation is much weaker. The largest peak in heat transport of the

three cases occurs in the mid-range salinity scenario, in the low latitudes with

a value of 3.6 PW. The peak in heat transport for the high-range salinity

case occurs in the mid-latitudes at 1.8 PW.

The latitudinal pattern of the heat transport reflects the structure of the

overturning circulation. In particular, the poleward heat transport is very

small at latitudes of deep water formation where overturning cells meet and

there is little transport between them. This is particularly clear in the

high-range salinity scenario in which there are two clear peaks in the heat

transport in each hemisphere, which correspond to the two overturning cells,

with negligible transport where the cells meet just below 30˝N/S.



112 Ocean salinity

´60 ´40 ´20 0 20 40 60
´4

´2

0

2

4

Latitude (˝N)

N
o
rt

h
w

ar
d

h
ea

t
tr

an
sp

o
rt

(P
W

)

Figure 5.11: Quasi-steady state northward ocean heat transport (PW) for
a ridgeworld configuration with (green) low-range, (blue) mid-range, and
(red) high-range salinity.

In the low-range salinity case the surface heat flux to the atmosphere peaks

at 16 W m´2 in the low latitudes, which is associated with the strongest

region of circulation moving warm water poleward at the surface of the

ocean which is warming the atmosphere away from the equatorial region

(figure 5.12). In the mid-range case the peak of 44 W m´2 is in the region of

20-30˝N/S, which is again associated with warm poleward travelling surface

water. The high-range case shows the largest peaks of all three cases at

96 W m´2, and are located in the highest latitudes, this is a result of the

upwelling of particularly warm deep water in the cold high latitudes. In

the mid-range case there is warm water travelling poleward at the surface

over a much larger range of latitudes compared to the other cases due to

the existence of a single overturning cell in each hemisphere, this has an

associated heat flux to the atmosphere over a larger region. This is in

largest contrast to the high-range salinity scenario in which there is a limited

region in the low latitudes over which warm water is travelling poleward at

the surface and warming the atmosphere and significant regions where the

warmest water is travelling poleward in the deep ocean, where it maintains

its temperature, and upwells at the highest latitudes at which it warms the

atmosphere.

The greatest heat flux into the ocean occurs in the low latitudes in all three

cases, however the magnitude varies; 66 W m´2, 116 W m´2 and 40 W m´2 in

the low-, mid-, and high-range salinity scenarios, respectively. This change
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Figure 5.12: Quasi-steady state surface heat flux (W m´2) for a ridgeworld
configuration with (green) low-range, (blue) mid-range, and (red) high-range
salinity.

in heat flux is related to the temperature of the upwelling water at the

equator; the largest flux occurs in the mid-range salinity case as this has the

coldest deep water. In the high-range salinity case there are peaks of the

same magnitude in the mid-latitudes which occur due to the equatorward

flow of cold water at the surface, which is associated with the overturning

cells poleward of 30˝N/S. This phenomenon also occurs in the other two

cases, however it is much lower due to the weaker associated circulation.

5.6 Summary

With different possibilities for the quantity of water and salt in exoplanetary

oceans there is no reason to limit the possible ocean salinities to the ranges

found in the oceans on Earth. Modelling ocean circulation with the two-box

model at different salinities shows an increased likelihood of meridional

overturning circulations with opposite direction to those of the oceans on

Earth, for salinity both higher and lower than Earth ocean concentrations.

The results from the box model above can be concisely summarised using

a regime diagram to illustrate circulation direction as a function of three

variables: mean temperature, equator-pole temperature gradient, and

equator-pole salinity gradient (figure 5.13). The proportionality between

the salinity gradient forcing ∆S˚ and S means the two values do not need
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separate consideration, whereas ∆T ˚ and T can be varied independently.

Figure 5.13: A schematic illustrating the direction and magnitude of the
overturning circulation, Ψ, from the box model solutions. The behaviour
depends on the values of temperature gradient forcing ∆T ˚, the mean
temperature T and mean salinity S. The locations of the low-, mid- and
high-range salinities considered are indicated in reference to the surface.

The gridded surface represents the values where there is no circulation, above

the surface there is a positive circulation (poleward flowing surface water),

and below it there is a negative circulation (equatorward flowing surface

water). The magnitude of the circulation is strengthened as the distance

(and hence density difference between the boxes) from the surface increases.

The figure illustrates how a negative circulation becomes increasingly likely

as the mean salinity increases, indicated by the surface tilting upwards with

an increasing salinity gradient.

The simplifications in the box model limit the applicability of the conclusions

which may be drawn, however it does provide a useful summary of the

general behaviour of the system. A more complete picture is found from

numerical modelling using MOMA with different salinity ranges, which

supports the conclusions found using the box model.

An ocean where the temperature gradient is the dominating driver of

circulation typically exhibits sinking at the poles, however, in a scenario
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such as the high-range salinity case presented here, the circulation is driven

primarily by the gradient in salinity and deep water formation occurs at

lower latitudes. The result of this is the formation of warm and saline deep

water which fills the deep ocean, and upwelling of this water in the high

latitudes warms the polar regions. In the low-salinity case, here modelled

with a freshwater ocean, the nonlinear nature of the equation of state gives

a similar circulation pattern to the high-range salinity case.





Chapter 6

Planetary rotation period

Here it is shown that ocean dynamics have a strong dependence on planetary

rotation period, for which there is a wide range of possibilities. This

dependence includes the poleward ocean heat transport, velocities and

thermal structure of the ocean, the response of which is predicted by both

a scale analysis of the governing equations, and shown through numerical

modelling with MOMA.

Some of the work in this chapter is published in

Cullum, J., Stevens, D. & Joshi, M. (2014) ‘The Importance of Planetary

Rotation Period for Ocean Heat Transport’, Astrobiology 14(8).

117
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6.1 Atmospheric response

Existing studies have investigated the dependence of atmospheric dynamics

on the planetary rotation period, with and without a dynamic ocean

component. When modelling the atmospheric component of the system,

it is found that the peak in poleward energy transport by the meridional

circulation has no discernible trend as the rotation period is lengthened

up to 64 days (Del Genio & Suozzo 1987). A similar conclusion is

made when modelling with a coupled atmosphere-ocean model; for rotation

periods longer than a day the atmospheric heat transport is found to be

approximately constant (Vallis & Farneti 2009).

The latitudinal extent and strength of the Hadley cell responds to changes

in rotation period; the strength increases and the descending branch moves

poleward as the rotation period is lengthened. The Hadley cell extent

increases from 30˝N to 60˝N when lengthening the rotation period from 1

day to 8 days, and extends to the pole at 64 days (Del Genio & Suozzo 1987,

Williams 1988, Kaspi & Showman 2015). As the Hadley cell extends in this

way it replaces eddies as the primary process of poleward heat transport, at

a rotation period of 5 days (Kaspi & Showman 2015), and acts to decrease

the meridional temperature gradient (Del Genio & Suozzo 1987, Hunt 1979).

This change in circulation is reflected in the structure of the mean meridional

energy transport, in particular an increase in transport at the high latitudes

(Del Genio & Suozzo 1987, Kaspi & Showman 2015).

The global mean temperature is found to be cooler at longer rotation periods,

toward being tidally locked, due to two responses affecting the planetary

albedo; an increase in cloud albedo results from stronger convergence at

low-levels (Yang et al. 2014a), and an increase in global sea-ice fraction,

particularly at low latitudes in areas emerging from the night side, assuming

Earth-like radiation (Salameh et al. 2018).

The horizontal velocities are found to increase for rotation periods from 1

up to 8 days, at which point a regime change occurs due to an increase

in the Rossby number and consequent breakdown of geostrophic dynamics

(Del Genio & Suozzo 1987, Williams 1988). This change in dynamics occurs

at a much shorter rotation period for the atmosphere compared to the ocean
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as the Rossby number is an order of magnitude smaller for the ocean (Vallis

2006, p.85), and therefore more extensive trends in dynamics are expected

to be found in the ocean response to lengthening rotation period.

6.2 Scale analysis

The impact of planetary rotation period on the ocean circulation, structure,

and heat transport may be predicted with a scale analysis of the governing

equations (Bryan & Cox 1967, Graham 2008). First, a scale for the

horizontal velocities may be derived from equating the vertical derivative

of geostrophic balance with the horizontal derivative of hydrostatic balance;

Bpρ0fvq

Bz
“ ´

B2p

BxBz
“
Bpρgq

Bx
,

ùñ ρ0f
Bv

Bz
“ g

Bρ

Bx
,

ùñ
ρ0fU

d
“
gρ0α∆T

L
,

ùñ U “
gα∆Td

fL
, (6.1)

using the scales x, y „ L, z „ d, u, v „ U , and ρ „ ρ0αT . Second,

an alternative scale is found for the horizontal velocities using the vertical

advection-diffusion balance (Munk 1966);

w
BT

Bz
“ Kh

B2T

Bz2
,

ùñ
W

d
“
Kh

d2
,

ùñ U “
KhL

d2
, (6.2)

with the additional scaling of the vertical velocity w „ W , and utilising the

scaling of mass continuity; W {d “ U{L. Equating (6.1) and (6.2) gives the

scale for the thermocline depth, d;

gα∆Td

fL
“
KhL

d2
,

ùñ d “

ˆ

KhfL
2

gα∆T

˙1{3

. (6.3)
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Substituting (6.3) into (6.1) gives the scale for the horizontal velocities as

U “

ˆ

Khpgα∆T q2

f 2L

˙1{3

. (6.4)

A scale for the overturning streamfunction ψ „ Ψ is calculated using (6.3)

and (6.4) as

Ψ “ ULd,

“

ˆ

Khpgα∆T q2

f 2L

˙1{3

L

ˆ

KhfL
2

gα∆T

˙1{3

,

“

ˆ

K2
hgα∆TL4

f

˙1{3

. (6.5)

Finally, a scale for the poleward heat transport is calculated using (6.5) as

Q “ ρ0Cp∆TΨ,

“ ρ0Cp∆T

ˆ

K2
hgα∆TL4

f

˙1{3

,

“ ρ0Cp

ˆ

K2
hgα∆T 4L4

f

˙1{3

. (6.6)

From the relations (6.3) – (6.6) the impact of varying the rotation rate Ω „ f

on the thermocline depth, horizontal velocities, overturning circulation, and

heat transport, respectively, is concluded to be

d „ Ω1{3, (6.7)

U „ Ω´2{3, (6.8)

Ψ „ Ω´1{3, (6.9)

Q „ Ω´1{3. (6.10)

Hence, the conclusion of this scale analysis is that a longer rotation period

would result in a shallower thermocline, larger horizontal velocities, a

stronger overturning circulation, and a greater poleward heat transport.
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6.3 Numerical simulations

Numerical modelling of the ocean circulation and tracer distribution using

MOMA provides a verification of the relations found from the scale analysis

(§6.2). An existing study of ocean modelling at different planetary rotation

periods confirms the predicted increase in poleward heat transport with

longer rotation periods; mid-latitude ocean energy transport increases from

approximately 0.5 PW to almost 0.8 PW when lengthening the rotation

period from 1 to 4 days (Vallis & Farneti 2009), which quantitatively agrees

with the scaling derived here (6.10). Here, a more detailed analysis of the

ocean circulation and structure at different rotation periods adds to this

conclusion.

6.3.1 Model configuration

The default ridgeworld land configuration is used (figure 4.1(b)), with the

default parameters (table 3.2). The rotation period is either 1, 3, or 10 Earth

days, where an Earth year is approximated to 360 days, which corresponds

to rotation rates of Ω1 “ π{43200 rad s´1, Ω3 “ π{129600 rad s´1, and

Ω10 “ π{432000 rad s´1, respectively. The range of rotation periods used

corresponds to realistic exoplanet rotation periods; for very small M-dwarfs

the rotation periods of tidally locked planets are less than 10 days, which

is inferred from the stellar mass and orbital radius (Heath et al. 1999). In

order to achieve meaningful results when lengthening the rotation period

the wind forcing is removed, as it is known that the winds are sensitive to

rotation period (Del Genio & Suozzo 1987, Williams 1988).

6.3.2 Circulation

As the scale (6.8) predicts, the horizontal velocities are stronger at longer

rotation periods. The greatest response is in the magnitude of the eastward

surface velocity component in the western high latitudes; the maximum is

0.05 m s´1 at 1 day compared to 0.10 m s´1 at 3 day, and 0.26 m s´1 at a

10 day rotation period. The equatorial current more than doubles when
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Figure 6.1: Quasi-steady state eastward ocean surface velocity (m s´1) for a
ridgeworld configuration with (a) 1 day rotation period, (b) 3 day rotation
period, and (c) 10 day rotation period.
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lengthening the rotation period from 1 to 10 days; with an increase in the

peak magnitude from 0.08 m s´1 to 0.19 m s´1 (figure 6.1). The magnitude

of the zonal surface velocity is stronger throughout the vast majority of

the ocean, which is seen by inspection of the surface values, as well as the

zonally-averaged profiles. These confirm the conclusion that the largest

response to lengthening the rotation period occurs in the high latitudes

(figure 6.2), where the change in f with rotation period is greatest.
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Figure 6.2: Quasi-steady state zonally-averaged surface eastward velocity
(m s´1) for a ridgeworld configuration with (blue) 1 day rotation period,
(red) 3 day rotation period, and (green) 10 day rotation period.

The northward surface velocity field is dominated by the western boundary

current which, as well as its counter current, is stronger at longer rotation

periods. In particular, at 30˝N the peak northward velocity more than

doubles from 0.22 m s´1 at a 1 day to 0.54 m s´1 at a 10 day rotation period

(figure 6.3). Inspection of this cross section also shows that the western

boundary current is wider at longer rotation periods; this is in qualitative

agreement with the theory, in which the boundary layer thickness scales with

β´1{3 (Munk 1950), where β is the gradient of the Coriolis parameter f .

The overturning circulation is stronger at longer rotation periods; the peak

value is 45 Sv at a 1 day, 58 Sv at a 3 day, and 104 Sv at a 10 day rotation

period, which occurs in the high latitudes (figure 6.4). The structure of the

circulation is similar at a 1 and 3 day rotation period, however there is a

qualitative difference in the 10 day case. At a 10 day rotation period the

circulation is much shallower and there exist weak overturning cells in the
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Figure 6.3: Quasi-steady state northward ocean surface velocity (m s´1) for
a ridgeworld configuration at the western side of the basin at 30˝N, with
(blue) 1 day rotation period, (red) 3 day rotation period, and (green) 10
day rotation period.

low latitudes at depth, which have opposite orientation to the primary cells,

whereas in the 1 and 3 day cases there is a single overturning cell in each

hemisphere. This difference can also be seen by considering how the peak

value changes with depth (figure 6.5), which shows a much weaker (stronger)

circulation in the lower (upper) half of the ocean for a 10 day rotation period,

compared to 1 and 3 days. In general, the peak value occurs at shallower

depth at longer rotation periods.

The overturning circulation in all 3 cases could be modelled using the box

model with two boxes in each hemisphere, as for the control case (§4.2), with

sinking in the high latitude box and upwelling in the low latitudes. However,

the box model does not include any rotational effects and therefore could

not be used to model the change with rotation period explored here. The

stability of the circulation found using MOMA can be considered in terms

of the salt advection feedback; the freshwater transport at 30˝N is -0.14 Sv

at a 1 day, -0.20 Sv at a 3 day, and -0.30 Sv at a 10 day rotation period.

These all indicate an unstable circulation and, since the values scale with

the strength of the overturning circulation, it is concluded that the rotation

period does not impact on the stability of the circulation.
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Figure 6.4: Quasi-steady state overturning streamfunction (Sv) for a
ridgeworld configuration with (a) 1 day rotation period, (b) 3 day rotation
period, and (c) 10 day rotation period. Contour interval is 10Sv, positive
circulation is anti-clockwise.
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Figure 6.5: Quasi-steady state peak overturning streamfunction (Sv) with
depth for a ridgeworld configuration with (blue) 1 day rotation period, (red)
3 day rotation period, and (green) 10 day rotation period.

6.3.3 Tracers

As the rotation period is lengthened, cooling is observed throughout the

majority of the ocean, including the deep ocean (figure 6.6). This drop

in temperature peaks in the surface 1000 m of the equatorial regions. The

only area of warming is near the surface at high latitudes. The maximum

cooling is 3˝C and 6.2˝C at a 3 and 10 day rotation period, respectively.

The warming observed is smaller in magnitude with values 0.6˝C and 1.6˝C,

respectively.

The warmer water in high latitudes, which is observed in the

zonally-averaged temperature when increasing the rotation period,

corresponds to the regions of greatest warming of water at the surface (figure

6.7). The greatest difference in surface temperature when lengthening the

rotation period is a warming of 7.5˝C in the high latitudes at the western

side of the basin, with the majority of other areas displaying a significantly

smaller response as the rotation period is lengthened. The wider and

stronger western boundary current, which occurs at longer rotation periods

(figure 6.3), results in a wider warm region at the surface near the western

boundary. The stronger counter current which occurs adjacent to this is

seen as cooler regions in the cases with the a longer rotation period.
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Figure 6.6: Quasi-steady state zonally-averaged ocean temperature (˝C) for
a ridgeworld configuration with (a) 1 day rotation period, (b) the difference
3 day - 1 day rotation period, and (c) the difference 10 day - 1 day rotation
period. Note the expanded vertical scale in the upper 1 km of the ocean.
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Figure 6.7: Quasi-steady state ocean surface temperature (˝C) for a
ridgeworld configuration with (a) 1 day rotation period, (b) the difference 3
day - 1 day rotation period, and (c) the difference 10 day - 1 day rotation
period.
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Since deep water formation occurs in the high latitudes (figure 6.4), the

warmer water at the surface there is convected downwards and creates the

warmer regions seen in the zonally-averaged temperature (figure 6.6). This

is also seen in the temperature at 500 m depth (figure 6.8), where the vast

majority of the ocean is cooler when the rotation period is longer, with

only small areas of warmer water in the high latitudes. The coolest regions

are found at the eastern boundary where there is greater upwelling of cold

bottom water, which is associated with the stronger overturning circulation

at longer rotation periods.

The thermocline depth is calculated from the temperature using

d “

ş0

´H

`

T ´ T pz “ ´Hq
˘

z dz
ş0

´H

`

T ´ T pz “ ´Hq
˘

dz
, (6.11)

where H is the depth of the ocean (Park & Bryan 2000). The differences in

the ocean temperature when varying the rotation period, described above,

correspond to a shallower thermocline depth at longer rotation periods

(figure 6.9), as predicted by the scaling (6.7). This is true in most regions,

however, in the low latitudes the thermocline is deeper for the 10 day case

than in the 3 day case. This can be explained by a qualitative difference in

the overturning circulation in the 10 day case, in which the upwelling in the

low latitudes does not extend from the equatorial deep ocean as it does in

the 1 and 3 day cases (figure 6.4).

6.3.4 Heat transport

The peak heat transport more than doubles from 1.5 PW to 3.2 PW with

an increase in the rotation period from 1 day to 10 days (figure 6.10).

This increase in strength is consistent with the associated scale (6.10).

On increasing the rotation period from 1 day to 4 days in an Earth-like

configuration the mean ocean heat transport between 20˝N and 60˝N

increases from 0.5 PW to 0.8 PW (Vallis & Farneti 2009). The equivalent

value here is an increase from 1.1 PW to 1.7 PW when increasing the rotation

period from 1 day to 3 days. Despite the larger change in rotation period in

the Earth-like case to the ridgeworld configuration, the values increase by

approximately the same factor, with the difference lying in the inclusion of
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Figure 6.8: Quasi-steady state ocean temperature (˝C) at 500 m depth for
a ridgeworld configuration with (a) 1 day rotation period, (b) the difference
3 day - 1day rotation period, and (c) the difference 10 day - 1day rotation
period.
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Figure 6.9: Quasi-steady state zonally-averaged thermocline depth (m) for
a ridgeworld configuration with (blue) 1 day rotation period, (red) 3 day
rotation period, and (green) 10 day rotation period.
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Figure 6.10: Quasi-steady state northward ocean heat transport (PW) for
a ridgeworld configuration with (blue) 1 day rotation period, (red) 3 day
rotation period, and (green) 10 day rotation period.

wind forcing and coupled modelling.

Due to the constraint of fixed surface forcing in the model the magnitude

of the changes in surface temperature with rotation period are limited.

Consequently, a better measure of the potential impact of rotation period

on the surface temperatures is the surface heat flux (figure 6.11). As the

rotation is slowed there is an increase in the heat flux from the ocean to the

atmosphere in the high latitudes. There is also an increase in the heat flux

into the ocean, which occurs over a larger area, in the equatorial regions.
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Figure 6.11: Quasi-steady state surface heat flux (W m´2) for a ridgeworld
configuration with (blue) 1 day rotation period, (red) 3 day rotation period,
and (green) 10 day rotation period. Positive values are from the ocean to
the atmosphere.

The peak heat flux to the atmosphere increases by more than a factor of

3, from 25 W m´2 to 86 W m´2, when the rotation period is increased from

1 day to 10 days. This would result in warmer high latitudes and cooler

low latitudes, which equates to a decreases in the meridional temperature

gradient at the surface.

6.4 Comparison of scale analysis and model

The results obtained from the model may be compared to the values

predicted by the scalings, where the thermocline depth in the model is

calculated using (6.11) and the zonally-averaged value at 30˝N is used (Park

& Bryan 2000). From the calculated values (table 6.1) and inspection of

logarithmic plots relating each of the quantities to the rotation rate (figure

6.12), it is seen that the relations (6.7) – (6.10) obtained from the scale

analysis agree with the behaviour determined numerically using MOMA.

The scaling and model values are not as close for the thermocline depth as

for the other measures due to the uncertainty of approximating a single

thermocline depth in a continuous profile, and taking an average of a

measure with high spatial variability. Despite this the prediction of the
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d (m) U (m s´1) Ψ (Sv) Q (PW)Rotation
period Model Scale Model Scale Model Scale Model Scale

1 day 640 640 0.0235 0.0235 44.6 44.6 1.478 1.478
3 days 488 443 0.0450 0.0489 58.3 64.3 2.192 2.132
10 days 446 297 0.0889 0.1091 100.6 96.1 3.178 3.184

Table 6.1: Comparison of quasi-steady state values from the model to those
predicted by the scalings (6.7) – (6.10) for mean thermocline depth d (m)
at 30˝N/S, mean magnitude of horizontal surface velocity U (m s´1), peak
overturning streamfunction Ψ (Sv), and peak ocean heat transport Q (PW).
Scaling values are calculated using the model value at 1 day rotation period.
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Figure 6.12: Plots with logarithmic scale axes showing (blue circles) the
values predicted by the model, with (blue line) the associated line of best fit,
and (red line) the relationship predicted by the scale analysis (6.7) – (6.10),
for (a) mean thermocline depth d (m) at 30˝N/S, (b) mean magnitude of
horizontal surface velocity U (m s´1), (c) peak overturning streamfunction
Ψ (Sv), and (d) peak ocean heat transport Q (PW).

general behaviour from the scale analysis is observed in the model results

(figure 6.12(a)); as the rotation period is lengthened the thermocline depth
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becomes shallower. There is good agreement between the values predicted

by the scale analysis and found in the model for the horizontal velocities

(figure 6.12(b)), and for the overturning circulation (figure 6.12(c)), and the

scaling for the ocean heat transport predicts the model values with surprising

accuracy (figure 6.12(d)) given the approximations in the scale analysis. To

quantify the accuracy of the predictions from the scale analysis, the power

relationships between each of these quantities and the rotation rate, from

the scale analysis and model results, are compared (table 6.2); this is the

comparison of the gradient of the lines in each of the plots (figure 6.12).

Power relation m
Quantity

Scale Model

d 1/3 0.16
U -2/3 -0.58
Ψ -1/3 -0.36
Q -1/3 -0.33

Table 6.2: Comparison of the power relationship between each quantity and
the rotation rate Ω (Quantity „ Ωm) from the scale analysis and model
results.

6.5 Summary

The impact of varying the rotation period of a planet on the ocean may

be predicted by a scale analysis of the dominant balances in the ocean,

and also shown using a numerical model. In both cases, it is found that

lengthening the rotation period of a planet makes the thermocline depth

shallower, horizontal velocities greater, the overturning circulation stronger,

and the poleward ocean heat transport greater. Overall, the impact of a

longer rotation period is to decrease the equator-pole temperature gradient,

however more detailed conclusions are not possible here due to the fixed

surface forcing employed by MOMA.



Chapter 7

Tidal locking

A tidally locked configuration, where one side of the planet always faces its

star, is a likely scenario for planets orbiting smaller stars in the habitable

zone (figure 1.2(a)). In such a situation large thermal gradients potentially

exist between the light and dark side, with the ocean and atmosphere acting

to smooth this contrast. Smaller stars, such as red dwarfs constitute 70%

of the stars in our galaxy and hence this is expected to be a common

orbital configuration for planets in the habitable zone. The ocean state in

such scenarios is investigated using the coupled atmosphere-ocean general

circulation model FORTE.

135
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7.1 Atmospheric modelling

The vast majority of climate modelling studies of tidally locked planets focus

on the atmospheric component of the climate system. Model complexity

ranges from an idealised two-column model (Yang & Abbot 2014), to

atmospheric general circulation models (Joshi et al. 1997, Joshi 2003, Merlis

& Schneider 2010, Edson et al. 2011, Leconte et al. 2013), and coupled

atmosphere-ocean general circulation models (Yang et al. 2013).

The atmospheric circulation is found to consist of a thermally direct cell,

with ascending flow at the substellar point and descending flow elsewhere

(Merlis & Schneider 2010, Edson et al. 2011, Leconte et al. 2013) and low

level flow from dark to light side through the polar regions (Joshi et al. 1997).

Equatorial superrotation; an eastward jet above the equator with greater

velocity than the surface, is also a feature of the atmospheric circulation

on tidally locked planets (Joshi et al. 1997, Merlis & Schneider 2010, Edson

et al. 2011, Leconte et al. 2013), and is driven by the equatorward movement

of eastward momentum by planetary scale Rossby waves, which result from

the large longitudinal temperature contrasts (Showman & Polvani 2011).

Due to this driving factor, the existence and strength of superrotation

depends on the rotation period of the planet; in particular the Rossby

radius of deformation, which scales inversely with the Coriolis parameter.

Superrotation is a dominant factor when the Rossby radius of deformation

is of planetary scale.

The zonally-averaged meridional circulation is also found to have dependence

on the planetary rotation period; at a rotation period of 365 days a Hadley

cell type circulation is found, which is approximately three times the strength

of that on Earth and extends to the high latitudes, and at the more rapid

rotation rate of Earth a reversal of this circulation occurs with descending

flow at the equator and ascending flow in the region of 15˝N/S (Merlis &

Schneider 2010).

Despite different circulation patterns at different rotation periods, the

temperature contrast between the light and dark side is similar (Merlis &

Schneider 2010). A more crucial factor for temperature is the inclusion of an

ocean which reduces the temperature gradient between the light and dark
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side, as well as smoothing the sharp temperature gradient at the terminator,

which it does through the heat transport in the ocean and latent heat

flux in the atmosphere (Joshi 2003, Edson et al. 2011). The inclusion of

a hydrological cycle also increases the global mean temperature, by over

35˝C at the rotation period of Earth, through the greenhouse effect (Edson

et al. 2011).

At the inner edge of the habitable zone cloud feedback effects are identified as

an important factor in the stability of atmospheres of tidally locked planets;

high level cloud on the light side, which results from convection at the

substellar point, increases the albedo and acts to cool the planet (Yang

et al. 2013, Yang & Abbot 2014). This is a negative feedback on the system

as warmer temperatures increase convective cloud cover, further lowering

the albedo and cooling the climate. Infrared radiation to space on the dark

side of the planet is also identified as an important process in cooling the

climate of planets at the inner edge of the habitable zone (Yang & Abbot

2014).

The main conclusion which is gained from modelling the atmosphere of

tidally locked planets is that warm enough dark side temperatures can be

maintained to sustain a global atmosphere, and hence the potential for stable

liquid surface water (Joshi et al. 1997, Joshi 2003, Edson et al. 2011, Yang

et al. 2013).

7.2 Numerical simulations

The coupled atmosphere-ocean general circulation model FORTE is used to

model climate, with the focus of the analysis on the ocean, in a tidally-locked

configuration. Existing studies have found the ocean plays an important role

in global heat transport; modelling an aquaplanet shows easterly currents

along the equator substantially extend the region of open water, from

the ‘eyeball’ state found with a slab ocean model, into the dark side and

dramatically limits ice thickness (Hu & Yang 2014, Yang et al. 2014b). The

heat transport from light to dark side is found to be greater with increasing

ocean depth, and a limited exploration of the location of barriers concludes

a barrier at the western terminator has little impact on ice thickness, in
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contrast to a barrier at both terminators which results in significantly thicker

ice on the dark side (Yang et al. 2014b). Here, the ocean dynamics are

investigated when the longitude, relative to the substellar point, of a single

meridional barrier in the ocean is varied.

7.2.1 Model configuration

A ridgeworld-type land configuration is used; a subsurface barrier extends

from the sea floor to 30 m below the surface (one ocean grid box). The

location of the star is fixed relative to the planet to provide a tidally-locked

scenario, with the substellar point chosen to be at 180˝E, whilst an Earth-like

rotation rate is maintained. Four simulations are performed with the barrier

located at a different longitude in each; 0˝E, 90˝E, 180˝E, and 270˝E, which

correspond to the antistellar point, the terminator 90˝W of the substellar

point, the substellar point, and the terminator 90˝E of the substellar point,

respectively.

Some of the parameters in the finer resolution configuration of MOMA used

in the coupled model vary from those used in the ocean only runs, and in

addition there are parameters associated with the Gent-McWilliams scheme

(table 7.1). With the implementation of isopycnal diffusivity the horizontal

eddy diffusivity is zero everywhere except the surface layer. In the surface

layer it provides a parameterisation of waves in the equatorial region, and

hence varies with latitude, φ, with the profile Ah
`

2` 38 exp
`

´ pφ{0.07q4
˘˘

,

where Ah “ 1.0 ˆ 103 m2 s´1. The vertical diffusion is chosen to increase

linearly with depth with the profile Khp1´ 9z{Hq, where Kh “ 1.0ˆ 10´4.

The results presented are an average of the last 100 years of quasi-steady

state model output of a 1200 year run.

7.2.2 Surface properties

For each of the barrier locations the peaks in the surface temperature of

34-35˝C occur in the mid latitudes north and south of the substellar point.

These peaks occur away from the substellar point due to the strong eastward

surface current at the equator as well as cloud cover at the substellar point,
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Description Parameter Value Unit

Horizontal eddy viscosity Am 1.0ˆ 104 m2 s´1

Horizontal eddy diffusivity Ah see text m2 s´1

Vertical viscosity Km 2.0ˆ 10´4 m2 s´1

Vertical diffusivity Kh see text m2 s´1

Isopycnal tracer diffusivity ahisop 2.5ˆ 103 m2 s´1

Steep slope horizontal diffusivity ahsteep 3.0ˆ 103 m2 s´1

Isopycnal thickness diffusivity athkdf 3.0ˆ 103 m2 s´1

Tracer timestep ∆tT 2.7ˆ 103 s
Barotropic velocity timestep ∆tU 2.7ˆ 103 s
Baroclinic velocity timestep ∆tb 4.5ˆ 101 s

Table 7.1: Parameters in MOMA when used in coupled modelling which
differ from those in the ocean only model (table 3.2).

and are found in a similar location when modelling without a meridional

barrier (Hu & Yang 2014). The minima of cooler than -42˝C are found in

the high latitudes (figure 7.1). More detail of the impact of the barrier on

surface temperature is discussed in terms of the difference from the mean of

the four different cases (figure 7.2).
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Figure 7.1: Quasi-steady state surface temperature (˝C) for a tidally
locked ridgeworld configuration with the substellar point at 180˝E and the
subsurface barrier at (a) 0˝E, (b) 90˝E, (c) 180˝E, and (d) 270˝E.
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Figure 7.2: Quasi-steady state surface temperature difference (˝C) for a
tidally locked ridgeworld configuration with the substellar point at 180˝E
and the subsurface barrier at (a) 0˝E, (b) 90˝E, (c) 180˝E, and (d) 270˝E
from (e) the mean of the four cases.
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Figure 7.2: Quasi-steady state surface temperature difference (˝C) for a
tidally locked ridgeworld configuration with the substellar point at 180˝E
and the subsurface barrier at (a) 0˝E, (b) 90˝E, (c) 180˝E, and (d) 270˝E
from (e) the mean of the four cases.

The most noticeable differences from the mean of the four cases occurs on

the dark side in the low latitudes between 270 and 0˝E when the barrier

is located at either edge of this region. When the barrier is located at 0˝E

the surface between 270˝E and the barrier is up to 31˝C warmer than the

mean (figure 7.2(a)), and corresponds to an ice-free region extending up to

the barrier (figure 7.3(a)). In the case with the barrier at 270˝E the surface

temperature east of the barrier is considerably colder than the mean by up

to 37˝C (figure 7.2(d)) and is associated with a region of thick ice cover

(figure 7.3(d)) due to the barrier blocking the eastward flow at the equator.

The ice extent has a strong relation to the surface air temperature, which

is evident at the western edge of the area of open ocean, between 40 and

80˝N/S in the western hemisphere, where there are significant variations in
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Figure 7.3: Quasi-steady state ice thickness (m) for a tidally locked
ridgeworld configuration with the substellar point at 180˝E and the
subsurface barrier at (a) 0˝E, (b) 90˝E, (c) 180˝E, and (d) 270˝E.
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Figure 7.3: Quasi-steady state ice thickness (m) for a tidally locked
ridgeworld configuration with the substellar point at 180˝E and the
subsurface barrier at (a) 0˝E, (b) 90˝E, (c) 180˝E, and (d) 270˝E.

the ice extent. With the barrier at 0˝E the ice extends further equatorward

in this region (figure 7.3(a)) giving bands of temperatures colder than the

mean (figure 7.2(a)). The opposite, more open ocean (figure 7.3(c)) and

warmer temperatures in the western hemisphere (figure 7.2(c)), occurs when

the barrier is located at 180˝E.

A combination of warmer and cooler regions is found when the barrier is

located at 90˝E. West of the barrier there are cooler regions where the

barrier blocks flow from the warm light side. East of the barrier western

boundary currents warm the surface further poleward (figure 7.2(b)). This

keeps a greater amount of the ocean ice-free on the eastern side of the barrier

compared to the western side (figure 7.3(b)).

7.2.3 Surface fluxes

The surface heat flux is into the ocean in the region surrounding the

substellar point, between 40˝N/S, where the planet receives the most

stellar radiation (figure 7.4). The strongest such flux occurs just east

of the substellar point when the barrier is located at 0 and 90˝E, with

peak magnitudes of 557 and 579 W m´2, respectively (figure 7.4(a,b)).

Surrounding this area are regions of heat flux from the ocean to the
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atmosphere which cover a lot of the light, as well as the dark side. There is

an extremely strong flux to the atmosphere, peaking at over 900 W m´2, in

the low latitudes immediately west of the barrier when it is located at 270˝E

(figure 7.4(d)). There is a very small heat flux in regions where there is ice

cover since the layer of ice acts to insulate the surface of the ocean. This

results in extensive areas of approximately zero heat flux in the high latitudes

and on the dark side of the planet. In addition to the two-dimensional fields,

considering zonally- and meridionally-averaged profiles of surface heat flux

allows for a clearer comparison between the four cases.
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Figure 7.4: Quasi-steady state surface heat flux (W m´2) for a tidally
locked ridgeworld configuration with the substellar point at 180˝E and the
subsurface barrier at (a) 0˝E, (b) 90˝E, (c) 180˝E, and (d) 270˝E. Positive
values are from the ocean to the atmosphere.

The zonally-averaged profile shows the strongest heat flux into the ocean in

the low latitudes when the barrier is located at 0 and 90˝E of magnitude

83 and 81 W m´2, respectively (figure 7.5), which agrees with the conclusion

from analysis of the two-dimensional fields above. These two cases also show

a relatively strong flux to the atmosphere in the region of 15˝N/S which is

not seen in the other cases; this positive flux of up to 30 W m´2 is related

to the region of heat flux to the atmosphere between 260 and 360˝E which
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has peaks at the ice edges at these latitudes (figure 7.4(a,b)). However, the

largest peaks in the zonally-averaged heat flux to the atmosphere occur at

40˝N/S in all cases, with the strongest occurring when the barrier is located

at 180˝E of 66 W m´2.
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Figure 7.5: Quasi-steady state zonally-averaged surface heat flux (W m´2)
for a tidally locked ridgeworld configuration with the substellar point at
180˝E and the subsurface barrier at (green) 0˝E, (orange) 90˝E, (red) 180˝E,
and (blue) 270˝E. Positive values are from the ocean to the atmosphere.

The meridionally-averaged profile shows the heat flux is into the ocean

between approximately 110 and 220-240˝E, and is from the ocean at all

other longitudes in all cases (figure 7.6). The most marked difference is

when the barrier is located at 270˝E in which there is a spike in heat flux to

the atmosphere of 343 W m´2 just west of the barrier, which corresponds to

the region of greatest heat flux in the two-dimensional fields (figure 7.4(b)),

and east of this shows the lowest heat flux in this region of the four cases due

to the most extensive ice coverage there. Of the other cases, the greatest

heat flux both to and from the ocean occurs in the case where the barrier is

located at 180˝E; the flux into the ocean peaks at 177 W m´2 at 150˝E and

from the ocean peaks at 157 W m´2 just east of 270˝E.

7.2.4 Circulation

In the tidally locked case the most significant overturning circulation, and

that which shows the largest dependence on barrier location, is in the
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Figure 7.6: Quasi-steady state meridionally-averaged surface heat flux
(W m´2) for a tidally locked ridgeworld configuration with the substellar
point at 180˝E and the subsurface barrier at (green) 0˝E, (orange) 90˝E,
(red) 180˝E, and (blue) 270˝E. Positive values are from the ocean to the
atmosphere.

zonal direction. The zonal overturning circulation shows a similar structure

when the barrier is located at 0˝E and 90˝E, whereas the other cases show

significantly different patterns (figure 7.7). With the barrier at 0˝E there

is a negative circulation cell, with eastward flowing surface water, which

is predominantly in the upper 1 km of the ocean and extends into the deep

ocean west of 120˝E. The cell consists of deep water formation at the western

side of the barrier which coincides with the ice edge in the low latitudes, and

upwelling from the deep ocean in the region of 110˝E. Below this circulation,

in the deep ocean there is a cell of opposite direction and weaker magnitude,

peaking at less than half the strength at 120 Sv, extending longitudinally

from 130˝E to the barrier at 360˝E.

As mentioned, a similar pattern of circulation is observed when the barrier is

located at 90˝E, with the primary difference being that the deep cell extends

to the surface on the dark side, east of the location of deep water formation

which is slightly further west and again coincides with the ice edge there

(figure 7.7(b)). In this case the two cells are of more equal strength; both

peaking in the region of 200 Sv. The circulation is in general weaker when

the barrier is located at 180˝E, peaking at 135 Sv at mid-depth 40˝ west of

the barrier (figure 7.7(c)). There is a negative circulation cell through the

depth of the ocean either side of the barrier, which extends through the

deep ocean on the dark side beneath a positive circulation cell in the upper
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Figure 7.7: Quasi-steady state zonal overturning circulation (Sv) for a tidally
locked ridgeworld configuration with the substellar point at 180˝E and the
subsurface barrier at (a) 0˝E, (b) 90˝E, (c) 180˝E, and (d) 270˝E. Contour
interval is 20 Sv, positive circulation is anti-clockwise. Note the expanded
vertical scale in the upper 1 km of the ocean.
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Figure 7.7: Quasi-steady state zonal overturning circulation (Sv) for a tidally
locked ridgeworld configuration with the substellar point at 180˝E and the
subsurface barrier at (a) 0˝E, (b) 90˝E, (c) 180˝E, and (d) 270˝E. Contour
interval is 20 Sv, positive circulation is anti-clockwise. Note the expanded
vertical scale in the upper 1 km of the ocean.

layers. With the barrier at 270˝E the circulation is dominated by a negative

cell on the light side in the upper 1 km of ocean, with deep water formation

occurring adjacent to the barrier (figure 7.7(d)). The strength of this cell

peaks at over 200 Sv, with relatively weak circulation elsewhere which is

again positive in the surface layers of the dark side.

These patterns of circulation are also reflected in the meridionally-averaged

temperature (figure 7.8), particularly in the upper 1 km of the ocean. In

all four of the barrier locations the circulation from the light to dark side

warms the ocean on the dark side of the planet to a temperature above the

surface temperature. This results in the warmest regions of the ocean on the

dark side occurring below the surface layers, which are cooled from above,

and are approximately 2˝C warmer than the surface. In the cases where the

barrier is located at 0˝E and 90˝E the downwelling of warm surface water at

the ice edge correlates with these warmer regions below the surface layer in

the upper 1 km of the ocean (figure 7.8(a,b)). When the barrier is located

at 90˝E, there is a clear temperature difference across the barrier of 1.7˝C

at 500 m depth, which is associated with the stronger circulation east of

the barrier transporting heat from the surface into the interior of the ocean

(figure 7.8(b)).
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Figure 7.8: Quasi-steady state meridionally-averaged temperature (˝C) for
a tidally locked ridgeworld configuration with the substellar point at 180˝E
and the subsurface barrier at (a) 0˝E, (b) 90˝E, (c) 180˝E, and (d) 270˝E.
Note the expanded vertical scale in the upper 1 km of the ocean.
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Figure 7.8: Quasi-steady state meridionally-averaged temperature (˝C) for
a tidally locked ridgeworld configuration with the substellar point at 180˝E
and the subsurface barrier at (a) 0˝E, (b) 90˝E, (c) 180˝E, and (d) 270˝E.
Note the expanded vertical scale in the upper 1 km of the ocean.

With the barrier located at 180˝E there is a significant temperature

difference across the barrier of 4.4˝C at 500 m depth, in this case intense

downwelling of warm water from the surface on the western side of the

barrier creates a region of relatively warm water through the surface 1 km of

the ocean (figure 7.8(c)). On the eastern side there is an upwelling of water

which is therefore cooler than the western side, however, this circulation

cell is relatively shallow (figure 7.7(c)), and hence this area of water is still

significantly warmer than the deep ocean. A similar downwelling of water

west of the barrier when located at 270˝E creates the largest temperature

difference across the barrier of all four cases of 4.9˝C at 500 m depth (figure

7.8(d)). In this case the downwelling is the most intense of the four cases,

and extends into the deep ocean, which also creates the warmest deep ocean

temperature of the four cases at consistently above 0˝C compared to negative

temperatures of up to -1˝C in the other cases.

7.2.5 Heat transport

Outside of the low latitudes the meridional ocean heat transport is generally

from equator to pole and is small, less than 1 PW, poleward of 50˝N/S (figure

7.9). The heat transport peaks in magnitude at values between 4 and 6 PW
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in each of the cases, however the latitude of these peaks varies depending

on the barrier location. All cases show peaks in the low latitudes, which are

the greatest globally when the barrier is located at 0˝E and 90˝E, however,

with the barrier at 180˝E and 270˝E there are peaks further poleward at

35˝N/S and 20˝N/S, respectively. This peak occurs furthest poleward when

the barrier is at 180˝E because the barrier is in an ice free area of ocean

in this case which means there are strong western boundary currents along

the barrier carrying heat poleward. In contrast, the case with the barrier

at 270˝E has the strongest and deepest meridional overturning circulation

outside of the low latitudes of all the cases, which is responsible for the peak

in meridional heat transport at 20˝N/S in this case.
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Figure 7.9: Quasi-steady state northward ocean heat transport (PW) for a
tidally locked ridgeworld configuration with the substellar point at 180˝E
and the subsurface barrier at (green) 0˝E, (orange) 90˝E, (red) 180˝E, and
(blue) 270˝E.

Computation of the zonal heat transport is nontrivial as there is a large net

volume flux, and hence an arbitrary offset in the computed value. Here, the

problem is overcome by computing the heat transport due to the deviation

from the spatial mean of the zonal flow. The zonal heat transport is

predominantly eastward, with a region of relatively weak westward transport

which is in general between approximately 0 and 140˝E (figure 7.10). The

most extensive region of westward transport occurs when the barrier is at

270˝E; it occurs between 320 and 150˝E and peaks at 3.5 PW. The heat

transport in the zonal direction shows significantly larger magnitudes than

that in the meridional direction, with peak values of up to 13.0 PW in the
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eastward direction. In all cases the peak occurs between 180 and 270˝E,

with the largest peak in the case with the barrier located at 180˝E, and a

peak of 11.6, 9.7 and 9.6 PW when the barrier is located at 0, 270 and 90˝E,

respectively.
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Figure 7.10: Quasi-steady state eastward ocean heat transport (PW) for a
tidally locked ridgeworld configuration with the substellar point at 180˝E
and the subsurface barrier at (green) 0˝E, (orange) 90˝E, (red) 180˝E, and
(blue) 270˝E.

All cases display a similar pattern with longitude, with the most noticeable

deviations being in the cases where the barrier is located at 180˝E; where

the peak is the largest and occurs furthest west which is associated with

stronger gyres resulting from the barrier being in the ice free area of ocean,

and when the barrier is located at 270˝E; where there is a smaller heat

transport east of the peak which becomes very small east of 270˝E where

the barrier restricts the heat transport from the light to dark side.

Similar issues arise in the computation of the eastward atmospheric heat

transport to that in the ocean; it is calculated to within an arbitrary

constant. Given the atmospheric heat transport is computed using a

different method to the ocean, using energy fluxes rather than temperature

and velocity, the same approach is not used, instead the atmospheric heat

transport is presented such that the transport is zero at 0˝E and is therefore

discussed in terms of divergence. The atmosphere does not correctly

conserve energy due to the use of a spectral scheme (Holden et al. 2016)

giving the top-of-atmosphere energy balance as 5.2, 5.1, 4.9 and 5.2 W m´2
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with the barrier at 0, 90, 180 and 270˝E, respectively, which is accounted

for in the computation of the atmospheric heat transport.

The influence of the position of the barrier in the ocean has less impact on

the atmospheric than the ocean zonal heat transport, however there is still

a difference between the four cases (figure 7.11). The greatest differences

occur in the region of the eastern terminator, with the most noticeable

occurring when the barrier is located at 270˝E. In this case there is the

largest divergence away from the substellar point and the sharpest peak, this

correlates to the smallest heat transport at this longitude in the ocean which

also displays a rapid change in profile (figure 7.10). This suggests there is a

compensation between the atmospheric and oceanic heat transport, bearing

comparison to Bjerknes compensation on Earth (Bjerknes 1964). This is

supported by the case with the barrier at 180˝E, which has the largest heat

transport in the ocean and smallest divergence of heat transport in the

atmosphere.
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Figure 7.11: Quasi-steady state eastward atmospheric heat transport (PW)
for a tidally locked ridgeworld configuration with the substellar point at
180˝E and the subsurface barrier at (green) 0˝E, (orange) 90˝E, (red) 180˝E,
and (blue) 270˝E.

The compensation between the atmospheric and oceanic heat transport is

considered further by comparison of the peak divergence in the atmosphere,

ocean and the total (table 7.2), which shows a smaller variability in the total

than the individual components. The total is surprisingly close in three of

the cases; with the barrier at 0, 90 and 180˝E, again highlighting the strong
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impact of the barrier being located at the eastern terminator.

Peak divergence (PW)
Barrier location (˝E)

Ocean Atmosphere Total

0 13.4 46.9 60.3
90 11.5 48.5 60.0
180 15.8 44.6 60.4
270 13.2 51.6 64.8

Table 7.2: Peak divergence in zonal heat transport in the ocean, atmosphere
and the total for a tidally locked ridgeworld configuration with different
barrier locations.

The transport of heat from the light to dark side can also be compared

by analysing the distribution of surface air temperature on the light and

dark side using probability density functions (figure 7.12). The light side

temperatures show a similar distribution in all of the cases, with a peak

in the region of 20-25˝C, and limited areas below 0˝C which are primarily

associated with the polar regions. This similarity between the light side in

each of the cases is also seen in the mean surface temperature of the light

side, which have a relatively small range with values from 9.6 to 11.9˝C,

this minimum and maximum corresponds to the barrier being located at

0˝E and 90˝E, respectively. The probability density functions show limited

areas with temperatures between 0 and -10˝C, this is due to the ice albedo

feedback which acts to further cool the surface air temperature when ice

forms (Ebert & Curry 1993), and the insulating effect it has which restricts

the warming effect of the ocean on the surface temperature due to the larger

heat capacity of the ocean.

The surface temperatures on the dark side show a greater dependence on the

location of the barrier than those of the light side; the distribution of surface

air temperatures either side of the freezing point varies more considerably

between the four cases, also, a significantly larger range of almost 7.5˝C is

seen in the mean dark side temperatures. The greatest similarity is between

the cases where the barrier is located at 0˝E and 90˝E (figure 7.12(a,b)),

these both show a sharp peak in dark side temperatures in the region of

-30˝C, a similar extent of positive temperatures up to 15˝C, and the warmest

dark side mean temperatures of -17.5 and -18.9˝C, respectively. These
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Figure 7.12: Quasi-steady state surface air temperature (˝C) probability
density functions for the (red) light and (blue) dark side of a tidally
locked ridgeworld configuration with the substellar point at 180˝E and the
subsurface barrier at (a) 0˝E, (b) 90˝E, (c) 180˝E, and (d) 270˝E. Values are
the (black) global, (red) light, and (blue) dark side mean temperature.

warmest dark side temperatures are associated with circulation patterns

with single overturning cells extending throughout the light and dark side,

which more efficiently transport heat from the warmer to cooler regions

(figure 7.7(a,b)).

Comparison of the mean temperatures with maps of the surface air

temperature shows the region in the low latitudes between 270 and 360˝E is

key; this is warmer than average when the barrier is located at 0˝E and colder

than average when located at 270˝E (figure 7.2(a,d)), which correspond to

the warmest and coldest dark side mean temperatures of -17.5 and -24.9˝C,

respectively. The coldest of these, with the barrier at 270˝E, has a high

mean temperature on the light side of 11.6˝C which, along with the coldest

dark side, is indicative of a relatively small heat transport from light to dark

side, which is observed in the zonal heat transport (figure 7.10). This is
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due to the location of the barrier restricting the eastward heat transport

from the light side, and corresponds to the greatest ice coverage of the four

cases (figure 7.3(d)). This case also corresponds to the coldest global mean

temperature of -6.6˝C, with the warmest being when the barrier is located

at 90˝E with a value of -3.5˝C.

7.3 Summary

Here the impact of placing a meridional barrier at different longitudes in the

ocean of a tidally locked planet has been analysed, and it is found that the

zonal heat transport varies with its positioning. The cases with a barrier

through the antistellar point and at the terminator east of it show similar

circulation patterns, which extend eastward from the light side into the

dark side and correspond to the largest heat transports across the eastern

terminator. In contrast, a barrier through the substellar point or at the

terminator east of it restricts the heat transport from light to dark side, this

effect is particularly strong in the second of these cases which has the coldest

dark side, and coldest global mean temperature.



Chapter 8

Conclusions

Modelling potential exoplanetary ocean configurations has given rise to

conclusions about the climates of exoplanets and potential implications for

the habitable zone width (§1.3). In particular, investigations have been made

into the impacts of varying ocean salinity, planetary rotation period, and the

influence of tidal locking on the ocean temperature and salinity distribution,

circulation and heat transport.

157
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8.1 Ocean salinity

For the first time the effect of both increasing and decreasing ocean salinity

from the current Earth value has been investigated and shown to give

ocean circulations which are reversed in direction to the Earth-like sense.

In particular, the novel proportionality between the mean salinity and the

gradients in salinity which can be maintained in the ocean is derived and

employed. Ocean salinity may be related to the proportion of land and

ocean coverage on a planet; with less land the limited available area for

weathering would limit the salt input into the ocean and could result in a

low salinity. With smaller areas of ocean and a large availability of land to

facilitate weathering processes the opposite situation, with a high salinity

ocean, may arise.

The key factor is the balance between the temperature and salinity forcing,

since they act in opposing directions. For example, a negative salinity-driven

circulation occurs at a mid range salinity if the temperature gradients are

sufficiently small. An example of this occurring could be on a planet whose

atmosphere is considerably denser than that of Earth, which results in a

significantly smaller equator-pole temperature gradient (Joshi et al. 1997,

Kliore & Patel 1982).

As ocean salinity increases the density responds far more strongly to

differences in precipitation and evaporation, and hence the circulation has

much stronger dependence on the salinity forcing. The evaporation and

precipitation and hence profile of salinity forcing varies significantly with the

degree of obliquity, and consequently the circulation also exhibits this strong

dependence. For instance, the model used here is forced by annual mean

zonally-averaged temperature and salinity profiles derived from observations

on Earth, which includes the effects of the seasonally varying intertropical

convergence zone (ITCZ). The greatest salinity forcing is at the edges of the

ITCZ at approximately 20˝N/S, which defines this as the latitude of deep

water formation in the high salinity case. However, no such effect is seen

in the mid range salinity scenario. Our results therefore suggest that the

extent of the effect of orbital obliquity on planetary ocean circulation also

depends on ocean salinity.
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As the salinity of water increases the freezing point decreases, meaning that

an ocean of higher salinity has less potential to form sea ice and so remains

ice free at much lower temperatures. As well as having direct impacts on

the ocean circulation, this also results in less global ice coverage, lowering

the planetary albedo, consequently warming the climate (Budyko 1969) and

directly changing the width of the habitable zone.

The implications of the value of ocean salinity on climate have been shown

to have great significance for the entire structure of the large scale ocean

circulation, and the resulting ocean heat transport. Indeed, the mean

salinity of the ocean might be considered to be key in determining ocean

thermal structure in an analogous manner to atmospheric pressure.

8.2 Planetary rotation period

It has been shown that lengthening the planetary rotation period increases

the meridional heat transport; when increasing the rotation period from 1 to

10 days the heat transport is found to more than double. This dependence

of ocean heat transport on rotation period has been concluded previously

in the context of deepening the understanding of the ocean circulation on

Earth, where comparable quantitative results are found with a coupled

atmosphere-ocean model when lengthening the rotation period from 1 to

4 days (Vallis & Farneti 2009). Here, the additional conclusions that a

longer rotation period increases the magnitude of the overturning circulation,

shallows the thermocline depth, and increases the horizontal velocities is

presented for the first time, as well as the application to the oceans of

exoplanets.

Although only a restricted number of rotation periods have been investigated

with numerical modelling here, the scale analysis extends the presented

argument to a much larger range of rotation periods. Since the Rossby

number (Ro “ U{fL) is an order of magnitude smaller in the ocean

compared to the atmosphere, 0.01 in the ocean and 0.1 in the atmosphere in

mid-latitudes at 1 day rotation period (Vallis 2006, p.85), the corresponding

change in regime observed in the atmosphere at approximately 10 days

would be expected to occur in the ocean at a much longer rotation
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period, approximately 100 days. Numerical modelling at longer rotation

periods would require a higher resolution model since the Rossby radius of

deformation, which has 1{f dependence and a typical value of Op10 kmq at

1 day rotation period (Gill 1982, p.207), becomes larger at longer rotation

periods, and therefore eddies become the scale of a grid box. At this size

they are no longer represented by the parameterisation but are also not

properly resolved in the model.

The results regarding rotation period have been shown by modelling the

buoyancy-driven component of the ocean circulation in isolation. However,

with longer planetary rotation periods the Ekman mass transport increases

due to its 1{f dependence (Vallis 2006, p.107) and, furthermore, atmospheric

wind velocities increase as the rotation period is lengthened over the range

of rotation periods investigated here (Del Genio & Suozzo 1987, Williams

1988). Combined these would increase the poleward heat transport in the

ocean when lengthening the rotation period and, hence, it would be expected

that the component of the heat transport resulting from direct wind forcing

would also increase with an increased rotation period, enhancing the increase

shown by the results presented.

8.3 Tidal locking

The modelling of the ocean in a tidally locked configuration is furthered

here from existing work (Hu & Yang 2014) by the inclusion of a meridional

barrier in the ocean located at different longitudes. It is concluded that

the location of this land mass has significant implications for the zonal heat

transport. This has shown that even very small areas of land which block

the zonal flow can have large implications for the circulation patterns in the

ocean, and the transport of heat from the light to dark side. In a comparable

way to simulations without a meridional barrier (Hu & Yang 2014), a strong

eastward surface current is found which extends the ice free area eastward

from the region of the substellar point, beyond the terminator and into the

dark side when not restricted by a barrier.

The location of the barrier has been shown to affect the mean temperature of

the light and dark side, as well as the global mean, which has implications for
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the habitability of tidally locked planets. A greater dependence of the dark

side temperature, compared to the light side, on the positioning of land is

identified, which suggests the location of land mass on a tidally locked planet

would have a greater significance for the distance of the outer boundary of

the habitable zone compared to the inner boundary.

Modelling with a dynamic atmosphere allows for a comparison between the

heat transport of the atmosphere and ocean components of the system, which

has shown that the ocean provides an important proportion of the zonal

heat transport. In addition, the interaction between the two components

shows an element of compensation between the two, which is represented as

a smaller range in the total atmosphere-ocean heat transport, compared to

the ocean and atmosphere heat transports alone, between the configurations

with different locations of the land barrier.

8.4 Significance of results

The impact on ocean heat transport, and resulting climatic temperatures, of

each of the investigations presented here has significance for the habitable

zone. For example, in an ocean with a high mean salinity, warm water

fills the deep ocean and upwells in the cold high latitudes, which warms

these coldest regions and therefore extends the outer limit of the habitable

zone. Increasing salinity has little effect on the temperatures in the warmest

regions in the low latitudes and therefore would not be expected to have a

significant impact on the location of the inner edge of the habitable zone.

There is also the effect of increasing salinity on sea ice formation, with higher

salinity lowering the freezing point of seawater, which reduces the potential

for permanent runaway glaciation, which also has the effect of extending

the outer limit of the habitable zone. Overall, the impact of significantly

increasing the salinity is to widen the habitable zone.

Lengthening the rotation period increases the heat transported by the ocean

from the low to high latitudes, this has the effect of warming the cold,

high latitudes and cooling the warm, low latitudes. Overall, this has the

effect of smoothing temperature gradients on the planet. Without such large

extremes in temperature the habitable zone is widened by both moving the
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outer limit further away from the star and moving the inner limit closer to

the star, making a planet with a longer rotation period generally more likely

to be habitable than one with a shorter period.

When introducing a barrier to a tidally locked configuration it is shown

that the largest implication for mean temperatures is in the mean dark

side temperature, which has greatest significance for the outer edge of the

habitable zone. The mean dark side temperature decreases as the barrier is

moved east from the antistellar point, which moves the outer boundary of

the habitable zone increasingly closer to the star, narrowing the habitable

zone due to the increased potential for condensation of CO2 and runaway

glaciation.

The investigations presented here show the importance of any oceans in the

modelling of exoplanetary climate, alongside the established significance of

the atmospheric component (Joshi et al. 1997, Merlis & Schneider 2010,

Edson et al. 2011), due to the implications for factors such as temperature

distribution and ice extent. It cannot be assumed that any exoplanetary

oceans behave in a similar manner to that on Earth. In particular, differences

in the ocean salinity can give qualitatively different circulation patterns, and

changes in the rotation period has significant implications for the poleward

heat transport. In a tidally locked configuration, not only the significance

of ocean heat transport has been highlighted, but also the impact of even

small areas of land for the heat transport from the light to dark side has

been shown. All of these effects have significance for the habitable zone,

as described here, and it is therefore important to consider these factors

when making conclusions about the climate and habitability of exoplanets,

including in the study of specific discovered planets (Del Genio et al. 2017).

8.5 Future work

One of the ways in which the investigations presented here could be further

explored is with the application of a higher resolution eddy resolving ocean

general circulation model, due to the limitation of the parameterisations

used in the modelling here. This is of particular interest in the case of

changing the planetary rotation period, due to the strong dependence of the
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Rossby radius on planetary rotation. This would also open the possibility

of investigating the case without a meridional barrier in the ocean, in which

eddies are the dominant process in the poleward heat transport.

An additional way of furthering the studies presented using an ocean only

model is in the use of a coupled atmosphere-ocean general circulation model.

This is of particular interest when changing the ocean salinity since the key

difference in the ocean arises from difference in the impact of precipitation

and evaporation on the changes in salinity in the ocean. In the case

of changing the rotation period, a particular area of investigation with

a coupled model would be the impact of the changes in the wind-driven

component of the ocean heat transport. In general, modelling the coupled

system allows for more complete conclusions to be made about the climate

system, with the ability to model the response of the atmosphere, as well as

the ocean, to the changing conditions, and the feedbacks between the two

components.

The tidally locked configuration could be furthered by simulating more

realistic physical aspects of a planet orbiting a small star in the habitable

zone. For example, such a planet would be expected to have a longer rotation

period than 1 Earth day, which is used here; a planet with this rotation

period would be orbiting a 0.01 solar-mass star, which is smaller than the

limit for hydrogen burning (Edson et al. 2011). In addition, the spectrum of

stellar radiation could be modified to that of a red dwarf star; a smaller star

emits light at longer wavelengths, which has implications for the ice-albedo

feedback (Joshi & Haberle 2012).

In this work, a change in each of the three factors investigated is explored

in isolation, however, on a given exoplanet any combination of these factors

is possible. Therefore, the modelling of combinations of variations in these

parameters is an area for future work. Based on the conclusions presented

here it is only possible to speculate on the possible impacts of certain

combinations on ocean circulation. For example, a high salinity ocean in

a tidally locked configuration with the barrier at the antistellar point or the

terminator east of it, may result in the downwelling of warm surface water on

the light side which would warm the deep ocean and upwell in the region of

the antistellar point. This would be expected to increase the warming effect

by the ocean on the dark side of the planet, extending the outer limit of



164 Conclusions

the habitable zone. However, solid conclusions may only be made following

modelling of potential scenarios, which is an area for future investigation.

In addition to the factors explored here, on any given exoplanet there are

many other properties which are likely to differ from their Earth-like values,

some of which may also have significant influence on ocean circulation.

Examples include ocean bathymetry and depth (Yang et al. 2014b),

obliquity (Ferreira et al. 2014), and continental configuration (Smith et al.

2006, Enderton & Marshall 2009, Nilsson et al. 2013). The combined effect of

changes in these parameters on any oceans is an area for future investigation.
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