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We demonstrate how dipolar interactions can have pronounced effects on the structure of vor-
tices in atomic spinor Bose-Einstein condensates and illustrate generic physical principles that apply
across dipolar spinor systems. We then find and analyze the cores of singular vortices with non-
Abelian charges in the point-group symmetry of a spin-3 52Cr condensate. Using a simpler model
system, we analyze the underlying dipolar physics and show how a characteristic length scale aris-
ing from the magnetic dipolar coupling interacts with the hierarchy of healing lengths of the s-wave
scattering, and leads to simple criteria for the core structure: When the interactions both energet-
ically favor the ground-state spin condition, such as in the spin-1 ferromagnetic phase, the size of
singular vortices is restricted to the shorter spin-dependent healing length. Conversely, when the
interactions compete (e.g., in the spin-1 polar phase), we find that the core of a singular vortex is
enlarged by increasing dipolar coupling. We further demonstrate how the spin-alignment arising
from the interaction anisotropy is manifest in the appearance of a ground-state spin-vortex line that
is oriented perpendicularly to the condensate axis of rotation, as well as in potentially observable in-
ternal core spin textures. We also explain how it leads to interaction-dependent angular momentum
in nonsingular vortices as a result of competition with rotation-induced spin ordering. When the
anisotropy is modified by a strong magnetic field, we show how it gives rise to a symmetry-breaking
deformation of a vortex core into a spin-domain wall.

I. INTRODUCTION

The achievement of Bose-Einstein condensation us-
ing atoms with large magnetic dipole moments, such as
52Cr [1–3], 168Er [4], and several Dy isotopes [5, 6] as
well as creation of a degenerate dipolar Fermi gas [7]
have opened up a new avenue for studying the effects
of long-range and anisotropic interactions in ultracold
atomic gases [8]. In such systems, long-range magnetic
order can coexist with superfluidity, making possible,
e.g., ferro-superfluids [9]. The interaction can then lead
to novel instabilities, e.g., toward formation of droplet
crystals [10–12], and formation of a condensate may be
strongly influenced by the spin dynamics [13]. The inter-
action can also profoundly affect the stability and struc-
ture of vortices [14–18], e.g., inducing a phase transition
from straight to twisted vortex lines [19]. Simultaneously,
the structure of topological defects and textures is a cen-
tral topic in the study of spinor Bose-Einstein conden-
sates (BECs), where the atomic spin degree of freedom
is not frozen out by strong magnetic fields [20]. This gives
rise to a rich phenomenology of the internal structure of
vortices [21–32]. Recent experiments have demonstrated
controlled preparation of nonsingular vortices [33–36] as
well as point defects [37, 38] and particle-like solitons [39].
The in situ observation of splitting of singly quantized
vortices into pairs of half-quantum vortices [40], theoret-
ically predicted in Ref. [27], marks an increasing experi-
mental interest in the internal core structure.

The spin degree of freedom in spinor BECs also implies
that dipolar interactions (DIs) arising from the magnetic
dipole moment of the atoms can have a strong impact
on the spin texture [41–43]. Nontrivial textures arising

spontaneously due to DI have been observed in experi-
ment [44, 45]. However, the potentially large impact on
the internal structure of vortices has so far been little
studied. Even a very weak DI can influence the relax-
ation of vortices by changing the longitudinal magneti-
zation, whose conservation in s-wave scattering can be
important for stability and structure, e.g., of a coreless
vortex in a polar condensate [30, 31]. Theoretical works
on vortices in dipolar spinor BECs have predicted a su-
perfluid Einstein–de Haas effect, where magnetic relax-
ation induces vortex formation [46–49], as well as a stable
spin vortex in a nonrotating system [50–52]. In a rotat-
ing highly oblate condensate, complex multivortex states
and stable higher-order defects have been described [53].

Here we demonstrate how dipolar interactions can have
pronounced effects on the internal structure of vortices
in atomic spinor BECs. To clearly illustrate the un-
derlying physical principles, we employ the comparative
simplicity of a spin-1 model system. The dipolar effects
arise from generic properties of the DI and spinor sys-
tems and the corresponding principles may therefore be
applied more broadly to understand properties of vor-
tices in dipolar spinor BECs. Dipolar spin-1 BECs could
potentially also be realized using alkali-metal atoms by
suppressing the s-wave scattering lengths via optical or
microwave Feshbach resonances [54, 55]. As an exam-
ple of experimentally realized dipolar BEC, we numeri-
cally find and analyze the stable core structure of a sin-
gular vortex in a spin-3 condensate of 52Cr. The 52Cr
atom possesses a relatively large magnetic dipole mo-
ment [46] and is predicted to exhibit a dihedral-6 point-
group order-parameter symmetry in the ground state,
supporting non-Abelian vortices.
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The multicomponent condensate wave function of a
spinor BEC allows the condensate to maintain the super-
fluid density in the core of singular vortices. In addition
to depleting the condensate density, the wave function
can also be excited out of the ground-state manifold to
accommodate the order-parameter singularity and form
a filled defect core. Here we numerically find the super-
fluid cores of singular vortices when the atoms exhibit a
long-range and anisotropic magnetic DI.
The DI gives rise to a new spin-dependent healing

length, adding to the hierarchy of characteristic length
scales arising form the contact interaction to determine
the structure of singular-vortex cores [27, 32, 56]. We an-
alyze the interplay of these length scales and demonstrate
how the size of a singular-vortex core is determined by
the shorter of the spin-dependent healing lengths when
the DI and contact interaction both restrict breaking of
the ground-state spin condition (the ground-state phase
of the bulk superfluid), e.g., in the ferromagnetic (FM)
spin-1 BEC. On the other hand, when the contact in-
teraction and DI compete, such as in the spin-1 polar
phase, we explain how a singular-vortex core expands
with increasing DI, beyond the size in its absence. In
addition, the anisotropy of the interaction leads to an
internal spin texture that is potentially observable in a
spin-3 52Cr condensate.
We further analyze manifestations of the interaction

anisotropy in the spin-1 model system and and show it
leads to a ground-state spin vortex that appears perpen-
dicularly to the axis of a slow rotation. The structure is
then the result of interplay between dipolar spin align-
ment and rotation as the vortex line bends to adapt to
the latter. At more rapid rotation, we demonstrate a
nontrivial interaction dependence of the angular momen-
tum carried by a ground-state coreless vortex. We show
how it may be understood from a competition between
dipolar spin alignment and the adaptation of the spin
texture to rotation.
Drastically different spin-ordering effects can appear

in the presence of a sufficiently strong external magnetic
field, such that the DI may be averaged over the rapid
spin precession [41]. We show how the resulting modi-
fied interaction anisotropy leads to a symmetry-breaking
core deformation with increasing DI in a stable singular
vortex. At sufficiently strong DI, the vortex core deforms
into a domain wall separating regions with opposite spin
polarization.

II. MEAN-FIELD THEORY OF THE DIPOLAR

BEC

We treat the spinor BEC in the classical Gross-
Pitaevskii mean-field theory, which can be straightfor-
wardly extended to include DI between the atoms. Here
we first give a brief overview of the salient points (for full
details see, e.g., Ref. [20]) in the spin-1 case, and then
show how the theory is modified for spin-3 atoms.

A. Spin-1

The spin-1 condensate wave function Ψ may be ex-
pressed in terms of the atomic density and a normalized
three-component spinor as

Ψ(r) =
√

n(r)ζ(r) =
√

n(r)





ζ+
ζ0
ζ−



 , ζ†ζ = 1. (1)

The expectation value 〈F̂〉 = ζ†αF̂αβζβ of the spin opera-
tor, defined as the vector of spin-1 Pauli matrices, gives
the condensate spin. This relates to the magnetic dipole
moment arising from the intrinsic angular momentum of
the atom as m = −gFµB〈F̂〉 [57], where gF is the Landé
factor and µB is the Bohr magneton. The Hamiltonian
density including the DI is then given by

H = h0 +
c0
2
n2 +

c2
2
n2|〈F̂〉|2 + cd

2

∫

D(r, r′) d3r′, (2)

where

D(r, r′) =
F(r) · F(r′)− 3[F(r) · n̂][F(r′) · n̂]

|r− r′|3 (3)

describes the interaction of dipoles at r and r
′ given by

the local condensate spin with the coupling constant cd =
µ0µ

2
Bg

2
F /(4π) [57], where µ0 is the vacuum permeability.

We define F = n〈F̂〉 and denote the unit vector along
r− r

′ by n̂. The single-particle Hamiltonian density

h0 =
~
2

2M
|∇Ψ|2 + 1

2
Mω2r2n, (4)

where M is the atomic mass, includes the external
trapping potential, which we take to be an isotropic
harmonic oscillator with frequency ω. The contact-
interaction strengths are given by the scattering lengths
af in the spin-f channel of colliding spin-1 atoms as
c0 = 4π~2(2a2 + a0)/(3M) + cd0 and c2 = 4π~2(a2 −
a0)/(3M) + cd2 . Here we have made it explicit that the
coupling constants may be modified by contributions cd0,2
arising from an absorbed contact-interaction part of the
DI (see below and Appendix A).
The spin-1 BEC exhibits two ground state phases: a

FM phase that maximizes the condensate spin |〈F̂〉| = 1

and a polar phase where |〈F̂〉| = 0 in a uniform system.
Without DI, the ground-state phase is determined by the
sign of c2 with a negative value favoring the FM phase.
When magnetic DI, where the dipole moment is propor-
tional to the condensate spin, is present, the ground state
depends also on cd. In particular, from Eq. (3) we can see

that the DI is minimized when spins |〈F̂〉| = 1 are aligned
head-to-tail. The DI will therefore also favor formation
of a FM phase, and sufficiently large cd may overcome
also a positive c2 [50].
From Eq. (2) the familiar coupled Gross-Pitaevskii

equations (GPEs) describing the condensate dynamics
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may be derived. Following Ref. [20], we write the contri-
bution from the DI term in the equation for the ψm =√
nζm spinor component as

i~
∂ψm(r)

∂t
= . . .+ cd

∑

j

F̂mjψj(r) ·B(r). (5)

The vector B is given by

B(r) =

∫

F(r′)− 3n̂[F(r′) · n̂]
|r− r′|3 d3r′ (6)

and is related to the magnetic field

B(r) =
µ0{3n̂[m(r′) · n̂]−m(r′)}

4π|r− r′|3 +
2µ0

3
m(r′)δ(r− r

′)

= −gFµBµ0

{

3n̂[F(r′) · n̂]− F(r′)

|r− r′|3 +
2

3
F(r′)δ(r− r

′)

}

(7)

at r arising from the condensate dipole moment at r
′.

The factor gFµBµ0/(4π) enters the coupling constant cd
and the δ-function term yields a contact-interaction con-
tribution that is absorbed in c0,2 as above (see also Ap-
pendix A). Integrating the remaining term over r′ yields
B.
The DI term in Eq. (5) is nonlocal, and its evaluation

involves finding the integral over r
′, which is computa-

tionally expensive. However, since the integral in Eq. (6)
has the form of a convolution, it can be computed ef-
ficiently in Fourier space, where the convolution of two
functions becomes a multiplication of their Fourier trans-
forms. For our computations we follow the formalism of
Ref. [20], rewriting B as

Bα = −
∑

β

∫

Qαβ(r− r
′)Fβ(r

′) d3r′, (8)

where the tensor Q is defined as

Qαβ(r) =
3r̂αr̂β − δαβ

r3
, (9)

for r̂ = r/r. In Eq. (8) the convolution is explicit and
Fourier transformation immediately gives

B̃α(k) = −
∑

β

Q̃αβ(k)F̃β(k). (10)

To compute B we then need the Fourier transforms on the
right-hand side, where F̃(k) must be found numerically,

while Q̃(k) can be found analytically as (see Appendix A
and Ref. [20])

Q̃αβ(k) = −4π

3
(3k̂αk̂β − δαβ), (11)

where k̂ = k/k. Note that the derivation of this Fourier
transform rests on nontrivial assumptions. We provide
the details in the Appendix A.

In practical numerical calculations using Fast Fourier
Transforms, the long-range nature of the DI can lead to
aliasing problems that yield erroneous results, and ac-
curacy may more generally be reduced. These problems
can be avoided or mitigated by truncating the dipolar in-
teraction [58, 59]. In a spherical or nearly spherical sys-
tem, where computations are performed on a grid with
all sides equal, the simplest solution is to truncate the
dipolar interaction at a radius R, such that Q(r) = 0 for
r > R. The Fourier transform of the truncated interac-
tion is then

Q̃r<R
αβ (k) =

∫

r<R

Qαβ(r)e
−ik·r d3r

= −4π(3k̂αk̂β − δαβ)

(

1

3
+
kR cos(kR)− sin(kR)

(kR)3

)

,

(12)

which is the spherical cut-off found in Ref. [58], straight-
forwardly generalized to the spinor case (see Ap-
pendix A).
In the presence of an external magnetic field Bext =

Bextẑ, the condensate spin precesses with the Larmor fre-
quency ωL = gFµBBext/~. In a sufficiently strong field,
the precession is rapid compared with the DI-induced
spin dynamics. It is then convenient to describe the
condensate in the spin-space frame rotating at the Lar-
mor frequency through the transformation ζm(r, t) →
ζm(r, t)e−imωLt [41, 42]. This leaves all terms of Eq. (2)
invariant, except the dipolar interaction. (Also the linear
Zeeman term that would arise from the magnetic field is
canceled and we assume any quadratic Zeeman energy
to be small.) The modified dipolar interaction is found
as a time average over the period of the Larmor preces-
sion [42]:

QL
αβ(r) =

3r̂2z − 1

r3
3δzαδzβ − δαβ

2
(13)

Also in this case we truncate the dipolar interaction at a
radius R for computational purposes. Its Fourier trans-
form then becomes (see Appendix A)

Q̃
L,r<R
αβ (k) =− 2π(k̂2z − 1)(3δzαδzβ − δαβ)×

[

1

3
+
kR cos(kR)− sin(kR)

(kR)3

]

.
(14)

B. Spin-3

The spin-1 condensate provides a useful system where
the physical principles underlying the dipolar effects in
a spinor BEC can be illustrated. Dipolar spin-1 BECs
could potentially be realized using Na or Rb atoms
by suppressing the s-wave scattering lengths via opti-
cal or microwave Feshbach resonances. However, large
magnetic dipole moments are exhibited, e.g., by 52Cr,
which is a spin-3 atom. In this case, the condensate
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wave function becomes a seven-component spinor with
ζ = (ζ+3, . . . , ζ−3)

T and a Hamiltonian density given
by [20, 46, 60]

H =h0 +
c0
2
n2 +

c2
2
n2|〈F̂〉|2 + c4

2
n2|A00|2

+
c6
2
n2

+2
∑

j=−2

|A2j |2 +
cd
2

∫

D(r, r′) d3r′,
(15)

where two additional interaction terms, compared with
Eq. (2), appear as a result of the s-wave scattering of
spin-3 atoms. These depend on the amplitudes

A00 =
1√
7

(

2ζ+3ζ−3 − 2ζ+2ζ−2 + 2ζ+1ζ−1 − ζ20
)

(16)

and

A20 =
1√
7

(

5√
3
ζ+3ζ−3 −

√
3ζ+1ζ−1 +

√

2

3
ζ20

)

,

A2±1 =
1√
7

(

5√
3
ζ±3ζ∓2 −

√
5ζ±2ζ∓1 +

√

2

3
ζ±1ζ0

)

,

A2±2 =
1√
7

(

10√
3
ζ±3ζ∓1 −

√

20

3
ζ±2ζ0 +

√
2ζ2±1

)

,

(17)

respectively. The interaction strengths c0,2,4,6 are found
from the scattering lengths of the four spin channels of
colliding spin-3 atoms as c0 = 4π~2(9a4 + 2a6)/(11M) +
cd0 , c2 = 4π~2(a6 − a4)/(11M) + cd2 , c4 = 4π~2(11a0 −
21a4 + 10a6)/(11M) + cd4 , and c6 = 4π~2(11a2 − 18a4 +
7a6)/(11M)+cd6 , where the coupling constants may again
be modified by contact part of the DI. The dipolar inter-
action is again given by Eq. (3), where, the spin operator

F̂ is now the vector of 7× 7 spin-3 Pauli matrices. From
Eq. (15) seven coupled GPEs for the components of the

spinor wave function may be derived. Using the spin-3 F̂

operator in Eqs. (3) and (6) yields the DI contribution,
which can then be treated analogously to the spin-1 case.
The spin-3 BEC exhibits a complex family of phases

exhibiting different symmetries [61]. Here we concen-
trate on 52Cr, where current measurements of the scat-
tering lengths [62–64] predict an A-phase ground state

with |〈F̂〉| = 0 in a uniform system. Nevertheless, the DI
may influence the structure of singular vortices as they
develop superfluid cores with nonzero spin.

III. RESULTS

We now employ the mean-field theory outlined in Sec-
tion II to study the internal core structure of vortices. We
find the vortex solutions by solving the coupled GPEs de-
rived from Eq. 2 in the frame rotating with frequency Ω
around the z axis: H → H − Ω〈L̂z〉, where L̂z is the
z component of the angular-momentum operator. This

is done using a successive overrelaxation method [65] to
find stationary solutions in the spin-1 model, while we
have used imaginary-time propagation for particular re-
sults and to solve the spin-3 GPEs for 52Cr.

We first find our main results considering a spin-1
BEC. While higher-spin atoms are necessary to reach
large magnetic dipole moment, the spin-1 system pro-
vides a useful model where the physics arising from the
DI can be illustrated and compared with known results
in a non-dipolar condensate. Since the DI is given by
Eq. (3) regardless of the atomic spin and its effects arise
from generic properties of the interaction and the spinor
condensates, the physical principles illustrated by the
results can be expected to apply more broadly also in
higher-spin systems. Dipolar BECs can also be realized
with weak dipolar interactions, provided that the other
nonlinearities are even weaker (see aslo Appendix B).
We keep the spin-independent interaction strength fixed
at Nc0 = 104~ωℓ3, where ℓ is the oscillator length
ℓ =

√

~/(Mω) of the harmonic trap and N is the num-
ber of atoms in the condensate. We allow c2 to vary
around c0/c2 ≃ −216, which corresponds to 87Rb, the
most commonly used atom with FM interactions in spin-
1 experiments. We then study how the vortex structure
varies with cd.
We further briefly consider a polar BEC with c0/c2 ≃

28, corresponding to 23Na. We then find the stable core
structure of singular half-quantum vortices in a spin-3
52Cr BEC with with and without the corresponding DI,
and analyze these in light of the spin-1 model.

A. Weak magnetic field

1. Spin vortex

For our spin-1 model, we first consider a condensate in
the FM interaction regime, c2 < 0, such that in a uni-
form system |〈F̂〉| is maximized. In this case, different
FM spinors are related by three-dimensional rotations
of the orthonormal triad formed by 〈F̂〉 and two vec-
tors perpendicular to it. The order-parameter space is
therefore SO(3), which supports only two topologically
distinct classes of vortices [20]: nonsingular coreless vor-
tices and singly quantized singular vortices. Here we first
consider the singular vortex, whose core structure in the
absence of DI we studied in detail in Refs. [27, 31].
In a nondipolar condensate, the stabilization of a vor-

tex line usually requires a sufficiently rapid external ro-
tation. While the ground state in a rotating FM spin-1
condensate is generally predicted to be made up of core-
less vortices [23, 24], a singular FM vortex can also be
energetically (meta-)stable for a range of trap-rotation
frequencies [27], and is predicted to form the ground state
when the coreless vortex is destabilized by conservation
of a weak magnetization [30, 31]. Even though spin vor-
tices that carry no mass circulation can form in a spinor
BEC, one would not generally expect them to be ener-
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FIG. 1. Top left: Spin structure of a spin vortex in a nonro-
tating condensate. Surface plot indicates |〈F̂〉|, showing the

vortex core. Cones indicate 〈F̂〉, exhibiting a tangential dis-
gyration that minimizes the DI energy. Bottom left: Size
of the vortex core (•) compared with ξF (+) and ξ′d (×) as
functions of cd (see also Appendix B). Subpanels from top
to bottom: Nc2 = −463~ωℓ3, −46.3~ωℓ3, and −4.63~ωℓ3

(Nc0 = 104
~ωℓ3). The spin vortex is stable above a critical

cd that depends on c2. The core size is then well predicted
by the smaller of the two healing lengths. Right: Surface plot
of F = |〈F̂〉| [color (gray) scale] showing the different sizes of
the vortex core for Ncd = 16~ωℓ3 (top) and Ncd = 100~ωℓ3

(bottom) for Nc2 = −46.3~ωℓ3.

getically stable. In a FM spin-1 BEC, a spin vortex can
be stabilized by magnetic fields, e.g., in a Ioffe-Pritchard
trap [66], and a BEC with FM interactions initially in
a polar state can be dynamically unstable towards spin-
vortex formation [25]. In the FM phase, mass circulation
alone is not quantized and a spin vortex can continuously
pick up angular momentum through local spin rotations
to stabilize it in a rotating trap [22, 27].
When a magnetic DI is present, however, the situation

changes due to the anisotropy of the interaction, which
strives to arrange the dipoles in a head-to-tail config-
uration that minimizes the interaction energy. Beyond
a critical cd, it then becomes possible for a singular spin
vortex carrying no circulation to form in the ground state
even in a nonrotating condensate [50–52]. The structure
of the stable spin vortex is shown in Fig. 1.
The tangential disgyration exhibited by the condensate

spin is a consequence of the DI. The singular FM vortex
in the spin-1 BEC can exhibit a wide range of associated
spin textures that can be transformed into each other
through local and continuous transformations. In addi-
tion to the tangential disgyration shown in Fig. 1, radial
and cross disgyrations are possible, as well as asymptot-
ically uniform spin textures. In the absence of DI, these
different spin structures are energetically (near) degen-

erate [27]. Here, this degeneracy is broken by the direc-
tional dependence of the DI. The tangential disgyration
corresponds to the greatest head-to-tail alignment of the
spins, and therefore minimizes the DI energy, energeti-
cally locking in the spin texture. The vortex can then be
described by the spinor wave function

ζ =
i√
2





−
√
2e−iφ cos2 β

2
sinβ√

2eiφ sin2 β
2



 , (18)

where φ is the azimuthal angel and Fz = cosβ. For
β = π/2, such that 〈F̂〉 lies in the xy plane as in Fig. 1,
the vortex is a pure spin vortex that carries no angular
momentum.
In a scalar BEC, the superfluid density vanishes on

the line singularity of the order parameter that consti-
tutes a vortex line. In the multicomponent order param-
eter of a spinor BEC, by contrast, a vortex-line singu-
larity can also be accommodated by exciting the wave
function out of its ground-state manifold. In a spin-
1 BEC, the resulting filled vortex core becomes ener-
getically favorable when c2 is small compared with c0,
which is usually the case. This can be understood from
the healing lengths arising from the contact-interaction
terms. These are the density and spin healing lengths
ξn = ~/(2Mc0n)

1/2 and ξF = ~/(2M |c2|n)1/2 that de-
scribe the characteristic length scales of deviations from
the corresponding ground-state condition. By breaking
the spin condition instead of depleting the density, the
defect core can expand to the larger healing length and
lower its energy [27, 56]. A singular FM vortex then
develops a superfluid core exhibiting the polar phase on
the line singularity. When the vortex is represented by
Eq. (18), this corresponds to the ζ0 component occupying
the singular lines in ζ±.
In the dipolar spinor BEC considered here, an addi-

tional interaction term appears in the Hamiltonian den-
sity, Eq. (2). Unlike the interaction terms arising from
the s-wave scattering, the DI term is nonlocal. However,
it is still possible to associate with it a length scale

ξd =
~

√

2M |cd|n
. (19)

It was shown in Ref. [51] that dipole-induced spin tex-
tures such as the ground-state spin vortex can form when
the extent of the condensate exceeds ξd. Here we show
that the dipolar healing length also interacts nontrivially
with the other characteristic length scales to affect the
vortex-core structure in the dipolar spinor condensate.
Specifically, we find that the dipolar healing length be-

comes important for the structure of a singular-vortex
core when it is shorter than the spin healing length:
ξd . ξF . This is contrary to the nondipolar case, where
the core structure of a singular vortex is determined by
the largest healing length [27]. The healing lengths in
that case are associated with different and independent
ground state conditions (superfluid density and spin mag-
nitude). In the case of magnetic DI, however, ξF and ξd
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both relate to the condensate spin. In particular, when
c2 < 0 the contact interaction and the DI both energet-
ically favor |〈F̂〉| = 1. Any perturbation of |〈F̂〉| must
then heal back to the bulk value over the shortest of the
spin-dependent healing lengths. Consequently, the size
of the core becomes dependent on cd when ξd becomes
comparable to ξF as illustrated in Fig. 1.

Unlike the contact interaction, the effective strength of
the DI depends on the relative orientation of the dipoles.
In a head-to-tail arrangement, the effective strength of
the interaction is −2cd [cf. Eq. (3) for F(r′) = F(r)]. In
the context of the spin vortex shown in Fig. 1, ξF should
therefore be compared with ξ′d ≡ ξd/

√
2. In the bottom

left panels of Fig. 1, we plot both ξF and ξ′d, together
with the vortex core size (defined as the diameter of the

core at |〈F̂〉| = 1 − e−1), as functions of cd. [For sim-
plicity we here treat cd as a free parameter within the
spin-1 model system. Appendix B outlines how the di-
mensionless nonlinearity Ncd/(~ωℓ

3) can be varied also
for fixed cd, corresponding to some particular magnetic
dipole moment.] The middle subpanel corresponds to
Nc2 = −46.3~ωℓ3 (corresponding to 87Rb, whose physi-
cal dipole moment also gives Ncd ≃ 4.2~ωℓ3, for compar-
ison), while in the top and bottom panels, c2 is one order
of magnitude stronger and weaker, respectively. For the
strong c2, ξF < ξ′d over the range of the plot, and the core
size remains nearly unaffected by cd and is well predicted
by ξF (except at the very onset of stability). Conversely,
for the weak c2, ξF > ξ′d, with the latter quantity cor-
responding well to the core size. In the middle panel,
ξF ≃ ξ′d and the two cross as cd increases. For large cd
the core size follows ξ′d, while at small cd the influence of
the now smaller ξF becomes evident. These fairly simple
principles then characterize the behavior of a singular-
defect core as DI is varied.

For a nonrotating cloud in a 3D isotropic trap, there
is no preferred direction for the spin-vortex line (in the
absence of Zeeman shifts). In Fig. 1, the vortex line co-
incides with the z axis, while the left panel of Fig. 2
shows a spin vortex line in the xy plane. Considering
now a slowly rotating trap, the axis of rotation repre-
sents a preferred spatial direction. Vortices stabilized by
rotation would then form parallel to the rotation axis, as
in the nondipolar case [27]. In a highly oblate dipolar
spinor condensate, the spin vortex with axial symmetry
around the z direction persists up to a critical rotation
frequency [53]. For our isotropic trap, however, we find
that the ground state in a slowly rotating condensate
exhibits a spin vortex forming perpendicularly to the ro-
tation axis when cd is sufficiently large (Fig. 2). While a
solution with a spin vortex parallel to the rotation also
exists, this has a higher energy. The orientation of the
vortex line shows that similarly to the nonrotating case,
the vortex forms due to minimization of the DI energy,
rather than because of the rotation. The effect of the
rotation is instead to increasingly bend the vortex line,
as illustrated in Fig. 2.

1

F

0

z

y
x

FIG. 2. Spin vortex in nonrotating (left) and slowly rotating,
Ω = 0.10ω (right), trap. Color map (gray scale) shows F =

|〈F̂〉| highlighting the polar vortex core, while cones show the
spin vector in the y = 0 plane. In the rotating system, the
vortex line forms perpendicular to the rotation axis. Nc0 =
104

~ωℓ3, Nc2 = −46.3~ωℓ3, Ncd = 50~ωℓ3.

2. Coreless vortex

When the condensate rotates sufficiently rapidly, we
find that the ground state is a coreless vortex along the
rotation axis. This was also found to be the case in
the highly oblate trap in Ref. [53]. Coreless vortices are
also predicted to make up the ground state in a rotat-
ing nondipolar FM condensate [23, 24], unless destabi-
lized through conservation of a sufficiently weak magne-
tization [30]. The coreless vortex is characterized by a
nonsingular spin texture in which the superfluid circula-
tion varies continuously as the spin bends from 〈F̂〉 = ẑ

on the vortex line toward its asymptotic direction. The
boundary condition on the spin texture away from the
vortex line is however not fixed, allowing it to adapt to
the imposed rotation, bending more sharply towards the
−ẑ direction as rotation increases.

The DI introduces a competing mechanism that strives
to align the spins in the head-to-tail configuration of a
tangential disgyration similar to the spin vortex. This
leads to the formation of a coreless vortex with the spin
texture shown in Fig. 3, where the spin vector bends
gradually into the tangential disgyration. Far from the
vortex line, the DI thus determines the spin texture by
the same mechanism as for the spin vortex. Note, how-
ever, that while the two vortices appear superficially sim-
ilar, both exhibiting tangential disgyrations of the spin
vector at large length scales, their topology is distinctly
different. This is easily established from the complex
phases of the individual spinor components, which ex-
hibit (2π, 0,−2π) winding in the singular spin vortex,
but wind by (0, 2π, 4π) in the coreless vortex. In the lat-
ter case, the vortex can be removed through purely local
spin rotations, provided that the value of the spin is free
to rotate at the edge of the cloud.

The structure of the coreless vortex can be understood
as the result of competition between rotation and DI.
While the spin texture strives to adapt to the imposed
rotation asymptotically forming an angle with the z axis
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FIG. 3. Top left: Spin texture of the coreless vortex for
Ω = 0.175ω and Ncd = 10~ωℓ3. Cones show the spin vec-
tor in the x, y plane, perpendicular to the vortex line, with
the color (gray) scale indicating the z component. The DI
causes the condensate spin to bend toward a tangential dis-
gyration away from the vortex line. Top right: Total angular
momentum carried by the coreless vortex as a function of cd.
The lines from bottom to top correspond to trap rotation
Ω = 0.14ω through Ω = 0.20ω in steps of 0.01ω. The varying
dependence on cd and the convergent behavior at large val-
ues is the result of the spin texture simultaneously adapting
to DI and imposed rotation. Bottom: Angular-momentum
density distribution for Ω = 0.18ω and Ncd = 10~ωℓ3 (left)
and 100~ωℓ3 (right). The panels show the same 13ℓ by 13ℓ
cut-out and use the same color (gray) scale. In all panels
Nc0 = 104

~ωℓ3, Nc2 = −46.3~ωℓ3

that depends on the rotation frequency, the DI strives
to align the asymptotic texture in the xy plane. This
competition is reflected in the total angular momentum
L carried by the vortex, which becomes dependent on
cd at fixed trap rotation. When the trap rotates slowly,
the rotation alone is not enough to bring the asymptotic
texture into the xy plane. Increasing cd will then result
in a more sharply bending texture that carries additional
angular momentum, such that L increases as a function
of cd. On the other hand, a rapid rotation causes the
asymptotic spin texture to acquire a negative Fz compo-
nent in order to provide sufficient circulation. Increasing
cd then has the opposite effect, causing the spin to bend
less sharply in order to bring it more in line with the xy
plane. This causes L to decrease with with DI strength.
Consequently, as the DI becomes more dominant with in-
creasing cd, L becomes less sensitive to the trap rotation
frequency.

3. Polar condensate

The DI couples to the condensate spin through Eq. (3).
So far we have explored how this leads to consequences

for the formation, stability and structure of in the FM
phase, where |〈F̂〉| is maximized in the bulk conden-

sate. In the polar phase of the spin-1 BEC, |〈F̂〉| = 0
in a uniform system. However, when a singular vortex
is present, nonzero |〈F̂〉| can appear in the defect core,
and DI can still affect its structure. The physics, how-
ever, exhibits differences from the FM case, where the
contact and dipolar interactions both strive to maximize
the condensate spin. Here, by contrast, the interactions
compete, with the contact interaction favoring |〈F̂〉| = 0.
The size of a superfluid core with nonzero spin is then
not limited by the dipolar interaction, which now favors
breaking of the ground-state spin condition. One may
then expect the presence of the DI to lead to an enlarged
core, and our numerical simulations confirm these simple
principles.
We explore this by considering a stable singular half-

quantum vortex in a rotating system. We keep c0 the
same as in the FM examples, but now take c0/c2 ≃ 28
corresponding to 23Na. Energy relaxation causes the vor-
tex to develop a superfluid core that breaks the ground-
state spin condition, reaching the FM phase on the sin-
gular line [31]. In the absence of DI the size of the vortex
core is determined by the spin healing length ξF . We
find that as the strength of the DI increases from cd = 0
to c0/cd = 200, the size of the vortex core increases by
∼ 35% for Nc0 = 104~ωℓ3 and rotation frequency in the
range 0.12ω ≤ Ω ≤ 0.17ω.

B. Precession-averaged dipolar interaction in a

magnetic field

In experiment, the condensate may be subject to resid-
ual or deliberately imposed external magnetic fields. In
the presence of the magnetic field, the condensate spin
exhibits precession around the field direction at the Lar-
mor frequency ωL. If the field is sufficiently strong, the
Larmor precession will be rapid compared with the spin
dynamics resulting from the DI. On the latter time scale,
the condensate then experiences an effective DI that cor-
responds to the averaging of the bare DI over the period
of the Larmor precession. The resulting reduced DI is
given by Eq. (13). This removes some of the anisotropy
of the bare DI and therefore leads to degeneracy between
some spin configurations that would otherwise have dif-
ferent energies. Here we show that this can have a pro-
found effect on the spin structure of singular vortices.
Figure 4 shows the vortex core and spin texture of a sta-
ble singular vortex in a rotating system. For sufficiently
small cd, the vortex is axially symmetric, exhibiting a ra-
dial disgyration in the xy components of the spin vector.

Increasing cd results in a deformation of the vortex
core, breaking the axial symmetry. The spins rotate to-
ward a configuration where the asymptotic spin texture
exhibits a nearly uniform projection onto the xy plane,
while Fz bends across the condensate. At the same time,
the polar core of the vortex deforms to exhibit an ellip-
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FIG. 4. Structure of the stable singular-vortex core (z = 0
cross section, perpendicular to the vortex line) as the effective
DI averaged over the Larmor precession increases. Color map
(gray scale) shows F = |〈F̂〉|, while cones show the spin vector

〈F̂〉 [the color (shade) of the cones indicates Fz]. From top left
to bottom right Ncd = 0, 6, 8, 10, 50 and 100~ωℓ3. The core
deforms by breaking axial symmetry to form an ellipsoidal
cross section. Eventually the core covers the diameter of the
condensate and forms a domain wall between regions of Fz =
±1. In all panels Nc0 = 104

~ωℓ3, Nc2 = −46.3~ωℓ3, and
Ω = 0.13ω.

tical cross section whose eccentricity increases with cd.
Eventually the deformation of the vortex core becomes
large enough that its extent along the major axis of the
ellipse reaches the condensate size. As shown in Fig. 4
the condensate the exhibits a polar domain wall separat-
ing two halves of the cloud with oppositely aligned spin
〈F̂〉 = ±ẑ. In the isotropic spinor condensate, there is no
analog of this deformation when the DI cannot be aver-
aged over the Larmor precession period. However, a sim-
ilar anisotropic deformation has been predicted in a two-
dimensional, scalar BEC with fixed dipole moments [67]

C. Singular vortex in a spin-3 52Cr BEC

The spin-1 BEC provides a good model system for the-
oretically exploring the physical principles of DI effects
on vortices in spinor BECs. However, a stronger dipole
moment of 6µB is found in 52Cr, which can be used to
create a spin-3 condensate [46, 60]. Measurements of
the s-wave scattering lengths [62–64] yield c0/c2 ≃ 20,
c0/c4 ≃ −4.6, c0/c6 ≃ −1.5 for the contact-interaction
strengths in Eq. (15), while c0/cd ≃ 177. The ground-
state determined by the s-wave interaction is then the so-
called A-phase in a uniform system [61], with a represen-

tative order-parameter ζ = (1/
√
2, 0, 0, 0, 0, 0, 1/

√
2)T .

This exhibits |〈F̂〉| = 0 and the order parameter has
the discrete hexagonal symmetry of the dihedral-6 group
D6 [61, 68, 69], illustrated in Fig. 5 using the spherical-

harmonics representation

Z(θ, φ) =

+3
∑

m=−3

Y3,m(θ, φ)ζm. (20)

In a biaxial-nematic spin-2 BEC, the related but simpler
dihedral-4 point-group symmetry already leads to highly
complex core structures of a half-quantum vortex [32].
As a result of the D6 symmetry, the spin-3 A-phase vor-
tices are also non-Abelian (i.e., the different topological
charges do not all commute), leading to the restricted
reconnection dynamics of vortices also predicted in the
cyclic and biaxial-nematic spin-2 phases [32, 70].

The A-phase D6 order parameter supports a half-
quantum vortex where the π winding of the conden-
sate phase is compensated by a π/3 spin rotation. This
is the simplest vortex that carries angular momentum
and could therefore be stabilized by rotation. Fig-
ure 5 shows the relaxed core structure of one out of
a pair of such half-quantum vortices in a condensate
with and without the DI corresponding to 52Cr, for
the case where any external magnetic field is negligible
(i.e., the spin precession is not assumed to be rapid).
We find that energy relaxation leads to the condensate
approaching the H-phase [61] on the singular line. A
representative H-phase order parameter can be writ-
ten ζ = (

√

(2 + F )/5, 0, 0, 0, 0,
√

(3− F )/5, 0)T , where

F = |〈F̂〉|. This phase exhibits a five-fold rotational
symmetry, shown in Fig. 5. The bottom left panel also
uses the spherical-harmonics representation, Eq. (20), to
illustrate the change of the order parameter form the
bulk A-phase to the vortex core. The H-phase further
exhibits a parameter-dependent condensate spin magni-
tude that is determined by energy relaxation. Here we
find |〈F̂〉| > 0 in the vortex core, which therefore breaks
the ground-state spin condition. The effects of DI are
then similar to the polar half-quantum vortex with FM
core in the spin-1 model (section IIIA 3), where increas-
ing DI leads to an increase in core size since the DI favors
the nonzero spin. In the spin-3 vortex, however, |〈F̂〉| is
not restricted to a particular value on the vortex line,
but is determined by energy relaxation and depends on
the interaction parameters. Comparing the stable vortex
cores, we find a slightly increased spin magnitude in the
presence of DI, illustrating the general principle that was
also demonstrated for the spin-1 dipolar BEC.

However, the presence of the DI is also reflected in the
internal spin texture of the vortex core, which is rem-
iniscent of the coreless vortex in Fig. 3. By the same
mechanism, the anisotropy of the DI here leads to the
formation of a spin texture across the vortex core that
approaches a tangential disgyration as shown in Fig. 5.
In a condensate where ξF , and therefore the vortex core,
is not small on the scale of experimental resolution, this
effect could be observed in experiment.
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FIG. 5. Top: Core structure of a singular half-quantum vortex
in the A-phase of a spin-3 BEC in the absence (left) and
presence (right) of DI corresponding to 52Cr. Color map (gray

scale) shows F = |〈F̂〉|, while cones show the spin vector 〈F̂〉
[the color (shade) of the cones indicates Fz). The panels show
a 2.4ℓ × 2.4ℓ region around the vortex line, which is stable
together with a second half-quantum vortex (not shown) in
a system rotating with frequency Ω = 0.43ω. The contact
interaction corresponds to 52Cr with Nc0 = 103

~ωℓ3. Bottom
left: Change of the order parameter symmetry showing the
transition from the A-phase bulk towards the H-phase in the
core when DI is present [background color map (gray scale)
shows F for reference]. Bottom right: Spherical-harmonics
representations of the A- and H-phase order parameters for
reference.

IV. CONCLUSIONS

We have demonstrated how DI can have several pro-
nounced effects on the internal structure of vortices in
spinor BECs, and determined and analyzed the stable
core structure of singular vortices in a spin-3 52Cr con-
densate. In addition to exhibiting relatively strong dipo-
lar interactions, the 52Cr interaction parameters predict
a ground-state order parameter exhibiting a hexagonal
point-group symmetry that makes it a candidate for ex-
perimental observation of non-Abelian vortices.

We used a spin-1 model system to analyze the under-
lying physical principles and established simple criteria
that determine the defect core structure in the presence
of DI. We have shown how a new characteristic length
scale arising from the DI adds to the hierarchy of healing
lengths to restrict the size of singular-vortex cores when
DI and s-wave scattering both favor the ground-state spin
condition (e.g., in the spin-1 FM phase), but can lead
to core enlargement when they compete, as in the spin-

1 polar phase. These dipolar effects arise from generic
properties of the interaction and the spinor system and
our results can therefore be expected to apply generally
across condensates of atoms with different atomic spin.
We have also shown how the spin ordering induced by

the anisotropy of the DI has several different manifesta-
tions in both singular and nonsingular vortices. These
include a nontrivial interaction dependence of the angu-
lar momentum carried by a coreless vortex, arising as a
result of competition between dipolar spin ordering and
rotation, as well as the deformation of a singular vortex
when the DI is modified by a sufficiently strong magnetic
field. The spin ordering can also give rise to internal spin
textures in the superfluid vortex cores with nonzero spin,
which are potentially observable in non-Abelian vortices
in 52Cr condensates. Similar studies of the effects of DI
could be extended beyond vortices to other more com-
plex defects and textures [56, 71, 72] in which case their
symmetries and stability properties could be altered.
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Appendix A: Explicit derivation of Fourier

Transforms

In numerical computations, it is convenient to calculate
DI contributions in Fourier space, where the convolution
integrals arising from the long-range nature of the DI be-
come a simple matter of multiplication of Fourier trans-
forms. However, the δ-function contribution to the mag-
netic dipole field and its absorption into the s-wave inter-
action introduces subtleties into the derivation of these
Fourier transforms. Here we first carefully derive the
Fourier transform of the magnetic dipole field, keeping
track of all contributions, and show how it yields Eq. (11)
after explicitly subtracting the contact-interaction part.
We then show how the Fourier transform is modified by
the introduction of a spherical long-range cut-off and also
indicate how the corresponding derivation is modified
when the DI is averaged over a rapid Larmor precession.
The magnetic field B(r) from a magnetic point dipole

m at the origin is given by [73]

B(r) =
µ0

4πr3
[3r̂(m · r̂)−m] +

2µ0

3
mδ(r), (A1)

where r̂ = r/r. We can write Eq. (A1) on tensor form as

Bα =
µ0

4π

∑

β

Bαβmβ , (A2)
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where

Bαβ(r) =
3r̂αr̂β − δαβ

r3
+

8

3
δαβδ(r). (A3)

The δ-function contribution to the field follows from
∫

δ

B d3r =
2µ0

3
m, (A4)

with the convention that the integral of the first term in
Eq. (A1) vanishes on any infinitesimal sphere δ surround-
ing the point dipole (integrating over angles first to make
the integral converge). In writing the dipolar Gross-
Pitaevskii Hamiltonian, Eq. (2), however, this contact-
interaction contribution is absorbed by the s-wave inter-
action, yielding an effective field

B
′(r) ≡ B(r)− 2µ0

3
mδ(r) (A5)

that corresponds to the tensor

Qαβ ≡ Bαβ − 8

3
δαβδ(r) =

3r̂αr̂β − δαβ
r3

, (A6)

appearing in Eqs. (8) and (9) and whose Fourier trans-
form is needed in Eq. (10).
In finding the Fourier transforms of B and Q we need to

ensure that the δ-function contribution and its subtrac-
tion are correctly accounted for. In order to compute the
Fourier transform, it is convenient to rewrite the dipole
field as

B =
µ0

4π
(m×∇)×∇

1

r
. (A7)

In the tensor notation, this corresponds to rewriting B as

Bαβ =
∑

γµν

ǫαγµǫγβν∂ν∂µ
1

r
, (A8)

where ǫαβγ is the fully antisymmetric Levi-Civita tensor.
It is straightforward to check that Eq. (A7) gives the cor-
rect field away from the origin [corresponding to the first
term of Eq. (A1)]. However, we now need to check that
the condition (A4) is satisfied. To do this, we first rewrite
the integral of B as a surface integral by rearranging the
cross products and using the divergence theorem:

I ≡
∫

δ

µ0

4π
(m×∇)×∇

1

r
d3r

= −
∫

∂δ

µ0

4π
r̂× (m×∇)

1

r
dS.

(A9)

Then using ∇(1/r) = r/r3 and writing dS =
r2d(cos θ)dφ in spherical coordinates, the integral be-

comes

I =
µ0

4π

∫

∂δ

r̂× (m× r̂) d(cos θ)dφ

=
µ0

4π

∫

∂δ

[−r̂(m · r̂) +m] d(cos θ)dφ,

=
2µ0

3
m,

(A10)

in agreement with Eq. (A4). We have thus verified that
Eqs. (A7) and (A8) correctly yield the magnetic dipole
field, Eq. (A1), including the δ-function contribution [74]
We can now proceed to find the Fourier transform of

the full magnetic dipole field as

B̃(k) =

∫

e−ik·r µ0

4π
(m×∇)×∇

1

r
d3r

= −µ0

k2
(m× k)× k,

(A11)

where we have first used the vector identity

∫

V

f(v×∇)×∇g d3r =

∫

V

g(v×∇)×∇f d3r, (A12)

and then find the remaining integral as

∫

e−ik·r−µr

r
d3r =

2π

ik

(

1

−ik − µ
− 1

ik − µ

)

µ→0−→ 4π

k2
,

(A13)

using the convergence factor µ, to yield the right-hand
side of Eq. (A11). Rewriting Eq. (A11) using vector iden-
tities we arrive at

B̃(k) = −µ0

[

k̂(m · k̂)−m

]

. (A14)

From the tensor notation B̃α(k) = [µ0/(4π)]
∑

β B̃αβmβ ,
it follows immediately that

B̃αβ(k) = −4π(k̂αk̂β − δαβ). (A15)

When the contact part of the interaction is absorbed by
the s-wave interaction, however, we need to consider in-
stead the Fourier transform of Eq. (A5), which is imme-
diately found from linearity as

B̃
′(k) = −µ0

3

[

3k̂(m · k̂)−m

]

. (A16)

Writing this in tensor notation such that B̃′
α(k) =

[µ0/(4π)]
∑

β Q̃αβmβ immediately yields Eq. (11).

It is common in the literature (see, e.g., Refs. [20, 58])
to arrive at Eq. (11), or its special case for aligned dipoles,
by ignoring the δ-function contribution in Eq. (A1), con-
sidering only B

′ and expressing Q in terms of spherical
harmonics as
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Q(r) = −
√

6π

5

1

r3











√

2
3Y2,0(r̂)− Y2,2(r̂)− Y2,−2(r̂) iY2,2(r̂)− iY2,−2(r̂) Y2,1(r̂)− Y2,−1(r̂)

iY2,2(r̂)− iY2,−2(r̂)
√

2
3Y2,0(r̂) + Y2,2(r̂) + Y2,−2(r̂) −iY2,1(r̂)− iY2,−1(r̂)

Y2,1(r̂)− Y2,−1(r̂) −iY2,1(r̂)− iY2,−1(r̂) −2
√

2
3Y2,0(r̂)











.

(A17)

One then makes use of the expansion of a plane wave in
terms of spherical harmonics to find

∫

e−ik·rYl,m(r̂) dΩ = 4π(−i)ljl(kr)Yl,m(k̂), (A18)

where jl is the spherical Bessel function of order l. The
radial integral

∫ ∞

0

j2(kr)

r3
r2dr =

∫ ∞

0

u2
(

1

u

d

du

)2
sinu

u

du

u
=

1

3
,

(A19)
where u = kr, can then be combined with Eqs. (A17)
and (A18) to find Eq. (11). Note, however, that this
derivation drops the contact term from the outset and the
Fourier integral is made to converge only by integrating
over angles first in Eq. (A18). Nevertheless, having now
established that the use of Eqs. (A18) and (A19) does in
fact give the correct result when the contact part of the
DI is absorbed in the s-wave interaction, this provides
a convenient way to include the long-range cut-off that
is necessary in numerical computations, as this affects
the Fourier integral only away from the origin. Then
truncating the DI at a radius R, Eq. (A19) becomes

∫ R

0

j2(kr)

r3
r2dr =

1

3
+
kR cos(kR)− sin(kR)

(kR)3
, (A20)

from which Eq. (12) follows immediately. This is the
immediate generalization of the spherical cut-off found
by Ronen et al [58] for aligned dipoles in a scalar BEC
to free dipoles.

Finally we consider the effective DI arising when the
interaction is averaged over the Larmor precession period
in the presence of a sufficiently strong magnetic field. We
can rewrite the corresponding tensor QL given by Eq. (13)

as

QL
αβ(r) =

Y2,0(r̂)

r3
3δzαδzβ − δαβ

2
, (A21)

and proceed as above. Then, from Eqs. (A18) and (A20),
Eq. (14) follows immediately.

Appendix B: Relative strength of DI

For our studies, we have employed a suitably simple
spin-1 model system to illustrate the physics arising from
DI. The DI coupling constant cd is then regarded as a
freely variable parameter. For physical atoms, however,
the atomic dipole moment, and therefore cd, is a fixed
quantity. In this Appendix we briefly outline how the
dipolar nonlinearity (as given in Fig. 1) can also be var-
ied within the same spin-1 model by adjusting trap pa-
rameters and scattering lengths.
The effective nonlinearities in the GPEs, expressed in

dimensionless units as in Fig. 1, scale with the number
of atoms N in the condensate and the trap frequency ω
as ∼ Nω1/2. Therfore the DI nonlinearity Ncd/(~ωℓ

3),
used in the figure, can be varied also for constant cd by
adjusting N and/or ω. We can illustrate this principle
using 87Rb as a particular example: Nc0 = 104~ωℓ3, in
Fig. 1 then corresponds to N ≃ 5 × 105 atoms in an
ω ≃ 2π × 10Hz trap, and the physical magnetic dipole
moment gives Ncd ≃ 4.2~ωℓ3. By doubling the atom
number to N = 106 and increasing the trap frequency to
ω ≃ 2π × 60Hz, we can reach Ncd ≃ 20~ωℓ3.

However, adjusting the trap parameters also scales the
contact-interaction nonlinearity Nc0/(~ωℓ

3). This can
be prevented by simultaneously suppressing the contact-
interaction coupling constant c0. The suppression may
be achieved using ac Stark shifts to access Feshbach reso-
nances for the s-wave scattering lengths without freezing
out the atomic spin [29, 55]. In the 87Rb example, the re-
quired suppression is on the order of a factor ∼ 5. Using
these techniques, a strongly dipolar BEC could also be
achieved using 85Rb where scattering lengths are tunable
across orders of magnitude [75].
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Gheorghe, and M. Möttönen, Nat. Phys. 12, 478 (2016).
[40] S. W. Seo, S. Kang, W. J. Kwon, and Y.-i. Shin,

Phys. Rev. Lett. 115, 015301 (2015).
[41] Y. Kawaguchi, H. Saito, and M. Ueda,

Phys. Rev. Lett. 98, 110406 (2007).
[42] Y. Kawaguchi, H. Saito, K. Kudo, and M. Ueda,

Phys. Rev. A 82, 043627 (2010).
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