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Climate change is a major threat for the 21st century and beyond as recognised by the world’s
governments who have funded the five assessments of the Intergovernmental Panel on Climate
Change (IPCC) and numerous special reports since the 1980s. These efforts have been
important in supporting global climate policy, culminating in the recent Paris Agreement on
reducing future greenhouse gas emissions. In contrast, adaptation happens on smaller scales
than climate mitigation and very different and more detailed information is required to support
such decisions. A number of regional and local assessments have been produced with these
issues in mind. As examples, in North America there have been several national assessments
of the implications of climate change as well as city level studies such as for New York. In
Europe there have been assessments at the EU scale such as the ACACIA and CLIMSAVE
projects, the Baltic Sea region, national assessments such as the Delta Commission in the
Netherlands, and city assessments such as for London and Hamburg.

The international North Sea Region Climate Change Assessment (NOSCCA) contributes
substantial new insight into these efforts for the greater North Sea Region, constituting the first
such assessment for this region. While North Sea societies have always faced climatic risk, the
challenges are growing due to human-induced climate change mainly forced by enhanced
greenhouse gas emissions, and often other significant non-climate drivers are in operation. At
the same time, the available knowledge of climate change and its implications has expanded
impressively over the past few decades. However, there is a challenge to synthesise and
communicate this information in accessible and useful forms. The present assessment rises to
these challenges to provide science-based information on climate change on the scale of
adaptation decision-makers.

The independent and voluntary assessment team come from across the North Sea region.
The component chapters have all been subject to extensive peer review and modification to
promote wide and inclusive perspectives. Collectively, the chapters address a range of issues
embracing climate science, ecosystems and socio-economics providing a unique integrated
perspective which can support decision-makers and policy development. The authorship and
editorship team are to be commended for their supreme efforts, establishing a platform for
further assessments and updates as needed. The approach is readily transferable and might be
transferred to other interested regions.

Robert J. Nicholls

Professor of Coastal Engineering

Review Editor for the North Sea Region Climate Change Assessment (NOSCCA)
University of Southampton, UK



Climate change impacts show wide regional variability; their strength, nature and evolution
depending on the principal features of the area in which they are occurring. To cope
responsibly with its impacts, decision-makers and authorities need sound information on the
specifics of climate change in their region. The science community would also benefit from a
comprehensive analysis of the state-of-knowledge on regional climate change and its effects.

The North Sea region is a precious natural and cultural environment and a major economic
entity within Europe. The North Sea is one of the world’s richest fishing grounds as well as
being one of the busiest seas with respect to marine traffic and its related infrastructure, oil and
gas extraction is also of high economic value. More recently the area has become a major site
for wind energy, with many large offshore wind farms. Climate change impacts are expected
to have profound effects on North Sea ecosystems and economic development. Despite its
importance, until now a comprehensive analysis of climate change and its impacts for the
region as a whole had not been attempted. Some nationally-focused studies with an emphasis
on climate change projections have been published in recent years, such as the UK Climate
Projections—Marine and Coastal Projections and the KNMI’14 Climate Scenarios for The
Netherlands to name but two examples,' and these have all been considered in the present
study.

A few years ago, inspired by our colleague Hans von Storch, we initiated an international
climate change assessment of the North Sea region. We adopted a similar approach to that
successfully employed for reviews of knowledge on climate change in the Baltic Sea basin,
published in 2008 and 2015.% This activity was named the North Sea Region Climate Change
Assessment—NOSCCA—and has involved around 200 climate scientists in different research
areas from all countries around the North Sea, as well as a few from more distant localities.
NOSCCA developed into an independent international initiative, with all scientists involved
contributing their time and effort on a voluntary basis as there was no extra funding available.

Present knowledge of climate change in the North Sea region has been evaluated mainly
using peer-reviewed publications on climate change in the physical systems and its effects on
land and marine systems. Two types of impact studies were envisaged: those concerning
specific ecosystems and those related to specific human activities causing degradation of the
environment.

After an introductory chapter on the North Sea region and its characteristics in terms of
geography, geology, hydrography, present-day climate and ecology, Part I describes the
climate change experienced over the past 200 years, described separately in each of three
chapters on the atmosphere, the North Sea and river flow. Part II examines projections of

lLowe, JA, Howard TP, Pardaens A, Tinker J, Holt J, Wakelin S, Milne G, Leake J, Wol J, Horsburgh K,
Reeder T, Jenkins G, Ridley J, Dye S, Bradley S. (2009) UK Climate Projections science report: Marine and
coastal projections. Met Office Hadley Centre, Exeter, UK; KNMI (2015): KNMI’14 climate scenarios for the
Netherlands; A guide for professionals in climate adaptation, KNMI, De Bilt, The Netherlands, 34 pp.

>The BACC Author Team (2008), Assessment of Climate Change for the Baltic Sea Basin. Regional Climate
Studies, Springer-Verlag, 473pp; The BACC II Author Team (2015) Second Assessment of Climate Change
for the Baltic Sea Basin, Regional Climate Studies, Springer, 501pp.
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future climate with separate chapters on the atmosphere, the North Sea, and river flow and
urban drainage. The impacts of recent and future climate change on marine, coastal, lake and
terrestrial ecosystems are presented in Part III. The report concludes with a consideration of
climate change impacts on socio-economic sectors, Part IV contains chapters on fisheries,
agricultural systems, offshore activities related to the energy sector, urban climate, air quality,
recreation, coastal protection and finally coastal management and governance. Important
background information is presented in five annexes to the report. An overall summary
containing key statements from the different chapters precedes the main body of the book.

Climate change and its impacts on ecosystems has received much attention for many years.
However, assessing the impacts of climate change on natural systems is far from straight-
forward. Environmental impacts resulting from non-climate drivers often make it very difficult
to clearly establish the specific effects of climate change, which are already hard to attribute
due to the difficulties of discriminating between natural variability and human interventions
and their potential interactions. As a result, for many of the topics addressed in this assess-
ment, other drivers have also been discussed, especially those that may mask potential climate
change signals. Strict detection and attribution has not been undertaken here, mainly due to the
lack of relevant published work. This could be the subject of a follow-up activity.

This assessment is a joint effort of 35 Lead Authors and a large group of contributing
authors, who were willing to share their knowledge on many different aspects of the North Sea
region and to contribute to compiling the different chapters. The process has been overseen by
an international Scientific Steering Committee; the members are listed in the section ‘About
NOSCCA’. A review phase involving a sovereign review editor and more than 60 external
reviewers was crucial to establishing an independent and scientifically sound product. All
authors worked without financial support for this book and were supported by their respective
institutions. We are extremely grateful for their contributions. Authors and reviewers are
acknowledged and listed by name on the following pages. The open access publication of this
report was made possible by funds provided by various institutions, which are listed in the
acknowledgements section.

We consider this assessment to be the most comprehensive study of climate change in the
North Sea region to date. It is hoped that NOSCCA will be of use to decision-makers in the
many countries surrounding the North Sea as well as to those who are responsible for planning
and implementing climate change adaptation in the region. We hope this assessment will
stimulate further monitoring and topical studies on climate change in this ecologically and
economically important region of Europe and as a result will increase the effectiveness of
decision-making at the local level.

Geesthacht, Germany Markus Quante
Franciscus Colijn

Preface



Book Production, Meetings, and Talks

A comprehensive and thorough assessment of climate change in the North Sea region would
not be possible without the tremendous effort of many experts analysing regional climate
change and its impacts and compiling dedicated topical chapters or reviewing manuscripts.
Therefore, our thanks go primarily to the lead authors and contributing authors, who through
excellent teamwork have produced the most comprehensive assessment of climate change in
the North Sea region to date. We also thank the many reviewers, whose work has been crucial
in ensuring the high scientific standard of this assessment report. Lead authors, contributing
authors and disclosed reviewers are listed by name and institution on the following pages.

The entire review process was defined and overseen by an independent review editor. We
are extremely grateful to Prof. Robert J. Nicholls of the University of Southampton, UK, for
taking on and so competently accomplishing this important function.

The NOSCCA initiative was advised and supported, throughout the entire process, by an
international Scientific Steering Committee (SSC), whose contributions are greatly appreci-
ated. The members of the SSC are introduced in the section ‘About NOSCCA’ of this front
matter.

Working efficiently with a large group of experts from many different institutes and
countries in Europe profits from face-to-face exchange. Therefore several meetings of
NOSCCA lead authors and members of the SSC were held during the writing and revision
phases. The support—including financial—of some of our colleagues is greatly appreciated.
Monika Breuch-Moritz of the Federal Maritime and Hydrographic Agency (BSH), Germany,
hosted the first meeting of the SSC in close proximity to Hamburg harbour. The initial
gathering of the NOSCCA lead authors together with the members of the SSC took place in
the Royal Netherlands Academy of Arts and Sciences in Amsterdam. This meeting was made
possible by Hein J.W. de Baar from the Royal Netherlands Institute for Sea Research and the
University of Groningen, The Netherlands. The second lead author meeting took place in the
Carlsberg Academy in Copenhagen, Denmark, and was arranged by Eigil Kaas of the Niels
Bohr Institute, Denmark. Jaap Kwadijk from Deltares, The Netherlands, arranged the third
lead author meeting at the Deltares subsidiary in Delft. The final lead author meeting took
place in the Chile House in Hamburg and was hosted by Daniela Jacob from the Climate
Service Centre Germany of the Helmholtz-Zentrum Geesthacht.

The various topics of the envisaged climate change assessment were introduced during our
meetings by invited keynote speakers. For their inspiring talks we thank Bas Amelung
(Wageningen University, The Netherlands), Peter Burkill (Plymouth University, UK), Jens
Hesselbjerg Christensen (Danish Meteorological Institute), Ken Drinkwater (Institute of
Marine Research, Norway), Kirstin Halsnees (Technical University of Denmark), Daniela
Jacob (Climate Service Centre Germany), Albert Klein Tank (Royal Netherlands Meteoro-
logical Institute), Jaap Kwadijk (Deltares, The Netherlands), John K. Pinnegar (Centre for
Environment, Fisheries and Aquaculture Science, UK), Marcus Reckermann (Baltic Earth),



Markku Rummukainen (Lund University, Sweden), Lesley Salt (Royal Netherlands Institute
for Sea Research), Corinna Schrum (University of Bergen, Norway, and Helmholtz-Zentrum
Geesthacht, Germany), Hendrik M. van Aken (Royal Netherlands Institute for Sea Research),
and Hans von Storch (Helmholtz-Zentrum Geesthacht, Germany).

Producing such an extensive book is not possible without the technical support of particular
individuals, to whom we are extremely grateful. Special thanks go to our colleague Ingeborg
Nohren; Ingeborg was deeply involved in technical editing, obtaining reproduction permis-
sions and improving most of the many graphics. Graphical expertise was also provided by
Beate Gardeike and Bianca Seth. Merja Helena Tolle, Marcus Lange, and Sabine Hartmann
supported us in coordinating NOSCCA during its initial phase. Sonke Rau helped formatting
the chapters. Insa Puchert conducted an actor analysis for the North Sea region. Thanks to Ina
Frings for maintaining the NOSCCA homepage.

Last but by no means least, we thank Carolyn Symon (UK) for professional language
editing and many useful editorial suggestions.

Reproduction Permission

As is inevitable for a review of this type, a great number of published figures and tables were
reprinted here. Every effort was made to obtain permission from the copyright holders. We
apologise for any inadvertent infringement of copyright that may still have occurred despite
our best efforts; if such a case is brought to our attention we will certainly rectify this in any
future reprint. We thank all copyright holders that granted reproduction permission free of
charge.

Open Access

To foster a wider outreach and to enhance the availability of our climate change review to
young researchers and students, it was recently decided to release the NOSCCA report as an
open access publication. This was made possible by shared funding with contributions pro-
vided by the following institutions and programmes: Cluster of Excellence ‘Integrated Climate
System Analysis and Prediction’ at the University of Hamburg (CLISAP; Germany), Danish
Meteorological Institute (DMI; Denmark), German Meteorological Service (DWD; Germany),
Met Office (UK), Royal Netherlands Meteorological Institute (KNMI; The Netherlands),
Swedish Meteorological and Hydrological Institute (SMHI; Sweden), Technical University of
Denmark (DTU; Denmark), University of Bergen (Norway), and the Library and Institute of
Coastal Research of the Helmholtz-Zentrum Geesthacht (Germany). Thank you very much for
the essential support at short notice.

We sincerely hope that we have not forgotten anyone. Thank you so much to all of you for
your tremendous effort and support, which together has made this assessment possible.

Geesthacht, Germany Markus Quante
Franciscus Colijn
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Ongoing and future anthropogenic climate change is widely recognised as a major scientific
and societal issue, with huge economic consequences. The North Sea and its adjacent land
areas is one of the major economic regions of the world and a place for settlement and
commerce for millions of people. Like many other areas, this region is already facing a
changing climate and projections indicate that impacts will become even stronger in the
coming decades.

Knowledge of climate change has increased massively over the past few decades, which
enables a more strategic response to climate-related risk. For example, the Intergovernmental
Panel on Climate Change (IPCC) has released a series of major climate change assessments;
the first in 1990 and the latest in 2013/2014. But although reliable information on the
characteristics and impacts of climate change at a regional scale is essential for scientists,
responsible authorities and stakeholders in the regions, it is arguably still limited. Even the
most recent IPCC assessment (ARS, published in 2013 and 2014) could not report the desired
level of detail for many regions of interest—including the North Sea.

In 2010, the Institute of Coastal Research of the Helmholtz-Zentrum Geesthacht in
Germany initiated a comprehensive climate change assessment for the Greater North Sea
region and adjacent land areas, referred to as the ‘North Sea Region Climate Change
Assessment’ (NOSCCA). The purpose of this assessment is to review and analyse the
scientifically legitimised knowledge of climate change and its impacts across the entire region.
The NOSCCA approach is similar in format to the IPCC approach and close to that of a
climate change assessment compiled for the Baltic Sea Basin (BACC).”

The challenges for NOSCCA as a full assessment of climate change in the North Sea region
were first to get access to the scattered information, second to render it comparable, and finally
to prepare an assessment of climate change based on the entire body of material. This synthesis
is based entirely on scientifically legitimate published work, with the emphasis on
peer-reviewed journal articles or book chapters wherever possible. Conference proceedings
and reports from scientific institutes and governmental agencies (such as meteorological
services or oceanographic centres) have also been evaluated. Reports from bodies with a
mainly non-scientific agenda were excluded. In cases where a clear consensus on a climate
change issue could not be found in the literature this is clearly stated and if appropriate
different views are reported or knowledge gaps highlighted.

The ‘North Sea region’ as envisaged in the NOSCCA context comprises the Greater North
Sea, as defined by OSPAR and the land domains of the bounding countries, which are part
of the catchment area and which have a coastline along the Greater North Sea. Thus the
Skagerrak, Kattegat and English Channel belong to the area of interest.

From the start, NOSCCA has been an independent international initiative involving
scientists from all countries in the region. NOSCCA authors are predominately from
universities and public research institutes. There was no special or external funding for
NOSCCA activities, all contributions were made on a voluntary basis and scientists relied on

3The BACC Author Team (2008), Assessment of Climate Change for the Baltic Sea Basin. Regional Climate
Studies, Springer-Verlag, 473pp; The BACC II Author Team (2015) Second Assessment of Climate Change
for the Baltic Sea Basin, Regional Climate Studies, Springer, 501pp.
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their institutional resources and support. Writing teams guided by Lead Authors compiled the
chapters. Lead Authors have played a crucial role in the overall process as they were
responsible for the respective writing teams and are responsible for the content as well as the
overall quality of their chapters. All climate change chapters were subject to independent
scientific review. NOSCCA cooperates with the International Council for the Exploration
of the Sea (ICES) and is a Land-Ocean Interactions in the Coastal Zone (LOICZ) affiliated
project, information exchange with the OSPAR Commission was agreed upon. The entire
process was coordinated by a team based at the Institute of Coastal Research at the
Helmholtz-Zentrum Geesthacht.

From initialisation to the final product, the NOSCCA process was overseen by an
international Scientific Steering Committee (SSC), whose members were selected to represent
the North Sea countries and a wide range of expertise relevant to marine and terrestrial climate
change. The role of the SSC was to formulate and determine the procedure leading to the final
assessment report and to outline the topics to be addressed. Another important responsibility
of the SCC was to select Lead Authors for the different chapters. The SSC was also involved
in initialising the external review process. The NOSCCA SSC members are Hein J.W. de Baar
(Royal Netherlands Institute for Sea Research and University of Groningen, The Netherlands),
Monika Breuch-Moritz (Federal Maritime and Hydrographic Agency, Hamburg, Germany),
Peter Burkill (Plymouth University, UK), Franciscus Colijn (Chair; Helmholtz-Zentrum
Geesthacht, Germany), Ken Drinkwater (Institute of Marine Research, Bergen, Norway),
Kevin Horsburgh (National Oceanography Centre, Liverpool, UK), Eigil Kaas (Niels Bohr
Institute, Copenhagen, Denmark), Albert M.G. Klein Tank (Royal Netherlands Meteorological
Institute, De Bilt, The Netherlands), Hartwig Kremer (United Nations Environment
Programme, Copenhagen, Denmark), Georges Pichot (Management Unit of the North Sea
Mathematical Models, Brussels, Belgium), Markus Quante (Helmholtz-Zentrum Geesthacht,
Germany), Hans von Storch (Helmholtz-Zentrum Geesthacht, Germany), Goéran Wallin
(University of Gothenburg, Sweden) and Karen Helen Wiltshire (Alfred Wegener Institute,
Bremerhaven, Germany).

To ensure an independent review process an external review editor was assigned, who is
not involved in any other NOSCCA activity. The renowned climate change scientist Professor
Robert J. Nicholls from the University of Southampton, Engineering and the Environment,
UK, kindly agreed to take on this task. The review editor defined the overall review process
and together with the SSC Chair, selected and invited the individual reviewers. The review
process was overseen and undertaken with the assistance of the NOSCCA coordination team.
Three independent reviewers, preferably from different countries were assigned to each
climate change chapter. Only the introductory chapter and the annexes were reviewed by
expert colleagues or authors of other chapters. The review editor had the final say in the case
of conflicting opinions.

The NOSCCA process began in October 2010, when the SSC was formed during a meeting
in Hamburg hosted by the Federal Maritime and Hydrographic Agency (BSH). The first
meeting of Lead Authors together with the members of the SSC took place at the Royal
Netherlands Academy of Arts and Sciences in Amsterdam in October 2011. The second Lead
Author meeting took place at the Carlsberg Academy in Copenhagen in October 2012, where
the Lead Authors agreed on the layout of the various chapters. The third Lead Author meeting
was held in June 2013 at Deltares in Delft. The NOSCCA review phase began in spring 2014,
and the external review was complete by the end of spring 2015. A final Lead Author meeting
was held in June 2015 at the Climate Service Centre Germany in Hamburg. Key findings of all
chapters were exchanged and discussed. All revised chapters were available by the end of
2015. All chapters were then subject to language editing before the final material was sent to
the publisher in spring 2016. The final text was published as a print and open access book in
summer 2016.

The NOSCCA initiative and process has been introduced at various meetings, symposia
and conferences. Together with the Baltic Earth consortium a joint BACC-NOSCCA session
Climate change and its impacts in the Baltic and North Sea regions: Observations and model
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projections was conducted during the European Geosciences Union General Assembly in
2015 and in 2016, where the first results were presented to the scientific public.

The assessment report comprises 19 chapters each allocated to one of four topical parts.
Five annexes complement the climate change chapters with background knowledge. The
assessment comprises past (the last 200 years) and current climate change, and climate change
projections to the end of the century for the North Sea, the atmosphere and river flows; impacts
of climate change on marine, coastal, and terrestrial ecosystems; and on socio-economic
sectors, such as fisheries, agricultural systems, recreation, offshore activities, urban climate, air
quality, coastal protection and coastal zone management. Long-term climate change was not
an extensive theme of the present report; a few aspects are covered in the section Geological
and Climatic Evolution of the North Sea Basin of the introductory chapter. Also detection and
attribution and adaptation measures were not dealt with in depth in this first assessment but
may be topics of follow-up activities. Concerning terminology, it should be noted that
NOSCCA essentially follows the IPCC definition of the term “Climate change”, and
“anthropogenic” is explicitly added to that term when human causes are attributable. “Climate
variability” is used, when referring to variations unrelated to anthropogenic influences.

The annexes cover the North Atlantic Oscillation (NAQO), climate model simulations for the
North Sea region, uncertainties in climate change projections, and emission scenarios for
climate projections. The final annex provides facts about the Greater North Sea Region and
geographical maps.

The NOSCCA report is written for a broad target readership ranging from scientists of
different disciplines to authorities, agencies, decision makers and stakeholders acting in the
North Sea region. It also aims to assist in the development of robust regional and local
adaptation strategies.

Markus Quante



The entire North Sea region is experiencing a changing climate and all available projections
suggest the region will exhibit a wide range of climate change impacts over the coming
decades. Among the robust results of this assessment are that the entire region is warming, and
that the warming is almost certain to continue throughout this century; also that sea level is
rising and will continue to rise at a rate close to the global average. Substantial natural
variability in the North Sea region (from annual to multi-decadal time scales) makes it
challenging to isolate regional climate change signals and impacts for some parameters. This is
the case both for the observational period and for regional climate change projections and
impact studies.

Projecting regional climate change and impacts for the North Sea region is currently limited
by the small number of regional coupled model runs available and the lack of consistent
downscaling approaches, both for marine and terrestrial impacts. The wide spread in results
from multi-model ensembles indicates the present uncertainty in the amplitude and spatial
pattern of the projected changes in sea level, temperature, salinity and primary production. For
moderate climate change, anthropogenic drivers such as changes in land use, agricultural
practice, river flow management or pollutant emissions are often more important for impacts
on ecosystems than climate change.

The NOSCCA key findings that follow are provided as short statements. Quantifying the
effects, changes or impacts has largely been avoided as this would require additional
annotations or geographical specification. The aim here is to provide a concise summary of the
major outcome of NOSCCA.

Recent Climate Change (Past 200 years)

Atmosphere

Temperature has increased everywhere in the North Sea region, especially in spring and in the
north. Due to the lower heat capacity of land, land temperatures rise much faster than sea
temperatures. The imbalance between the two is now nearly half a degree. Linear trends in the
annual mean land temperature anomalies are about 0.17 °C per decade (for the period 1950-
2010) and about 0.39 °C per decade (for the period 1980-2010). Generally, more warm and
fewer cold extremes are observed.

There are indications that the persistence (duration) of circulation types has increased, with
the consequence that ‘atmospheric blocking’ has become more frequent, thus contributing to
the observation that extremes have become ‘more extreme’. It is unclear how this is related to
the decline in Arctic sea ice.

An observed north-eastward shift in storm tracks agrees with projections from climate
models forced by increased greenhouse gas concentrations. This is a new phenomenon that has
not been observed before.

While the number of deep cyclones (but not the number of all cyclones) has increased,
whether storminess as a whole has increased cannot be determined: although reanalyses show
an increase in storminess over time, observations do not. Variability from decade to decade is
large, and clear trends cannot be identified. Furthermore, reanalyses can suffer from
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homogeneity issues and observations from errors made during digitization, emphasising the
need for a manual quality check for the latter.

Overall, precipitation has increased in the northern North Sea region and decreased in the
south, summers have become warmer and drier and winters have become wetter. Heavy
precipitation events have become more extreme.

North Sea

There is strong evidence of surface warming in the North Sea especially since the 1980s.
Warming is greatest in the south-east, exceeding 1 °C since the end of the 19th century.

Absolute mean sea level in the North Sea rose by about 1.6 mm/year over the past 100-120
years, comparable with the global rise. Extreme levels rose primarily because of this rise in
mean sea level.

The North Sea is a sink for atmospheric carbon dioxide (CO,); uptake declined over the last
decade owing to lower pH and higher temperatures.

Short-term variations in all variables (including sea-surface temperature and sea level)
exceed climate-related changes over the past two centuries. This is especially true for salinity,
currents (varying with tides, winds, and seasonal density), waves, storm surges and suspended
particulate matter (varying with currents, river inputs and seasonal stratification).

Coastal erosion is extensive but irregular and some coastlines are accreting. Evidence for a
link to climate change has not yet been established.

River Flow

Rivers draining into the North Sea show considerable interannual and decadal variability in
annual discharge. In northern areas this is closely associated with variation in the North
Atlantic Oscillation, particularly in winter.

Discharge to the North Sea in winter appears to be increasing, but there is little evidence of
a widespread trend in summer inflow. Higher winter temperatures appear to have led to higher
winter flows, as winter precipitation increasingly falls as rain rather than snow.

To date, no significant trends in response to climate change are apparent for most of the
individual rivers discharging into the North Sea.

Future Climate Change

Atmosphere

A marked mean warming of 1.7-3.2 °C is projected for the end of the 21st century (2071-
2100, with respect to 1971-2000) for different scenarios (RCP4.5 and RCP8.5, respectively),
with stronger warming in winter than in summer and relatively strong warming over southern
Norway. The overall warming is accompanied by intensified extremes related to daily
maximum temperature and reduced extremes related to daily minimum temperature, both in
terms of strength and frequency.

Simulations project marked future changes in some aspects of the large-scale circulation
over the Atlantic-European region, of which the North Sea region is part.

Changes in the storm track with increased cyclone density over western Europe in winter
and reduced cyclone density on the southern flank of the storm track over western Europe in
summer are projected to occur towards the end of the 21st century.

A general tendency for more frequent strong westerly winds and for less frequent easterly
winds in the central North Sea as well as in the German Bight in the course of the 21st century
was projected using SRES A1B and SRES B1 scenarios.

Projections suggest an increase in mean precipitation during the cold season and a
reduction during the warm season for the period 2071-2100 relative to 1971-2000, as well as
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a pronounced increase in the intensity of heavy daily precipitation events, particularly in
winter and a considerable increase in the intensity of extreme hourly precipitation in summer.

North Sea

Consistent results are found for projections regarding a warming of the surface water to the
end of the century (about 1-3 °C; AI1B scenario). Exact numbers are not given due to
differences in spatial averaging and reference periods from published studies.

Coherent findings from published climate change impact studies include an overall rise in
sea level, an increase in ocean acidification and a decrease in primary production.

Larger uncertainties exist for projected changes in salinity, mostly a freshening was
reported, but contrasting signals were also projected. Uncertainties for projected changes in
extreme sea level and waves are large.

Model studies reveal large uncertainties in future changes in net primary production with
decreases ranging from 1 to 36 % (and not statistically significant across all parts of the North
Sea region).

Substantial natural variability in the North Sea region from annual to multi-decadal time
scales is a particular challenge for isolating and projecting regional climate change impacts.
Separating natural variations and regional climate change impacts is a remaining task for the
North Sea.

River Flows and Urban Drainage

Increased hydrological risks due to more intense hydrological extremes in the North Sea
region such as flooding along rivers, droughts and water scarcity, are projected by climate
models and are of socio-economic importance for the region. Risk is particularly enhanced in
winter due to increases in the volume and intensity of precipitation.

Models project that peak flow in many rivers may be up to 30 % higher by 2100, and in
some rivers even higher.

The impacts projected lead both to opportunities and challenges in water management,
agricultural practices, biodiversity and aquatic ecosystems.

The exposure and vulnerability of cities in the North Sea region to changes in extreme
hydrometeorological and hydrological conditions are expected to increase due to greater urban
land take, rising urban population growth, a concentration of population in cities and an aging
population. Business-as-usual approaches are no longer feasible for these cities.

Impacts of Recent and Future Climate Change on Ecosystems

Marine Ecosystems

The marine ecosystem of the North Sea is highly productive, intensively exploited and
well-studied. The changing North Sea environment is affecting biological processes and
organisation at all scales, including the physiology, reproduction, growth, survival, behaviour
and transport of individuals. The distribution, dynamics and evolution of populations and
trophic structure are also affected.

Long-term knowledge and exploitation of the North Sea indicates that climate affects
marine biota in complex ways. Climate change influences the distribution of all taxa, but other
factors (fishing, biological interactions) are also important.

The distribution and abundance of many species have changed. Warmer water species have
become more abundant and species richness (biodiversity) has increased. This will have
consequences for sustainable levels of harvesting and other ecosystem services in the future.
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Coastal Ecosystems

Accelerated sea-level rise, changes in the wave climate and storms may result in a narrowing
of dunes and salt marshes where they cannot spread inland, particularly in the case of a narrow
and steep foreshore. The relative importance of accelerated sea-level rise, changes in the wave
climate, storms, and local sediment availability and their interactions are poorly understood.
Human impacts on geomorphology and sediment transport interact with the potential impacts
of climate change.

Estuaries and most mainland marshes will survive sea-level rise. Back-barrier salt marshes
with lower suspended sediment concentrations and tidal ranges may be more vulnerable.
Depressions away from salt-marsh edges and creeks on back-barrier marshes may be at
particular risk.

Plant and animal communities can suffer habitat loss in dunes and salt marshes through
high wave energy. Natural succession, and management practices such as grazing and mowing
have a strong impact. Minor storm floodings in spring negatively affect breeding birds.
Invasive species may change competitive interactions.

Plant and animal communities are affected by changes in temperature and precipitation and
by atmospheric deposition of nitrogen. Their interactions result in faster growth of competitive
species. Increased plant production may cause losses of slow-growing and low-statured plant
species.

Lake Ecosystems

The North Sea region contains a vast number of lakes. These freshwaters and the biota they
contain are highly vulnerable to climate change.

Lakes in the North Sea region have experienced a range of physical, chemical and
biological changes due to climatic drivers over past decades. Lake temperatures have
increased, ice-cover duration has decreased and major changes have occurred in the fluxes of
dissolved organic matter and key elements such as nitrogen, phosphorus, silicate, iron and
calcium.

Together, all physical and chemical changes have had a profound impact on the biota from
algae to fish and biodiversity, and these impacts are predicted to proceed and intensify in the
future.

Terrestrial Ecosystems

There is strong empirical evidence of changes in phenology in many plant and animal taxa and
northward range expansions of mobile thermophilous animals.

There is limited empirical evidence of climate-induced changes in vegetation patterns and
ecosystem processes (carbon cycling) in terrestrial ecosystems. Predictions concerning
vegetation patterns and ecosystem processes are almost exclusively based on modelling
approaches.

Climate change projections and impact studies suggest a northward shift in vegetation
zones, enhanced carbon release from soils, and increased export of dissolved organic carbon to
aquatic ecosystems.

Future climate change is likely to increase net primary production in the North Sea region
due to warmer conditions and longer growing seasons, as long as future climate change is
moderate and summer precipitation does not decrease as strongly as projected in some of the
more extreme climate scenarios. The physiological effects of increasing atmospheric CO,
levels and increasing N-mineralisation in the soil may also play a significant role, but to an as
yet uncertain extent.
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Climate Change Impacts on Socio-economic Sectors

Fisheries

North Sea fisheries may be impacted by climate change in various ways. Consequences of
rapid temperature rise are already being felt in terms of shifts in species distribution and
variability in stock recruitment.

Although an expanding body of research exists on this topic, there are still many
knowledge gaps, especially with regard to understanding how fishing fleets themselves might
be impacted by underlying biological changes and what this might mean for regional
economies.

It is clear that fish communities and the fisheries that target them will almost certainly be
very different in 50 or 100 years from now and that management and governance will need to
adapt accordingly.

Agricultural Systems

Climate change impacts on agricultural production will vary across the North Sea region, both
in terms of crops grown and yields obtained. Increased productivity and wider scope of crops
is expected for northern areas. Larger risks of summer drought and associated effects will be a
challenge in southern parts. In general, more extreme weather events may severely disrupt
crop production.

Given adequate water and nutrient supply, a doubling of atmospheric CO, concentration
could lead to yield increases of 20-40 % for most crops grown in the North Sea region.

Increased risks of nutrient (nitrogen and phosphorus) loadings from agricultural land to
aquatic systems are likely with projected climate change.

The challenge in the North Sea region will be to ensure sustainable growth in agricultural
production without negatively affecting the environment and natural resources.

Offshore Activities/Energy

There is no doubt that energy systems and offshore activities in the North Sea region will be
impacted by climate change.

While most studies suggest an increase in hydropower potential, climate projections are
highly uncertain regarding how much the future potential of other renewable energy sources
such as wind, solar, terrestrial biomass, or emerging technologies like wave, tidal or marine
biomass could be affected, positively or negatively.

Both offshore and onshore activities in the North Sea region (of which offshore wind, oil
and gas dominate) are highly vulnerable to extreme weather events, in terms of extreme wave
heights, storms and storm surges.

Urban Climate

About 80 % of the population within the North Sea countries lives in an urban area and this
percentage is projected to rise. Some larger metropolitan areas in the region are generally
located in low altitude areas. This is especially true for the urban areas of the Netherlands
(Amsterdam, Rotterdam, The Hague and Utrecht), as well as for Antwerp, London and
Hamburg.

There are indications that climate change in the North Sea region, potentially affecting
urban climate and thus the health and welfare of city dwellers, is now apparent and includes
drier and warmer summers, more intense precipitation, sea-level rise and hinterland flooding.
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Cities must adapt to climate change. Despite broad similarities between urban areas, in
terms of mitigation and adaptation to climate change there are large location-specific
differences with regard to city planning needs. As cities themselves strongly contribute to
greenhouse gas emissions, there is an opportunity for them to change both simultaneously:
adapting to and mitigating climate change.

Air Quality

In the North Sea region, poor air quality has serious implications for human health and the
related societal costs are considerable.

The effects on air quality of emission changes since preindustrial times are stronger than the
effects of climate change. Model simulations suggest this is also the case for future air quality
in the region, but substantial variation between model results implies considerable uncertainty.

If the reductions in air pollutant emissions expected through increasingly stringent policy
measures are not achieved, any increase in the severity or frequency of heat waves may have
severe consequences for air quality.

Recreation

Sea-level rise, coastal erosion and storms can destroy coastal infrastructure and alter coastal
landscapes. Rebuild costs and a decline in tourism revenue can have significant economic
impacts. Nevertheless, tourism in the North Sea area is expected to profit from rising
temperatures, lower summer precipitation and a longer season. Destination attractiveness is
largely determined by thermal environmental assets. However, landscape changes, natural and
man-made, such as reduced beach width and higher sea walls, may decrease destination
appeal.

Tourists are unlikely to change travel behaviour. Coping with climate change and its effects
will require changes in government policy and innovative approaches from tourism suppliers.
Investment cycles should be made on a long-term basis.

Coastal Protection

All countries around the North Sea with coastal areas vulnerable to flooding due to storm
surges are ready to take up the challenges expected to occur as a consequence of climate
change. Scenarios of accelerating sea-level rise leading to sea levels by 2100 of up to 1 m or
more above present day, in some countries accompanied by increased storm surge set-up and
wave energy, have been used as a basis for evaluation and planning of the adaptation of
coastal protection strategies and schemes.

Coastal protection strategies differ widely from country to country, not only in terms of
distinct geographical boundary conditions but also in terms of the length of planning periods,
the amount of regulations and budgeting.

All countries, except Denmark and the UK, which allow coastal retreat at some stretches
of their coasts, aim at keeping the current protection line in place to protect the hinterland.
Combatting coastal erosion by nourishments is currently the most effective solution used for
sandy coastlines and will continue to be a major tool for balancing climate change impacts in
these environments.

Coastal Management and Governance

Broadly shared assessments of the urgency of adaptation are hampered by the difficulty of
identifying the climate-driven component of observed change in the coastal zone. Due to
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uncertainty about the extent and timing of climate-driven impacts, current adaptation plans
focus on no-regret measures.

The most considered no-regret measures in the North Sea countries are spatial planning in
the coastal zone (set-back lines), coastal nourishment, reinforcement of existing protection
structures and wetland restoration including managed realignment schemes.

In Germany, the Netherlands and Belgium coastal adaptation is steered by national and
regional programmes and plans. The UK and the Scandinavian countries pursue active public
involvement by transferring adaptation responsibilities to private stakeholders and partnerships.

The NOSCCA Author Team
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Abstract

This scene-setting chapter provides the basis for the climate change-related assessments
presented in later chapters of this book. It opens with an overview of the geography,
demography and major human activities of the North Sea and its boundary countries. This
is followed by a series of sections describing the geological and climatic evolution of the
North Sea basin, the topography and hydrography of the North Sea (i.e. boundary forcing;
thermohaline, wind-driven and tidally-driven regimes; and transport processes), and its
current atmospheric climate (focussing on circulation, wind, temperature, precipitation,
radiation and cloud cover). This physical description is followed by a review of North Sea
ecosystems. Marine and coastal ecosystems are addressed in terms of ecological habitats,
ecological dynamics, and human-induced stresses representing a threat (i.e. eutrophication,
harmful algal blooms, offshore oil and gas, renewable energy, fisheries, contaminants,
tourism, ports, non-indigenous species and climate change). Terrestrial coastal range
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vegetation is addressed in terms of natural vegetation (salt marshes, dunes, moors/bogs,
tundra and alpine vegetation, and forests), semi-natural vegetation (heathlands and
grasslands), agricultural areas and artificial surfaces.

1.1 Introduction

To provide a sound basis for the climate change related
assessments presented in later chapters of this book, this
introduction to the North Sea region reviews both the natural
features of the region and the human-related aspects. This
overview includes a comprehensive description of North Sea
hydrography, the current climate of the region, and the
various marine and coastal ecosystems. The depth to which
these topics can be addressed in this introductory chapter is
limited, so additional reference material is provided in
Annex 5 to this report. To date, there are few sources that
cover the North Sea region as a whole and that address
natural, social, and economic issues. Notable among those
that are available are the OSPAR Quality Status Report for
the Greater North Sea Region (OSPAR 2000) and a char-
acterisation of the North Sea Large Marine Ecosystem by
McGlade (2002). Comprehensive reviews of North Sea
physical oceanography are provided by Otto et al. (1990),
Rodhe (1998) and Charnock et al. (1994, reprinted 2012),
and of physical-chemical-biological interaction processes
within the North Sea by Rodhe et al. (2006) and Emeis et al.
(2015).

1.2 North Sea and Bounding Countries—

A General Overview

Markus Quante, Franciscus Colijn, Horst Sterr

1.2.1 Geography of the Region

The North Sea region is situated just north of the boundary
(~50°N) between the warm and cool temperate biogeo-
graphic regions, classified from north to south as Alpine
North, Boreal, Atlantic North, Nemoral, and Atlantic Central
(Metzger et al. 2005). The North Sea is a semi-enclosed
marginal sea of the North Atlantic Ocean situated on the
north-west European shelf. It opens widely into the Atlantic
Ocean at its northern extreme and has a smaller opening to
the Atlantic Ocean via the Dover Strait and English Channel
in the south-west. To the east there is a connection with the
Baltic Sea. The transition zone between the North Sea and
Baltic Sea is located in a sea area between the Skagerrak and
the Danish Straits, named the Kattegat. The continental

bounding of the North Sea is well defined by the coastlines
of the United Kingdom (Scotland and England) in the west,
southern Norway, southern Sweden and Denmark (Jutland)
in the east and Germany, the Netherlands, Belgium and
France in the south (Fig. 1.1). The ‘North Sea region’ as
defined in the NOSCCA context comprises the Greater
North Sea and the land domains of the bounding countries,
which form part of the catchment area. There are countries in
the North Sea catchment area without a coastline, namely
Liechtenstein, Luxembourg and larger parts of Switzerland
and the Czech Republic. These countries are outside the
scope of this assessment. A more formal definition of the
boundary to the Atlantic Ocean may follow the interna-
tionally accepted setting proposed by the OSPAR Com-
mission, where the western boundary of the so-called
Greater North Sea (i.e. OSPAR Region II) is marked by the
5°W meridian and the northern boundary by the imaginary
line along 62°N (OSPAR 2000). This definition encloses the
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Fig. 1.1 North Sea region (map produced using Ocean Data View)
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entire English Channel in the west. In the east, the Skagerrak
and Kattegat are considered by OSPAR to be part of the
Greater North Sea. Overall, the North Sea extends about
900 km in the north-south direction and about 500 km in the
east-west direction. Including all its estuaries and fjords the
Greater North Sea spans a surface area of about
750,000 km?, the estimated water volume amounts to
94,000 km> (OSPAR 2000).

1.2.1.1 Catchment Area and Freshwater Supply

The total catchment area of the North Sea is about
850,000 km?. Major rivers discharging freshwater into the
North Sea are the Forth, Humber, Thames, Seine, Meuse,
Scheldt, Rhine/Waal, Ems, Weser, Elbe, and Glomma. Some
of these rivers form larger estuaries such as the Weser and
Elbe in the German Bight and the Thames and Humber at the
English east coast, while the mouth of the
Rhine-Meuse-Scheldt system is more delta-like. The annual
input of freshwater from all rivers is highly variable and
within the range 295-355 km®, with melt water from Nor-
way and Sweden contributing about one third (OSPAR
2000). River runoff to the North Sea is considerably less than
the freshwater input from the Baltic Sea. When runoff to the
Danish Belts and Sounds is excluded, the net freshwater
supply to the Baltic Sea is typically around 445 km> year™'
(Bergstrom 2001). Overall, the salinity of Baltic Sea water is
much lower than that of the North Sea. In the Kattegat,
brackish water enters the North Sea in a surface flow with a
counter flow of salty and oxygen-rich water to the Baltic Sea
at depth (see Sect. 1.4.2). Total river runoff to the Baltic Sea
is a good marker for the lower bound of freshwater delivered
to the North Sea, since precipitation over the Baltic Proper is
on average higher than evaporation, typically by about 10—
20 % (e.g. Omstedt et al. 2004; Leppédranta and Myrberg
2009). According to Omstedt et al. (2004) the net outflow to
the North Sea, excluding the Kattegat and Belt Sea water
budget, is around 15,500 m>s! (or 488 km?> yearfl) with

an interannual variability of £5000 m® s~".

1.2.1.2 Coastal Types

The coasts of the North Sea display a large variety of
landscapes, among the largest in the world. They vary from
mountainous coasts interspersed by fjords and cliffs with
pebble beaches to low cliffs with valleys and sandy beaches
with dunes. There is a broad contrast between the northern
North Sea coasts and the southern North Sea coasts; while
the northern coasts are more mountainous and rocky the
southern coasts are often sandy or muddy. This reflects
regional differences in geology, glaciation history and ver-
tical tectonic movements. The northern coastlines have
experienced isostatic vertical uplift since the disappearance
of the huge ice masses after the Weichselian glaciation (see
Sect. 1.3.1).

The following description of the North Sea coastlines
uses the morphological characterisation of the coastal land-
scapes by Sterr (2003). It should also be noted that the North
Sea coast of the UK has been well documented in a set of
dedicated volumes prepared by the UK Joint Nature Con-
servation Committee (Doody et al. 1993; Barne et al. 1995a,
b, 19964, b, ¢, 1997a, b, c, 1998a, b).

Starting in the northwest, the coasts of the Shetland and
Orkney Islands and northern Scotland are mountainous
showing a morphologically strongly structured rocky
appearance. The area has a rugged and open character and
predominantly comprises cliffed landscapes. The rocks of
this region include some of the oldest in Great Britain.

The coasts of southern Scotland and northern England
also feature cliffs of various sizes, which were shaped by
several glaciation events and erosion. But in contrast to the
northern part of Scotland, this region has a much gentler
topography. Pebble beaches and intersections by river val-
leys are typical of this coastal region. The Firth of Tay and
Firth of Forth are the most prominent features along the
coastline; the latter being one of the major UK estuaries. The
coast of northern England has fewer bays, headlands or
estuaries compared to that of southern Scotland. Neverthe-
less it is still varied with cliffs alternating with stretches of
lower relief.

The southern North Sea coast of the UK including the
Humber and Thames estuaries comprises low-lying land that
alternates with soft glacial rock cliffs. This makes it vul-
nerable to flooding and coastal erosion, and almost all of the
open coast has some form of man-made defence along it
(Leggett et al. 1999). Embedded in this area is a large
indentation called the Wash—effectively a large bay into
which four mid-sized rivers discharge. Most parts of the
Wash are shallow and several large mudflats and sand flats
are exposed at low tide. Much of the English Channel coast
comprises cliffs, of both soft and harder rock. This results in
a varied landscape with all the major coastal geomorpho-
logical structure types present. In the south-western segment
the coast is punctuated by many narrow, steep-sided estu-
aries, with the River Exe the only typical coastal plain
estuary in this region.

On the southern side of the North Sea especially between
the Belgian lowland and the northern tip of Jutland an
extended shallow coast has formed. The natural coastline of
this region was strongly modified by storm floods during
medieval times and has now changed considerably with the
development of towns and harbours, land reclamation pro-
jects and coastal protection structures. The south-eastern
North Sea coast of France, Belgium and the Netherlands is
characterised by coastal dunes, sandy beaches and often a
gentle shoreface. In the Delta area of the south-western
Netherlands the straight coastline is interrupted by a com-
plex of larger estuaries and tidal basins (Lahousse et al.
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Fig. 1.2 Examples of the different types of coastline around the North
Sea: cliff coast near St Andrews, Scotland (a), sandy beaches and dunes
in Jutland, Denmark (b), tidal flats of the Wadden Sea, Germany (c),

1993). Some of these estuaries were closed in recent times.
The subsequent Dutch coast, between Hoek van Holland and
Den Helder is characterised by an uninterrupted coastal
barrier with high dunes.

The Wadden Sea and barrier islands characterise the coast
between the IJsselmeer in the Netherlands and the Bla-
vandshuk peninsula Skallingen in Denmark. The Wadden
Sea comprises a shallow body of water with tidal sand- and
mudflats, which cover over two-thirds of the area, as well as
salt marshes and other wetlands. The morphology of the
Wadden Sea was described by Ehlers and Kunz (1993). It
has the world’s largest continuous belt of bare tidal flats,
which are partially sheltered by a sandy barrier (Reise et al.
2010; Kabat et al. 2012). In 2009, the Wadden Sea was
added to the UNESCO World Heritage List.

The West- and East Frisian barrier islands in front of the
Dutch coast and the coast of lower Saxony in Germany are
basically sandy dune islands and form an entity with the

Norwegian fjord (d). Photo copyright T. Stojanovic (a), M. Quante (b,
d), M. Stock (c¢)

Wadden Sea and adjacent beaches of the mainland. Further
north, the North Frisian and Danish islands have a different
origin; they were originally parts of the mainland, their cores
comprising glacial till from the Saalian Glaciation. Follow-
ing Holocene sea-level rise, a north-south-trending barrier
was formed from these islands, which fostered moorland
growth and sheltered the mainland from medieval storm
floods. Later, this segment suffered massive land losses
during several disastrous medieval storm floods.

At the Danish west coast of Jutland large coastal dune
areas have formed, some reaching several kilometres inland.
There are no major estuaries along that coast and spits
shelter former bays from the open sea. Overall, the graded
shorelines of Jutland are similar in character to those in
Belgium and the central part of the Netherlands.

In Sweden and in southern Norway up to Stavanger the
typical skerry coasts are found, while the Norwegian
coastline further north is mountainous and often dissected by
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deep fjords. The Norwegian and Swedish mainland is shel-
tered from the open ocean by a more or less continuous
archipelago. Overall, the Swedish and Norwegian coast is
strongly structured and dissected leading to a distinct inter-
leaving of land and sea. The images in Fig. 1.2 show the
diverse character of the different parts of the North Sea coast.

1.2.1.3 Demography
The North Sea plays a key role in one of the world’s major
economic regions, it is a place for settlement and commerce
for millions of people and thus parts of its coastal area are
densely populated. Establishing the overall population of the
North Sea region without a strict geographical definition of
the enclosed area is not straight forward. About 185 million
people live within its catchment area (OSPAR 2000), which
includes landlocked countries such as Liechtenstein, Lux-
embourg and larger parts of Switzerland and the Czech
Republic. Although about 168 million people live within the
catchments of countries bordering the North Sea, many
probably consider they have no direct relation to the North
Sea. Because a clear distinction between coastal zones and
inland areas is difficult to perceive, to estimate population
size for the North Sea region it may be more appropriate to
include only those inhabitants whose daily living or eco-
nomic activities are linked with the sea. The coastal regions
as defined by the European Union (Eurostat 2011) could
serve as a starting point for such a census. Here, a coastal
region is a statistical region defined at NUTS level 3 (district
level) that has a coastline or more than half of its population
living within 50 km of the sea. According to Eurostat (2011)
in 2008 about 205 million people lived in the coastal regions
of the EU, of which 20.6 % or about 42 million lived in the
North Sea maritime basin as defined by the EU (which
excludes the Dover Strait, English Channel and Norwegian
coast). Adding the number of people living in the relevant
districts on both sides of the English Channel and the Dover
Strait (about 18 million in 2008 according to Eurostat
NUTS3) and an estimated 2.5 million Norwegians, it may be
concluded that roughly 70 million people live in the North
Sea region and use the coastline and marine environment in
a number of ways. This estimate is reasonably close to an
earlier estimate of 50 million people reported by Siinder-
mann and Pohlmann (2011) and compiled in connection
with the SYCON project (Siindermann et al. 2001a).
Population density varies widely around the North Sea,
and is highest along the southern coast and lowest along the
eastern coast. Heavily populated areas are found in the river
basins of the Elbe, Weser, Rhine, Meuse, Scheldt, Seine,
Thames, and Humber. The regions showing the highest
population densities, with maxima exceeding 1000 inhabi-
tants km~ are found near the coast in the Netherlands and
Belgium. In contrast, densities of less than 50 inhabitants
km 2 are common along the coasts of Norway and Scotland.

Four different types of region can be distinguished with
respect to population density: the Netherlands and Belgium
with very high density (>300 inhabitants km2), the UK and
Germany with high density (>200 inhabitants km™2), France
and Denmark with medium density (>100-200 inhabitants
km?), and Sweden and Norway with low density (<50
inhabitants km_z). Along the North Sea coastline, the
highest crude rates of population growth in recent years were
in the English, Belgian and Dutch regions (Eurostat 2011).

Several large cities or agglomerations are situated in the
North Sea region. In 2009, about 64 % of the population of
EU coastal regions bordering the North Sea lived in pre-
dominantly urbanised areas (Eurostat 2011). Greater London
with an official population of more than 8 million in 2012 is
by far the most populous municipality, with the overall
London metropolitan area having an estimated population of
12 to 14 million. Other large cities are Hamburg (1.77
million; metropolitan area 4.3 million), Amsterdam (0.75
million; metropolitan area 2.2 million), Oslo (0.61 million;
metropolitan area 1.9 million), Rotterdam (0.58 million;
metropolitan area 1.2 million), Bremen (0.55 million),
Gothenburg (0.51 million), Edinburgh (0.48 million), The
Hague (0.47 million), and Antwerp (0.47 million). In the
Netherlands, the Randstad—a megalopolis comprising the
four largest Dutch cities (Amsterdam, Rotterdam, The
Hague and Utrecht) and the surrounding areas, including
several midsize towns such as Haarlem, Delft, Leiden and
Zoetermeer—has a population of 7.1 million and forms one
of the largest conurbations in Europe. Another agglomera-
tion has developed in northern England around the city of
Newcastle; the Tyne and Wear City Region has more than
1.6 million inhabitants.

1.2.2 Major Human and Economic Activities
The North Sea region is a major economic entity within
Europe and a very busy marine area with respect to human
activities. The importance of the North Sea is determined by
its geographic position off north-western Europe and the
economic status of its surrounding countries. Its importance
depends primarily on its transport function with several
important harbours located on the North Sea coasts. This
section provides only a few very general statements on
coastal industries and agriculture in north-western Europe
since detailed information on these sectors can be found in
geography textbooks, such as that by Blouet (2012).
Various types of industry are established along the North
Sea coasts, including metal and metal processing, chemicals,
oil refineries, and shipbuilding, and these are mainly clus-
tered in specific geographic locations. In the UK the coastal
industries are found near the estuaries of the rivers Thames,
Tyne, Tees and in the Firth of Forth as well as in the



Southampton area. On the French Channel coast industrial
activities are concentrated in the Calais-Dunkerque region
and around the Seine estuary. In Belgium the coastal
industry is chiefly found in the Antwerp area near the
Scheldt estuary. The estuaries of the Scheldt, Meuse and
Rhine and the greater Amsterdam area are the major
industrial regions in the Netherlands. German coastal
industries are concentrated near the banks of the rivers Elbe,
Weser, Ems and Jade. At the North Sea coast of Denmark,
some industry occurs around the town of Esbjerg, more
industrial activity is situated on the east coast of Jutland. In
southern Sweden, major industrial activities settled around
Gothenburg at the Kattegat. Along the southern and western
coasts of Norway, industries developed in the innermost part
of fjords, mostly connected to larger cities like Oslo, Sta-
vanger and Bergen but also at sites where hydroelectric
power is generated (OSPAR 2000). Most of these industrial
activities are located either around an estuary or directly on
the coast, and for efficient exchange of goods and materials
several important harbours have developed.

Europe’s busiest ports in cargo tonnage and container
units are situated on the southern North Sea coast. Rotterdam
(Netherlands) is the busiest reporting 291.1 million tonnes of
bulk cargo throughput and over 12.3 million twenty-foot
equivalent units (TEU) in 2014, followed by Antwerp
(Belgium) with 62.8 million tonnes of bulk cargo and 9.0
million TEU and Hamburg (Germany) with 43.0 million
tonnes of bulk cargo and 9.7 million TEU (Port of Rotter-
dam 2015). London and Felixstowe and several other British
harbours together with Le Havre (France), Amsterdam
(Netherlands), Bremen/Bremerhaven (Germany), and
Gothenburg (Sweden) comprise the remainder. As these
harbours play an important role in global trade the Straits of
Dover and the North Sea proper contain some of the most
heavily trafficked sea routes in the world. Several million
tonnes of cargo are transported over the North Sea annually
with about 280,000 ship movements a year (OSPAR 2000).
At any given time, 900 to 1200 large ships are traversing the
North Sea. The economy of north-western Europe depends
strongly on the North Sea as a major transport corridor.

In north-western Europe there are several extended areas
of intensive field-crop farming, these are concentrated in
eastern England, northern Germany and large parts of the
Netherlands. Areas of intensive animal production or fruit
and vegetable farming are found in the coastal and southern
areas of western Denmark and parts of Germany, the
Netherlands, northern Belgium and northern Brittany. The
main land areas in the North Sea region used for agriculture
are introduced in Sect. 1.7.

The North Sea also fulfils a series of other economic,
military and recreational functions. All coastal countries
have declared an exclusive economic zone (EEZ); one of
three area categories recognised by the United Nations
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Convention on the Law of the Sea (UNCLOS). An EEZ can
extend from the territorial sea to 200 nautical miles from the
baseline (commonly the low-water mark). Within this zone
the coastal state has the sovereign right of exploitation of
marine resources, including energy generation from water
and wind.

All coastal states extract oil or natural gas from the North
Sea with up to a thousand production platforms, depending
on how they are counted; oil and gas are extracted in the
northern North Sea and in the southern North Sea it is mostly
gas. In 2007, production for the North Sea as a whole
totalled 205 million tonnes of oil and 173 million tonnes of
gas in oil equivalents (OSPAR 2010).

Although fisheries are a minor activity in terms of gross
national product (GNP), thousands of fishing boats (over
5800) operate over the rich North Sea fishing grounds and
are responsible for total landings of just over a million
tonnes of fish and shellfish each year, primarily by British,
Danish, French and Dutch fleets. In 2012, catches amounted
to EUR 436 million (UK), EUR 327 million (Denmark),
EUR 241 million (Netherlands), and EUR 196 million
(France), together accounting for 81 % of the total value of
landings in the North Sea (STECF 2014). Following a period
of increasing depletion, fish stocks in the North Sea are now
improving, owing to major reductions in the regional fishing
industry five to ten years ago.

Exploitation of living resources other than from fin fish-
eries is restricted to the catch of shrimp and shellfish such as
mussels and cockles in coastal seas like the Wadden Sea,
although strong restrictions are in place in this area owing to
its protected status as a World Heritage site. Mariculture is
mainly restricted to coastal inlets, especially to fjords in
Norway and Scotland.

A new economic activity in the North Sea is the estab-
lishment of large wind farms with up to 100 turbines per
farm. A strong increase in the marine area covered by wind
farms is expected especially in the German EEZ, but con-
struction is occurring all along the coasts of Belgium,
Denmark, the Netherlands and the UK. By 2015 there were
29 wind farms in the North Sea with a total installed capacity
of 6000 MW, nine additional farms are under construction.

Tourism is an important economic factor along the Bel-
gian, Dutch, German, Danish and UK coasts. Tourists and
daily visitors in the Wadden Sea region along the Dutch,
German and Danish coasts are an especially important
economic factor. Between 1998 and 2007 the annual number
of visitors to the North Sea region increased from 50 million
to 80 million (OSPAR 2010), potentially increasing pressure
on the environment.

'Wikipedia, List of offshore wind farms in the North Sea. Accessed 15
October 2015.
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Economic activities and the discharge of rivers draining
extensive industrial and agricultural areas within the North
Sea catchment, result in high nutrient and pollutant loads to
the North Sea. Eutrophication has a long-term impact on the
coastal regions of the North Sea, but some of its effects such
as low oxygen levels in bottom waters in the German Bight
have decreased over the past two decades. However, the
North Sea coast remains on the list of OSPAR-designated
eutrophication problem areas (OSPAR 2010). Riverine and
direct pollution by heavy metals (cadmium, lead, mercury)
also decreased substantially between 1990 and 2006
(OSPAR 2010). Polycyclic aromatic hydrocarbons (PAHs)
and polychlorinated biphenyls (PCBs) are still widespread in
the North Sea region (OSPAR 2010), with a large proportion
of the sites monitored showing unacceptable levels. The
burden of pollution by persistent organic pollutants contin-
ues albeit their character changes over time, owing to the
phasing out of some compounds and the introduction of
others such as flame retardants (Theobald 2011).

Nature conservation in the North Sea is based on the
designation of EU protected areas. By the end of 2012,
marine Natura 2000 sites covered nearly 18 % of waters in
the North Sea region (EEA 2015).

The various and extensive uses of the North Sea collec-
tively place a strong environmental pressure on the entire
marine ecosystem.

1.3 Geology and Topography

of the North Sea

Hartmut Heinrich

1.3.1 Geological and Climatic Evolution
of the North Sea Basin
1.3.1.1 General Settings

The North Sea Basin in its present shape started to form after
the end of the Variscian Orogeny during the Permian Period
about 260 million years (Ma) ago. In a subsiding area
between the Palaeozoic mountain chains with the Scottish
and London Massifs in the west, the Brabant, Rhenohercy-
nian and Bohemian Massifs in the south and Fennoscandia
and Greenland in the north a tectonically very active basin
formed which has accumulated about 10 km of sediments in
certain locations (the Horn, Central and Viking Graben) that
vary in character from terrestrial to fully marine. Over the
same period, and as a consequence of plate tectonics Europe
has drifted northwards from the equator towards its present
position. In parallel, the climate of the area has successively
evolved from extremely arid to subtropical, moderate, and

finally over the last million years into the highly variable
conditions of the glacial period (Ziegler 1990; Gatcliff et al.
1994; Balson et al. 2001; Lyngsie et al. 2000).

1.3.1.2 Permian to Holocene

During the Permian [296-250 Ma]’ the North Sea region
was situated close to the equator. To the North the
desert-like hot and dry area was connected to the open ocean
through a gap between Greenland and Norway leading to the
deposition of different types of chemical sediments com-
prising carbonates, anhydride/gypsum and various types of
salt that later formed structures that acted as traps for com-
mercially exploitable hydrocarbons (Glennie 1984; Johnson
et al. 1993). The paleogeographic setting is shown in
Fig. 1.3.

At the onset of the Triassic [250-200 Ma] the region
arrived in the zone of the northern trade winds. The marine
basin began to rise culminating during the Lower Triassic in
a desert-like landscape with fluvial deposits. Later, its
southern part for roughly 10 million years [243-235 Ma,
Muschelkalk] became part of the shallow marine
German-Polish Basin where under subtropical climatic
conditions mainly lime sediments were deposited.

During the Jurassic [200-145 Ma] the North Sea region
was still located in the subtropical climate belt. This was a
period of strong tectonic activity on Earth. The Tethys
Ocean progressed from East Asia westward across the
ancient Pangaea continent dividing it into the Gondwana
continent (India-Africa-South America-Australia-Antarctica)
and Eurasia. At the same time, in the south Gondwana began
to split into an African and a South American part forming
the Proto-Southern Atlantic. The growing mid-ocean ridges
led to substantial sea-level rise.

As a result the North Sea basin developed wide connec-
tions to the Tethys Ocean and the Proto-Atlantic Ocean with
far greater exchange of water than before. Within the North
Sea area tectonic movements caused fluctuations in the
distribution of land and sea that created a variety of depo-
sitional ~ environments  including  floodplains  and
fluvio-deltaic to shallow marine systems. Towards the south
as water deepened clays and limestone were deposited.
These types of marine sediment indicate a warm productive
environment with oxygen-depleted conditions at least in the
bottom waters. The organic matter deposited during the
mid-Jurassic is the source of most hydrocarbons in the North
Sea exploited today.

The tectonic rise of the North Sea basin reached its
greatest extent around the onset of the Cretaceous
[145-65 Ma] and about half the area was dry land,

2All ages from Deutsche Stratigraphische Kommission (Menning and
Hendrich 2012).
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Fig. 1.3 Paleogeography of the
European area during the
Permo-Triassic (upper,

~250 Ma), the Upper Cretaceous
(middle, ~75 Ma), and the
Miocene (lower, ~13 Ma). The
current position of the North Sea
is marked by the red circle
(graphical reproduction permitted
by Prof. Blakey; http://
cpgeosystems.com/paleomaps.
html)
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accompanied by a drop in global sea level (Haq et al. 1987).
Continental rifting in the Atlantic Ocean began to separate
North America from Europe (see Fig. 1.3). Uplift of the
London-Brabant-Rhenish-Bohemian Massifs largely closed
the connection to the Tethys Ocean in the south, whereas the
connection via the Viking Graben to the Proto-Arctic Ocean
remained open.

Later, when sea level started rising again a connection to
the Proto-North Atlantic developed and, via the Paris Basin
in the west and the Polish Straits in the east, water exchange
with the Tethys again intensified. During the Lower Creta-
ceous [140-100 Ma] the fluctuating but generally rising sea
level in conjunction with the warm climate generated a
succession of clay and calcareous deposits. At the
Lower-to-Upper Cretaceous boundary the North Sea Basin
was fully flooded. In the Upper Cretaceous [100-65 Ma]
continental rifting in the North Sea area accelerated leading
to strong subsidence of the Central Graben.

During the period of high sea level water exchange
between the North Sea area and the surrounding open oceans
through the wide straits resulted in a warm and well oxy-
genated marine environment. Both the very warm climate
and the high global sea level are linked with the develop-
ment of a super plume in the Earth’s mantle in the western
Pacific Ocean that was accompanied by very strong volcanic
activity from 120 to 80 Ma outgassing huge quantities of
carbon dioxide (CO,).

During the Tertiary [65-2.6 Ma] the North Sea region
arrived in its present latitudinal position. The climate chan-
ged dramatically from relatively warm towards boreal con-
ditions. Antarctica arrived at its present position at the South
Pole and was climatically isolated from the rest of the globe.
Huge ice sheets began to form in Antarctica as well as on
Greenland and on high mountain areas leading to a global
cooling and a notable drop in sea level. Connecting the Proto
Atlantic Ocean with the now cold Arctic Ocean and in the
North Sea the closure of the seaways to southern Europe at
the Oligocene—Miocene boundary [24 Ma] enabled much
cooler water to move into the North Sea Basin changing the
climate in the northern half of Europe. The first ice-rafted
debris appeared in the northern North Sea around the end of
the Tertiary [2.4 Ma] (Rasmussen et al. 2008). Sea level was
increasingly controlled by glacio-eustatic changes.

Increasing erosion in the rising land areas bordering the
wider North Sea and the Polish Basin completely changed
the coastal landscape. Extensive deltas developed at the
mouth of river Rhine and on the present western Baltic Sea—
Polish Platform areas; both deltas progressing slowly
towards the centre of the North Sea basin. During the warm
periods of the early Tertiary these deltas were covered with
dense paralic forests and swamps that led to coal formation.
At the Miocene—Pliocene boundary [1.8 Ma] the North Sea

had reached a geographic and bathymetric size close to that
of the present day.

In the southern and central parts of the North Sea area the
deltaic regime of the Upper Tertiary proceeded into the
Quaternary [2.6-0 Ma] with increasing rates of deposition,
while the north comprised a deeper pelagic depositional
environment. The faunal composition points towards water
temperatures similar to those of today in the southern North
Sea (Nilsson 1983).

The Pleistocene [2.6-0.012 Ma] in the North Sea area is
a time of extremely variable climatic conditions. Beginning
in the Middle Pleistocene [~ 1 Ma] glacial and interglacial
types of sedimentary processes dominated the North Sea
Basin. During glacial periods the sea level dropped several
tens to hundred or more metres exposing a dry landscape,
which was sometimes covered by ice sheets. These ice
sheets usually originated in the Norwegian-Swedish-Scottish
Mountains. They carried large amounts of eroded rock
debris of varying grain size into the basin forming moraines
and other glacigenic features. During the temperate inter-
glacial periods the North Sea experienced repeated changes
in sea level that led to brackish to marine deposits (Ehlers
1983; Schwarz 1991; Sejrup et al. 2000; Ehlers and Gibbard
2008; Gibbard and Cohen 2008).

As a result of erosion from the temporary ice covers and
alternating transgressive and regressive sea levels the cli-
matic record of the North Sea area is very fragmentary. The
oldest traces of a glaciation in the North Sea area are
reported from the Netherlands [1.8-1.2 Ma; MiIS? 34-36]
and Denmark [~0.850 Ma; MIS 22-19]. The first glacia-
tion documented, which covered the southern North Sea as
far south as 52°N was the Elsterian/Anglian glaciation
[~0.48-0.42 Ma; MIS 12]. At the end of the glaciation
[0.425 Ma] a catastrophic flood from a collapsed
ice-damned lake in the southern North Sea area is deemed to
have cut a first gorge into the Weald—Artois chalk range that
is now Dover Strait. A second breach of that barrier
occurred roughly 240,000 years later during the
Saale/Wolstonian glaciation.

The subsequent Holstein/Hoxnian interglacial [0.424—
0.374 Ma; MIS 11] in terms of water temperature and geo-
graphical extent is meant to be an analogue of the present
North Sea. A very narrow Dover Strait did not allow a sig-
nificant inflow of temperate water from the Bay of Biscay.

The Saale/Wolstonian  Glacial complex [0.350-
0.130 Ma; MIS 10-6] is a succession of cold and slightly
milder periods mostly represented by glacio-marine deposits
in the North Sea. There were two phases of greater ice
advance, the Warthe and Drenthe stadials that formed mor-
aines off the North Sea coasts.

3MIS: Marine Isotope Stage.



The most recent interglacial period was the
Eemian/Ipswichian [0.130-0.115 Ma; MIS 5e]. The climate
at that time is considered to have been similar to that of the
present day, and possibly warmer for some period. The
maximum global sea level was 4-6 m higher than today
(Dutton and Lambeck 2012) such that marine sediments of
Eemian age extend inland far beyond the present coastlines.

In the subsequent Weichselian/Devensian glaciation
[0.115-0.017 Ma; MIS 5d — 2] the climate slowly cooled
until 0.075 Ma [MIS 4]. At that time temperature dropped
rapidly and initiated a first ice advance from the Scandina-
vian mountains towards the North Sea coasts. Within the
next 50,000 years the climate switched on millennial time
scales between cool (Dansgaard-Oschger events) and extre-
mely cold (Heinrich events) until the maximum extent of
inland ice was reached at about 0.020 Ma [MIS 2]. In par-
allel, sea level dropped discontinuously to 120 m below the
present level. A pro-glacial landscape with rivers, marshes,
lakes and lagoons subsequently developed in the North Sea
Basin, as illustrated in Fig. 1.3. Sediments representing the
coldest part of the Weichselian/Devensian in the southern
North Sea are mainly of aeolian and riverine origin. There is
still debate about a possible closure of the Norwegian and
Scottish ice sheets. Closure of these ice sheets is supported
by glacio-lacustrine sediments found in depressions on top
of Dogger Tail End and in the Elbe Urstrom Valley area.

The melting of the ice sheets began at about 0.019 Ma.
However, global warming was discontinuous and showed
several rapid changes, such as cold excursions like Heinrich
Event 1 [17.5-15.0 ka4] and the Antarctic Cold Reversal
[14.7-14.2 ka] in the southern hemisphere. Warm excur-
sions included the Bolling and Allerdd periods [14.7—
12.7 ka]. The concomitant rate of sea-level rise changed
abruptly. During the Bolling period, for example, sea level
rose about 20 m within 500 years (Melt Water Pulse 1a).
The Pleistocene ended with the Younger Dryas [12.7—
11.7 ka], a cold spell of still unknown origin.

The Holocene [0.012—0 Ma] in the North Sea area is
characterised by increasing warmth and a rising sea level
that rapidly flooded the flat glacial landscape. The present
sea level was reached about 2000 years ago, and continues
to rise slowly.

The Holocene climatic warming following the Younger
Dryas cold spell did not evolve continuously. During the
Preboreal [11.6-10.7 ka] temperatures in the northern
hemisphere rose rapidly. Temperate conditions developed in
the North Sea region in the Boreal [10.7-9.3 ka]. The
warmest period of the Holocene was the Atlantic [9-5 ka].
Temperatures and sea level were higher than today, as was

“ka: calendar years before Present (absolute age).
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precipitation. The composition of pollen in sediments shows
the onset of extended human influence (Mesolithic) on the
flora of north-western Europe. During the subsequent Sub-
boreal [5-2.5 ka] the climate was slightly cooler than in the
Atlantic period and drier. The final stage of the Holocene,
the Sub Atlantic was a period of climatic oscillations with a
general tendency to cooler and wetter conditions than in the
Subboreal. Its warmest period was the medieval Climatic
Optimum [900-1100 AD]. Temperatures then dropped
towards the Little Ice Age [1300-1850 AD].

The post-glacial inundation of the North Sea north of the
Dogger-Fischer Bank Ridge started at the end of the
Younger Dryas [12.7-11.7 ka]. Along the northern margin
of the North Sea rock debris was dumped by icebergs from
the Scottish and Norwegian mountain glaciers. At about 9 ka
sea water entered the southern North Sea through the gap
that forms the northernmost parts of the Elbe Urstrom Valley
between Dogger Tail End and Fischer Bank/Jyske Rev
(Konradi 2000). At about 8.5 ka the Dogger Bank became
an island owing to the flooding of the Silver Pit depression
between England and the Dogger Bank. During this time the
southern North Sea landscape evolved from dry land via a
shallow swampy environment into a brackish lake or lagoon
with lagoon-type sedimentation. Slightly later, at 8.3 ka the
ingress of marine waters from the Northeast Atlantic through
the English Channel established full marine conditions in the
North Sea. The Dogger Bank Island with its Mesolithic
settlements was finally drowned around 8.1 ka. During the
short period between the first marine ingression through the
Elbe Valley and the flooding of the Dogger Bank, sea level
rose at an average rate of 1.25 m per century culminating in
the latter half of this period at a rate of 2.1 m per century.
Later the rate of rise slowed to 0.30-0.35 m per century. The
rate of sea level rise finally approached present-day values at
about 2.8 ka. A unique sea level curve for the North Sea is
still not available due to very different and partly unresolved
local effects of post-glacial rebound and other related tec-
tonic movements (Shennan et al. 2006; Vink et al. 2007,
Baeteman et al. 2011).

Although it is likely that Early Holocene hunter and
gatherer communities occupied the vegetated landscape,
apart from the Mesolithic human traces found on Dogger
Bank evidence has not been found to support this. Settling
along the coasts and in the marshlands started to increase
with the onset of the Sub Atlantic (Iron Age), which inclu-
ded the building of simple dykes and terps as protection
against storm surges and changes in sea level. Human set-
tlements in the southern coastal area of the North Sea can be
traced back to 3 ka.
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Fig. 1.4 Bathymetry of the North Sea

1.3.2 Topography of the North Sea

The North Sea is a continental shelf sea of the North Atlantic
Ocean. It is bounded in the west by the British Isles, in the
north by Norway, in the east by the Jutland Peninsula and
North Frisia and in the south by the East and West Frisian
Coast. In the north it is widely open to the deep Norwegian
Sea. In its south-western corner the North Sea is connected to
the Celtic Sea and subsequently to the Northeast Atlantic
through the shallow Dover Strait/Pas de Calais with a mini-
mum width of 30 km. A shallow connection to the Baltic Sea
exists via the Skagerrak, Kattegat and Danish Belt Sea between
the Jutland Peninsula, the Danish Islands and Scandinavia.

The North Sea dips gently from the shallow Frisian coasts in
the south towards the continental margin along the deep Nor-
wegian Sea. Average water depth in the North Sea is about
90 m. The present-day bathymetry of the North Sea is shown in
Fig. 1.4. The western part of the northern basin has a trench
230 m deep, 30 km long, and 1-2 km wide, named the Devils
Hole. Along the Norwegian coast into the Skagerrak spans a
deep furrow, the Norwegian Trench which is up to 700 m deep.

The North Sea is mostly relatively flat. A ridge, the Dogger
Bank—Jyske Rev subdivides the North Sea into a southern and
anorthern basin. The southern basin has a maximum depth of
50 m. North of this ridge the basin declines smoothly towards
the shelf edge at about 200 m depth.

The Dogger Bank—Jyske Rev complex extends from east
of Flamborough Head in England to the northern tip of the
Jutland Peninsula. In the west the Silver Pit, a southeast-
northwest trending gap about 100 km wide and up to 80 m
deep separates the central Dogger Bank from its western
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part that extends to the coast of Norfolk and Suffolk.
A smaller gap about 60 m deep right in the middle of the
ridge, the breakthrough of the glacial Elbe Valley, sepa-
rates the Dogger Bank/Dogger Tail End from the Jyske
Rev. Minimum water depth on the Dogger Bank is 15 m
below sea level. The Jyske Rev rises from 35 m at its
western tip to the coast of northern Jutland. The two gaps
enable deeper central North Sea water masses to pass from
the northern basin to the southern basin.

1.4 Hydrography—Description of North

Sea Physics

Jurgen Stindermann, Thomas Pohlmann

As generally in the ocean, the physical system of the North
Sea is determined by the space-time distribution of seven
macroscopic variables (Krauss 1973): temperature, salinity,
density, pressure and the three components of the velocity
vector. All additional physical quantities (such as water level
elevation, thermocline depth, energy, and momentum) can
then be calculated from the former. Current knowledge of all
seven variables is based on field observations, remote
sensing and model simulations.

The three-dimensional fields of temperature and salinity
and their low-frequency variability are well-known, includ-
ing statistical parameters such as error bounds, evidence, and
confidence. Density can be calculated with high accuracy by
means of the equation of state. Pressure can be related to
sea-level elevation at the surface or within the water column,
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Fig. 1.5 Scheme of interactions
within the physical system
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which can be observed. Current velocities are only measured
at certain points/sections and over defined periods. The best
overall information today is given by hydrodynamic models
combined with measurements assimilated into the model
(Kohl and Stammer 2008).

Dissolved and suspended substances (such as nutrients,
contaminants, and particulate material) may also be con-
sidered physical properties and their distributions are widely
observed. Modelling requires knowledge of the sources and
sinks of these substances.

To understand the physical system (and enable its simu-
lation by models), knowledge of the interactions and pro-
cesses within the current and transport regime including
boundary forcing is also fundamental (Fig. 1.5).

North Sea dynamics are characterised by the regional
interaction of the atmosphere, hydrosphere and lithosphere
on the Northwest European shelf, and exhibit a broad
spectrum of spatial and temporal scales (Fig. 1.6). Specific
features of the physical system include turbulence, baro-
clinic eddies, internal waves, surface waves, convection,
and tides.

Owing to the many interactions between them the phys-
ical, chemical and biological compartments of the North Sea
system cannot be separated. Certainly, physics is essential
for transport of chemical and biological substances and for
the dynamics of the North Sea ecosystem as a whole. But
there is also feedback depending on the scales considered,
for example, in radiation flux, albedo, surface films, and
surface roughness.

1.4.1 Boundary Forcing

The North Sea is part of the Northwest European shelf; its
physical state is essentially determined by the adjacent
Atlantic Ocean and the European continent including the
Baltic Sea. Furthermore, the atmosphere of the northern
globe is essential for the external forcing (Schliinzen and
Krell 2004).

1.4.1.1 Atlantic Ocean

The open connection with the Atlantic Ocean allows the free
exchange of matter, heat and momentum between the two
seas. Planetary waves generated by astronomical and atmo-
spheric forces in the ocean propagate over the shelf break
into the North Sea generating changes in sea level, tides and
water mass transport. In contrast, continental fresh water
discharges influence the water characteristics of the North
Atlantic (Figs. 1.7, 1.8 and 1.9).

There is an inflow of cold and salty Atlantic water into
the deeper northern central basin of the North Sea and along
the Norwegian Trench up to the Skagerrak. Less salty
coastal waters circulate in an anti-clockwise gyre in the
southern North Sea basin ultimately joining the Baltic Sea
outflow (Winther and Johannessen 2006).

The total transport at the northern entrance exhibits a net
outflow from the North Sea with an average of 2 Sverdrups
(Sv) and annual variations of around 0.4 Sv (Fig. S1.4.1 in
the Electronic (E-)Supplement, Schrum and Siegismund
2001).
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Decadal variability within the Atlantic Ocean, mainly
driven by the North Atlantic Oscillation (NAO) (Hjello et al.
2009) and to a lesser extent by the Atlantic Multi-decadal
Oscillation (AMO), is transferred to the North Sea. For heat
this mainly occurs through the atmosphere, less through
direct exchange of water masses, as is shown by the corre-
lation pattern of NAO versus sea-surface temperature
anomalies (Fig. S1.4.2 in the E-Supplement). High values in
the central North Sea indicate this interrelation. Correlations
reach their minimum at the north-western entrance and in the
Southern Bight, indicating the influence of the advective
heat transport from the Atlantic Ocean in these areas.

Net transport at the North Sea border is a superposition of
continental outflow and Atlantic inflow. Substances moved
by the respective currents enter the North Sea (salt, nutrients)
or the Atlantic Ocean (fresh water, contaminants).

14.1.2 European Continent and Baltic Sea
The continental influence on the water characteristics of the
North Sea comprises freshwater supply, and the input of
dissolved and suspended matter: nutrients, contaminants,
sediments.

Owing to continental freshwater discharge and the posi-
tive difference ‘precipitation minus evaporation’, the Baltic
Sea exhibits a mass surplus resulting in a mean net outflow

of 15,500 m> s (Omstedt et al. 2004). More precisely,
from the North Sea perspective there is a permanent inflow
of freshwater, superimposed by a weak outflow of saltwater.
During episodes of decadal frequency this outflow can
strongly increase (salt water intrusion events) and renew and
ventilate the Baltic Sea deep water.

Through its geostrophic balance the Baltic Sea outflow
causes an eastward elevation in sea level of the order of
centimetres within the Kattegat.

1.4.1.3 Atmosphere
Through the downward flux of momentum the atmosphere
significantly controls the general circulation of the North Sea as
well as the vertical structure of the water column due to tur-
bulence. The frequency distribution of the wind direction and
speed determines the major current patterns in the North Sea
(see Sect. 1.4.3). The wind forcing exhibits a predominantly
southwestern direction with significant decadal variability.
The wind further controls the spectrum of surface waves
in the North Sea, and cyclones can lead to strong storm
surges. The atmosphere influences the heat budget via ver-
tical heat fluxes and their variability. Precipitation on the
Northwest European shelf influences North Sea salinity and
its seasonal variability directly or via continental discharge
(see Sect. 1.5.4).
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14.1.4 Seabed

The seabed represents a source or sink of sediment (by
erosion, resuspension, or deposition) and associated sub-
stances. Related biogeochemical processes are important.
Morphodynamics affect topography and as a consequence
currents and waves.

1.4.2 Thermohaline Regime

The thermodynamic state of the North Sea is characterised
by the 4-dimensional distributions of temperature and

salinity (Figs. 1.8 and 1.9) and the related variable baroclinic
circulation.

The strong seasonal variation in sea-surface temperature
is the most evident low-frequency periodic feature in the
North Sea. The annual mean shows a relatively homoge-
neous water mass with a tongue of warmer Atlantic water
inflowing through the English Channel. Superimposed on
this is the seasonal wave with amplitude increasing from
northwest to southeast.

The annual mean salinity distribution reflects the inflow
of Atlantic water through the northern entrance and the
English Channel as well as the fresh water supply from the
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Fig. 1.8 Sea-surface temperature
in the North Sea: annual mean
(left) and seasonal variability
(right) in °C, for the period 1900—
1996 (data from Janssen et al.
1999)

Fig. 1.9 Sea-surface salinity in
the North Sea: annual mean (left)
and seasonal variability (right) in
psu, for the period 1900-1996
(data from Janssen et al. 1999)

European continent including the Baltic Sea outflow. Sea-
sonal variation is most obvious in the southern and eastern
coastal regions.

Figure 1.8 (right) shows the dominant seasonal temper-
ature cycle. As explained in Sect. 1.4.1, temperature is
mainly determined by heat exchange with the atmosphere. In
the vertical, temperature development also shows significant
differences between the southern and northern North Sea.
While in the southern North Sea vertically homogenous
conditions occur all year round, in the northern North Sea a

summer thermocline develops in waters of around 30 to
40 m in depth (Fig. 1.10 and S1.4.3 in the E-Supplement).

Using the equation of state (Gill 1982), the baroclinic
pressure gradients can be determined from the temperature
and salinity fields and thus the geostrophic current system
(Fig. S1.4.4 in the E-Supplement). This represents the den-
sity driven flow, which is superimposed by the wind driven
current and the stronger tidal flow (see Sects. 1.4.3 and 1.4.4
and Pohlmann 2003). Tidal residual currents of the M,
constituent are shown in Fig. S1.4.6 in the E-Supplement.
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Fig. 1.10 Climatological monthly mean extension and depth of the
thermocline in May (Pohlmann 1996)

For further studies on this topic see Luyten et al. (2003) and
Meyer et al. (2011).

1.4.3 Wind-Driven Regime

The wind-induced circulation is clearly the dominant per-
manent regime, characterising the mean current system of
the North Sea. Tidal currents may be stronger, but are almost
periodic with relatively small net transports. Figure 1.11
shows the basic patterns of the wind-driven -currents
according to wind direction. Owing to the prevailing
southwesterly winds on the Northwest European shelf an
intense anti-clockwise circulation is dominant, which occa-
sionally (in the case of easterly winds) reverses. For
north-westerly and south-easterly winds, states of stagnation
appear.

The NAO strengthens or weakens these patterns (see
Fig. 1.12).

Storm surges constitute the greatest potential natural
hazard for coastal communities in the North Sea region. An
analysis of historical storm surges (Siindermann 1994)
indicates that these extreme events fall into two classes:

Fig. 1.11 Basic wind-driven circulation patterns in the North Sea. The
four current states correspond to the four wind direction sectors in the
central diagram (after Stindermann and Pohlmann 2011)

e Static type: low pressure track Iceland—northern North
Sea—Scandinavia; extended, cold low; long-lasting, but
not necessarily extreme winds push water into the Ger-
man Bight. Example: 17 February 1962.

e Dynamic type: low pressure track Subtropical Atlantic—
Great Britain—-Denmark; small-scale, warm low; a
short-lived, rotating extreme wind moves the North Sea
water like a centrifuge raising sea level along all coasts.
Example: 3 January 1976.

The storm surges mentioned are extreme, but not worst
cases. Even under present-day conditions (i.e. without cli-
mate change) the full spectrum of possible surges allows for
severely higher floods.

Surface waves are generated by the wind. Although their
influence on large-scale circulation and transport is generally
relatively small, it is significant for dynamical processes
such as generation of turbulence, shear stress, radiation
stress, sediment erosion, wave set-up in coastal areas, and
extreme waves. The spectrum of wind waves is dependent
on the fetch and duration of wind action (Fig. 1.13). Fig-
ure 1.14 depicts the first EOF pattern (Empirical Orthogonal
Functions; represent the basic modes of the oscillation sys-
tem) of the characteristic wave height. In combination with
the time series of its principal component (not shown), it
represents 82.5 % of total variance. Characteristic wave
heights show the strongest variability in the open northern
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Fig. 1.13 JONSWAP spectrum (Hasselmann et al. 1973). Wave

spectra of a developing sea for different fetches. Evolution with
increasing distance from shore (numbers refer to stations off the island
of Sylt)

North Sea; in shallow regions and near the coast, variability
is significantly reduced.

144 Tidally-Driven Regime

The North Sea dynamics are significantly influenced by
astronomical tides. These are co-oscillations with the
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Fig. 1.14 Characteristic wave heights (m) in the North Sea (Stanev
et al. 2009)

autonomous tidal waves of the Atlantic Ocean. The specific
geometry of the North Sea basin implies eigen-periods and
hence resonance in the semi-diurnal spectral range
(Fig. 1.15). The superposition of the semidiurnal principal
lunar and solar tides (M, + S,) causes a significant
spring-neap rhythm. The tidal currents may reach a speed of
tens of centimetres per second and dominate any other flow,
especially as they move the entire water column.

Tidal currents give rise to strong mixing of water masses,
preventing thermohaline stratification in the shallow south-
ern North Sea. In the Wadden Sea, tides cause the periodic
exposure of large areas of seabed.

Tidal elevations penetrate from the Atlantic moving
anti-clockwise as a Kelvin wave through the entire basin.
There are three amphidromic points, i.e. points with zero
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Fig. 1.15 Co-tidal lines for

M, + S,, the major tidal
constituents in the North Sea
(Sager 1959)
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tidal amplitude around which the tidal wave rotates (see 1.4.5 Transport Processes

solid co-phase lines in Fig. 1.15 depicting the same phase of
the tide). The co-range lines join places having the same
tidal range or amplitude (dashed lines in Fig. 1.15).

Within one period the tidal currents form elliptic stream
figures with positive or negative orientation (see Fig. S1.4.5
in the E-Supplement).

Nonlinear processes generate non-harmonic tidal motions
and, as a consequence, non-vanishing residual currents with
maximum values of the order of 10 cm (see also Fig. S1.4.6
in the E-Supplement).

Tides superimpose any other motion in the North Sea.
They dissipate energy, mix water masses, and alter the
coastline. Backhaus et al. (1986) showed that whenever a
constant flow component is combined with a time-dependent
periodic tide, there is a considerable reduction in the
resulting residual flow.

Jungclaus and Wagner (1988) showed that sea-level rise
leads to a shift in the central amphidromy towards the
northwest and thus to higher tidal amplitudes in the southern
North Sea.

Dissolved and particulate inorganic and organic substances
in the North Sea waters are transported by the current
regimes as just described (Figs. S1.4.7 and S1.4.8 in the
E-Supplement). Their spread and deposition control the
biological and sedimentological systems of the North Sea.

The cyclonic current system of the North Sea means that
as a generalisation substances entering the North Sea via
river outflows are transported along the English, then Dutch,
German, and Danish coasts into the Norwegian Trench, with
significant scatter due to actual atmospheric conditions.
Time integration yields residence times of the order of 6—
12 months in the northern North Sea, to three years in the
German Bight and along the north-eastern British coast (see
Fig. S1.4.9 in the E-Supplement).

Besides advection in the flow field the concentrations of
substances within North Sea waters are also the result of
processes such as mixing, biogeochemical cycling, deposi-
tion, and resuspension. For particulate matter, sinking,
flocculation, seabed processes such as bioturbation are also
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Fig. 1.16 North Sea water
budget for one climatological
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important. Particulate transport drives the morphological
changes occurring within the North Sea region.

Damm (1997) calculated the North Sea freshwater budget
using the balance of inflows and outflows from long-term
field records (Fig. 1.16).

1.5 Current Atmospheric Climate

Christiana Lefebvre

For climate descriptions, the data base should comprise a
continuous period of at least 30 years in order to be repre-
sentative in terms of variations and extremes. To account for
climate change, the period 1971-2000 was chosen as the
reference period for this study, because it seems to reflect
features of the current climate better than the current World
Meteorological Organization (WMO) climatological stan-
dard period 1961-1990. However, some analyses are also
considered based on periods that differ slightly from 1971 to
2000. The current atmospheric climate as described in this
section is based on analyses of observations for various
climate parameters: air pressure, air temperature, precipita-
tion, wind speed and direction, sunshine duration and cloud
cover. In addition to analyses based on in situ data, for which
coverage is poor in some sea areas, climate analyses are also
based on the European Centre for Medium-Range Weather
Forecasts (ECMWF) 40-Year Re-analysis (ERA-40; Uppala
et al. 2005) and regional climate model (RCM) results from
the ENSEMBLES project (Van der Linden and Mitchell

Month

2009). Climatologies based on remote sensing from satellites
are also used.

1.5.1 Atmospheric Circulation

The North Sea is situated in the west wind drift of the
mid-latitudes between the subtropical high pressure belt in
the south and the polar low pressure trough in the north.
Westerly upper winds steer extratropical lows from the
North Atlantic to northern Europe interrupted by relatively
short anticyclonic periods. This is accompanied by frequent
changes in air masses of different thermal and
moisture-related properties, which drives continuous change
in the synoptic-scale weather conditions over periods of days
to weeks.

1.5.1.1 Sea-Level Pressure

Figure 1.17 shows the spatial distribution of the mean
monthly sea-level pressure (SLP) across the North Sea
region based on daily hemispheric analysis of SLP by the
UK Met Office provided by the British Atmospheric Data
Centre for the period 1971-2000 (Loewe 2009). Charts of
the mean annual and mean monthly SLP for the period
1971-2000 based on data from the ERA-40 reanalysis and a
hindcast of the ENSEMBLES RCMs forced by the ERA-40
reanalysis using a horizontal grid resolution of 25 x 25 km
are reported by Biilow et al. (2013). The circulation pattern
shows a distinct annual cycle that results from the interaction



20

of the predominant air pressure centres across the North
Atlantic: the Icelandic Low and the Azores High. On aver-
age, air pressure rises from northwest to southeast, while the
standard deviation decreases. The strongest air pressure
gradients are observed in autumn and winter. This is
accompanied by the strengthening of low pressure systems
due to a greater temperature difference between the polar and
subtropical regions at this time of year. In the cold season,
the direction of mean air flow varies between westerly in
November and December and southwesterly from January to
March. From March to April the intensity of mean air flow
over the North Sea region decreases markedly. The Azores
High starts to extend into parts of mid-Europe. In May, the
air pressure gradient is weakest. In June and July, the
extension of the Azores High causes on average a weak
northwesterly air flow. In the English Channel and south-
western North Sea, mean air pressure is highest in July,
while other regions have maximum air pressure in May
(Fig. 1.18). Charts of mean SLP and standard deviation for
the year as a whole, and for January and July from the
ENSEMBLES RCMs and ERA-40 reanalysis for the period
1971-2000 are discussed by Biilow et al. (2013). The
ERA-40 spatial air pressure distribution for January and July
fits well with the corresponding analyses of UK MetOffice
data in Fig. 1.17. The standard deviation derived from the
ERA-40 reanalysis decreases in general from the northwest
(area of the Orkney and Shetland Islands) to the southeast
(southern Germany), for the annual mean (from 13—14 to 8—
9 hPa), in January (from 16-17 to 10-11 hPa) and in July
(from 8-9 to 4-5 hPa). The differences between the
RCM SLP fields and ERA-40 reanalysis show a range of
different patterns. The annual cycles of SLP from the
ENSEMBLES RCMs and ERA-40 reanalysis for four North
Sea subregions (northwest, northeast, southwest, southeast)
show good agreement (Biillow et al. 2013), except for one
RCM showing a permanent positive bias. Anders (2015)
showed that the ERA-40 driven RCMs are able to reproduce
different weather types, which were derived from the
ERA-40 mean SLP field. Most of the RCMs reproduce the
weather regime classification after Jenkinson and Collison
(1977) centred over the North Sea with a coverage of 80—
99 %. In general, agreement is better in winter than in
summer.

1.5.1.2 North Atlantic Circulation

Circulation in the North Sea region is strongly influenced by
the North Atlantic Oscillation (NAO). The NAO is described
in detail in Annex 1 at the end of this report. The NAO is
evident throughout the year, but it is most pronounced
during winter and accounts for more than a third of the total
variance in the SLP field over the North Atlantic (Hurrell
and Van Loon 1997). During positive phases of the NAO,
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the meridional SLP gradient over the North Atlantic is
enhanced. In the North Sea region, a positive NAO phase
during the winter is usually accompanied by enhanced
winter storm activity, above-average air temperatures and
above-average precipitation in Scotland and Norway (Hur-
rell 1995; Hense and Glowienka-Hense 2008). Negative
phases of the NAO, characterised by a weaker than normal
Atlantic meridional SLP gradient are often linked with
below-average air temperatures in northern Europe (Trigo
et al. 2002). A prevailingly negative NAO phase influenced
circulation from the mid-1950s to the 1978/1979 winter
(Hurrell 1995). A period of high positive NAO in the late
1980s and early 1990s was connected with a high frequency
of strong winter storms across the North Atlantic and high
wind speeds across western Europe (e.g. Hurrell and Van
Loon 1997). Figure 1.19 shows the frequency of extreme
North Atlantic lows with core pressure of 950 hPa or less
from November to March based on analysed weather charts
(Franke 2009). Counts for November to March since 1956
show a sudden increase in winter 1988/1989 to 15 strong
storms and a decrease since the late 1990s with the exception
of the extraordinarily mild winter of 2006/2007 with 16
intense lows. The highest number occurred in winter
2013/2014 with 18 storms, causing severe damage along the
western European coasts through storm surges.

1.5.2 Wind

Wind is the most important meteorological parameter for the
North Sea and its coastal areas for two reasons. First, severe
wind storms have the potential for high impact damage.
They cause rough sea conditions, and increase risk of storm
surges in coastal regions and thus damage to coastal settle-
ments, infrastructure, agricultural land and forests, as well as
increased coastal erosion in some areas. Second, wind is of
increasing interest as a source of renewable energy. Wide-
spread construction of onshore wind farms in coastal areas is
now being followed by a significant increase in the devel-
opment of offshore wind farms, and this requires reliable
wind statistics for site identification and wind resource
mapping as well as for user-specific forecasts of wind con-
ditions for construction work and wind resource
management.

Wind speed and direction across the North Sea area are
driven by the large-scale pressure field and are modified at a
local level by orographic effects caused by adjacent isles and
coastal features. Wind speed is also affected by vertical
temperature differences between the atmosphere and the sea
surface, even for wind speeds of 7 Bft and above (Baas et al.
2015). The wind climate is characterised by pronounced
seasonality. In general, the winds from November to March



1 Introduction to the Assessment—Characteristics of the Region

21

Fig. 1.17 Spatial distribution of

mean monthly sea-level pressure
(hPa) across the North Sea region
for the period 1971-2000 (Loewe
2009). Numbers in the lower right
of the subplots indicate time
period and month
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are stronger due to larger temperature differences between
the subtropical and polar regions leading to more intense
low-pressure systems.

1.5.2.1 Ship-Based Wind Speed Observations

The spatial distribution of mean monthly and annual wind
speed based on ship observations was reported for the period
1981-1990 by Michaelsen et al. (2000), while Stammer
et al. (2014) reported mean wind speed for June and
December for the period 1981-2010. Due to uncertainties in
wind data time series using ship-based observations arising

L7100 10 (710011 =
e b 15 Nfe b +45INL
10°E 20°E10°W 10°E 20°E10

from, among others, the switch from estimating wind speed
from wave heights to direct measurements, no common
measure height, and the effect of ship type and superstruc-
ture on measurements, it was decided to not include the
results without further treatment into the KLIWAS North
Sea Climatology (Stammer et al. 2014).

1.5.2.2 Remotely-Sensed Wind Speeds

In regions, where in situ observations are sparse, satellite
observations with their extended spatial coverage are of
great advantage. Satellite-based data sets covering long
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Fig. 1.18 Annual cycle of mean
sea-level pressure (hPa) at

selected land stations in the North 1020.0 -
Sea region for the period 1971-

2000. Station positions are shown

in the E-Supplement to this 10175

chapter (Fig. S1.5.1)
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periods are also suitable for deriving climatologies. Fig-
ure 1.20 shows seasonal mean wind distributions developed
from a 10-year data set of twice-daily (06:00 and 18:00
UTC) observations from NASA’s QuikSCAT mission for
the North Sea and Baltic Sea (Karagali et al. 2014). The data
show equivalent neutral wind (ENW) at 10 m above the sea
surface from rain-free observations assuming neutral atmo-
spheric stratification. The ENWs originate from transmitted
radar signals that are backscattered by small-scale waves at
the sea surface, to which empirical algorithms are applied.
The spatial distributions show higher wind speeds in winter
and autumn as a result of increased storm activities as
low-pressure systems cross the eastern North Atlantic and

Winter (November - March)

North Sea. In addition, the atmosphere in autumn and early
winter is often colder than the ocean surface leading to
prevailing unstable conditions that drive momentum transfer
from higher atmospheric layers and result in higher wind
speeds. Because neutral atmospheric stratification was
assumed in the data processing, the satellite data may not
exactly correspond to real conditions and may overestimate
the true wind. In contrast, the strong lee effects in the
western North Sea from the land effect of the British Isles
may be less pronounced, because using ENWs leads to
underestimation of true wind speed in the case of frequently
stable atmospheric stratification. Besides atmospheric sta-
bility, rain affects the backscattered signal causing an
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Fig. 1.20 Spatial distribution of
seasonal mean wind speed

(m s™") and the most frequently
observed wind direction (arrows)
derived from QuikSCAT satellite
data for the period November
1999 to October 2009 (Karagali
et al. 2014)
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increase in retrieved wind speed. While rain-contaminated
QuikSCAT winds could be excluded over sea areas but not
always over coastal areas, wind speed estimates from
QuikSCAT are higher than in situ observations in areas near
land. Uncertainties in the QuikSCAT wind characteristics
may also arise due to ice cover in the Baltic Sea, spatial
differences in sea surface temperature and sea surface cur-
rents (Karagali et al. 2014).

Karagali et al. (2014) compared the QuikSCAT wind
speeds with in situ measurements at three locations (plat-
forms) in the North Sea: Greater Gabbard (off the Suffolk
coast, UK), FINO 1 (north of the island Borkum, Germany)
and Horns Rev 1 (off Esbjerg, Denmark). Owing to the mast’s
position relative to the wind farms and its proximity to land,
only QuikSCAT and in situ winds from the south to north
sectors (175°-13°) were considered. In this sector, wind
speeds match well on average. The correlation is high (r
0.92) and the mean bias (in situ minus satellite) does not
exceed —0.23 m s~ '. For wind speeds above 3 m s~ the bias
is close to zero with a standard deviation of 1.2 m s~ . Fig-
ure 1.21 shows the change in in situ (all three stations) and
QuikSCAT wind speeds over the year as well as wind speeds
residuals (in situ minus satellite wind speeds). The mean wind
speeds exhibit a pronounced annual cycle with a minimum
(~7msY in July and a maximum (~10.5 m s Y in
December and January. Compared with in situ data, QuikS-
CAT winds are lower from April to July and higher from
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Fig. 1.21 Monthly variation of mean wind speed from QuikSCAT
(black line), in situ observations from all stations (dashed line) and
wind speed residuals (grey line) (Karagali et al. 2014)

October to March. The residuals (which do not exceed
4+0.5 m s') show the highest positive values in May and the
highest negative values during October to December. For the
North Sea area as a whole, an even stronger annual cycle but
lower wind speeds results from the NCEP/NCAR reanalysis
(Kalnay et al. 1996) for the earlier 40-year period 1959—-1997.
Siegismund and Schrum (2001) derived a mean wind speed of
about 9 m s~ for October to January from this dataset, which
is about 50 % higher than for April to August.
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Fig. 1.22 Spatial distribution of mean annual geostrophic wind speed
(m s~ ") for the period 1971-2000 determined from ERA-40 reanalyses
of sea-level pressure data (figure prepared by A. Ganske, Federal
Maritime and Hydrographic Agency, Germany)

1.5.2.3 Geostrophic Wind Speeds

Measurements of wind speed are usually insufficient for
long-term wind analyses because they are easily affected by
inhomogeneities, such as through changes in instrumenta-
tion, immediate surroundings, and location. To avoid such
deficiencies, Schmidt and von Storch (1993) instead used
geostrophic wind speeds derived from air pressure differ-
ences. This method is widely used and is often not only
based on observed air pressure values but also on reanalysis
data. Figure 1.22 shows the spatial distribution of mean
annual geostrophic wind speed for the period 1971-2000
determined from ERA-40 reanalyses of SLP. The graphic
shows a decrease in geostrophic wind speed from northwest
to southeast and wind speeds of 10.5-11.5 ms ' in the
central North Sea. These wind speeds exceed those from
ship-based observations for the shorter period 1981-1990
(Michaelsen et al. 2000) by more than 2 m s L.

A comparison of geostrophic wind fields derived from the
ERA-40 reanalysis and the higher spatially resolved
ERA-Interim reanalyses from the ECMWF (Berrisford et al.
2009) of SLP for the period 1981-2000 show greater spatial
variation in the ERA-Interim fields, but differences relative
to the ERA-40 geostrophic wind speeds of less than 1 m s~
(Ganske et al. 2012). The shorter period used for this com-
parison shows higher wind speeds than seen in Fig. 1.22,
because it is more influenced by the intensive wind phase
from the late 1980s to the end of the 1990s. Additional
graphics as well as a discussion of frequency distributions

for wind speed in different sea areas and seasons are pro-
vided in the E-Supplement to this chapter (S1.5.3).

Evaluating the temporal and statistical characteristics of
the coastal wind climate along the North Sea in the ERA-40
reanalysis and the ENSEMBLES RCMs by comparing them
against wind measurements in the Netherlands and Germany,
Anders (2015) found that ERA-40 reproduces the wind field
very well in regions where high quality observational data
were assimilated at high temporal frequency. Outside these
areas, the RCMs mostly show better agreement with mea-
surements over land. The correlation between ERA-40 and
observations is between 0.75 and 0.95, and for most RCMs
and observations is between 0.6 and 0.9. The models seem to
overestimate mean wind speed at inland sites. For the North
Sea region as a whole (but excluding coastal waters), five
RCMs generate annual mean wind speeds that differ by less
than £0.5 m s ' from ERA-40 wind speeds while the
remaining seven RCMs differ by +1.5 m s™' at most. Six
RCMs depict smaller wind fields than ERA-40, partly due to
fewer wind speeds above 10 m s™'. More detailed informa-
tion is reported by Biilow et al. (2013).

The occurrence of high wind speeds across the North Sea
from the end of the 1980s to the end of the 1990s agrees well
with the increased frequency of strong North Atlantic winter
storms (lows with a core pressure of 950 hPa or less—
Fig. 1.19). Until 1974/1975 these extreme lows mainly
occurred between December and January. Their occurrence
has since increased in November as well as March (Franke
2009), which supports the results of Siegismund and Schrum
(2001).

Studies estimating storminess from homogenous station
pressure records show pronounced decadal variability but no
robust sign of any long-term trend (WASA Group 1998;
Bérring and von Storch 2004). This is not the case for results
from studies using the 20CR reanalysis (Compo et al. 2011).
For these, upper percentiles of daily wind speed (Donat et al.
2011) or geostrophic winds derived from air pressure
(Krueger et al. 2013) indicate a significant upward trend in
storminess in many parts of western and northern Europe.
Figure 1.23 shows trends in the annual 95th percentile of
daily maximum wind speed and trends in the days with gales
during the period 1871-2008. Donat et al. (2011) assumed
that the 20CR reanalysis may suffer from some inhomo-
geneities due to changes of station density.

1.5.2.4 Wind Direction

Wind direction across the different sea areas of the North Sea
is determined by the large-scale air pressure distribution.
Near islands and coasts winds are modified by orographic
effects, depending on the shape and orientation of the adja-
cent coastlines. Figure 1.24 shows the annual frequencies of
wind force as observed from ships in the period 1971-2000
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Fig. 1.23 Trends in the annual 95th percentile of daily maximum
wind speed in the 20CR ensemble mean for the period 1871-2008 (unit
standard deviation per 10 years). Only significant trends are plotted
(p < 0.05, Mann-Kendall-Test). Circles indicate trends in gale day at
that location (Donat et al. 2011)

for four categories (1-3, 4-5, 6-7 and 8-12 Beaufort scale)
and eight directions. On average, winds from the southwest
and west predominate. Owing to the orography, only in the
sea areas between the Shetland Islands and the Norwegian
coast (Viking, Utsira north) are winds most frequently from
the south; west of the southern Norwegian coast (Utsira
south) winds from the northwest predominate. A wind force
of 8 Bft and above occurred in 6-9 % of observations for the
central and eastern North Sea areas north of 56°N. While the
prevailing wind directions from October to March are
southerly to southwesterly, northwesterly to northerly winds
predominate in the northern and central North Sea in spring
and summer. Over the course of a year, easterly winds are
most frequent in May, when the frequency of winds
exceeding 6 Bft is lowest.

Frequency distributions of daily mean wind direction
from the ERA-40 reanalysis and ENSEMBLES RCMs for
the four sea areas considered for the period 1971-2000 are
discussed by Biilow et al. (2013).

1.5.2.5 Sea Breeze

With calm conditions and strong insolation (i.e. high pres-
sure situations), a local wind regime develops due to uneven
heating of the land and sea surface in coastal areas.
According to Steele et al. (2015), who referred to Atkinson
(1981) and Simpson (1994) “The sea breeze is defined as a
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circulation which is induced by a thermal contrast, between
the land and sea that overcomes the strength of the back-
ground or gradient wind’. The development of sea breezes
occurs most often in spring and summer, when the North Sea
is relatively cold and the sun reaches its minimum zenith
angle (Tijm et al. 1999). At mid-latitudes, sea breezes usu-
ally have an inland penetration of 5-50 km (Atkinson 1981).
In southern England (Simpson et al. 1977) and the Nether-
lands (Tijm et al. 1999), favourable conditions for sea-breeze
development may result in inland penetration of 100 km or
more. Offshore sea breezes can extend similar distances
(Arrit 1989; Finkele 1998). Thus, sea breezes are an
important component of the coastal wind climate and are of
growing interest due to the development of wind farms in
offshore and coastal areas and their need for reliable wind
forecasts. Based on data from the Weather Research and
Forecasting model (WRF, version 3.3.1; Skamarock and
Klemp 2008), Steele et al. (2015) derived a sea-breeze cli-
matology for five coastlines around the southern North Sea
by considering three sea-breeze types (as described by Miller
et al. 2003): a pure sea breeze (where the sea breeze forms in
opposition to the gradient wind) and the corkscrew and the
backdoor sea-breeze, where the gradient wind has an
along-shore component. Pure sea breezes induce offshore
calm zones, defined as regions where the 10-m simulated
wind is <1 m s~ '. The corkscrew sea breeze is the strongest
type of sea breeze. They induce coastal jets, which are
defined as local wind speed maxima within 1 km of the coast
(Capon 2003). The 10-m simulated wind speeds reach about
5 m s~ and cause a net increase in wind energy on a given
day of up to 10 % (Steele et al. 2015). The backdoor sea
breeze is the weakest type of sea breeze. In many cases an
intensifying backdoor sea breeze reduces the extent of the
offshore calm zones. Table 1.1 shows the annual frequency
of the different sea-breeze types for each coastline in the
period 1 January to 31 December 2012. There is clearly
significant variability between coasts and this is attributed to
coastal orientation relative to the prevailing wind direction.
Season length also differs between coasts; mostly extending
from May to September, along the coasts of East Norfolk,
Suffolk and Essex sea breezes can occur from March to
October. Variations in coastal orientation or the presence of
another coastline can cause interactions between sea breezes.

The magnitude of the differential heating and the strength
of the opposing large-scale wind flow are important for the
offshore extent and inland penetration of the sea breeze.
Studies in southern England show that most sea breezes
occur in conditions of near-calm or with offshore winds of
less than 2-3 m s~ ' at the surface (Tijm et al. 1999). Using
two-dimensional model simulations, Finkele (1998) found
the offshore sea-breeze propagation speed (—3.4 m s™") to be
about double that for inland sea-breeze propagation
(1.6 m s ') under light (—2.5 m s 1) offshore geostrophic
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Fig. 1.24 Annual distribution of
wind forces in Beaufort

(Bft) derived from ship
observations for different sea
areas of the North Sea in the
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Table 1.1 Sea-breeze frequency (days) by sea-breeze type on southern North Sea coastlines between 1 January and 31 December 2012 (Steele

et al. 2015)
Coast Pure Corkscrew
North Norfolk 117 96
East Norfolk 166 169
Suffolk + Essex 46 167
Netherlands 146 76
South Kent 21 122
Total 496 630

wind conditions (without a coast-parallel geostrophic wind
component and a maximum sensible heat flux of about
380 W m %), which agreed well with measurements. The
offshore sea-breeze propagation speed is defined as the speed
at which the seaward extent of the sea breeze grows offshore.

Backdoor Total
51 264
0 335
13 226
71 293
9 154
144 1270

It is almost constant under light offshore geostrophic wind
conditions and non-linear under moderate (5.0 m s ') and
strong (=7.5 m s~ ') geostrophic wind conditions. In the case
of light offshore geostrophic wind conditions the inland
sea-breeze propagation speed is almost constant until early
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afternoon and then increases during late afternoon and
through the evening, which agrees with the findings of Tijm
et al. (1999). Moderate geostrophic winds cause a non-linear
inland sea-breeze propagation speed with the sea breeze
slowing after having reached the coast. For strong geos-
trophic winds the sea-breeze circulation stays totally
offshore.

The onshore sea breeze during the day alternates with the
oppositely directed, but usually weaker, land breeze which
develops during the night.

1.5.3 Air Temperature

1.5.3.1 Monthly and Annual Means

Offshore, the temperature of the lower atmosphere is mainly
determined by sea surface temperature. For the North Sea,
the two branches of the North Atlantic Current entering
through the English Channel and between Scotland and the
Shetland Islands respectively, have a significant influence
(see Sect. 1.4). Air temperature is also influenced by the
European land masses and latitude. The result is that mean
air temperatures over the North Sea are above average for
sea areas at similar latitudes elsewhere (Korevaar 1990).
Spatial distributions of monthly mean air temperature across
the North Sea region based on observations from ships and
light vessels are available for the periods 1961-1980
(Korevaar 1990), 1981-1990 (Michaelsen et al. 2000) and
1971-2000 (Stammer et al. 2014). The latter are displayed in
Fig. 1.25 and show only small differences relative to the
climatology of Michaelsen et al. (2000), and for various
periods the monthly means are highly correlated with the
NCEP-RA1 (1950-2010), NCEP-RA2 (1979-2010),
ERA-Interim (1979-2010), ERA-40 (1957-2002) and 20CR
(1950-2010) reanalyses. The correlation coefficients of 0.98
and 0.99 exceed the 99 % level of significance (Stammer
et al. 2014). Comparisons of the ERA 40 reanalysis with the
ENSEMBLES RCMs for the period 1971-2000 are reported
by Biilow et al. (2013). Annual air temperatures of the
ERA-40 reanalysis are roughly 7.0-8.0 °C in the coastal
areas of Norway and Sweden and 12-13 °C in the western
English Channel. Due to differences in radiation absorption
and heat capacity, the air over the North Sea is warmer than
over the continent from autumn to spring and cooler from
May to July. In winter (December to March), temperatures
decrease from southwest to northeast, due to the declining
influence of the warm North Atlantic Current and the
advection of maritime air masses towards the east and the
increasing influence of cold continental air masses. The
lowest monthly means occur in February, ranging from
below 0 °C in the Skagerrak and Kattegat area to 8-9 °C in
the western English Channel. Towards summer, warming of
the air over land proceeds faster and stronger than over the
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sea, leading to a shift in the orientation of the isotherms. The
southern part of the North Sea is then warmer than the other
regions. August is the warmest month of the year.

The annual cycle of mean air temperature at land stations
in the North Sea region is shown in Fig. 1.26. Warming in
summer is lowest in the far northwestern area (Lerwick on
the Shetland Islands), where the highest mean monthly
temperature is only 12 °C (August). The highest winter
temperatures occur in Brest, in the western part of north-
western France, due to the influence of the North Atlantic
Current.

The amplitudes of daily temperature as well as those of
monthly mean temperature are more pronounced in coastal
areas than in the central North Sea. Air temperatures show
high variability, especially in winter, as reflected in a large
standard deviation. In the period 1981-1990, the standard
deviation increases from about 1 °C in the northwestern
North Sea region, to about 3 °C along the western coast of
Germany and Denmark and about 4 °C along the Swedish
coastline in the western Baltic Sea region. The standard
deviation is lowest from April to October and especially in
summer with values mostly below 1.0 °C. In the inflow area
between Scotland and the Shetland Islands it is about 0.4 °C
in July (Michaelsen et al. 2000).

Figure 1.27 shows variation in air temperature over the
course of a year from ship-based observations for the period
1950-2007 for different sea areas of the North Sea (BSH
2009). These distributions agree well with those for eight sea
areas 2° x 2° in extent and four light vessels (Korevaar
1990), although the sea areas compared are not congruent.
The coldest month is February with mean temperatures
between 2 °C in the German Bight and 9 °C south of Scilly.
The warmest month is August with mean temperatures
between 13 °C in the area Shetland/Orkneys and about
15.5 °C in the German Bight and southern North Sea.
Annual amplitude ranges from about 8 °C in the sea areas
Shetland/Orkneys and South of Scilly and 14-15 °C in the
sea areas Skagerrak and German Bight. The annual cycles
for the northwestern, northeastern, southwestern and south-
eastern parts of the North Sea based on ERA-40 data and
various ENSEMBLES RCMs show considerable deviations
with differences of up to 2 °C in winter, but agree well in
June and July.

1.5.3.2 Extremes

Significant deviations from the monthly mean are linked to
specific air pressure patterns. The warmest European sea-
sons since records began, autumn 2006 and winter
2006/2007 had temperature anomalies of up to 4 °C across
the land areas surrounding the North Sea (WMO 2007,
2008). While the unusually warm autumn was linked to a
negative NAO phase (—1.62 in September and —2.24 in
October), the warm winter was associated with a positive
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Fig. 1.25 Spatial distribution of monthly mean air temperature (°C) across the North Sea region based on in situ data for the period 1971-2000

(Stammer et al. 2014)
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Fig. 1.26 Annual cycle in mean
air temperature (°C) at land

Mean monthly air temperatures
Period 1971 - 2000
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NAO phase (+1.32 in December and +0.22 in January)
(Luterbacher et al. 2007). The record negative NAO (—2.4)
in winter 2009/2010 was linked to a cold and snowy winter
influencing the area from northwestern Europe to central
Asia (WMO 2010; Osborn 2011). By coupling mean SLP
fields with temperature extremes (monthly occurrence of
cold night and warm day temperatures) in Europe for the
period 1961-2010, Andrade et al. (2012) found that in
winter and spring the NAO is not only the major driver of
mean temperature, but also of the occurrence of tempera-
ture extremes. Andrade et al. (2012) showed the leading
modes for all four seasons. For winter, spring and autumn,
there is coherent coupling for both extreme maximum and
extreme minimum temperatures. The East Atlantic Oscil-
lation defined by Barnston and Livezey (1987) also helps
explain the occurrence of warm temperatures due to the
advection of warm air with southwesterly winds into the

region. This is the leading mode for temperature extremes
in autumn. Cold air from the North and an absence of
cloud cover are responsible for very cold nights on land. In
summer, exceptionally long warm episodes are linked to a
blocking high pressure system centred over the British Isles
or over the European continent, stopping the westward
propagation of North Atlantic pressure systems and leading
to warm air advection and low cloudiness.

Table 1.2 shows extreme minimum and maximum air
temperatures, determined from ship-based observations for
the period 1950-2007 (99.9th percentile, the values were
inferior to or exceeded, respectively, in 0.1 % of all mea-
surements). Due to good data coverage, they can be con-
sidered more representative for the different North Sea areas
than extreme temperatures derived from ERA records
because ERA-40 temperatures are available at 6-h intervals
only and are also smoothed by gridding.
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Table 1.2 Extreme minimum and maximum air temperature (°C) for various sea areas from ship-based observations in the period 1950-2007

(BSH 2009)

Sea area Extreme minimum temperature Extreme maximum temperature
Shetland/Orkneys =2 20
Viking —4 21
Utsira -8 23
Cromarty, Forth, Forties -3 21
Fisher -6 24
Skagerrak -9 24
Tyne -1 22
Dogger, Humber —4 24
German Bight -6 25
Southern North Sea =5 25
Strait of Dover -5 24
Eastern English Channel =2 25
Western English Channel 0 25
South of Scilly 24

1.5.4 Precipitation

Precipitation across the North Sea is mainly supplied by
Atlantic low pressure systems and their associated frontal
systems. Their variation in occurrence and storm tracks causes
regional and interannual variability. Strong positive phases of
the NAO tend to be associated with above-average precipi-
tation, especially over the northern North Sea area in winter
(Trigo et al. 2002; Hense and Glowienka-Hense 2008).

1.5.4.1 Precipitation Frequency

In situ measurements of precipitation over the sea are
extremely problematic. Many factors influence measure-
ments, such as the movement and shape of the vessel, sea
spray and wind. There are few measured precipitation data
for sea areas. Those that are available are measured on
light-vessels using a conical rain gauge, and on oil and gas
platforms. The fleet of voluntary observing ships
(VOS) does not measure precipitation amount, only infor-
mation about the occurrence of precipitation. Analyses of
data for different sea areas of the North Sea show precipi-
tation frequency is mostly highest in November, sometimes
in December or January (BSH 2009). Also, that precipitation
frequency is higher over the northern North Sea (about 20—
27 % of observations) than the English Channel, western
North Sea and Skagerrak (10-16 % of observations), the
latter due to lee effects of the Scandinavian mountains. The
probability of precipitation is lowest in May.

1.5.4.2 Precipitation Amount
Prior to the satellite era, precipitation amounts across the
North Sea were estimated in different studies by analysing

and interpolating gauge measurements at coastal stations. As
it was assumed that precipitation amounts for sea areas are
generally less than over neighbouring land areas, different
reduction factors were applied to coastal data leading to a
broad range of estimates for the annual total for the North
Sea area as a whole (440-800 mm; Barrett et al. 1991).
Since the late 1970s, precipitation information has been
remotely sensed from satellites. Their advantage is the pro-
vision of values for regions with few in situ measurements
and the provision of spatially continuous data. However,
satellite-based precipitation is not measured directly, but
derived from radiance measurements. Validation of
satellite-based data with in situ measurements from rain
gauges on ships within the Baltic Sea shows precipitation is
underestimated by remote sensing, because the detectability
of small-scale precipitation typical of convective weather
conditions is too low, although the detectability in cases of
prevailing stratiform clouds fits well (Bumke et al. 2012).
A first estimation for mean monthly, seasonal and annual
precipitation totals was determined from the Scanning
Multispectral Microwave Radiometer (SMMR) data on the
Nimbus-7 satellite for the period 1978-1987 by retrieving
the relationship of 37 GHz horizontal channel brightness
temperatures to rain-rates (mm h™") from the calibration of
the SMMR data by contemporaneous data from the Cam-
borne radar station (Cornwall) of the UK Meteorological
Office and published by Barrett et al. (1991). Barrett et al.
examined the North Sea region from 47° to 63°N and 03°W
to 13°E, excluding the land and mixed land/sea parts. Mean
annual precipitation for the period October 1978 to August
1987 was estimated at 425 mm. Andersson et al. (2010)
investigated monthly means of the quality-controlled
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Fig. 1.28 Mean annual spatial
distribution of precipitation
(mm) across the North Sea region
derived from the combined

Mean annual precipitation totals
derived from satellite data

HOAPS-3 and GPCC data set for
the period 1988-2008 (figure
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HOAPS-3 (Hamburg Ocean Atmosphere Parameters and
Fluxes from Satellite) data set with a grid resolution of
0.5° x 0.5° for the period 1988-2008. The data were
derived from the Special Sensor Microwave Imager (SSM/I)
operating on the polar-orbiting Defence Meteorological
Satellite Program (DMSP) satellites for the sea area. For the
land area this was completed with ‘Full Data reanalysis
Product Version 4’ provided by the Global Precipitation
Climatology Centre (GPCC; Rudolf and Schneider 2005),
which only uses land-based rain gauge measurements. Fig-
ure 1.28 shows the annual spatial distribution of HOAPS
precipitation data for the North Sea region calculated by the
German Meteorological Service. Mean annual precipitation
for the region from 50° to 62°N and 03°W to 13°E and
excluding the land and mixed land/sea parts is 810 mm. This
significant difference is partly explained by the different
analysis periods (see below) and ongoing improvements in
the instrumentation onboard satellites. But further research
will be necessary, since comparisons of the ERA-40
reanalysis with the ENSEMBLES RCMs (Biilow et al.
2013) and those from different reanalyses with data sets of
gridded observations from precipitation gauges (Lorenz and
Kunstmann 2012) display considerable differences. An
example for the central North Sea area (1.5-5.5°E, 54-58°N)
is presented in Table 1.3 including a comparison of mean
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annual precipitation derived from the HOAPS satellite data
and four reanalyses: ERA-Interim, ERA-40, NCEP/CFSR
and MERRA.

Precipitation amount shows considerable intra-annual
(see a selection of months in the E-Supplement Fig. S1.5.8)
and interannual variability. For the reference period October
1978 to August 1987, February and/or April were the driest
months. February 1986 was unusually dry with widespread
means of less than 10 mm, even in coastal areas. Some areas
were even rainless (e.g. in the region of De Bilt). Because
February 1985 and 1986 received well below-average pre-
cipitation, the February mean for the period 1979-1987 was
about 10 mm less than for the period 1971-2000 and about
half the average for the period 1988-2008. The difference
was greatest in the Shetland Islands. At Lerwick, the
February mean was 62 mm for the period 1979-1987,
108 mm for 1971-2000 and 144 mm for 1988-2008.
The HOAPS data show May as the driest month with
average precipitation amounts of less than 25 mm in an
extended area east and north of the British Islands. Spring is
the driest season except in the western English Channel and
the region around the Shetland Islands. Precipitation amount
is mostly highest in autumn. The increase in precipitation
amount in autumn is caused by the increase in low-pressure
activity and convective rains due to the destabilisation of
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Table 1.3 Mean annual precipitation (mm) for the central North Sea area (1.5-5.5°E, 54-58°N) derived from the satellite data set HOAPS and

four reanalyses

Data set 1979-2001
HOAPS -
ERA-Interim 812
ERA-40 691
NCEP-CFSR 966
MERRA 754

Fig. 1.29 Annual cycle in
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cold air masses moving over the warm North Sea (Lefebvre
and Rosenhagen 2008).

In coastal areas, precipitation is intensified by coastal
convergence and increasing friction effects. The annual cycle
of the precipitation totals for stations in coastal areas of the
North Sea region for the reference period 1971-2000 are
shown in Fig. 1.29. There are significant differences in
precipitation amount from October to April when the sta-
tions around the northern North Sea and the western part of
the English Channel record about twice the amount of the
other regions.

In winter, there is a pronounced correlation between
precipitation amount in the northern North Sea region and
the NAO. A positive NAO phase is linked to above-average
precipitation, especially in Scotland and Norway and
below-average precipitation in the Mediterranean region
(Hense and Glowienka-Hense 2008). Studies for a box
across northern Europe including the North Sea except for
the southern part (10°W-20°E 55°-75°N) show the corre-
lation between precipitation amount and NAO in winter
(DJFM) seems to be stronger for the land area (correlation
coefficient r = 0.84) than across the sea (r = 0.38), with all
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correlations statistically significant at the 99 % confidence
level of the t-test (Andersson et al. 2010).

1.5.5 Radiation

1.5.5.1 Sunshine Duration

Sunshine duration depends on latitude and daytime cloud
cover conditions. Measurements of sunshine duration are not
included in the observational routine of the VOS fleet and
statistics are not derived from measurements on
light-vessels.

Annual cycles for some land stations in the North Sea
region are shown in Fig. 1.30. Because there is a gradient in
sunshine duration from land to sea, their representativeness
for sea areas is limited. Change in daylength throughout the
year shows a predictable pattern with sunshine duration in
the North Sea region at a maximum in summer and a min-
imum in winter. On average May and July are the sunniest
months with about 170 h of sunlight in Lerwick, 250 h in
Helgoland and 290 h in Skagen Fyr (adjusted, not shown)
for the period 1971-2000. Sunshine duration is lowest in
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Fig. 1.30 Annual cycle of mean
sunshine duration (hours/month)

at selected land stations for the 250 4 -
period 1971-2000. Station B Lerwick
locations are shown in the 225+ 0 Brest_
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December with mean values of 15 h in Lerwick to 60 h in
Brest. From May to August, sunshine duration in the
northern and western parts of the North Sea and the English
Channel is about 20-50 h less than in the southern and
eastern parts.

Recent research studies use various methods for deriving
sunshine duration from satellite observations. For example,
using cloud type data (Good 2010) or solar incoming direct
radiation (Kothe et al. 2013), based on observations from the
SEVIRI (Spinning Enhanced Visible and Infrared Imager)
instrument on the Meteosat Second Generation satellite.
A comparison of products generated by both methods for
Europe with in situ observations showed that satellite-based
sunshine duration is within 41 h day~' compared to the
high-quality Baseline Surface Network or surface synoptic
station measurements (Kothe et al. 2013). The procedure for
deriving sunshine duration from satellite data for an area
including the North Sea was recently established by the UK
MetOffice, but the data have not yet been analysed from a
climate perspective.

1.5.5.2 Global Radiation

There is a strong relationship between sunshine duration and
global radiation. Global radiation is the sum of direct solar
radiation and diffuse sky radiation received by a unit hori-
zontal surface. It is a function of latitude and depends on
atmospheric scattering and absorption in the presence of
clouds and atmospheric particles. More than 90 % of solar
irradiance is absorbed by the ocean having an important
impact on thermal structure and density-induced motions
within the ocean (Biilow et al. 2013). In the network of
EUMETSAT, the Satellite Application Facility on Climate

Mean monthly sunshine duration
_Period 1971-2000

||II T

Apr May Jun Jul Aug Sep Oct Nov Dec

Monitoring (CM SAF) provides a satellite-based data set of
surface irradiance (Posselt et al. 2012). In the North Sea
region, mean annual global radiation increases from north to
south with the highest annual average irradiance of 130-
140 W m ™2 in the English Channel, for results derived from
observations of the MVIRI instruments on the geostationary
Meteosat satellites for the period 1983-2005 (compare
Fig. S1.5.11 in the E-Supplement).

Global radiation exhibits a pronounced seasonal cycle
with a minimum in winter shown by the December irradi-
ance and a maximum in summer shown by that for June
(Fig. 1.31). Over the course of a year, global radiation varies
from about 5 to 200 W m™? in the northern North Sea and
between 25-30 and 230240 W m™? in the English Chan-
nel. The highest values are recorded in the Skagerrak
(250 W m™?) and English Channel (260 W m™?) in June. In
both areas, lee effects may account for this high irradiance as
well as the influence of the ridge of the Azores High which
stretches towards central Europe across the English Channel
in summer (compare Fig. 1.17).

1.5.6 Cloud Cover

The spatial distribution of mean annual cloud cover for the
period 1982-2009 is shown in Fig. 1.32 based on mea-
surements by the Advanced Very High Resolution
Radiometer (AVHRR) on the polar-orbiting NOAA and
Metop satellites (CLARA data set). Cloud cover is highest in
the northwestern sea areas and decreases southward. In
coastal areas, cloudiness is affected by lee and luv effects
depending on the exposure of the coastline to the prevailing
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Fig. 1.31 Mean monthly global
radiation (W m™2) in December
(upper) and June (lower) for the
period 1983-2005 derived from
satellite data by CM-SAF

L@

wind direction. The Skagerrak is especially affected by a
pronounced reduction in cloudiness due to the lee effect of
the Scandinavian mountains. In particular, during weather
situations with high reaching northerly airflow at the rear of
large low pressure systems air humidity decreases signifi-
cantly on their leeward side resulting in cloud dissolution as
shown in Fig. 1.33. This Norwegian fohn effect is observed
about 10 to 20 times a year. The mean monthly and annual
cloud cover derived from ship observations (BSH 2009)
shows cloud cover is generally lowest in May, the month
with a high frequency of anticyclonic situations, and highest
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in winter, except for the sea areas along the northeastern
coast of Great Britain where lee effects in the predominantly
westerly air flow cause a reduction. The amplitude of the
annual cycle is smallest (0.3 octa) in the sea areas Forth and
Tyne and highest (1.5 octa) in the Skagerrak, where the
cloud cover is lowest in summer.

A comparison of the mean annual cycle in cloud cover
derived from the CLARA data set and ERA-40 over the
German Bight for the period 1982-2002 shows an under-
estimation in the reanalysis data, which is smallest in winter
and highest in summer (Biilow et al. 2014).



1 Introduction to the Assessment—Characteristics of the Region 35

Fig. 1.32 Mean annual cloud
coverage (in percentage) for the 62

period 1982-2009 derived from %
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Fig. 1.33 Example of the lee
effect off Scandinavia (Lefebvre
and Rosenhagen 2008)
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Spatial distributions of mean monthly cloud cover
derived from satellite data across the eastern North Atlantic
Ocean and Europe since 2009 are available.”

1.6 Marine and Coastal Ecosystems

Merja Helena Tolle, Franciscus Colijn

The semi-enclosed North Sea region is one of the biologi-
cally richest and most productive regions in the world
(Emeis et al. 2015). Its ecosystem comprises a complex
interplay between biological, chemical and physical com-
partments. Humans also play a major role in this system
integrating social and economic activities (see Sect. 1.2). As
is the case for most marine and coastal ecosystems the North
Sea shows a high degree of natural variability, which ham-
pers a distinction between human and natural causes of
change. High nutrient loads from terrestrial and anthro-
pogenic sources are one of the major contributors to the high
levels of primary production in coastal waters. Fisheries and
contaminant inputs constitute the main drivers of change in
the North Sea biota. However, complex interactions within
the food web make it difficult to discriminate between the
effects of natural and anthropogenic factors.

1.6.1 Ecological Habitats

The North Sea is delimited by Dover Strait between the UK
and France to the south (50°30'N 2°E), to the north by a line
between Scotland and Norway north of the Fladen Ground
(62°N), and by the Kattegat between Sweden and Denmark
to the east (see Sect. 1.2 for more details). The North Sea
can be subdivided into the shallow Southern Bight with
vertically mixed water masses and a deeper, seasonally
stratified northern part which is subject to significant
nutrient-rich North Atlantic inflow. The southern North Sea
receives warm oceanic water through the English Channel,
experiences strong tidal currents, has a high sediment load,
and receives large amounts of contaminants and nutrients
from continental rivers discharging into the coastal zone.
The whole North Sea is subject to atmospheric deposition
from land- and ship-based sources.

The North Sea coastline includes a variety of habitats,
such as fjords and rocky shores, estuaries and coastal deltas,
beaches with dunes, banks including sandbanks, cliffs,
islands, salt marshes and intertidal mudflats (see detailed
review in Sect. 1.2). These coastal habitats are mainly
characterised by a seabed covered by seagrasses and

Shttp://www.dwd.de/DE/klimaumwelt/klimaueberwachung/europa/
europa_node.html.
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macroalgae or by sandy, gravelly or muddy sediments (ICES
2011). Coastal and estuarine habitats serve as spawning and
nursery grounds for fish (Van Dijk 1994) and breeding
grounds for coastal birds.

1.6.1.1 Wadden Sea

About 60 % of the intertidal area at the south-eastern North
Sea shores occurs in the Wadden Sea (Reise et al. 2010). The
Wadden Sea is a very shallow wetland area with a high
sediment load in the channels due to strong tidal currents and
waves. Consequently this region features sandy mud flats
and shoals, seagrass meadows, and oyster and mussel beds.
It serves as a rich food source and habitat for seals, waders,
gulls, ducks and geese (Reise et al. 1994), provides a resting
and feeding area for millions of migratory birds, and is used
as a nursery ground by fish (e.g. plaice Pleuronectes
spp. and sole Solea spp.). The appearance of the sandy tidal
flats is shaped by the faecal mounds of the lugworm
Arenicola marina. The Wadden Sea is characterised by a
high biomass of benthic species (up to 100 g ash free dry
weight m~?) that can cope with tidal exposure and extreme
changes in temperature, salinity and turbidity, due to tidal
exposure and currents. Since 2009 the international Wadden
Sea has been a UNESCO World Heritage Site (Reise et al.
2010).

1.6.1.2 Estuaries and Fjords

Estuaries of large rivers (e.g. Rhine, Meuse, Elbe, Weser,
Ems, Tyne, Thames and Seine) extend along the North Sea
coast and many harbour ports. All the estuaries have a
characteristic turbidity maximum caused by the mixing of
fresh and saline water. Due to their low and variable salinity
the number of plant and animal species in the estuaries is
reduced relative to sea and freshwater. There are some fully
estuarine fish living almost their entire lifecycle in estuarine
habitats (e.g. common goby Potamoschistus microps and
European flounder Platichthys flesus).

A great variety of fjords can be found along the Norwe-
gian coastline. These are typically deep, long and narrow,
showing significant biological gradients from head to mouth.
Plankton blooms in the coastal water may be passively
transported into the fjords. The reefs of the upper sediment
layers of these fjords (between 40 and 400 m) may comprise
cold-water corals (e.g. Lophelia pertusa and Gorgono-
cephalus caputmedusae) and benthic communities including
species such as sea stars, brittle stars and sea urchins.

1.6.1.3 Dogger Bank

The shallow Dogger Bank is a large sandbank situated east
off the coast of England in the central North Sea and is
influenced predominantly by Atlantic water from the north
and Channel water from the south (Bo Pedersen 1994). Due
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to year-round primary production this is a productive fish-
eries area (Kroncke and Knust 1995).

1.6.1.4 Helgoland, and the Shetland

and Orkney Islands

The offshore island Helgoland in the Southern Bight and the
Shetland and Orkney islands off the north-east of Scotland
form rocky outcrops surrounded by soft sediments. Due to
rich prey in the surrounding waters millions of seabirds use
these islands for breeding. Sand dunes are inhabited partly
by seals. The hard substrate around these islands serves as a
holdfast for kelp (Laminaria spp.) (Liining 1979).

1.6.2 Ecosystem Dynamics

1.6.2.1 Communities, Food Webs

and the Seasonal Cycle

The North Sea is a temperate sea with a clear seasonal
production cycle. In winter, most of the primary production
is light-limited. In spring distinct phytoplankton blooms
occur at the surface of the water column, mainly due to
higher light levels and rising temperature. Carbon or energy
is transferred from phytoplankton to herbivorous zooplank-
ton to carnivorous zooplankton and finally to (jelly) fish,
seabirds, and marine mammals. Figure 1.34 illustrates the
trophic structure and energy flows of the North Sea food
web. All organism groups discussed in later chapters of this
report are shown in this schematic. Links between the
pelagic and benthic components are indicated (i.e. settling
detritus and suspension feeders). The spring phytoplankton
bloom is initialised in the southern regions of the North Sea
(south of Dogger Bank) in late winter/early spring, devel-
oping later in the northern part of the North Sea (Colebrook
and Robinson 1965). The timing of the spring bloom
depends primarily on increased light availability. The spring
diatom bloom is responsible for a large proportion of the
annual primary production which is succeeded by late
summer and/or autumn blooms of dinoflagellates (Cushing
1959). Diatoms may bloom again in autumn but are then less
numerous (Reid 1978). Grazing by secondary consumers
occurs between May and September. Copepods consume
about 10-20 % of the primary production of the spring
bloom in the coastal zone (Baars and Fransz 1984). Roff
et al. (1988) found the spring bloom is also grazed by het-
erotrophic protists which may provide an alternative food
source for copepods. Pelagic herbivores such as copepods
are preyed on by invertebrate carnivores (e.g. arrowworms
and jellyfish). Meso- and macrozooplankton are also preyed
on by pelagic fish, which are in turn consumed by larger fish,
cetaceans and seabirds. A major proportion of the primary
production, and the zooplankton and their faeces is trans-
ferred through sedimentation to benthic communities. There
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Fig. 1.34 Schematic overview of the trophic structure and flows of
energy in the North Sea
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they can be consumed by macrobenthos (shellfish, worms)
and meiobenthos which serve as food for invertebrate car-
nivores (e.g. squid) and demersal fish (Dagg et al. 1982;
Joris et al. 1982; Nicolajsen et al. 1983; Reid et al. 2009) or
are mineralised by bacteria (Van Es and Meyer-Reil 1982).
Invertebrate carnivores and demersal fish are in turn con-
sumed by larger fish and other carnivores (such as seals) and
some ultimately end up in the human diet. In the post-bloom
period parts of the benthic biomass can be resuspended and
remineralised by bacteria and protozoa. However, it should
be noted that the actual North Sea food web is more complex
than implied by this simple overview, owing to the large
number of flora and fauna present in the North Sea and the
many interrelations between these species and their various
life stages.

Recruitment success of fish stocks and fisheries depends
strongly on zooplankton production, and on their size and
composition. Marine mammals and seabirds depend on fish
stocks. Zooplankton peak abundance relies on primary
production by phytoplankton. Complex interactions between
the various components of the food web makes the North
Sea ecosystem vulnerable to physical changes (such as in
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currents, salinity, mixing regimes or temperature; Schliiter
et al. 2008, 2010) that affect energy flow through the food
web.

1.6.2.2 Impacts of Stratification and Mixing
North of a rough line between Denmark and the Humber, the
offshore central and northern North Sea becomes stratified in
summer with a strong seasonal thermocline beginning in May
(Becker 1981; Turrell et al. 1996). This leads to a rapid
depletion of nutrients in the surface layer. The phytoplankton
may be dominated by autotrophic nanoflagellates and other
picoplankton at this time. Subsurface summer production may
occur in these waters, based on new nutrients introduced into
the pycnocline layer associated with fronts (Richardson et al.
2000; Weston et al. 2005). The coastal area of the North Sea
including the shallow Dogger Bank, the Oyster Grounds and
Dover Strait is generally vertically well-mixed due to tidal
currents, leading to nutrient-rich conditions and high rates of
primary production (Legendre et al. 1986). Nevertheless,
surface stratification has also been observed in summer at the
Oyster Grounds and on the northern slope of Dogger Bank
(Greenwood et al. 2010). Fronts or frontal zones due to
salinity and/or temperature gradients are frequently observed
in the German Bight, off Flamborough Head, and along the
coasts leading to high local phytoplankton biomass.

1.6.2.3 Carbon and Nutrient Cycles

A detailed North Sea field study initiated in 2001 revealed
that bottom topography exerts fundamental controls on
carbon dioxide (CO,) fluxes and productivity, with the 50 m
depth contour acting as a biogeochemical boundary between
two distinct regimes. In the deeper northern areas, seasonal
stratification facilitates the export of particulate organic
matter (POM) from the surface mixed layer to the subsurface
layer with the consequence that biologically-fixed CO, is
replenished from the atmosphere. After entering the sub-
surface layer the POM is respired, releasing dissolved
inorganic carbon (DIC) that is either exported to the deeper
Atlantic or brought back to the surface during autumn and
winter once the seasonal stratification has broken down
(Thomas et al. 2004; Bozec et al. 2006; Wakelin et al. 2012),
see Fig. 1.34. At the annual scale the northern parts act as a
sink for atmospheric CO,, and the high productivity driving
the CO, fixation is largely fuelled by nutrient inputs from the
Atlantic Ocean (Pitsch and Kiihn 2008). In the southern part
of the North Sea the shallow, well-mixed water column
prevents the settling of POM from the euphotic zone, with
the result that both production and respiration occur within
the well-mixed water column. Except for a short period
during the spring bloom, the effects of POM production and
respiration cancel out and the CO, system appears to be
temperature-controlled (Thomas et al. 2005a; Schiettecatte
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et al. 2006, 2007; Prowe et al. 2009). Productivity in this
area relies on terrestrial nutrients to a far greater degree than
in the northern North Sea, and nutrients are a limiting factor
during the productive period (Pétsch and Kiihn 2008; Loebl
et al. 2009). Carbon cycling in the North Sea is dominated
by its interaction with the North Atlantic Ocean, which
serves as both a source and a sink for CO, transport due to
the high rate of water exchange (Thomas et al. 2005b; Kiihn
et al. 2010). Thus, input from the Baltic Sea and river loads
play a crucial role, since these constitute net imports of
carbon (and other biogeochemical tracers) into the North
Sea. As previously stated, nutrient concentrations are high in
coastal areas relative to the offshore region and show con-
siderable spatial variability. Concentrations decrease with
distance from the shore. Riverine winter nutrient concen-
trations may be up to 50 times higher than offshore values
(e.g. nitrogen in the river Ems; Howarth et al. 1994). In
autumn and winter, nutrients accumulate due to intense
mineralisation and peak in late winter. An average winter
nitrate concentration in the central North Sea was estimated
at about 8 umol 1" (Brockmann and Wegner 1996). In
winter, nutrient concentrations in coastal waters are mostly
influenced by river inputs and are only marginally influenced
by biological processes. An exception is the Dogger Bank
area where primary production continues all-year round and
there is no winter peak in nutrient concentrations. Phosphate
and silicate are usually the first nutrients to become depleted
in coastal waters during spring slowing the growth of dia-
toms in the spring bloom. Excess nitrate is then taken up by
flagellates and other plankton such as Phaeocystis sp. (Billen
et al. 1991). In much of the North Sea, nutrients become
depleted in the upper layer due to summer phytoplankton
growth following stratification. An increase in surface
nutrient concentrations can be seen in autumn after miner-
alisation has occurred in deeper water layers below the
thermocline and when this nutrient-rich bottom water is
brought up to the euphotic zone by stormy autumn weather.
Nitrogen to phosphorus ratios show that nitrogen is a
potential limiting factor in the central North Sea, whereas
phosphate is a potential limiting factor in the coastal area and
off England (Brockmann et al. 1990). The atmosphere,
Atlantic inflow and several rivers contribute to the total
nutrient load in the North Sea. Atmospheric nitrogen input to
the North Sea is estimated at 300-600 kt (Richardson and
Bo Pederson 1998). However, the spatial distribution of the
atmospheric input is unclear. About 1411 kt N year ' is
advected through the English Channel (Laane et al. 1993),
with nutrient inputs entering the North Sea through the
Atlantic Ocean estimated at 8870 kt N year ' and 494 kt
P year ' (Brion et al. 2004). Total riverine inputs to the
continental coastal zone are estimated to average 722 kt
N year ' and 48 kt P year ' (Radach and Pitsch 2007).
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Fig. 1.35 Maximum
chlorophyll-a concentration in the
North Sea in March 2003, based
on an ENVISAT/MERIS satellite
image (Peters et al. 2005)
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1.6.2.4 Production and Biomass

In addition to regulation by predators, phytoplankton growth
and abundance are regulated by aspects of their physical and
chemical environment, such as light intensity, wind, and
nutrient concentration (e.g. Sverdrup 1953; Margalef 1997,
Schliiter et al. 2012). Zooplankton biomass depends on the
growth and quality of their food as well as on hydrodynamic
and chemical factors.

Annual new production from the input of nitrogen to
the North Sea is roughly 15.6 million t C (Richardson and
Bo Pederson 1998). About 40 % of annual new produc-
tion is estimated to be associated with the spring bloom in
surface waters of the stratified regions of the North Sea,
another 40 % with production in the coastal waters, and
the rest with the deep chlorophyll maximum (Riegman
et al. 1990).
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There is a considerable variability in phytoplankton bio-
mass across the North Sea with high values occurring
inshore in the coastal regions of southern England, along the
continental coast to Denmark and Norway, within tidal
fronts, and at the Oyster Ground and Dogger Bank (Peters
et al. 2005). The highest chlorophyll-a concentrations are
observed along the southern coastal areas in spring
(Fig. 1.35). The spatial distribution and productivity of
benthic organisms in the North Sea are related to currents,
and to variations in temperature and food availability (Heip
and Craeymeersch 1995). High primary productivity in the
eutrophic coastal zone is mostly due to terrestrial nutrient
inputs from rivers and atmospheric deposition. Estimates of
annual primary production in the North Sea are highest in
coastal areas, and decrease northward from the southern to
the northern North Sea (see Table 1.4).
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Table 1.4 Estimates of primary production over an annual cycle for the North Sea and its subareas

2

North Sea area Annual primary production, g C m™

Coastal area 400
Southern North Sea 150-200
Offshore of Netherlands 375
Northern North Sea 70-90

Biomass (mg/m3)

------ Whole Area
10 F —— Northern North Sea
—— Southern North Sea
—— Western Channel and Celtic Sea
gl— Western Ireland
North West Scotland
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Fig. 1.36 Long-term trend in annual average biomass for 29 major
copepods and cladocerans in five North Sea sub-areas and North Sea as
a whole (Mackinson and Daskalov 2008)

Annual production of secondary producers (formation of
heterotrophic biomass) is estimated at 2-20 g C m™ 2, with
higher production in the northern North Sea than the
Southern Bight (Fransz et al. 1991). This gradient may be
because large amounts of primary production in the shallow
southern areas are transferred to benthic communities and so
are unavailable for consumption by zooplankton. De Wilde
et al. (1992) reported a significant decline in zooplankton
abundance across the North Sea between 1960 and 1980. As
shown in Fig. 1.36 this decline was followed by a subse-
quent recovery and then a new and ongoing decline. The
long-term trend in zooplankton biomass for the North Sea as
a whole is well documented through the variability observed
in its sub-areas.

Estimates of annual secondary and higher production for the
North Sea are given in Table 1.5. The benthic fauna production
estimate for Oyster Ground (36 g C m 2 year ') includes
21 g Cm™? year ' for macrofauna and 6 g C m > year ' for
meiofauna (De Wilde et al. 1984). Biomass of brown and green
algae increased in the Wadden Sea and the Skagerrak-Kattegat
area between 1960 and 1990 (Beukema 1989; Josefson et al.
1993). Kroncke and Knust (1995) found a decrease in total
benthic biomass at the Dogger Bank between 1950 and the
1980s.

Source

Cadee (1992)

Reid et al. (1990), Heip et al. (1992), Joint and Pomeroy (1993)
Bot and Colijn (1996)

Steele (1974)

There are over 200 species of fish in the North Sea and
their total annual productivity has been estimated at 1.8 g
Cm? (Daan et al. 1990). Cushing (1984) reported a large
increase in the abundance of gadoids such as whiting Mer-
langius merlangus, haddock Melanogrammus aeglefinus,
cod Gadus morhua and Norway pout Trisopterus esmarkii
accompanied by a decrease in herring Clupea harengus in
the 1960s, commonly referred to as the ‘gadoid outburst’.
Overall, demersal fish and their size composition have
declined in the North Sea since the start of the 20th century
(Pope and Macer 1996). The commercial fishery was heavily
exploited in the 1960s, when landings peaked and then
declined following a ban on herring in 1977 from a change
in EU fisheries policy. The fishery reopened in 1981 and
landings increased until 1988 followed by a record low in
the 1990s.

Of the roughly 10 million t of fish and shellfish biomass
produced each year in the North Sea, around 25 % is
removed by the fishery, 50 % is consumed by predatory fish
species, and the rest is consumed by birds and mammals or
lost to disease (Daan et al. 1990).

About 2.3 million t of fish and shellfish were landed in the
North Sea in 1999 (FAO 2003). Fish catches over the past
60 years seem strongly related to levels of primary production
(Chassot et al. 2010). Pelagic species such as herring and
mackerel are the most important in landings, as well as smaller
species such as sardines, and anchovy. Demersal landings
include cod, haddock, whiting, saithe Pollachius virens,
plaice and sole. Detailed statistics of fish landings are available
from the International Council for the Exploration of the Sea
(ICES 2008; FAO Annual reports; see also Chaps. 8 and 12).

The sedimentary environment of the North Sea contains
up to 5000 species of macrobenthic and meiobenthic
invertebrates (Heip and Craeymeersch 1995). Total mac-
robenthic biomass decreases northward from 51.5°N while
biodiversity and density increase (Heip et al. 1992). Rehm
and Rachor (2007) also showed benthic biomass to decrease
with distance from the coast. According to Heip and
Craeymeersch (1995), northern species of the macrobenthic
community extend southward to the northern slope of
Dogger Bank and southern species extend northward to the
100 m depth contour. They also found the separation
between northern and southern species to disappear at
around the 70 m depth contour in the central North Sea.


http://dx.doi.org/10.1007/978-3-319-39745-0_8
http://dx.doi.org/10.1007/978-3-319-39745-0_12
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Table 1.5 Estimates of annual secondary and higher production for the North Sea

Group

Macrobenthos 24

Fish 1.8
Meiofauna 10
Phytobenthos Negligible
Secondary production 2-20
Benthic fauna of Oyster Ground 36

Several mammal species occur in the North Sea. The
harbour seal Phoca vitulina is particularly abundant and
there are estimated to be 4500-5000 in the German Bight,
6000 in the Wash, and 7000-10000 on the British east coast.
For other common species such as harbour porpoise Pho-
coena phocoena, bottlenosed dolphin Tursiops truncatus,
and less common species such as common dolphin Delphi-
nus delphis, white beaked dolphin Lagenorhynchus albir-
ostris, white-sided dolphin L. acutus, beluga Delphinapterus
leucas, pilot whale Globicephala melas and minke whale
Balaenoptera acutorostrata all populations are either stable
or are declining due to pollution, fewer prey or accidental
bycatch by the fishing fleet (FAO 2003).

Bellamy et al. (1973) listed 71 species of bird in the North
Sea coastal and offshore areas.

1.6.3 Current Status and Threats
Human-induced stresses represent major threats to the North
Sea ecosystem. These include overfishing, eutrophication,
ocean acidification, climate change, recreation, offshore
mining, wind farms, shipping, dumping of waste, changes in
food web dynamics, and the introduction of non-indigenous
species (Richardson et al. 2009). Potential threats on the
North Sea ecosystem could be reduced by better manage-
ment based on a concept of zones with different utilisation
levels (Fock et al. 2014).

1.6.3.1 Eutrophication

Sewage effluents, leaching from agricultural land, and
atmospheric nitrogen deposition are responsible for the high
nutrient input to the North Sea (Druon et al. 2004). Aqua-
culture is another important factor. Enrichment by nitrates
and phosphates may encourage blooms of particular phyto-
plankton species, such as Phaeocystis sp. or Noctiluca sp. in
the coastal area. Under calm weather conditions massive
algal blooms may settle on the sediment surface and cause
hypoxia in the near-bottom water as seen in the German
Bight and at the Danish Coast (De Wilde et al. 1992)
resulting in mass mortality of macrobenthos. Present con-
ditions reflect a strong decrease (70 %) in phosphate input

Annual secondary and higher production (g C m )

2 Source

Heip et al. (1992)

Daan et al. (1990)

Heip and Craeymeersch (1995)
Beukema (1989), Josefson et al. (1993)
Fransz et al. (1991)

De Wilde et al. (1984)

since 1985 and a moderate reduction (about 50 %) in
nitrogen for two major rivers Rhine and Elbe (van Beuse-
kom et al. 2009).

1.6.3.2 Harmful Algal Blooms

Harmful algal blooms (HABs) have been reported in several
regions of the North Sea and linked to changes in nutrients,
temperature, salinity, and the North Atlantic Oscillation
(ICES 2011). Their relation to anthropogenic drivers is
unclear. Harmful algal blooms may impact ecosystem
function and thus influence economic functions, including
human health. However, several species known to cause
HABs (e.g. Phaeocystis spp., and several dinoflagellates and
raphidophytes) were already present in the North Sea at the
beginning of 20th century (Peperzak 2003). Laboratory
studies indicate that a rise in temperature may enhance
growth, but that not all species tested responded in the same
way (Peperzak 2003).

1.6.3.3 Offshore Oil and Gas

Vast oil and gas reserves formed during the North Sea’s long
geological history are currently being exploited. A large
number of oil and gas production platforms widely dis-
tributed over the North Sea are responsible for supplying
energy to European countries. Waters around the platforms
are sometimes contaminated by chemicals including sub-
stances that affect benthic communities. Detailed studies
showed effects of drilling activities (discharge of oil-based
muds) only up to about 1 km from the platform (Daan and
Mulder 1996).

1.6.3.4 Renewable Energy

As the use of renewable energy from offshore wind farms
and from wave/tidal power plants increases, so the threat to
seabirds and marine mammals will increase. The long-term
impacts of renewable energy infrastructure on the North Sea
ecosystem are not yet clear. Initial studies based on a UK
wind farm show that plant and animal growth on piles may
offer a substantial additional food supply for marine mam-
mals. Studies by Garthe (Kiel University, unpubl.) on
telemetered northern gannet Morus bassanus from Hel-
goland show birds can avoid wind farms to some extent.
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To date, only a small number of the planned wind farms
have been realised (see also Sect. 1.2).

1.6.3.5 Fisheries

The North Sea ecosystem is overfished (Cury et al. 2000;
FAO 2012). Bottom and beam trawling are a major threat for
marine organisms because they damage the seabed and alter
mature benthic communities. Based on long-term data, Fock
et al. (2014) stated that the age, volume and size composition
of commercial fish stocks has shifted since 1902. As a result,
species composition has shown significant changes in recent
decades. For example, slow-reproducing fish such as sharks
and rays declined and may only be encountered in areas with
low fishing density. With beam trawling, the benthic com-
munity structure has changed from long-lived species (e.g.
sharks and rays) to short-lived opportunistic and scavenging
species (e.g. crabs and shrimps). Seagrasses declined along
the Dutch, German and Danish coasts as a result of bottom
trawling fisheries and an epidemic of wasting disease in the
1930s. Exploitation of North Sea fish stocks has increased
since 1945 as shown by trends in fishery mortality among all
groups of exploited fish species (Daan et al. 1990). As a
result of measures to allow fish stocks to recover, total cat-
ches have declined since the late 1960s (Fig. 1.37). Even
though pollution and overfishing in the North Sea (Cabe-
cadas et al. 1999) have resulted in major changes in species
composition and shifts in species distribution, species rich-
ness based on International Bottom Trawl Survey (IBTS)
data has increased over the past 30 years (ICES 2008); see
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Fig. 1.38 Spatial distribution of species richness (1977-2005) for all
North Sea fish species based on International Bottom Trawl Survey
(IBTS) data (ICES 2008)
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Fig. 1.39 Trends in species richness for all North Sea fish species: for
the northern North Sea, the southern North Sea and the North Sea as a
whole based on International Bottom Trawl Survey (IBTS) data (ICES
2008)
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Fig. 1.38 for the spatial distribution of fish species richness
and Fig. 1.39 for the long-term trend.

1.6.3.6 Contaminants

Contaminants enter the North Sea through various pathways
and have had adverse and toxic effects on many species
including cold-water corals, seabirds and marine mammals.
Oil and oily wastes enter the North Sea from drilling oper-
ations, activities on platforms, shipping, harbours and ports,
tanker spills and illegal discharges. Tankers and cargo ves-
sels discharge ballast water containing non-indigenous spe-
cies into the North Sea potentially with severe consequences
for the ecosystem. Heavy metals and persistent organic
pollutants enter the North Sea via atmospheric deposition
and discharges from coastal industries and rivers (Chester
et al. 1994). The quantities of most contaminants reaching
the North Sea have decreased substantially since around
1985 (OSPAR 2010; Laane et al. 2013).

After entering the marine environment, contaminated
particles mix with non-contaminated particles. Depending on
the transport mechanism associated with seasonal and
short-term variations in waves and primary productivity
these particles can be widely dispersed or be deposited and
so remain within the area. At the seabed older material
becomes contaminated by mixing with newly supplied
material. Thus, after sedimentation contaminants may be
resuspended and redistributed. This causes a long-term
transport of toxic persistent compounds towards the North
Atlantic up to the Arctic Ocean. Apart from physical
mechanisms, bioturbation by infaunal communities may also
redistribute pollutants into overlying waters (Kersten 1988).

Chlorinated hydrocarbons (such as polychlorinated
biphenyls; PCBs) were responsible for a dramatic reduction
in the numbers of harbour seals in the Wadden Sea (Reijn-
ders 1982), but after a ban on hunting and a strong reduction
in the use of PCBs the population has since increased
strongly (Wolff et al. 2010). Exposure to tributyltin
(TBT) and polycyclic aromatic hydrocarbons (PAHs) also
resulted in adverse effects on organisms (Laane et al. 2013).
Some of the persistent organic pollutants entering the North
Sea are biomagnified through the marine food web.

1.6.3.7 Tourism

Tourism is exerting high pressure on some coastal areas.
Species and habitats could be affected by those activities that
disturb wildlife, damage seabed habitat, and which cause
noise disturbance and pollution.

1.6.3.8 Ports

Port development is expected to continue as a result of
increasing ship traffic in the short-sea and containerised
cargo markets. An example is the new deep water
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Jade-Weser-Port in the Southern Bight, which is accessible
by the largest container vessels. A recurring issue with major
harbours is the need for dredging and then disposal of the
often contaminated sludge. Such as occurs with the deep-
ening of the Elbe river with the port of Hamburg.

1.6.3.9 Non-indigenous Species

Many studies report the occurrence of non-indigenous spe-
cies in the North Sea that may have been introduced via
ballast water from cargo ships, shipping or mariculture.
Some new species are also reported that were misidentified
in the past (Goémez, 2008). Two examples of imported
species are the American comb jelly Mnemiopsis leidyi first
recorded in the North Sea in 2006 (Faasse and Bayha 2006)
and the Pacific oyster Crassostrea gigantea which was
introduced in the 1980s on selected plots in the Wadden Sea
used for cultivation of shellfish (Drinkwaard 1998). A com-
bination of over-exploitation of native oyster Ostrea edulis
and import of the Pacific oyster has almost driven the former
to vanish (Reise et al. 2010). Jellyfish concentrations are
expected to increase across the entire North Sea in the next
100 years, owing to the projected rise in water temperature
and fall in pH (Attrill et al. 2007; Blackford and Gilbert
2007). The ability of jellyfish to reproduce in a short time
may affect pelagic and coastal ecosystems (Purcell 2005;
Schliiter et al. 2010). An example of a non-indigenous
phytoplankton species that is now well established in the
North Sea is the diatom Coscinodiscus wailesii, which
originated in the Pacific Ocean (Edwards et al. 2001; Wilt-
shire et al. 2010).

1.6.3.10 Climate Change

Chapters 3 and 6 provide a detailed description of climate
change in the marine system. The following examples show
that biological and physical effects of climate change are
probably already being observed within the North Sea.

Major south-north changes in distribution and abundance
related to rising temperatures have been detected for two key
calanoid copepods, the cold-water species Calanus fin-
marchicus and the warm-water species C. helgolandicus
(Planque and Fromentin 1996). Annual abundance of C.
finmarchicus, which was usually high in the northern North
Sea, decreased and the population has shifted north out of
the North Sea (Beaugrand et al. 2009). Former high abun-
dance of C. helgolandicus in the central and southern North
Sea declined in that area and higher abundances were found
further north (Helaouét and Beaugrand 2007).

During the summer period after the onset of stratification
decreased dissolved oxygen concentrations in the bottom
water at the North Dogger and Oyster Grounds were
observed related to an increase in seasonal bottom water
temperature (Greenwood et al. 2010).


http://dx.doi.org/10.1007/978-3-319-39745-0_3
http://dx.doi.org/10.1007/978-3-319-39745-0_6
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1.7 Terrestrial Coastal Range
Vegetation

Werner Hardtle, Jan P. Bakker, Jargen Eivind Olesen

1.7.1 Natural Vegetation

1.7.1.1 Salt Marshes

Coastal salt marshes (also tidal marshes) are natural or
semi-natural (non-grazed or grazed, respectively) halophytic
ecosystems. They are habitats of the upper coastal intertidal
zone of the North Sea and thus represent the transition
between marine and terrestrial ecosystems (Ellenberg and
Leuschner 2010).

Salt marshes establish in areas where plants that can trap
sediment are inundated by water carrying suspended sedi-
ment. Salt marshes are often associated with muddy sub-
strates and occur as ‘foreland salt marshes’ at the mainland
coast (including sheltered estuaries and inlets), as well as in
the lee of some North Sea islands (such as the Frisian
Islands).

Salt marshes are highly dynamic ecosystems, and sites are
characterised by daily inundation with salt water, sedimen-
tation, and (locally) erosion processes. Species diversity is low
and the vegetation comprises halophytic plants with life forms
such as grasses, dwarf shrubs and herbs. Species composition
and zonation are mainly determined by inundation frequency
and soil salinity. Based on their topography, salt marshes are
classified as low, medium or high salt marshes. A low salt
marsh has more than 200 inundation events per year. Typical
plant species include glassworts (Salicornia spp.), the dwarf
shrub Halimione portulacoides and the grass Puccinellia
maritima. High salt marshes, in contrast, are only flooded
during extremely high tides and during storms. Typical spe-
cies include black rush Juncus gerardii and grasses such as
Festuca rubra agg. and Agropyron repens agg.

Salt marshes are highly productive ecosystems. They
serve as a sink for organic matter and sediments, and play a
crucial role in the littoral zone food web. In the past, most
salt marshes were cut for hay and grazed by livestock, and so
can be considered semi-natural. To maintain biodiversity,
these semi-natural systems are often managed by livestock
grazing for nature conservation purposes.

1.7.1.2 Dunes

Dunes are present on shorelines where fine sediments
(mainly sand) are transported landward by a combination of
wind and waves. Large dune areas occur on the North Sea
coast, for example, in Denmark (to the north of Esbjerg), in
the Netherlands (to the west of Den Helder) and on the
Frisian Islands (Ellenberg and Leuschner 2010).

M. Quante et al.

From an ecological perspective dunes are extreme habi-
tats. Important stressors include water and nutrient shortage,
unstable substrate, and salt spray. Dune formation is closely
associated with plant succession and pedogenetic processes
that occur with dune ageing. The natural succession starts
with an embryo dune, where soils have low humus contents
but are buffered due to the presence of calcium carbonate
from seashells. Embryo dunes become foredunes as sand is
accumulated by dune grasses such as Ammophila arenaria
and Elymus europaeus. Further developmental stages are
grey dunes (dominated by grasses or sedges such as Carex
arenaria) and brown dunes (often characterised by dwarf
shrubs such as Calluna vulgaris and Empetrum nigrum).
Dune ageing is accompanied by soil acidification, the
accumulation of humus and decreasing impact of wind and
salt spray. In many places, eutrophication and dune distur-
bance have led to the establishment and proliferation of
shrub species such as sea-buckthorn Hippophae rhamnoides
and bramble Rubus fruticosus.

These successional stages often form a mosaic with
duneslacks, low lying inter-dune areas protected from
inundation and often separating foredunes from older phases
of dune development, where a near-surface (brackish) water
table favours a diverse and species-rich community,
including bog-stars Parnassia palustris, marsh helleborine
Epipactis palustris, marsh pennywort Hydrocotyle vulgaris,
various other marsh orchids, rushes, sedges, and in mature
stages also creeping willow Salix repens.

In the past, most dunes (except foredunes) were grazed by
livestock and so can be considered semi-natural. To maintain
biodiversity and prevent bush encroachment, dunes are often
managed by livestock grazing for nature conservation
purposes.

1.7.1.3 Moors (Bogs)

Moors, such as bogs (or mires) are wetlands that accumulate
peat (i.e. organic matter originating from dead plant mate-
rial). In bogs, peat is often formed by mosses (bryophytes),
as well as grass species or sedges (Dierssen 1996). Water-
logged soils, in which the breakdown of (dead) organic
material is inhibited by a lack of oxygen, are an important
prerequisite for peat formation. The gradual accumulation of
decayed plant material in a bog functions as a carbon sink
and so provides an important ecosystem service.

Bogs are widely distributed in the temperate and boreal
zone and are particularly well developed under an oceanic
climate with high precipitation and low evapotranspiration
(e.g. Scotland, western Scandinavia; Dierssen 1996; see
Fig. 1.40).

In bogs the interstitial water of the peat body is acidic and
low in nutrients (particularly nitrogen). Where the water
supply is from precipitation, bogs are termed as ombro-
trophic. If peat formation takes place under the influence of a
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Fig. 1.40 Current (2006) land
cover in the North Sea region
according CORINE, a programme
initiated by the EU to unify the
classification of vegetation types
and the description of different
forms of land use (www.eea.
europa.eu/data-and-maps/data/
corine-land-cover-2006-raster-2)

high groundwater table, habitats are termed ‘fens’. Low soil
fertility and cool climates contribute to slow plant growth, as
well as to low decomposition rates of organic material. In
many bogs, the peat layer is 10 m thick or more.

Species typical of bogs are highly specialised. Most are
capable of tolerating the combination of low nutrient levels
and waterlogging. Dominant species include mosses of the
genus Sphagnum and dwarf shrubs of the Ericaceae. Bogs
are susceptible to fertilisation and drainage. Both factors

may cause rapid and irreversible shifts in species
composition.
1.7.1.4 Tundra and Alpine Vegetation

Tundra (including alpine vegetation types) occurs above the
timber line and so is typical of the alpine zone in Scotland
and Scandinavia (roughly between 1200 and 1700 m above
sea level). Sites are mostly acidic and growing seasons are
between 45 and 90 days long. The vegetation comprises
perennial (mostly tuft forming) grasses, sedges, and dwarf
shrubs of the Ericaceae. Cryptogams such as bryophytes and
lichens are also very common (Dierssen 1996).

1.7.15 Forests
Forests are an important habitat type in the coastal range
vegetation of the North Sea region. Under natural conditions
forests would cover more than 90 % of this region, but
currently cover only about a third (Bohn et al. 2002/2003).
Birch forests (with Betula pubescens agg.) are the dom-
inant forest type in western Scandinavia (so-called western
boreal and nemoral-montane birch forests) but are also
developed as pioneer stands under temperate conditions in
north-western parts of central Europe and in Great Britain
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(Dierssen 1996; Bohn et al. 2002/2003). Soils are mostly
acidic (podzolic) and poor in nutrient supply (particularly for
nitrogen). In the canopy, birch is the dominant trees species
but pine trees (Pinus sylvestris) and willows (Salix glauca)
may also be present. In contrast to the low number of vas-
cular plants, birch forests are characterised by a highly
diverse moss flora, among which species such as Rhytidi-
adelphus loreus, Hylocomium umbratum and Rhodobryum
roseum are particularly typical.

Natural spruce forests are typical of central and southern
parts of Scandinavia (western boreal and hemiboreal spruce
forests; Dierssen 1996). In the canopy, spruce Picea abies is
the dominant tree species, but pine trees (Pinus sylvestris) in
the boreal zone and fir (Abies sibirica) and some
broad-leaved trees in the hemiboreal zone may form mixed
species stands. Soils are acidic, but base and nitrogen supply
is better than in birch forest ecosystems. In the understorey,
grasses (e.g. Deschampsia flexuosa) and bryophytes such as
Barbilophozia lycopodioides and Hylocomium umbratum
are common.

Forests dominated by European beech Fagus sylvatica
are typical of large areas of temperate Europe (Ellenberg
2009; Ellenberg and Leuschner 2010). Beech trees cover a
wide range of ecological site conditions; from strongly
acidic soils (e.g. Podzols) to neutral soils (e.g. Luvisols)
(Hardtle et al. 2008). The extreme shade tolerance of beech
is a key factor in its competitive advantage over other
European broad-leaved tree species. As a result, many nat-
ural beech stands are monospecific. In the understorey,
typical herb species include Anemone nemorosa, Viola
reichenbachiana, and Galium odoratum (Hérdtle et al.
2008). Beech forests are the prevailing forest type in
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north-western parts of central Europe, in southern Great
Britain, and in Denmark (Bohn et al. 2002/2003; Rodwell
2003). The northern range limit of beech forests roughly
coincides with 58°N (e.g. in northern Denmark and southern
Sweden; Diekmann 1994). At acidic sites (such as soils
originating from sediments from the Saalian glaciation), oak
trees (Quercus petraea, Q. robur) may become co-dominant,
but these structural patterns often are attributable to (former)
silvicultural practices.

Mixed broad-leaved forests dominated by oak trees
(Quercus robur, Q. petraea) and ash Fraxinus excelsior are
the prevailing natural coastal range vegetation of Great
Britain and so are developed under an oceanic climate (Bohn
et al. 2002/2003; Rodwell 2003). Oak and ash trees form the
canopy layer, and elm Ulmus glabra may be present in some
stands (but has dramatically decreased in recent years due to
elm disease). Sites are well supplied with nutrients and
water, and nutrient-demanding species such as Sanicula
europaea, Brachypodium sylvaticum, and Primula acaulis
are frequent in the understorey vegetation.

1.7.2 Semi-natural Vegetation

1.7.2.1 Heathlands

Heathlands (including heather moorland) constitute one of
the oldest cultural landscapes in north-western Europe
(Gimingham 1972). In the 18th century, they were wide-
spread throughout Great Britain, Belgium, the Netherlands,
northwest Germany, Denmark, and Norway, and were the
product of long-lasting extensive heathland farming systems
(Sutherland 2004). In many regions, heath areas declined by
more than 30 % during the 20th century, mainly due to
afforestation activities and the conversion of heaths to arable
land. Heaths are typical of strongly acidic soils (e.g. Pod-
zols) and their structure is characterised by a dominance of
dwarf shrubs such as Calluna vulgaris, Empetrum nigrum,
and Erica tetralix. Heaths are today considered habitats of
high conservation value, since they host a large proportion of
the biodiversity typical of open landscapes in north-western
Europe.

1.7.2.2 Grasslands

Grasslands (low-intensity pastures and meadows) are areas
where the vegetation is dominated by grasses (Poaceae) and
other herbaceous (non-woody) plants (forbs, sedges, rushes).
The majority of grasslands in temperate climates are
‘semi-natural’, since their maintenance depends on human
activities such as low-intensity farming (Ellenberg and
Leuschner 2010). Thus, grasslands are subject to grazing and
cutting regimes, which in turn keep the landscape open and
prevent the encroachment of trees or shrubs. Unfertilised
grasslands are characterised by a large diversity of plants and
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insects. Although intensification in land-use management
(due to drainage and fertilisation) has improved the pro-
ductivity of grasslands (in favour of cultivated varieties of
grasses), this has in turn caused a significant decline in total
grassland biodiversity. In central Europe, for example, the
proportion of low-intensity pastures and meadows is below
6 % of the total agricultural landscape.

1.7.3 Agricultural Areas

Agricultural landscapes comprise areas that are primarily
used for food production (i.e. arable land and grasslands
with varying intensity of use). In north-western Europe, for
example, about 50 % of the total area is currently in agri-
cultural use (for which the proportion of arable land ranges
from 30 to 70 %). Arable land is primarily associated with
highly productive soils, for example in southeast England,
northern France and Denmark (see Fig. 1.40), whereas
grasslands are located in areas with high rainfall and/or at
sites that are less suitable for cultivation. Much of the
agricultural land in north-western Europe is artificially
drained, either by ditches or tile drains, to ensure that the
land can be farmed.

A major proportion of the agricultural area is used for
livestock production, and many different production systems
are applied. This covers purely grassland-based beef or dairy
farming systems in the wetter western part of the region,
intensive dairy farming systems based on grass and maize in
large areas along the North Sea, and intensive pig and
poultry farming systems in areas where arable agriculture
dominates.

The countries in north-western Europe have economically
well performing agricultural sectors that have a high value
addition per farm (Giannakis and Bruggeman 2015). This is
due to well-trained farmers supported by a highly competi-
tive agricultural sector that supplies inputs and processes and
markets the agricultural products. The productivity of the
agricultural systems increased greatly over the 20th century
and a high proportion of the produce was used for food
production (Gingrich et al. 2015). Current trends in agri-
cultural land use in north-western Europe are primarily dri-
ven by the globalisation of agricultural markets and a
transition from a rural to an urban society (van Vliet et al.
2015).

Use of the agricultural area for producing bioenergy is
growing, either by using existing crops for biofuel (e.g.
rapeseed for biodiesel or maize for biogas) or by growing
dedicated biofuel crops (e.g. Miscanthus or willow as bio-
mass crops). There is also increased consideration for using
crop residues for bioenergy purposes, although this com-
petes with the need for organic matter input to soils to
maintain fertility.
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1.7.4 Artificial Surfaces

The area covered by artificial surfaces (e.g. for residential
areas, industrial and commercial sites) amounts to about 4 %
and is mainly related to urban centres (Fig. 1.40).
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Abstract

This chapter examines past and present studies of variability and changes in atmospheric
variables within the North Sea region over the instrumental period; roughly the past
200 years. The variables addressed are large-scale circulation, pressure and wind, surface
air temperature, precipitation and radiative properties (clouds, solar radiation, and sunshine
duration). Temperature has increased everywhere in the North Sea region, especially in
spring and in the north. Precipitation has increased in the north and decreased in the south.
There has been a north-eastward shift in storm tracks, which agrees with climate model
projections. Due to large internal variability, it is not clear which aspects of the observed
changes are due to anthropogenic activities and which are internally forced, and long-term
trends are difficult to deduce. The number of deep cyclones seems to have increased (but
not the total number of cyclones). The persistence of circulation types seems to have
increased over the past century, with ‘more extreme’ extreme events. Changes in extreme
weather events, however, are difficult to assess due to changes in instrumentation, station
relocations, and problems with digitisation. Without thorough quality control digitised
datasets may be useless or even counterproductive. Reanalyses are useful as long as biases
introduced by inhomogeneities are properly addressed. It is unclear to what extent
circulation over the North Sea region is controlled by distant factors, especially changes in
Arctic sea ice.
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2.1 Introduction

Situated in northern central Europe, the North Sea exhibits
large climate variability with inflow of a wide range of air
masses from arctic to subtropical. For this reason, it is dif-
ficult to differentiate between natural and externally forced
variability, despite large amounts of historical data. This
chapter examines past and present studies of variability and
changes in atmospheric variables over the instrumental
period; roughly the last 200 years. Research areas lacking
consensus in the scientific community are highlighted to
stimulate further research.

The main driver of atmospheric variability in the North
Sea region is the North Atlantic Oscillation (NAO). Despite
its apparent long-term irregularity, the NAO exhibits
extended periods of positive or negative index values. No
consensus exists with respect to the size of the fraction of
interannual NAO variance that cannot be explained by ran-
dom forcing and is therefore probably influenced by external
forcing. Slowly varying natural factors with an effect on
European climate, such as the Atlantic Multidecadal Oscil-
lation (AMO), may superimpose long-term trends on atmo-
spheric variability and so be difficult to distinguish from the
anthropogenic climate change signal.

The source of atmospheric and surface data influences the
results obtained, even in the comparatively data-rich North
Sea region. Based on reanalysis data, several studies find
positive trends in storm activity over the North Sea region
and a northeast shift in storm tracks over the past few
decades. However, studies based on direct or indirect his-
torical records of long-term variations in pressure, wind or
wind-related proxies, mostly do not identify robust
long-term trends. This counter-intuitive result is explained
by uncertainties in the long-term historical wind and atmo-
spheric pressure observations, and additional uncertainties
arising from the lack of quality control when digitising old
data as well as potential biases in the reanalyses due to the
fact that the underlying amount of available data is not
constant in time. Nevertheless, the northeast shift in storm
tracks appears to be a new phenomenon. In contrast, the
increase in wind speed and storminess in the latter half of
the 20th century does not seem to be unprecedented within
the context of historical observations. There are indications
of an increase in the number of deep cyclones (but not in the
total number of cyclones). There are also indications that the
persistence of circulation types has increased over the past
century.

Temperatures have increased both over land and over the
North Sea. There is a distinct signal in the number of frost
days and the number of summer days. While there is a clear
winter and spring warming signal over the Baltic Sea region,
this is not as clear for the North Sea region. As expected, the
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variability in marine temperatures on seasonal timescales is
less than for the land temperatures.

Precipitation over land and, but to a lesser extent, over sea
is positively correlated with the NAO, and on longer time
scales with the AMO. There are indications of an increase in
precipitation in the north of the region and a decrease in the
south, in agreement with the north-eastward shift in the
storm tracks. There are also indications that extreme pre-
cipitation events have become more extreme and that return
periods have decreased.

From the few datasets available on radiative properties, it
may be concluded that there are non-negligible trends
together with potential uncertainties and land-sea inhomo-
geneities which make it difficult to assess these quantities in
detail.

Climate change in the North Sea region cannot be
investigated in isolation. In particular, what the relation is
between changes in the Arctic cryosphere and trends in
storminess, number of cyclones, persistence of circulation
anomalies and extreme events further south, is an open
research question. As analyses of the latter often rely on
small datasets covering relatively short time scales, it is
difficult to draw statistically significant conclusions. It is
therefore essential to make available the large amount of
data from past decades that have not yet been digitised.
However, it is essential to thoroughly quality-check the data.

2.2 Large-Scale Circulation

2.2.1 Circulation Over the North Sea Region
in a Climatological Perspective

From a climatological perspective, the North Sea region is
characterised by strong ocean-atmosphere interactions,
especially during winter, compared to other regions at sim-
ilar latitudes (Furevik and Nilsen 2005). These interactions
involve transfer of momentum, moisture and various trace
gases, mainly carbon dioxide (Takahashi et al. 2002). In
addition to the recent warming trend (Delworth and Knutson
2000; Johannessen et al. 2004), the North Sea and nearby
regions witnessed climate change during the early 20th
century, which was large in comparison to similar latitudes
elsewhere (von Storch and Reichardt 1997; Gonnert 2003).

Atmospheric circulation in the European/North Atlantic
region plays an important role in the regional climate of the
North Sea and surrounding land areas (Hurrell 1995; Slonosky
et al. 2000, 2001). It is mainly described by the NAO (e.g.
Hurrell et al. 2003) which is an expression of the zonality of the
atmospheric flow. The North Sea region is controlled by two
large-scale quasi-stationary atmospheric patterns, the Icelandic
Low (IL) and the Azores High (AH) plus a thermally driven
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system over Eurasia with high pressure in winter and low
pressure in summer. The dominant flow is therefore westerly,
although any other wind direction is also frequently observed,
and one of the main factors controlling air-sea interactions in
the North Sea region is wind stress. Large-scale processes
also constitute one of the main driving mechanisms responsible
for the connection between local processes and global
change. It is therefore important to pay attention to the recent
changes in large-scale flow directly affecting the North Sea
region.

The remainder of Sect. 2.2 reviews the status of the
large-scale atmospheric variability affecting the North Sea
region by focusing on the major teleconnection patterns and
their effect on the jet stream. The NAO can be seen as the
European expression of a larger-scale phenomenon, the
Arctic Oscillation (AO). The relationship between the NAO
and AO is briefly discussed in the following section, while a
general description of the NAO and its properties is given in
Annex 1. The NAO varies on a wide range of time scales
from days to decades, reflecting interactions with surface
conditions including sea-surface temperature (SST) and sea
ice. These changes translate into changes in pressure and
winds (Sect. 2.3), temperature (Sect. 2.4) and precipitation
(Sect. 2.5) and also affect other variables, like sunshine
(Sect. 2.6).

2.2.2 NAO and AO
The strength of the westerlies and the eddy-driven jet stream
over the North Atlantic and western Europe are controlled by
various factors including the pressure difference between the
IL and AH as the main centres of action of the NAO
(Wanner et al. 2001; Hurrell et al. 2003; Budikova 2009).
The NAO and its changes can be understood as signals in the
surface pressure field of jet stream variation (Hurrell and
Deser 2009) and, as such, are often referred to as the
regional expression of the AO, which describes sea-level
pressure variations between the Arctic and northern hemi-
sphere lower latitudes (Budikova 2012) or, in other words,
variability in the strength of the polar vortex. The AO, also
termed the Northern Annular Mode (NAM), was first iden-
tified by Lorenz (1951) and named by Thompson and
Wallace (1998). Its positive phase is characterised by low
surface pressure in the Arctic and a generally zonal (west to
east) jet stream, thus keeping cold air in the Arctic. When the
AO index is negative, there is high pressure in the Arctic and
a stronger meridional (north to south or vice versa) com-
ponent of the jet stream so that cold air can extend to lower
latitudes. With respect to the North Sea region, the state of
the AO controls the westerly flow and the storm track.

The AO is strongly correlated with the NAO, and the
latter can be viewed as the signature of the former over the
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North Atlantic region. Therefore, the discussion below and
in Annex 1 focuses on the NAO. Note, however, that there is
extensive literature on the relationship between the NAO and
AQ, including studies on the robustness and consistency of
one versus the other (Ambaum et al. 2001). Even though the
AO and NAO are strongly correlated, their relationship is
not linear (Kravtsov et al. 2006; de Viron et al. 2013).
A fully three-dimensional picture discussing the connection
between the AO and stratospheric circulation anomalies is
provided by, for example, Ripesi et al. (2012).

223 Temporal and Spatial Changes

in the NAO

Given the importance of the NAO in the North Atlantic and
European climate, substantial efforts have been made to
understand its variability in order to gain insight into its
potential predictability. The NAO index varies on a wide
range of time scales ranging from days to decades. As Fig.
Al.l in Annex 1 shows, the long-term behaviour of the
NAO is irregular, and there is large interannual and inter-
decadal variability, reflecting the interaction with the sur-
face, including SST and sea ice. Focusing on the 20th
century, a period with predominantly positive NAO index
values prevailed in the 1920s, followed by mainly negative
values in the 1960s. Since then, a positive trend has been
observed, which means more zonal circulation with mild and
wet winters and increased storminess in central and northern
Europe, including the North Sea region (e.g. Hurrell et al.
2003). This was especially the case in the early 1990s,
raising claims that this behaviour was ‘due to anthropogenic
climate change’. After the mid-1990s, however, there was a
tendency towards more negative NAO index values, in other
words a more meridional circulation and according to Jones
et al. (1997), Slonosky et al. (2000, 2001) and Moberg et al.
(2000), the strongly positive NAO phase in the early 1990s
should be seen as an element of multi-decadal variation
comparable to that at the start of the 20th century rather than
as a trend towards more positive NAO values. It should also
be noted that the winter of 2010/2011 had one of the most
negative NAO indices in the record (Jung et al. 2011; Pinto
and Raible 2012).

Intraseasonal variability in the NAO can be reasonably
well described by a Markov process or first-order autore-
gressive (AR1) model (Feldstein 2000), although the
observed skewness of the NAO index (Woollings et al.
2010; Hannachi et al. 2012) or the particularly enhanced
persistence of the negative phase (Barnes and Hartmann
2010) are not captured very well. Nonlinear Rossby wave
breaking mechanisms have been proposed to explain the
intraseasonal variability in the NAO (e.g. Benedict et al.
2004; Franzke et al. 2004; Woollings et al. 2008).
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Interannual variability in the winter mean NAO index is also
found to be linked to the intraseasonal transitions between
the positive and negative phases of the NAO pattern (Luo
et al. 2012).

Several studies have attempted to quantify the fraction of
interannual NAO variance that can be explained by ‘climate
noise’, namely by random sampling of the intraseasonal
variations (Feldstein 2000; Keeley et al. 2009; Franzke and
Woollings 2011). As the NAO exhibits no preferred periods
on the interannual and longer timescale (Hurrell and Deser
2009), the results of these studies differ widely, meaning as
yet no consensus on the fraction of interannual NAO vari-
ability that cannot be explained by such noise and which is
thus likely to be forced externally (Stephenson et al. 2000;
Feldstein 2002; Rennert and Wallace 2009). Several external
forcing mechanisms have been proposed, including bottom
boundary conditions of local SST (Rodwell et al. 1999;
Marshall et al. 2001) and sea ice (Strong and Magnusdottir
2011), volcanoes (Fischer et al. 2007), solar activity (Shin-
dell et al. 2001; Spangehl et al. 2010; Ineson et al. 2011),
and even stratospheric influence (Blessing et al. 2005; Scaife
et al. 2005), including the quasi-biennial oscillation (Mar-
shall and Scaife 2009) and stratospheric water vapour trends
(Joshi et al. 2006). Remote SST forcing of the NAO origi-
nating from as far as the Indian Ocean was proposed by
Hoerling et al. (2001) and Kucharski et al. (2006), while
Cassou (2008) proposed an influence of the Madden-Julian
Oscillation, but no consensus has been reached.

The positive trend in the NAO from the 1960s to the
1990s has been a particular focus of interest, and it has been
a concern that many climate models have been unable to
simulate the observed trends (Gillett 2005). Even though
some models simulate quite large natural variability (Selten
et al. 2004; Semenov et al. 2008), they still fall short of the
strongest observed 30-year trend (Scaife et al. 2009). While
Gillett et al. (2003) suggested that anthropogenic forcing
could have contributed to the positive NAO trend there is no
agreement on this, and concerns over the ability of models to
represent NAO variability mean that attribution attempts
should be treated with caution. The downturn in the NAO
since the mid-1990s has brought its relation to climate
change under further doubt (Cohen and Barlow 2005).

The NAO pattern is not entirely stationary, neither geo-
graphically nor with respect to season (Fig. 2.1). Although
the amplitude is greatest and the explained variance highest
in winter, the NAO is present all year round with varying
strength and position. In particular, there is a westward shift
of the southern centre of action in spring and an eastward
displacement of both centres in autumn. Portis et al. (2001)
developed a seasonally and geographically varying ‘mobile’
NAO, which is obtained from sea-level pressure data by
taking into account the migration of the AH nodal points.
Other techniques also exist, such as optimally interpolated
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patterns, trend empirical orthogonal functions (EOFs; Han-
nachi 2007a, 2008) and cluster analysis (Cheng and Wallace
1993; Hannachi 2007b, 2010).

Regression of the NAO on near-surface winds (Fig. 2.2)
illustrates the well-known fact that the positive NAO phase
is accompanied by stronger than average westerlies in the
mid-latitudes right across the North Sea region into Scan-
dinavia (Hurrell and Deser 2009), thus contributing to
enhanced precipitation in the northern mid-latitudes.

2.24 Other Modes of Variability

The NAO is essentially a signal of variations in the Atlantic
eddy-driven jet stream, but one pattern is not sufficient to
fully describe the jet variability. The eddy-driven jet stream
variability and regimes can, in fact, be described by at least
two modes of variability—the NAO and the East Atlantic
Pattern (EA; Wallace and Gutzler 1981; Woollings et al.
2010; Hannachi et al. 2012). The latter is defined as the
second prominent mode of atmospheric low frequency
variability over the North Atlantic. It appears throughout the
year, but is more prominent in winter. Comprising a
north-south dipole of anomalies, the EA patteml resembles
the NAO, but with anomaly centres displaced south-
eastward and thus is sometimes interpreted as a ‘south-
ward shifted” NAO (e.g. Barnston and Livezey 1987). The
positive phase of the pattern is associated with wetter-than-
average conditions over northern Europe and Scandinavia.
The EA pattern has particularly strong fluctuations in the low
frequency component showing a consistent positive trend
over recent decades. However, this is indicative of trends
over the Mediterranean region rather than the North Sea
region (Woollings and Blackburn 2012). Trouet et al. (2012)
introduced a ‘summer NAO’ pattern with a blocking high
over the British Isles and a low over south-eastern Europe in
its positive phase which is most pronounced on interannual
timescales and resembles the EA.

A third pattern that has some impact on the North Sea and
Scandinavia is the Scandinavian pattern' (Wallace and Gut-
zler 1981), characterised primarily by a centre over Scandi-
navia and weaker centres of opposite polarity over western
Europe. The positive phase of the Scandinavian pattern is
frequently linked to the occurrence of atmospheric blocking
over northern Europe (Barriopedro et al. 2006) and is there-
fore characterised by below-average precipitation in this
region, as well as by large interannual and decadal variability
over the past 50 years (Croci-Maspoli et al. 2007; Tyrlis and
Hoskins 2008), which may be related to longer term
variability of blocking across the Atlantic Ocean

lwww.cpc.ncep.noaa. gov/data/teledoc/telecontents.shtml.
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Fig. 2.1 Leading EOF of
seasonal mean sea-level pressure
(SLP) anomalies over the North
Atlantic (20°-0°N, 90°W—-40°E
for the period 1948-2014. The
percentage of explained variance
is given above each panel

DJF (46.4%)

(Hékkinen et al. 2011). Before the 1980s the positive phase
was dominant, this was followed by a negative phase between
1980 and 2000. The pattern amplitude has weakened over the
past decade compared to the earlier part of the record.

Finally, on longer timescales, atmospheric conditions in
the North Sea region are significantly influenced by the
Atlantic Multidecadal Oscillation (AMO—more correctly
termed Atlantic Multidecadal Variability, as there is no
temporal regularity), which describes basin-wide variations
in the temperature of the North Atlantic (Knight et al. 2005a,
b) on the order of decades. These are particularly important
in summer (Sutton and Hodson 2005) when the atmospheric
response resembles a pattern termed the ‘summer NAO’
(Folland et al. 2009; Ionita et al. 2012b), see also Fig. 2.1.
Warm periods were observed prior to 1880, between 1930
and 1965 and after 1995, and cool periods between 1900 and
1930 and between 1965 and 1995.

2.25 Summary

The NAO is the dominant mode of near-surface pressure
variability over the North Atlantic and Europe, including the
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North Sea region. Amplitude and explained variance are
largest in winter, but the NAO impacts the North Sea region
throughout the year. Despite its apparent long-term irregu-
larity, the NAO exhibits extended periods of positive or
negative index values. It is therefore important to quantify
the fraction of interannual NAO variance that cannot be
explained by random forcing and so is likely to be influ-
enced by external forcing. There is no consensus on the
size of this fraction, or on the possible external forcing
mechanisms.

23 Atmospheric Pressure and Wind

A typical characteristic of the climatology of the North Sea
region is the large variability in meteorological variables on
multiple time scales. The strong increase in wave height and
storminess between the 1970s and the 1990s over the North
Sea and North Atlantic (Carter and Draper 1988; Hogben
1994) raised public concern about a roughening wind climate
and speculations about whether global warming might have
an impact on storminess (Schmidt and von Storch 1993).
With the availability of many more observations and gridded
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NAO PC1 regressed upon Sfc winds

(m s-1)
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Fig. 2.2 Wind speed and direction associated with a 1 standard
deviation change in the NAO index. The index is obtained from an EOF
analysis of NCEP/NCAR sea-level pressure data (1958-2006) over the
North Atlantic sector. Colour scale: m s ', unit vectors: 1 ms !
(Hurrell and Deser 2009)

reanalysis data sets, detailed studies have significantly
improved understanding of the atmospheric circulation and
related winds over the North Atlantic and North Sea.

Owing to the large climate variability, results regarding
changes or trends in the wind climate are strongly dependent
on the period and region considered (Feser et al. 2015b).
Through the strong link to large-scale atmospheric vari-
ability over the North Atlantic, conclusions about changes
over the North Sea region are best understood in a wider
spatial context. The following sections summarise studies on
variations and trends in pressure and wind for recent decades
and place these in the context of studies about changes over
the last roughly 200 years.

2.3.1 Atmospheric Circulation and Wind Since

Around 1950

The period since about 1950 is relatively well covered by
observational data. The beginning of the satellite period in
1979 led to further substantial improvements in global data
coverage, especially over the oceans and in data-sparse
regions. Although in situ wind observations allow direct
analysis of this variable, in particular over the sea (e.g.
International Comprehensive Ocean-Atmosphere Data Set,
ICOADS; Woodruff et al. 2011), the information is often
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predominantly local and inhomogeneities make the straight-
forward use of these data difficult, even for recent decades
(Annex 1). Examples include an increase in roughness length
over time due to growing vegetation or building activities,
inhomogeneous wind data over the German Bight from 1952
onwards (Lindenberg et al. 2012) or ‘atmospheric stilling” in
continental surface wind speeds due to widespread changes in
land use (Vautard et al. 2010).

Most studies therefore do not use direct wind observa-
tions, but instead rely on reanalysis products such as NCEP/
NCAR (from 1948 onwards; Kalnay et al. 1996; Kistler et al.
2001), ERA40 (from 1958 onwards; Uppala et al. 2005) or,
more recently, ERA-Interim, starting in 1979 (Dee et al.
2011) and the 20th Century Reanalysis 20CR (from 1871
onwards; Compo et al. 2011) and other reanalysis products,
see Electronic (E-)Supplement Sect. S2.2. Making use of all
available observations, a frozen scheme for the data assimi-
lation of observations into state-of-the-art climate models is
used to minimise inhomogeneities caused by changes in the
observational record over time. However, studies indicate
that these inhomogeneities cannot be fully eliminated (see
E-Supplement S2). In addition, systematic differences
between the underlying forecast models, such as due to their
different spatial resolutions (Trigo 2006; Raible et al. 2008)
and differences in detection and tracking algorithms (Xia
et al. 2012) may affect cyclone statistics (for example chan-
ges in their intensity, number and position). Apart from these
differences and inhomogeneities, the number of detected
cyclones and their intensities show very high correlations
between reanalyses (Weisse et al. 2005; Raible et al. 2008).

Three recent studies cover a continental-scale area.
Franke (2009) manually counted the number of strong low
pressure systems (central pressure below 950 hPa) over the
North Atlantic (north of 30°N) from weather maps of the
Maritime Department of the German Weather Service
(‘Seewetteramt’), see Fig. 2.3, which shows generally weak
activity prior to 1988 and enhanced activity for the following
decade, followed by a decrease to 2006.

Since then, the number of deep cyclones has again
increased despite the predominantly negative NAO (Fig.
Al.l in Annex 1), and the maximum value with 18 such
cyclones was observed in 2013/2014. Despite large decadal
variations, there is still a positive trend in the number of deep
cyclones over the last six decades, which is consistent with
results based on NCEP reanalyses since 1958 over the
northern North Atlantic Ocean (Lehmann et al. 2011). Using
an analogue-based field reconstruction of daily pressure
fields over central to northern Europe (Schenk and Zorita
2012), the increase in deep lows over the region might be
unprecedented since 1850 (Schenk 2015). Barredo (2010)
investigated adjusted storm losses in the period 1970-2008
on a European scale but did not find any trends despite a
roughened wind climate. Based on the CoastDat2 reanalysis
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(Geyer 2014) and using E-OBS pressure data (van den
Besselaar et al. 2011), von Storch et al. (2014) did not find
robust evidence for supporting claims that the intensity of
the two strong storms in late 2013 would be beyond his-
torical occurrences and that the recent clustering of storms
should be related to anthropogenic influence.

2.3.1.1 North Sea Region

Different studies based on reanalyses confirm the strong
increase in wind speeds and wave heights observed over the
North Sea region since the 1970s. Covering the period since
about 1950, a positive trend is visible in annual storm
activity in the NCEP, ERA40 and 20CR datasets, although
the most recent decade shows a decrease in wind speed (e.g.
Matulla et al. 2007; Donat et al. 2011) with no notable trend
in mean wind speed for the period as a whole (1948-2014)
over the North Sea (Fig. 2.4).

Siegismund and Schrum (2001) analysed decadal changes
in wind forcing over the North Sea based on the NCEP
reanalysis for the period 1958-1997 (Fig. 2.4). Over the
40 years, mean annual wind speeds increased by 10 %,
mainly due to an increase in autumn and winter (ONDJ)
after the 1960s and in late winter (FM) since the mid-1980s,
but no trend was found for summer. Increased wind speeds
are accompanied by an increase in WSW wind directions in
autumn and winter (ONDJ) over the last three decades
compared to the first (1958-1967). The enhanced mean
winter wind speeds agree with an increase in the mean
winter NAO index with a correlation of 0.69 for the
year-to-year variations (Fig. 2.4). An update of the graphic
for 1948-2014 shows a return to average wind conditions in
the last decade with no notable trend remaining. The updated
correlation with the NAO is 0.73.

Weisse et al. (2005) compared an NCEP-driven regional
climate simulation (50 km resolution) with wind speeds

from marine stations and found relatively good agreement.
For the period 1958-2001, they found increasing storminess
over most marine areas north of 45°N with a small, but
significant positive trend over the North Sea and Norwegian
Sea. The relative increase in storm frequency is largest over
the southern North Sea across Denmark towards the Baltic
Sea (1-2 % per year). The number of storms was lowest
during the 1970s (with some notable exceptions, in partic-
ular the ‘Capella’ storm in January 1976) and peaked around
1990-1995. However, since then, a decrease in storm fre-
quency has been observed which is confirmed by other
studies (e.g. Matulla et al. 2007). Based on a high-resolution
model hindcast forced by NCEP reanalyses for the storm
season (November to March) 1958-2002, simulated
storm-related sea-level variations confirm a significant pos-
itive trend for the Frisian and Danish coast (Weisse and Pliif}
2006) while insignificant changes in mean and 90th per-
centile water levels are found for the UK, the Dutch coast
and the German Bight. However, Weisse and PlLif} also
noted that positive trends in observations are higher than
those in the NCEP-driven hindcast (see Chap. 3).

In contrast to the strong increase in wind speed in the
NCEP reanalysis, Smits et al. (2005) found no increase in
geostrophic wind speeds and even a decrease in homo-
genised wind observations for inland stations in the
Netherlands for the period 1962-2002, while coastal stations
show an increase consistent with NCEP. Smits et al. (2005)
claimed that this is due to inconsistencies in the NCEP data,
but it might also be that the ‘atmospheric stilling’ postulated
by Vautard et al. (2010; see E-Supplement Sect. S2.1) can
explain these differences.

2.3.1.2 Northern North Atlantic Region
As variations in atmospheric circulation and the wind cli-
mate over the North Sea show a high co-variability with
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Fig. 2.4 Time series of mean seasonal wind speed derived from
NCEP/NCAR reanalysis over the North Sea (blue) and the NAO index
(black) for winter (DJFM) 1948-2014 recalculated and updated as in
Siegismund and Schrum (2001), by F. Schenk. The positive trend (red

large-scale variations and cyclonic activity over the North
Atlantic, the majority of studies focus on the whole
Euro-Atlantic region rather than on the North Sea alone.
These studies show that the increase in wind speed or
storminess is related to a general intensification of storm
tracks over the North Atlantic north of about 55°N.

Based on NCEP reanalyses, Chang and Fu (2002) found a
significant increase of about 30 % in decadal mean winter
(DJF) storm track intensity for the period 1948-1998, with
values about 30 % higher in the 1990s than during the late
1960s and early 1970s. The strengthening of storm track
intensity is most pronounced over the North Atlantic albeit
the trend compared to the few available conventional mea-
surements seems to be overestimated in the NCEP reanalysis
(Chang and Fu 2002; Harnik and Chang 2003; see
E-Supplement Sect. S2.2). Geng and Sugi (2001) also found
a significant increase in the number of North Atlantic
cyclones and a significant intensifying trend for the cyclone
central pressure gradient.

Similar results were found by Raible et al. (2008) based
on ERA40 and NCEP for the period 1958-2001. The
authors highlighted seasonal differences and reported a slight
increase in number and a significant increase in intensity in
winter (DJF) for the northern North Atlantic including the
North Sea region (55°N-70°N, 45°W-15°E), a negative
tendency in summer (JJA) and a non-significant increase in
autumn (SON). The intensification in winter is stronger in
NCEP than in ERA40 and also includes spring (MAM) in
agreement with a similar increase in the number of deep

linear fit) from this study has ended due to more average wind
conditions in the last decade (blue linear fit). Smoothed lines are shown
to highlight decadal-scale variations (11-year Hamming window)

lows (<980 hPa) in both seasons (Lehmann et al. 2011). The
number of deep lows shows a minimum in the 1970s, fol-
lowed by a strong increase.

The general enhancement in winter storm track intensity
is accompanied by a northward shift in the storm track of 2—
5° (depending on the data set) for NCEP (1948-1997; Chang
and Fu 2002), ERA15 (1979-1997; Sickmoeller et al. 2000)
and ERA40 (1958-2001; Wang et al. 2006), in agreement
with a shift and intensification of deep lows (<980 hPa)
towards the NE over the North Atlantic in the period 1948—
2008 (Lehmann et al. 2011).

2.3.1.3 Southern North Atlantic Region

The general increase in the number of deep cyclones and
storminess over the northern North Atlantic and North Sea is
accompanied by partly opposing tendencies for the
mid-latitudes south of 55-60°N (Gulev et al. 2001), sug-
gesting a general northward shift in the cyclone tracks,
consistent with findings of McCabe et al. (2001).

The north-south contrast in the sign of trends was also
confirmed by Trigo (2006) who applied an objective detec-
tion and tracking algorithm to NCEP and ERA40 for winter
(DJFEM) 1958-2000 to produce a storm-track database for
different stages in the cyclone lifecycle over the North
Atlantic and Europe (20°-70°N; 85°W-70°E). On a seasonal
basis, the trend is generally positive at higher latitudes
(mostly due to an increased frequency of moderate and
intense storms) and negative in the subtropical belt. Wang
et al. (2006) and Raible et al. (2008) also drew similar
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conclusions. All these results consistently show a northward
shift in mean storm track position since about 1950 (Feser
et al. 2015a).

2.3.2 Regional Variations in Pressure

and Wind Since Around 1800

Observed changes in cyclone characteristics and winds over
the last 40—60 years pose the question as to whether these
changes merely reflect (multi-)decadal variations or whether
they reflect long-term change. This section summarises
current knowledge about the historical evolution of pressure
and wind in the last 200 years over the Euro-Atlantic region.

Information about long-term variations in pressure and
wind rely on multiple direct and indirect observations. They
provide qualitative to semi-quantitative historical descrip-
tions (the latter quite far back in time), such as storm
surge-related damage on the Dutch coast since the 15th
century (de Kraker 1999) or daily weather diaries like those
at the observatory of Armagh (Ireland) since 1798 (Hickey
2003). Direct measurements such as surge levels at Liver-
pool since 1768 (Woodworth and Blackman 2002) and
Cuxhaven since 1843 (Dangendorf et al. 2014) or wind
records in the Dublin region since 1715 (Sweeney 2000) also
provide important information on variations in the storm
climate. The difficulty with these observations is that they
often represent local conditions and so often exhibit inho-
mogeneities to an unknown extent.

As recommended by WASA Group (1998), most studies
use pressure observations (which are more homogeneous
over time than wind measurements) to derive wind and
storm indices (e.g. WASA Group 1998; Klein Tank et al.
2002). The usefulness of typically-used pressure-based
indices has recently been re-assessed and confirmed. Even
single-station pressure indices such as strong pressure
changes over 6- or 24-h periods or the annual number of
deep lows provide useful information about long-term
variations in the wind and storm climate (Krueger and von
Storch 2011). The information content to describe long-term
variations in the statistics of pressure and wind is even
higher for indices of geostrophic wind speeds calculated
from triangles of daily pressure observations (Krueger and
von Storch 2012). The correlation of geostrophic wind
speeds calculated from station triplets with real model wind
speeds is especially high over open terrain and sea areas (i.e.
regions that often lack conventional observations). Although
pressure-based indices provide only an indirect link to real
wind speeds or storminess, they can be considered a valid
approach for assessing long-term statistics of pressure and
wind (Krueger and von Storch 2011, 2012).

As historical information on pressure and wind mostly
relates to regional or local scale rather than gridded fields,
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the studies presented in the following sections are discussed
by region. Figure 2.5 provides an overview of potential
long-term trends in the wind and storm climate.

2.3.2.1 North Atlantic and Iceland

The region north of around 55-60°N is of special interest
regarding changes in the intensity or position of the main
storm tracks. Historical information here is limited to the
Shetland, Orkney and Faroe Islands as well as Iceland. The
longest pressure-based wind index, the annual mean of
absolute pressure changes over 24 h, suggests a significant
positive trend over Iceland in the period 1823-2006 (Hanna
et al. 2008), but no robust trend exists over the Norwegian
Sea (since 1833) or the North Sea (since 1874). The latter is
consistent with the result of Schmith et al. (1998) who found
no significant trend for absolute daily pressure tendencies for
stations around the NE Atlantic for winter 1871-1997.
Analysis of high annual geostrophic wind speed percentiles
over the NE Atlantic also indicates no significant change
since the late 19th century (WASA Group 1998; Alexan-
dersson et al. 2000; Matulla et al. 2007; Wang et al. 2009a,
2011). For the shorter period 1923-2008, positive trends
exist over the northern NE Atlantic for spring (Wang et al.
2009a) which is in agreement with the intensification and
northeast shift in cyclone activity in the last 60 years.

A positive trend also exists for the annual frequency of
zonal weather types in the winter half-year 1881-1992
(Schiesser et al. 1997). As this weather type (GroBwetter-
lagen) classification (Baur 1937; Hess and Brezowsky 1952,
1977; Hoy et al. 2012) relies on historical weather maps over
the North Atlantic and Europe, the trend should be viewed
with caution due to an improvement over time in detecting
smaller lows (E-Supplement S2).

2.3.2.2 British Isles
There are many historical wind and wind-related documents
and records for Great Britain and Ireland. Although robust
trend estimates have not been undertaken, available infor-
mation suggests large multi-decadal variations but no overall
long-term trends (e.g. Sweeney 2000 for the number of
storms per decade from historical reports of the Dublin region
1715-1999). For the shorter period 1903-1999, however,
adjusted wind observations do show a decrease in the decadal
number of storms exceeding 50 knots (25.7 m sfl). The
record of storms from a daily weather diary of Armagh
(Treland) 1798-1999 (Hickey 2003) also indicates similarly
large variations to those of recent decades, although observer
bias reduces reliability over time. Anemometer readings at
the station show no obvious trend in the number of gale days
per year for the period 1883—-1999.

For the Irish Sea, tide gauge records at Liverpool provide
an indirect estimate of long-term variations in storms. These
show a negative tendency for the annual maximum surge at
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Fig. 2.5 Long-term trends for storminess over the Euro-Atlantic region based on different historical and observational sources (Feser et al.
2015a). Red, blue and green colours indicate positive, negative or no trend, respectively
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high water for the period 1768-1999 (Woodworth and
Blackman 2002) but no trend in the annual maximum high
water level or the surges at annual maximum high water for
this period. For shorter periods, no trends are found for
maximum monthly wind speed observations for the Irish Sea
1929-2002 (Ciavola et al. 2011) while Esteves et al. (2011)
found a weak but significant negative trend for monthly
mean wind speeds at the Bidston observatory on the northern
Irish Sea coast over the same period.

For southern England, Hammond (1990) used different
stations to calculate an annual windiness index taking the
annual average of monthly mean wind speeds for the Bos-
combe Down area. For the period 1881-1989, the annual
windiness index does not show any long-term trend. For the
end of the 17th and the first half of the 18th century (Late
Maunder Minimum), wind indices were derived from ship
logbooks for the @resund region (Frydendahl et al. 1992)
and the English Channel (Wheeler et al. 2009). Ship log-
books offer a unique source of information about past wind
climates, as discussed for example by Kiittel et al. (2009).
Wind indices based on these logbooks suggest a generally
stationary wind climate with large decadal variations. For the
period 1920-2004, the 1930s show another period of more
severe storms for the British Isles based on extreme
three-hourly pressure changes (Allan et al. 2009).

2.3.2.3 North Sea Region

Limited historical information about dike repair costs for
northern Flanders indicates no obvious visible long-term
trend for the period 1488-1609 (de Kraker 1999). However,
storm-related damage does appear to reflect similarly large
multi-decadal variations as for storm observations over
recent decades. An update of the historical index using water
level observations at Flushing at the mouth of the Western
Scheldt estuary for 1848-1990 shows a notable increase in
spring tides in the 1990s which at least partly reflects the
30 cm rise in sea level over this period.

Other datasets do not indicate long-term trends in storm
intensity. Surge information for the Netherlands shows a
decrease in storm frequency over the period 1890-2008
(Ciavola et al. 2011). Also, Cusack (2012) found a weak
negative tendency for the decadal running mean of the
annual number of damaging storms and a related storm loss
index calculated from homogenised wind observations of the
Netherlands for 1910-2010, but did find large decadal
variations for stormy conditions in the 1920s and 1990s.
Storm intensity estimates derived from wind, wave and
surge observations from Belgium for the period 1925-2007
show no trend (Hossen and Akhter 2015).

An analysis of geostrophic wind speeds for the German
Bight shows no robust trends for the period 1876—-1990
(Schmidt and von Storch 1993). But when the record is
extended to include the period up to 2012 (Fig. 2.6) a
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tendency for decreasing wind speed in the upper percentiles
becomes visible, corroborating direct wind, surge and wave
observations from Belgium and the Netherlands, and find-
ings by Rosenhagen et al. (2011). Analogue-based stormi-
ness shows a good correlation with the German Bight index
and indicates no long-term trend since 1850 (Schenk 2015).
Wang et al. (2011) found significant negative trends over the
North Sea and surrounding land areas for the 99th percentile
of geostrophic wind in summer, but no robust trends in other
seasons. Direct wind observations from Skagen in northern
Denmark also suggest decreasing overall storminess for the
period 1860-2012 with extremely high storminess prior to
1875 (Clemmensen et al. 2014).

2.3.24 Northern Alps and Central Europe

Although not directly linked to the North Sea wind climate,
observations from further south are also useful to help
understand variations in large-scale atmospheric circulation
and give indications about a northward displacement in
storm tracks. For Vienna, the number of gale days (above 8
Bft, 17.2 m s~ ') show a clear decrease for the period 1872—
1992 (Matulla et al. 2007), however based on non-
homogenised observations. This is corroborated by signifi-
cant negative trends in the number of days exceeding 7, 8
and 9 Bft (>13.9, 17.2 and 20.8 m s L respectively) in
northern Switzerland for the period 1894-1994 (Schiesser
et al. 1997). The duration of strong winds (>7 Bft) also
shows a negative trend for Ziirich for 1871-1991 except in
winter (Bronnimann et al. 2012). Negative trends are also
found for central Europe (Matulla et al. 2007; Wang et al.
2011). In contrast, Stucki et al. (2014) found no clear trends,
but large interdecadal variability, over Switzerland.

233 Trends in the 20th Century

Reanalysis Since 1871

As shown in Fig. 2.5, the majority of studies using obser-
vational storm proxies find no robust trends, some even a
negative tendency, for the wind and storm climate in his-
torical pressure and wind observations. In contrast, 20CR
(Compo et al. 2011) suggests significant upward trends for
storminess over data-sparse regions like the NE Atlantic
(Donat et al. 2011) while Bett et al. (2013) did not find a
clear trend over Europe. Closer inspection reveals that the
agreement of 20CR and wind observations over land like
Ziirich is reasonable (Bronnimann et al. 2012), but there are
discrepancies over sea (Krueger et al. 2013; Schenk 2015).
This is because 20CR, like other reanalyses, assimilates all
available pressure observations at a given time step which
leads to a strong increase in assimilated land pressure
observations (and to a lesser extent also sea pressure
observations) over time. Following Krueger et al. (2013),
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inconsistencies between 20CR and pressure-based storm
indices over data-sparse regions increase back in time as the
number of assimilated stations by 20CR, mainly over sea
areas, decreases. Spurious pressure trends in data-sparse
regions, identified in the NCEP/NCAR reanalysis (Hines

et al. 2000) might also affect 20CR (E-Supplement
Sect. S2.3).
234 Summary

Different studies mainly based on reanalysis data show
positive trends in storm activity over the NE Atlantic and
North Sea together with a northeast shift in the position of
storm tracks over the last 40-60 years. This is also reflected
in a roughened wind and wave climate, although a return to
average conditions beginning at the end of the 20th century
has clearly reduced trends from earlier publications. As
summarised in Fig. 2.5 direct or indirect historical records of
long-term variations in pressure, wind or wind-related
proxies mostly show no robust long-term trends for the
last 100 years or more. Large decadal variations seem to
dominate for centuries.

While the increase in wind speeds and storminess in the
latter half of the 20th century does not seem unprecedented
in the context of historical observations, the northeast shift in
storm tracks in this period may be a new phenomenon. The
long-term decrease north of the Alps mainly results from a
less stormy period during the 1990s compared to the North
Sea and North Atlantic while the period at the end of the
19th century is comparably windy. The less stormy 1990s
further south are consistent with the northeast shift in storm

1925 1950 1975 2000

tracks and the decrease in winter cyclone activity in the
mid-latitudes. This northeast shift together with the trend
pattern of decreasing cyclone activity for southern mid-
latitudes and increasing trends north of 55-60°N after
around 1950 seems consistent with scenario simulations to
2100 under increasing greenhouse gas concentrations (e.g.
Ulbrich et al. 2009; Feser et al. 2015a; see Chap. 5). This
corroborates the findings by Wang et al. (2009b) that com-
bined anthropogenic and natural forcing had a detectable
influence on this pattern of atmospheric circulation, stormi-
ness and ocean wave heights during boreal winter 1955—
2004 while an analysis for the first half of the 20th century is
less likely to be dominated by external forcing.
Uncertainties remain not only for long historical wind and
pressure observations (e.g. Lindenberg et al. 2012; Wang
et al. 2014), but also for 20CR that to a large extent relies on
these observations (Bronnimann et al. 2013; Krueger et al.
2013; Dangendorf et al. 2014; Schenk 2015). These are
discussed in detail in E-Supplement S2. As a better under-
standing of long-term variations versus trends, and their link
to atmospheric circulation is crucial for any regional climate
change analysis, data rescue initiatives and digitisation
initiatives such as data.rescue@home (www.data-rescue-at-
home.org) or oldWeather (www.oldweather.org) are essen-
tial for further improvements towards the homogenisation of
observations and reanalyses prior to about 1950. Such data
can then be used in reanalysis projects such as ACRE
(Atmospheric Circulation Reconstructions over the Earth;
www.met-acre.org). However, in the light of problems
apparently introduced into the WASA dataset during the
digitisation step (see E-Supplement Sect. S2.3), it is also
essential to thoroughly quality-check this type of data.
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24 Surface Air Temperature

Despite the large variability in temperature, the warming
trend of recent decades is strong enough to be discernible in
local temperature observations, and it is larger than the
warming trend simulated by state-of-the-art climate models.
The principal drivers for this ‘excess warming’ appear to be
changes in atmospheric circulation, mainly in winter and
spring, and feedbacks involving soil moisture and cloud
cover, mainly in summer and autumn (Van Oldenborgh et al.
2009).

The data sources for near-surface air temperature are dif-
ferent over land and sea. Terrestrial measurements are made
at fixed locations, with typically standardised installations
(WMO 2010) and at a reference height of 2 m (e.g. Klein
Tank et al. 2002). In contrast, marine air temperature obser-
vations are typically made aboard moving ships (ICOADS;
Woodruff et al. 2011), adjusted to a common reference height
of 10 m (necessary because the typical observation height
has increased by about 20 m over the period of record; Kent
et al. 2013). Only a few fixed station measurements exist,
such as on oil platforms. Observations of marine air tem-
perature from ships are affected by daytime heating biases,
and to avoid these problems datasets (for example from the
Hadley Centre) are constructed using night-time observations
only. Alternatively, both day and night observations, with
adjustments for daytime heating following Berry et al.
(2004), can be used. The North Sea region is relatively well
sampled, but observations are sparse in the 19th Century and,
more recently, during the Second World War.

24.1 Terrestrial Surface Air Temperature

The first decade of the 21st century was characterised by
some extreme seasons. The hot summer of 2003 was prob-
ably unprecedented for at least 500 years in western Europe
(Luterbacher et al. 2004), but was even surpassed in
extremity by the East European summer of 2010 (Bar-
riopedro et al. 2011). Summer and autumn 2006 and winter
2006/2007 were also exceptionally warm (Luterbacher et al.
2007; Cattiaux et al. 2009). On the other hand, winter
2010/2011 had a very negative NAO index (see Sect. 2.2),
but was much warmer than comparable winters with a
similarly negative NAO index (Cattiaux et al. 2010). Fig-
ure 2.7 shows time series of annually averaged land air
temperature for the North Sea region, defined here as the
area between 48°N and 62°N and 6°W and 10°E, for various
data sets. The graphic shows 2014 to be unprecedentedly
warm, even though none of the four seasons was the
warmest on record (winter ranks 2nd after 2006/2007, spring
3rd after 2007 and 2011, summer 14th and autumn 2nd after
2006), and the previous maximum from 2011 was exceeded
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by almost 0.5°C. The datasets used are the CRUTEM4v
(from UEA/CRU; Jones et al. 2012), GHCN-M version 3
(NOAA/NCDC, Peterson and Vose 1997; Jones and Moberg
2003), GISTEMP (NASA/GISS; Hansen et al. 2010) and
BerkeleyEarth (http://berkeleyearth.org/), which have been
subject to a homogeneity adjustment, supplemented by the
E-OBS daily dataset version 10.0 (Haylock et al. 2008). To
compare the different datasets, the grids of the global data-
sets are regridded to match that of the E-OBS grid
(0.5° X 0.5° van der Schrier et al. 2013).

The similarity between these estimates of temperature
over the North Sea region is evident, with only minor dif-
ferences in trend values (Table 2.1). Over the period 1980-
2010, the trend in annual averaged daily mean temperature is
approximately 0.38 °C decade™. Trend values are based on
a linear least-square approximation to the data. Table 2.1
also gives temperature change for the whole of Europe (30°—
75°N, 12°W-45°E plus Iceland, based on E-OBS), the
northern hemisphere land and the global land area, both
based on CRUTEM4. For 1980-2010, the warming trend in
the North Sea region is smaller than that of Europe as a
whole, but larger than the average over the northern hemi-
sphere and global land areas.

In all datasets the period from the early 1990s onwards is
warmest. Figure 2.8 highlights annual temperatures of the
past few decades, averaged over the North Sea region and
relative to the 1961-1990 climatology, based on the E-OBS
dataset. The grey bars in Fig. 2.8 indicate the estimated
uncertainties which take into account both errors introduced
by spatial interpolation over areas without observations, by
inhomogeneities in the temperature data that result from
station relocations or instrument changes etc., and by
urbanisation, as documented by van der Schrier et al. (2013)
and Chrysanthou et al. (2014). The uncertainties indicate that
although it is not possible to be 100 % certain about the
ranking of individual years, the positive overall trend since
the 1980s is very pronounced and 2014 stands out, even
taking the uncertainties into account.

Ionita et al. (2012b) examined the connection between
diurnal temperature range (DTR) and atmospheric circula-
tion. They found that modes of interannual winter DTR
variability are strongly related to the NAO and, to a lesser
extent, the AMO, whereas in summer DTR variability is
mainly influenced by a blocking pattern over Europe.

24.2 Number of Frost Days and Summer Days
According to Della-Marta et al. (2007), the length of western
European heat waves has doubled since 1880 and Europe’s
climate has seen more warm extremes. This is illustrated in
Fig. 2.9 which shows the difference in the annual number of
frost days (minimum temperature <0 °C) and summer days
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Fig. 2.7 Land-based annual mean air temperatures averaged over the North Sea region (48°-62°N, 6°W-10°E) with respect to the 1961-1990
climatology as calculated by E-OBS (red), CRUTEM4v (green), GHCN-M (blue), GISTEMP (purple) and the Berkeley Earth dataset (light blue)

Table 2.1 Linear temperature trends (°C decade_l) over 1950-2010 and 1980-2010 for the North Sea region for CRUTEM4v, GHCN-D,
GISTEMP, BerkeleyEarth and E-OBS

CRUTEM4v GHCN-D GISTEMP Berkeley Earth E-OBS Europe NH land Global land
1950-2010 0.210 0.174 0.228 0.157 0.204 0.179 0.199 0.172
1980-2010 0.383 0.389 0.389 0.353 0.408 0.414 0.337 0.267

The last three columns give trends for Europe (based on E-OBS), the northern hemisphere land and global land temperatures (based on
CRUTEMS4), respectively. Numbers in bold indicate that the trend is statistically significant at the 5 % level based on a t-test accounting for the
reduced degrees of freedom due to autocorrelation (von Storch and Zwiers 1999)

(maximum temperature =25 °C) between 1981-2010 and
1951-1980 (based on E-OBS data). The change in these
indices is not spatially consistent (in contrast to the increase
in annual averaged temperature—not shown). All differences
are statistically significant at the 5 % level using a one-sided
L Student t-test. The figure shows that the number of frost days

has declined almost everywhere, with the strongest decreases
found in the northern and eastern parts of the domain. The
number of summer days has also increased almost every-
i I | III Il | where, with the smallest increases in Scotland, northern

| “‘ “ [ [||||l Illl ‘II England and Scandinavia and the largest in northern France.

greater North Sea region averaged land temperature
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mesm colder than usual

o
o (3] -

anomaly w.r.t. 1961-1990 [C]
)
o

-1
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time As for land-based temperatures, the night marine air tem-
perature (NMAT) also increased over the period 18562010
Fig. 2.8 Annual averages for land-based air temperature over the

. . o
North Sea region with respect to the 1961-1990 climatology as (Fig. 2.10). Two datasets were used, an uninterpolated 3
calculated by the E-OBS dataset. The uncertainty estimate for the ~Mmonthly mean dataset for 1880-2010 (HadNMAT?2; Kent
E-OBS data is included as grey boxes et al. 2013) and an interpolated (using a large-scale

243 Night Marine Air Temperature
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Fig. 2.9 Difference between the 1981-2010 and 1951-1980 climato-
logical values of the annual number of frost days (left, daily minimum
temperature <0 °C) and summer days (right, daily maximum

reconstruction technique; Rayner et al. 2003) 5° monthly
mean dataset for 1856-2001. Differences between these
datasets are larger than for land temperatures, especially
around 1900 and during and just after the Second World
War. In the Ilatter period, sampling is sparse and
non-standard observing practices necessitated adjustments to
the observations (Kent et al. 2013). After about 1950,
agreement improves. Linear trends in air temperature,
adjusted for day-time heating biases (Berry and Kent 2009)
show similar values.

Figure 2.10 also indicates that for marine air temperature
the values in the most recent decade are likely to be the
warmest on record, although uncertainty is large in the early
part of the record due to sparse sampling.

Night Marine Air Temperatures: 5°W-10°E; 50°N-60°N, wrt 1961-1990
1
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Fig. 2.10 Annual average night marine air temperature anomalies (°C)
for the region 50°-60°N, 5°W-10°E from 5° monthly mean datasets:
HadNMAT?2 (black) and HadMAT1 (red)

LONGITUDE
Summer Days difference

temperature =25 °C). Grid squares with missing data or where the
difference did not pass the 95 % significance level using a Student
t-test, are white. Calculations based on E-OBS data

Seasonal time series of the marine air temperature data
sets show broadly similar variability to land-based temper-
atures (Fig. 2.11), but with a smaller amplitude. Very
recently, the differences again increase, but this seems to be
due to sparse observations and changes in the marine
observing system (Kent et al. 2007, 2013).

244 Comparison of Land and Marine Air

Temperatures

A comparison of land and marine temperatures (Fig. 2.12)
shows general agreement. The lower plot in each panel
depicts three estimates of the land-marine air temperature
difference over the North Sea region based on E-OBS data
for the land component and three different marine air tem-
perature datasets: the NOCv2.0 dataset (Berry and Kent
2009, 2011), the HadNMAT?2 dataset and the HadMAT1
dataset. Due to the much larger heat capacity of water, the
difference series between the land and marine air tempera-
ture shows a residual positive trend over the last few decades
of the record.

245 Summary

There is generally good agreement between the different
temperature data sets over the oceans and over land. While
temperatures have clearly increased over land, the NMAT
shows there has also been an increase over the North Sea,
even though the variability on seasonal timescales is smaller
than for the land temperatures. Furthermore, due to the large
heat capacity of water it takes much longer to warm the
ocean than the land. In addition, heat is transported away
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Fig. 2.11 Seasonal mean night Greater North Sea Region Temperature (°C)
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from the surface into deeper waters, where it cannot be
directly measured. Thus, it would be expected that the land
warms faster than the sea as long as the radiative forcing is
positive. This is exactly the situation being observed, and
according to the datasets, the imbalance is up to several
tenths of a degree.

2.5 Precipitation

2.5.1 Precipitation Over Land in the North
Sea Region

In a warmer climate, the atmospheric water vapour content is
likely to rise due to the increase in saturation water vapour

5 3 T t o F v +
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pressure with air temperature, as described by the
Clausius-Clapeyron relation, and to result in an intensifica-
tion of rainfall (Held and Soden 2006; O’Gorman and
Schneider 2009). Evidence of higher amounts and more
extreme precipitation has already been reported (e.g. Gro-
isman et al. 2005; Moberg et al. 2006; Donat et al. 2013;
Hartmann et al. 2013). Even though floods are a recurring
event in Europe, attempts have been made to link increased
flood risk to changes in the frequency of atmospheric
blocking events (Lavers et al. 2012) or to anthropogenic
climate change (Pall et al. 2011).

In a global study, Donat et al. (2013) showed a weak
increase in the number of days exceeding 10 mm of pre-
cipitation (R10 mm) over the northern parts of Europe (but
statistically significant only over eastern Europe at the 96 %
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level). Over the Iberian Peninsula, a non-significant decrease
in this metric is observed. A non-significant increase in the
contribution of extreme precipitation events to the total
precipitation amount (R95pTOT) is also observed over Great
Britain and Scandinavia.

The European Climate Assessment and Dataset (ECA&D,
Klein Tank et al. 2002) is a collection of daily station
observations of 12 elements (of which five are gridded) and
contains (as of March 2014) data from nearly 8000 stations
across Europe and the Mediterranean. The station time series
are updated on a regular basis using data provided by the
national meteorological and hydrological services (NMHSs),
universities or, before updates from these institutions are
available, synoptic messages from the Global Telecommu-
nication System (GTS). ECA&D receives time series from 61
data providers for 62 countries (as of March 2014).

Figure 2.13 compares precipitation for three stations with
data since the beginning of the 20th century; Cambridge
(UK), Stromsfoss Sluse (Norway) and De Bilt (Netherlands).
The time series show strong interannual and decadal vari-
ability. A general upward trend is visible in the Dutch and
Norwegian time series with trends of 14.52 mm decade™ in
the annual data over the 1901-2014 period for De Bilt and
28.81 mm decade™’ over the 1901-1950 period for
Stromsfoss Sluse. Both trends are (just) statistically signifi-
cant at the 5 % level following a t-test accounting for
autocorrelation in the time series (von Storch and Zwiers
1999). A long-term trend in the UK time series is less pro-
nounced. The Norwegian time series exhibits an enhanced
trend since the mid-1990s, especially in summer. A weak
drying trend since the 1990s, although not unprecedented, is
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visible in the UK series. It is also clear that, under certain
circumstances, the entire area is influenced by high pressure
for extended periods (e.g. in 1921) such that the whole North
Sea area remains very dry.

Trends in annual land precipitation are positive almost
everywhere over the North Sea region for the period 1951—
2012 (Fig. 2.14, top panel). The greatest increase in pre-
cipitation is observed in winter (Fig. 2.14, lower left),
especially along the west coast of Norway, over southern
Sweden, parts of Scotland and the Netherlands and Belgium.
Further inland, trends are much smaller and statistically
non-significant almost everywhere. In summer, there is no
evidence of increasing precipitation trends along the coast of
western Norway, while the contrast between trends in
coastal regions and more inland regions of the European
mainland increases considerably as the latter show negative
trends in summer (Fig. 2.14, lower right).

Winter and spring in northern Europe (defined as the land
area north of 48°N) show an overall decreasing trend in
return periods of extreme precipitation (van den Besselaar
et al. 2013), which is indicative of increasing precipitation
extremes. The trend is most pronounced in the 5-day pre-
cipitation amount in northern Europe during spring. The
5-day amount which is statistically a 20-year event over the
1951-1970 period becomes an approximately 8-year event
in the 1991-2010 period.

For annual 5-day and 10-day precipitation amounts in the
UK, Fowler and Kilsby (2003) found significant
decadal-level changes in many regions. For the 10-day
precipitation amount, the 50-year event during 1961-1990
became an 8-, 11- and 25-year event in eastern, southern and

Fig. 2.13 Annual, winter and Year
summer precipitation series for 1900 1950 2000 1900 1950 2000
three stations from the ECA&D L T — T e —T
dataset; De Bilt (Netherlands, top — De Bilt Stromsfoss Sluse
left), Stromsfoss Sluse (Norway, £ . E
top right) and Cambridge (UK, E. 1000 | ] , 41000 £
lower left). A low-pass filter is 5 g
applied for the black curves E | E
2 I 1 I | =
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Fig. 2.14 Linear least-squares fit Longitude
trends in annual (fop), winter 15 mm decade

(lower left) and summer (lower
right) precipitation over the
period 1951-2012 in mm
decade™". Blue circles denote a
trend towards wetter conditions,
while orange and red circles
denote a trend towards drier
conditions, both significant at the
5 % level (p < 0.05). Black
circles fail to be significant at the
25 % level (p < 0.25) and are
added to the figure to illustrate

Latitude

areas without any significant

trend. Source ECA&D

Latitude

Longitude

northern Scotland, respectively, during the 1990s. In north-
ern England the average return period has also halved.

Cortesi et al. (2012) analysed the precipitation concen-
tration index, which is a measure of the amount of precipi-
tation on a day with precipitation. The north-western coast of
Europe shows relatively low values for this index (i.e.
evenly distributed precipitation) compared to more
Mediterranean climate types. No clear spatial pattern was
detected in the trends in the index.

Groisman et al. (2005) studied total precipitation and
frequency of intense precipitation in several regions of the
world, including Fennoscandia. They found a significant
increase in the annual totals and in the frequency of very
heavy annual and summer precipitation events, where ‘very
heavy’ precipitation events are defined by counting the
upper 0.3 % of daily rainfall events (relating to a daily event
that occurs once every 3-5 years).

There is temporal variability in trends when studying
precipitation indices of extremes. For example, the trend in
precipitation fraction due to very wet days, related to the
95th percentile in daily sums (R95pTOT), shows a different
picture when the trends are determined over the period
1951-1978 compared to 1979-2012 (Fig. 2.15). Along the
coasts of south-eastern England and the Netherlands, there is
no trend apparent for the period 1951-1978, while the period
1979-2012 has an increasing trend for several stations in
these areas.

Longitude

Care should be taken if the precipitation fraction exceed-
ing the 95th percentile (R95pTOT) is determined over a
climatological period of several decades, since extremes may
have increased disproportionally and thus the shape of the
distribution may have changed. For example, an index
S95pTOT, using the Weibull shape parameter instead of an
explicit estimate of the 95th percentile, can be used (Leander
et al. 2014). Northern Europe shows a (significant) increase
in RO5pTOT, but this is far less pronounced for S95pTOT.
Since R95pTOT cannot distinguish between a shift in the
median of the probability distribution for precipitation and a
change in only the tail of the distribution, trends are generally
‘more negative’ for S95pTOT, especially over southern
Scandinavia, the Netherlands, Germany and the UK.

Zolina et al. (2009) introduced a new index for
R95pTOT, making use of a gamma distribution for wet day
precipitation amounts and the associated theoretical distri-
bution of the fractional contribution of the wettest days to
the seasonal or annual total. The trend results for their new
index are similar to R95pTOT.

Another way of analysing changes in precipitation is by
counting the number of wet days. An example of this is the
index CWD (maximum number of consecutive wet days,
here defined as the number of days with precipitation
=1 mm). Trends in the station records for the period 1951—
2012 are shown in Fig. 2.16, which indicates that most of
the stations in the North Sea region show a slight increasing
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Fig. 2.15 Linear trends in the precipitation fraction due to very wet
days (R95pTOT) in winter over the periods 1951-1978 (left) and 1979—
2012 (right). Blue circles denote a trend towards wetter conditions,
while orange and red circles denote a trend towards drier conditions,

trend in the annual number of consecutive wet days.
A similar map for trends in the maximum number of con-
secutive dry days (CDD) does not indicate a coherent change
in the region. The majority of stations show trend values that
do not meet even the 25 % significance level.

An example of interaction between North Sea waters and
coastal climate was documented by Lenderink et al. (2009)
for a month with extreme precipitation in the coastal region
of the Netherlands (August 2006), where precipitation
amounts were four times higher than the climatological
average. Preceded by an extremely warm July (see Sect. 2.4)
with very high sea surface temperatures in the North Sea at
the end of July, favourable atmospheric flow conditions
transported large amounts of moisture onto land, producing
excessive rainfall in an area less than 50 km from the

days/ decade
1

0.5

Latitude

-1

Longitude

Fig. 2.16 Linear trend in annual maximum number of consecutive wet
days (CWD) over the period 1951-2012. Blue circles denote a trend
towards wetter conditions, while orange and red circles denote a trend
towards drier conditions, both significant at the 5 % level (p < 0.05).
Black circles fail to be significant at the 25 % level (p < 0.25) and are
added to the figure to illustrate areas without any significant trend.
Source ECA&D

Longitude

both significant at the 5 % level (p < 0.05). Black circles fail to be
significant at the 25 % level (p < 0.25) and are added to the figure to
illustrate areas without any significant trend. Source ECA&D

coastline. This phenomenon seems to be a robust finding
since the positive trend in the difference between coastal and
inland precipitation observed in the Netherlands is not sen-
sitive to the period analysed.

2.5.2 Precipitation Over the North Sea

Only limited information is available for precipitation over
oceans in general and the North Sea in particular. Almost no
in situ measurements exist, which means it is necessary to
rely on satellite observations using passive microwave
detectors. HOAPS (Hamburg Ocean-Atmosphere Parame-
ters and Fluxes) is one such dataset (Andersson et al. 2010,
2011). This covers the period 1988-2008 and is the only
generally available satellite-based dataset for which fields of
precipitation and evaporation over the oceans are consis-
tently derived (Andersson et al. 2011). Over land, the dataset
is gauge-based. Figure 2.17 shows the geographical distri-
bution of annual average precipitation for the North Sea
region (Fennig et al. 2012). Over most of the North Sea, the
mean annual precipitation is between 600 and 800 mm,
although values below 600 mm are also found off the east
coast of England. Most coastal regions receive more than
800 mm, and in some mountainous regions (Scotland,
Norway) more than 2000 mm are observed. While land
stations in the south of the region have most rain in winter
with a weak secondary summer maximum, further north and
generally over the sea, there is only a maximum in winter,
and May and June are the driest months.

Table 2.2 shows annual precipitation totals over the
central North Sea region (54°-58°N, 1.5°-5.5°E) from the
few available datasets.

There are considerable differences between the various
estimates of precipitation, even in reasonably data-rich
regions like the North Sea. There are also large differences
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Mean monthly precipitation totals
derived from satellite data
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Fig. 2.17 Precipitation over the North Sea area. Ocean: HOAPS dataset (Fennig et al. 2012), land: gauge-based. Annual sum (left), monthly sum
for January (centre), and monthly sum for May (right) for the period 1988-2008. All data in mm

Table 2.2 Estimates of annual average precipitation over the North Sea region from different reanalyses and satellite-based datasets

Dataset 1979-2001 1988-2008
HOAPS - 643
ERA-Interim 812 800
ERA40 691

Coastdat2 (cDIIL00) 853 861
NCEP-CFSR 966 1000
MERRA 754 772

All units in mm

between periods, highlighting the problems in deriving
trends in precipitation (Bengtsson et al. 2004). Precipitation
in reanalyses depends on the moisture flux divergence, a
rather weakly constrained quantity, which in turn does not
depend on direct observations, but on the assimilation of
satellite radiances (see e.g. Lorenz and Kunstmann 2012).

253 Summary

An assessment of temporal variability shows that precipita-
tion over land and, but somewhat weaker, over sea is posi-
tively correlated with the NAO. Winters with strong positive
NAO anomalies show distinct peaks in precipitation and
amounts up to twice the average over the North Sea region
(Andersson et al. 2010). On longer time scales, drought
conditions over central Europe are also connected to the
AMO (Atlantic Multidecadal Oscillation; Ionita et al.
2012a). Generally speaking, precipitation is more variable
than temperature, and agreement between datasets is less.
Nevertheless, there are indications of an increase in precip-
itation to the north of the North Sea region and a decrease to
the south, in agreement with the projected north-eastward
shift in the storm tracks. In many regions, there are also

Source

Andersson et al. (2010)

Simmons et al. (2010) and Berrisford et al. (2009)
Uppala et al. (2005)

Geyer (2014)

Saha et al. (2010)

Rienecker et al. (2011)

indications that extreme precipitation events have become
more extreme and that return periods have decreased.

2.6 Radiative Properties

Meteorological observations aboard ships usually do not
include measurements of sunshine duration and radiation. As
a result there are few data available, and these are mainly
from isolated field campaigns on research vessels. In con-
trast, cloud parameters are often observed routinely,
although the quality of observations varies widely. The
following discussion of clouds, solar radiation and sunshine
duration therefore relies mainly on studies concerning a
wider area, but these data should also be valid for the North
Sea region.

2.6.1 Clouds

Clouds have a significant impact on the Earth’s radiation
budget. They affect incoming solar shortwave (SW) radia-
tion (by reflecting this back to space) as well as outgoing
thermal longwave (LW) radiation (by reducing its emission
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to space). The difference between the actual radiative flux
and that under clear sky conditions is referred to as cloud
radiative forcing (CRF). The largest contribution to
LW CREF is made by high clouds, whereas the largest con-
tribution to SW CRF is from optically thick clouds due to
their higher albedo compared to the clear sky surface albedo.
Thus, variations in cloudiness are of great interest in relation
to rising global temperatures. The Extended Edited Cloud
Report Archive (EECRA; Warren et al. 1986, 1988, 2006)
consists of quality controlled climatologies of total cloud
cover and cloud type amounts over land and ocean,
respectively, based on surface synoptic cloud observations.

Few analyses of changes in cloud cover exist, and even
less for the North Sea region. A decrease has been observed
in global high cloud cover over almost all land regions since
1971 and most ocean regions since 1952. Norris (2008)
analysed global mean time series from gridded surface
observations of low-, mid- and upper-level clouds as well as
total cloud cover and satellite cloud observations over land
and ocean based on EECRA, other surface synoptic cloud
reports from land since 1971, the ship-based ICOADS which
includes observations since 1952, and satellite observations
available from July 1983 in the International Satellite Cloud
Climatology Project (ISCCP). Norris (2008) found incon-
sistencies for the overlapping period of in situ and satellite
data except for high clouds.

Over Europe, variability in total winter cloud cover is
strongly connected to the NAO. Because the NAO was
undergoing a positive trend during a study by Warren et al.
(2006), there is a strong positive trend in total cloud cover
over Norway at this time (Fig. 2.18). No clear trend is vis-
ible further south in the North Sea region (Thompson et al.
2000; Hense and Glowienka-Hense 2008).

Warren et al. (2006) also analysed cloud types observed
at European land stations in relation to the NAO/AO signal

Fig. 2.18 Linear trends in total
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in winter for the period 1971-1996. Not surprisingly, the
strongest correlation was for nimbostratus (Fig. 2.19).
Across the western parts of Europe correlations are negative,
but high positive correlations exist in the northern part of the
North Sea region from northern Scotland to Norway.

2.6.2 Solar Radiation

Time series of measured solar radiation data at various sites
around the globe show decreasing irradiances on the order of
6-9 W m 2 (corresponding to a decline of 4-6 % over
30 years) after the mid-1950s (‘global dimming’; Gilgen
et al. 1998; Stanhill and Cohen 2001; Liepert and Tegen
2002) and mainly over land, and subsequent increases since
the mid-1980s (‘global brightening’; Wild et al. 2005; Norris
and Wild 2007) which cannot be explained by variations in
solar irradiance or cloudiness alone (Wild 2009), but are
largely due to marked changes in the amount of anthro-
pogenic aerosol particles after the Second World War
(Stanhill and Cohen 2001; Liepert and Tegen 2002; Streets
et al. 2006; Norris and Wild 2007). Since the 1980s,
air-quality regulations have led to a decline in air pollution,
as can be seen from time series of optical depth (Mishchenko
et al. 2007; Ruckstuhl et al. 2008). More recent studies (e.g.
Granier et al. 2011; Lee et al. 2013; Myhre et al. 2013;
Shindell et al. 2013) corroborate these findings.

For Europe, Norris and Wild (2007) examined changes in
SW downward radiation and total cloud cover to distinguish
the effects of cloud variability from long-term aerosol
influences in the period 1971-2002 (Fig. 2.20). Their ‘cloud
cover radiative effect’” (CCRE), defined as the radiative
effects of changes in cloud cover, is derived from daytime
synoptic surface observations and ISCCP data, subtracted
from the downward radiation obtained from the Global

cloud cover in percent per decade
for 2.5° X 2.5° boxes in Europe
and North Africa in winter

(DJF) for the period 1971-1996.
The size of each dor indicates the
magnitude of the trend (Warren
et al. 2006)
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Fig. 2.19 Correlation of nimbostratus anomalies with the Arctic Oscillation index, for 2.5° X 2.5° boxes in Europe and North Africa in winter
(DJF) for the period 1971-1996. The size of each dot indicates the magnitude of the correlation coefficient (Warren et al. 2006)
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Fig. 2.20 Time series of monthly anomalies averaged over grid boxes
covering most of Europe with a a 1-2-1 filter and b a 61-point 5-year
Lanczos low-pass filter for GEBA global radiation flux (upper, black),
ISCCP all-sky downward SW radiation flux (upper, red), SW cloud
cover radiation effect (CCRE) estimated from synoptic reports of total
cloud cover (middle, blue), SW CCRE estimated from ISCCP total
cloud cover amount (middle, red), residual anomalies after removing
synoptic-estimated SW CCRE from GEBA global radiation (lower,
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blue) and residual anomalies after removing ISCCP-estimated
SW CCRE from GEBA global radiation (lower, red). Dashed values
indicate where less than 75 % of the grid boxes contributed to the
GEBA time series. Small vertical bars denote 95 % confidence
intervals for June and December anomalies, and vertical dashed lines
mark the start and end times for trend calculations (Norris and Wild
2007)
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Energy Balance Archive (GEBA). The resulting time series
comprises variations in clear-sky solar flux as well as
radiative effects of changes in cloud albedo that are not
linearly correlated to the cloud cover. They found a high
correlation (r = 0.88) between global radiation anomalies
and the estimated cloud cover radiative effect on monthly
and sub-decadal timescales, but the time series of differences
show dimming and brightening as well as low frequency
trends with minima related to the volcanic eruptions of El
Chichén (Mexico) and Pinatubo (Philippines). Decreasing
trends for the period 1971-1986 and then increasing trends
for 1987-2002 are found for coastal areas of the North Sea
region (not shown), but these are mostly not statistically
significant (Ruckstuhl et al. 2008, Ruckstuhl and Norris
2009).

Aerosol particles influence the radiation budget and hence
air temperature in two ways. The direct aerosol radiative
effect refers to clear-sky cases, when solar radiation is
directly scattered (mainly by sulphate) or absorbed (mainly

90 —

80 — ./—\ ~

85

+1.69[~0.47 to +3.81] W m-2 dec-1
T T T T T T

70

SNR [Wm-2]

325 |
320
315 -
310
305

DR

L

+2.40 [+0.65 to +4.15] W m-2 dec-1
1 | | | )

400 +
390 +

TAR

=370 4
—365
=360 +--
—355 -
=350 4

AR W S A N
--W---—230[01\/—446]Wm2dec1
50

45 -
40 -
35
30 A

T
1980

LUR

TNR

+1 79 [+0. 19 to +3. 39] W m-2 dec-
1990 1995 2000 2005

T
1985

Fig. 2.21 Radiation budget and surface forcing. Annual mean values
(W m™?) for the individual components of the surface radiation budget
for eight stations in northern Germany: SW net radiation (SNR), LW
downward radiation (LDR), total absorbed radiation (TAR), LW
upward radiation (LUR) and total net radiation (TNR) from 1981 to
2005 (missing 2003 data). Downward fluxes are positive and upward
fluxes negative. Trends in W m ™2 decade ' with the 95 % confidence
interval in brackets. TNR, the balance between downward and upward
fluxes at the surface representing the energy available for sensible and
latent energy fluxes increases primarily due to the increase of water
vapour in the atmosphere (Philipona et al. 2009)
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by black carbon), while the indirect aerosol effect enhances
cloud albedo via an increase in the number of aerosol par-
ticles that act as condensation nuclei creating smaller dro-
plets and prolonging cloud lifetime due to a decrease in
droplet size and less precipitation loss.

For the period 1981-2005, Ruckstuhl et al. (2008) esti-
mated the direct and indirect aerosol effects by determining
the SW downward radiation for cloud-free and cloudy
conditions from eight sites in northern Germany. Excluding
the sunny year 2003, the net LW forcing under cloud-free
skies is 0.84 W m ™2 decade ™! (range: 0.49-1.20), whereas
the SW net forcing from changes in cloudiness is 0.56 W
m 2 decade™' (range: —0.91 to 2.00), resulting in a total
cloud forcing of 0.16 W m ? decade™" (range: —0.26 to
0.57). Thus, the direct aerosol effect has a much larger
impact on climate forcing than the indirect aerosol and other
cloud effects.

Philipona et al. (2009) found an increase in LW down-
ward radiation over Germany, based on observations for
1981-2005, due to rising temperature and humidity and to
the increase in greenhouse gas concentration, but found no
effect of changes in cloudiness (Fig. 2.21). The total net LW
radiation (the difference between incoming and outgoing
radiation at the surface) depends on temperature and abso-
lute humidity, which itself is dependent on temperature.

For northern Germany, the LW forcing due to greenhouse
gases including water vapour resulted in 0.95 W m >
decade™! (range: 0.26-1.64), while the part due to water
vapour feedback alone is 0.60 W m > decade ' (range:
0.16-1.04) (Philipona et al. 2009). Thus, the total SW
forcing is three times larger than the LW forcing from rising
atmospheric levels of anthropogenic greenhouse gases.

2.6.3 Sunshine Duration

Operational measurements of sunshine duration started at
most weather stations in the 1930s or 1940s, mainly using
the Campbell-Stokes heliograph. However, over recent
decades, new electronic—optical equipment has increasingly
been used, causing data quality issues and thus consistency
problems within the time series of sunshine duration data
(Augter 2013). As the existing sunshine duration database
for the open sea is insufficient for climate analyses, the
results presented in this chapter are based on coastal or
island stations only. Sunshine duration depends on three
factors: daylength (which is a function of latitude and sea-
son), amount of daytime clouds, and atmospheric opacity.
Cloudiness and opacity are influenced by meteorological
conditions and the latter also by aerosol concentration,
which can be very different over land and sea. For Germany,
Schonwiese and Janoschitz (2005) analysed changes in
sunshine duration for the periods 1951-2000 and 1971-
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2000 and found no obvious trends. It is not clear whether the
increase in global radiation is related to an increase in sun-
shine duration.

264 Summary

From the few available datasets on radiative properties, it may
be concluded that there are non-negligible trends together
with potential uncertainties and land-sea inhomogeneities
which make it difficult to assess these quantities in detail.

2.7 Summary and Open Questions

It is not obvious how atmospheric circulation has changed in
the North Sea region over the last roughly 200 years. Further
research is therefore necessary to understand climate change
versus climate variability. One open research question is the
extent to which circulation over the North Sea region is
controlled by distant factors. In particular, whether there is a
link between changes in the Arctic cryosphere and atmo-
spheric circulation further south, including over the North
Sea region. Overland and Wang (2010) highlighted a con-
nection between the recent decrease in Arctic sea ice and
cold winters in several areas of Europe. With the ongoing
decline in sea ice in the Arctic, any such effect on circulation
patterns would be important for climate in the North Sea
region. Rahmstorf et al. (2015) proposed a proxy-based
connection between the observed cooling in the North
Atlantic south of Greenland and a weakening of the Atlantic
Meridional Overturning Circulation (AMOC) partly due to
increased melting of the Greenland Ice Sheet and subsequent
freshening of the surface waters. Changes in the strength of
the AMOC, however, are still debated and Zhang (2008) and
more recently, Tett et al. (2014) have stated that its strength
has actually increased.

Owing to large internal variability, it is unclear which part
of the observed atmospheric changes is due to anthropogenic
activities and which is internally forced. Slowly varying
natural factors with an effect on European climate, such as
the AMO (Petoukhov and Semenov 2010), may superim-
pose long-term trends and therefore be difficult to distinguish
from the anthropogenic climate change signal.

There are signs of an increase in the number of deep
cyclones (but not in the total number of cyclones). There are
also indications that the persistence of circulation types has
increased over the last century or so (Della-Marta et al.
2007). It is an open question whether this is also related to
the decline in Arctic sea ice.

Another open question is whether there have been
changes in extreme weather events. However, most studies
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rely on small datasets covering relatively short time periods,
which makes it is difficult to draw statistically significant
conclusions. As short time series and a lack of homogeneous
data make it impossible to obtain reliable trend estimates, it
is important to make available and homogenise the large
number of data from past decades that have not yet been
digitised. However, shown by the case of the erroneous
pressure digitisations in the WASA dataset (see
E-Supplement Sect. S2.3), it is essential for data to be
thoroughly quality-checked. Experience from the WASA
data suggests that this step requires human expertise and
cannot be fully automated. On the other hand, further
reanalyses, which may be considered a ‘best-possible’
time-space interpolator for observed data, can be useful as
long as any bias that is potentially introduced through new
instruments, station relocations etc. is properly addressed.
The same is true for existing reanalyses, as it is unclear how
homogeneous reanalyses can be that rely only on surface
observations such as 20CR (Compo et al. 2011).

Temperature has increased in the North Sea region, and
there is a clear signal in the annual number of frost days or
summer days. While there is a clear winter and spring
warming signal over the Baltic Sea region (Rutgersson et al.
2014), this is not as clear for the North Sea region. For
precipitation, it is difficult to deduce long-term trends;
however, there are indications of longer precipitation periods
and ‘more extreme’ extreme events.

Other quantities, such as clouds, radiation or sunshine
duration, are difficult to judge owing to a general lack of
data.
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Abstract

J. Huthnance et al.

This chapter discusses past and ongoing change in the following physical variables within
the North Sea: temperature, salinity and stratification; currents and circulation; mean sea
level; and extreme sea levels. Also considered are carbon dioxide; pH and nutrients;
oxygen; suspended particulate matter and turbidity; coastal erosion, sedimentation and
morphology; and sea ice. The distinctive character of the Wadden Sea is addressed, with a
particular focus on nutrients and sediments. This chapter covers the past 200 years and
focuses on the historical development of evidence (measurements, process understanding
and models), the form, duration and accuracy of the evidence available, and what the
evidence shows in terms of the state and trends in the respective variables. Much work has
focused on detecting long-term change in the North Sea region, either from measurements
or with models. Attempts to attribute such changes to, for example, anthropogenic forcing
are still missing for the North Sea. Studies are urgently needed to assess consistency
between observed changes and current expectations, in order to increase the level of
confidence in projections of expected future conditions.

3.1 Introduction

John Huthnance, Ralf Weisse

Physical variables, most obviously sea temperature, relate
closely to climate change and strongly affect other properties
and life in the sea. This chapter discusses past and ongoing
change in the following physical variables within the North
Sea: temperature, salinity and stratification (Sect. 3.2), cur-
rents and circulation (Sect. 3.3), mean sea level (Sect. 3.4)
and extreme sea levels, 1i.e. contributions from
wind-generated waves and storm surges (Sect. 3.5). Also
considered are carbon dioxide (CO,), pH, and nutrients
(Sect. 3.6), oxygen (Sect. 3.7), suspended particulate matter
and turbidity (Sect. 3.8), coastal erosion, sedimentation and
morphology (Sect. 3.9) and sea ice (Sect. 3.10). The dis-
tinctive character of the Wadden Sea is addressed in
Sect. 3.11, with a particular focus on sediments and nutri-
ents. The chapter covers the past 200 years. Chapter 1
described the North Sea context and physical process
understanding, so the focus of the present chapter is on the
historical development of evidence (measurements, process
understanding and models), the form, duration and accuracy
of the evidence available (further detailed in Electronic (E-)

J. Siddorn
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Plymouth Marine Laboratory, Plymouth, UK
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Supplement S3) and what the evidence shows in terms of the
state and trends in the respective variables.

3.2 Temperature, Salinity

and Stratification

John Huthnance, Elizabeth C. Kent, Tim Smyth, Kjell Arne
Mork, Solfrid Hjello, Peter Loewe

3.2.1 Historical Perspective

Observations of sea-surface temperature (SST) have been
made in the North Sea since 1823, but were sparse initially.
The typical number of observations per month (from ships,
and moored and drifting buoys) increased from a few hun-
dred in the 19th century to more than 10,000 in recent
decades, despite the Voluntary Observing Ship (VOS) fleet
declining from a peak of about 7700 ships worldwide in
1984/85 to about 4000 in 2009 (www.vos.noaa.gov/vos_
scheme.shtml). Early SST observations used buckets (Kent
et al. 2010); adjustments of up to ~0.3 °C in the annual
mean, and 0.6 °C in winter, may be needed for these early
data owing to sample heat loss or gain (Folland and Parker
1995; Smith and Reynolds 2002; Kennedy et al. 2011a, b).
The adjustments depend on large-scale forcing and
assumptions about measurement methods—Ilocal variations
add uncertainty. Cooling water intake temperatures have
been measured on ships since the 1920s but data quality is
variable, sometimes poor (Kent et al. 1993). Temperature
sensors on ships’ hulls became more numerous in recent
decades (Kent et al. 2010). About 70 % of in situ observa-
tions in 2006 came from moored and drifting buoys
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(Kennedy et al. 2011b). Other modern shipboard methods
include radiation thermometers, expendable bathythermo-
graphs (XBTs) and towed thermistors (Woodruff et al.
2011). Satellite estimates of SST are regularly available
using Advanced Very High Resolution Radiometers
(AVHRR; from 1981) and passive microwave radiometers
(with little cloud attenuation; from 1997).

Below the sea surface, temperature was measured by
reversing (mercury) thermometers until the 1960s. Since then,
electronic instruments lowered from ships (conductivity-
temperature-depth profilers; CTDs) enable near-continuous
measurements. Since about 2005, multi-decadal model runs
have become increasingly available and now provide useful
information on temperature distribution to complement the
observational evidence (see E-Supplement Sect. S3.1).

Early salinity estimates used titration-based chemical
analysis of recovered water samples (from buckets and water
intakes) and from lowered sample bottles. Titration estimates
usually depended on assuming a constant relation between
chlorinity and total dissolved salts (a subject of discussion
since 1900), with typical error O(0.01 %eo). Since the 1960s—
1970s  lowered CTD  conductivity cells enable
near-continuous measurements, calibrated by comparing the
conductivity of water samples against standardised sea
water; typical error O(0.001 %o). Consistent definition of
salinity has continued to be a research topic (Pawlowicz
et al. 2012).

Thermistors and conductivity cells as on CTDs now
record temperature and salinity of (near-surface) intake
water on ships. Since the late 1990s, CTDs on profiling
‘Argo’ floats have greatly increased available temperature
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and salinity data for the upper 2000 m of the open ocean
(www.argo.ucsd.edu). Although not available for the North
Sea, these data greatly improve estimates of open-ocean
temperature and salinity and thereby North Sea model esti-
mates by better specifying open-ocean boundary conditions.

The history of stratification estimates, based on profiles of
temperature and salinity (or at least near-surface and
near-bottom values), corresponds with that of subsurface
temperature and salinity.

Detail on time-series evidence for coastal and offshore
temperature and salinity variations is given in E-Supplement
S3.1 and S3.2.

3.2.2 Temperature Variability and Trends
3.2.2.1 Northeast Atlantic

Most water entering the North Sea comes from the adjacent
North Atlantic via Rockall Trough and around Scotland. The
North Atlantic has had relatively cool periods (1900-1925,
1970-1990) and warm periods (1930-1960, since 1990;
Holliday et al. 2011; Dye et al. 2013a; Ivchenko et al. 2010
using 1999-2008 Argo float data). Adjacent to the
north-west European shelf, however, different Atlantic water
sources make varying contributions (Holliday 2003). For
Rockall Trough surface waters, the period 1948-1965 was
about 0.8 °C warmer on average than the period 1876-1915
(Ellett and Martin 1973). Subsequently, temperatures of
upper water (0—800 m) in Rockall Trough and Atlantic
water on the West Shetland slope (Fig. 3.1) oscillated with
little trend until around 1994. Temperatures then rose,

Fig. 3.1 Atlantic Water in the 4.0 T .
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Fig. 3.2 Fair Isle Current 20 —
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from the west and north of 1.0 - —5-yrSmoothed Data

Scotland. Annual upper water

temperature (upper) and salinity )

(lower) anomalies relative to the 0.0 A
1981-2010 average [

(Beszczynska-Moller and Dye -1.0¢
2013)
—20! s 1 P . P S S U T S S S - 1
Data Provider: MSS — Marine Scotland Science — Aberdeen — UK
Ref: ICES Report on Ocean Climate 2012
0.20 |
000 1/ ~a v
-0.20 | Salinity Anomaly a,; ! ,‘.
—— 5-yr Smoothed Data : |
_040 L i L | i i 1 i | L i | i
1960 1970 1990 2000 2010
Year
peaked in 2006, and subsequently cooled to early 2000s 3.2.2.2 North Sea

values (Berx et al. 2013; Beszczynska-Moller and Dye 2013;
Holliday and Cunningham 2013).

West and north of Britain, the HadISST data set shows an
SST trend of 0.2-0.3 °C decade™" over the period 1983—
2012, which is higher than the global average (Rayner et al.
2003; see Dye et al. 2013a among several references). Thus
positive temperature anomalies exceeding one standard
deviation (based on the period 1981-2010) were widespread
in adjacent Atlantic Water and the northern North Sea during
2003-2012 (Beszczynska-Moller and Dye 2013). In fact,
several authors suggest an inverse relation between Subpolar
Gyre strength and the extent of warm saline water (e.g.
Hatan et al. 2005; Johnson and Gruber 2007; Haekkinen
et al. 2011).

In Atlantic Water inflow to the North Sea at the western side
of the Norwegian Trench (Utsira section, 59.3°N), ‘core’
temperature has risen by about 0.8 °C since the 1970s and
about 1 °C near the seabed in the north-western part of the
section (estimated from Holliday et al. 2009). Figure 3.2
shows long-term temperature variability in the Fair Isle
Current flowing into the North Sea on the shelf.

For the North Sea as a whole, annual average SST
derived from six gridded data sets (Fig. 3.3) shows relatively
cool SST from 1870, especially in the early 1900s, ‘pla-
teaux’ in the periods 1932—-1939 and 1943-1950, and then
overall decline to a minimum around 1988 (anomaly about
—0.8 °C). This was followed by a rise to a peak in 2008
(anomaly about 1 °C) and subsequent fall. SST trends

Fig. 3.3 North Sea region 1.2 ] ]
annual sea-surface temperature —
(SST) anomalies relative to the 0.8 4

1971-2000 average, for the —_ ]
datasets in E-Supplement

Table S3.1 (figure by Elizabeth
Kent, UK National Oceanography
Centre)
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Fig. 3.4 Annual and seasonal mean North Sea heat content
(107 J m™®) (reprinted from Meyer et al. 2011)

generally show also in heat content (Hjello et al. 2009;
Meyer et al. 2011) and in all seasons (Fig. 3.4), despite
winter-spring variability exceeding summer-autumn vari-
ability. The increase in North Sea heat content between 1985
and 2007 was about 0.8 X 10%° J , much less than the sea-
sonal range (about 5 X 10*° J) and comparable with inter-
annual variability (Hjello et al. 2009).

Despite an inherent anomaly adjustment time-scale of just
a few months (Fig. 3.5 and Meyer et al. 2011), the
longer-term decline in SST from the 1940s to 1980s and
subsequent marked rise to the early 2000s are widely
reported. The basis is in observations, for example those
shown by McQuatters-Gollop et al. (2007 using HADISST
v1.1; see Fig. 3.6 and E-Supplement Table S3.1), Kirby et al.
(2007), Holt et al. (2012, including satellite SST data,
Fig. 3.7) and multi-decadal hindcasts, such as those of Meyer
et al. (2011) and Holt et al. (2012). Particular features noted
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Fig. 3.5 North Sea region monthly sea-surface temperature finer. Sharp month-to-month variability indicates an inherent anomaly

(SST) anomalies relative to 1971-2000 monthly averages, for the
gridded datasets in E-Supplement Table S3.1 with resolution of 1° or

30-year trend (°C per decade) 1983-2012

‘adjustment’ time of just a few months (figure by Elizabeth Kent, UK
National Oceanography Centre)

50"

-0.4 -0.2

Fig. 3.6 Linear sea-surface temperature trends (°C decade™ ') in annual values for the period 1983-2012. From the HadISSTI1 dataset (Rayner
et al. 2003). Hatched areas: trend not significantly different from zero at 95 % confidence level (Dye et al. 2013a, see Acknowledgement)
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Fig. 3.7 Linear trends for the period 1985-2004 in model near-bed temperature (leff), satellite sea-surface temperature (SST; middle) and 2-m

ERAA40 air temperature (right) (Holt et al. 2012)

are rapid cooling in the period 1960-1963, rapid warming in
the late 1980s, followed by cooling again in the early 1990s
and then resumed warming to about 2006. The warming
trends of the 1980s to 2000s are widely reported to be sig-
nificant (e.g. Holt et al. 2012) and are mainly but not entirely
accounted for by trends in air temperature (see hindcasts of
Meyer et al. 2011; Holt et al. 2012). Observed North Sea
winter bottom temperature between 1983 and 2012 shows a
typical trend of 0.2-0.5 °C decade™' (Dye et al. 2013a)
superimposed on by considerable interannual variability.

3.2.23 Regional Variations

The rise in North Sea SST since the 1980s increased from
north (trend <0.2 °C decade™") to south (trend 0.8 °C dec-
ade_l; Fig. 3.6; McQuatters-Gollop et al. 2007). Based on
HadISST1 for the period 1987-2011, the EEA (2012)
showed warming of 0.3 °C decade™ ' in the Channel, 0.4 °C
decade™! off the Dutch coast, and less than 0.2 °C decade™!
at 60°N off Norway.

The German Bight shows the largest warming trend in
recent decades (Fig. 3.6) with a rapid SST rise in the late
1980s (Wiltshire et al. 2008; Meyer et al. 2011). Variability
is also large, between years O(l °C) and longer term
(Wiltshire et al. 2008; Meyer et al. 2011; Holt et al. 2012).
At Helgoland Roads Station (54° 11'N, 7° 54'E) decadal
SST trends since 1873 show the warming after the early
1980s was the strongest.

For southern North Sea SST, the 1971-2010 ferry data
(Fig. 3.8) show a rise of O(2 °C) from 1985/6 to 1989; the
five-year smoothing emphasises a late 1980s rise of about
1.5 °C followed by 5- to 10-year fluctuations superimposed
on a slow decline from the early 1990s to about 1 °C above

the 1971-1986 average (smoothed values). Model hindcast
spatial averages between Dover Strait and 54.5°N (water
column mostly well-mixed; Alheit et al. 2012 based on
Meyer et al. 2011) also show cold winters for 1985 to 1987
but the 1990 winter as the warmest since 1948 (and winter
2007 as warmer again). Anomalies (observations and model
results) became mainly positive from the late 1980s apart
from a dip in the early 1990s. This all illustrates the late
1980s temperature rise.

The Dutch coastal zone shows a trend of rising SST since
1982 (van Aken 2010), despite a very cold winter in 1996
(January—March; about 4 °C below the 1969-2008 average;
van Hal et al. 2010). Factors contributing to this rise are
thermal inertia (seasonally), winds and cloudiness or bright
sunshine (van Aken 2010). The 1956-2003 Marsdiep winter
temperature (Tsimplis et al. 2006) and Wadden Sea winter
and spring temperature (van Aken 2008) were significantly
correlated with the winter North Atlantic Oscillation
(NAO) index (see Annex 1). However, decadal to centennial
temperature variations (a cooling of about 1.5 °C over the
period 1860-1890 and a similar warming in the last
25 years) were not related to long-term changes in the NAO.

The western English Channel (50.03°N, 4.37°W) warmed
in the 1920s and 1930s (Southward 1960); after a dip it
warmed again in the 1950s, cooled in the 1960s and warmed
over the full water column from the mid-1980s to the early
2000s (0.6 °C decade™", Smyth et al. 2010; see
E-Supplement Fig. S3.2). The greatest (1990s) temperature
rise coincided with a decrease in median wind speed (from
3.5t02.75 m s~ ') and an increase in surface solar irradiation
(of about 20 %), both correlated with changes in the NAO
(Smyth et al. 2010).
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Off northern Denmark and Norway, coastal waters in
winter (JEM) were 0.8—1.3 °C warmer in the period 2000-
2009 than the period 1961-1990 (Albretsen et al. 2012); the
corresponding rise at 200 m depth was 0.55-0.8 °C. Win-
ter—spring observed SST in the Kattegat and Danish Straits
rose by about 1 °C between 1897-1901 and the 1980s, and
again by about 1 °C to the 1990s-2006 period (Henriksen
2009). Summer—autumn trends were not as clear.

3.23 Salinity Variability and Trends

3.2.3.1 Northeast Atlantic

North Atlantic surface salinity shows pronounced interan-
nual and multi-decadal variability. In the Subpolar Gyre
salinity variations are correlated with SST such that high
salinities usually coincide with anomalously warm water and
vice versa (such as in Rockall Trough; Beszczynska-Moller
and Dye 2013). On decadal time scales, upper-layer salinity
is also positively correlated with the winter NAO, especially
in the eastern part of the gyre (Holliday et al. 2011).
Shelf-sea and oceanic surface waters to the north and west of
the UK had a salinity maximum in the early 1960s and a
relatively fresh period in the 1970s, associated with the
so-called Great Salinity Anomaly (Dickson et al. 1988). In
Rockall Trough the minimum occurred about 1975 (Dickson
et al. 1988) and was followed by increasing salinities,
interrupted by a mid-1990s minimum (Holliday et al. 2010;
Hughes et al. 2012; Sherwin et al. 2012).

2005 2010

1985 1980 2000
Year
Correspondingly, the Fair Isle—Munken section

(~2°W 59.5°N to 6°W 61°N across the Faroe-Shetland
Channel) at 50-100 m depth showed an upward salinity
trend of 0.075 decade™ during the period 1994-2011
(Fig. 3.1; Berx et al. 2013). Likewise, the salinity of Atlantic
water inflow to the Nordic Seas through Svingy section (to
the north-west off Norway through ~4°E 63°N) has
increased by about 0.15 since the 1970s (Holliday et al.
2008; Beszczynska-Moller and Dye 2013), for example by
0.08 from 1992 to 2009 (Mork and Skagseth 2010).

3.2.3.2 North Sea
Salinity has shown a long-term (1958-2003) increase around
northern Scotland (Leterme et al. 2008) and (1971-2012) in
the northern North Sea (Fig. 3.9). This is confirmed by
Hughes et al. (2012) who charted pentadal-mean upper-
ocean salinity showing positive anomalies (relative to the
1971-2000 mean) since 1995 in the northern North Sea most
influenced by the Atlantic. Linkage to more saline Atlantic
inflow has been suggested (Corten and van de Kamp 1996).
On the western side of the Norwegian Trench and in the
central northern North Sea (Utsira section, 59.3°N), influ-
enced by Atlantic water, salinity has increased by about 0.05
since the late 1970s (when values were relatively stable after
the Great Salinity Anomaly; Beszczynska-Mdller and Dye
2013). On the other hand, salinity in the Fair Isle Current
shows interannual variability and no clear long-term trend
(Fig. 3.2), being influenced by the fresher waters of the
Scottish Coastal Current from west of Scotland.
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Fig. 3.9 Linear trend per decade in winter bottom salinity, from
International Bottom Trawl Survey (IBTS) Quarter 1 data, 1971-2012.
Values are calculated for ICES rectangles with more than 30 years of
data (hatched areas: trend not significantly different from zero at 95 %
confidence level, Dye et al. 2013b; see Acknowledgement, updated
from UKMMAS 2010, courtesy of S. Hughes, Marine Scotland
Science)

Coastal regions of the southern North Sea, notably the
German Bight, are influenced by fluvial inputs (primarily
from the rivers Rhine and Elbe) as well as Atlantic inflows
(Heyen and Dippner 1998; Janssen 2002). Away from
coastal waters, the influence of Atlantic inflow dominates.
For the German Bight, Heyen and Dippner (1998) reported
no substantial trends in sea-surface salinity (SSS) for the
period 1908-1995, a result confirmed by earlier analysis of

Fig. 3.10 Winter bottom salinity
from the ICES International
Bottom Trawl Survey (IBTS)
dataset at Viking Bank, Dogger
Bank and German Bight, together
with annual mean salinity from
Helgoland Roads (Holliday et al.
2010; see Acknowledgement)

Helgoland Roads

1950

Region 1 (Viking Bank - Winter)
Region 2 (Dogger Bank - Winter)
German Bight - Winter

IO T T A A A A I O B O

Helgoland Roads SSS for the period 1873-1993 (Becker
et al. 1997) and the analyses of Janssen (2002). German
Bight studies (e.g. Fig. 3.10) agree on a temporal minimum
around 1982 and a maximum during the early 1990s with a
difference of about 0.7 between the two. 1971-2010 ferry
data (Fig. 3.8) show pentadal fluctuations with a temporal
minimum and maximum also around 1982 and the early
1990s respectively.

The western English Channel (50.03°N, 4.37°W), away
from the coast, is influenced by North Atlantic water,
showing a similar increase in salinity in recent years
(Holliday et al. 2010). Local weather effects (mixed verti-
cally by tidal currents) add to interannual salinity variability
which is much greater than in the open ocean. For example,
station L4 off Plymouth experiences pulses of surface
freshening after intense summer rain increases riverine input
(Smyth et al. 2010). However, there is no clear trend over a
century of measurements (see also E-Supplement Fig. S3.3,
E-Supplement Sect. S3.2).

In the Kattegat and Skagerrak, salinities are affected by
low-salinity Baltic Sea outflow. Skagerrak coastal waters in
winter (January—March) were up to 0.5 more saline in the
period 2000-2009 than the period 1961-1990, but further
west and north around Norway their salinity decreased
slightly (Albretsen et al. 2012). Shorter-term variability is
larger. Salinity variability in the Kattegat and Skagerrak
exceeds that in Atlantic water, owing to varying Baltic
outflow (see Sect. 3.3) and net precipitation minus evapo-
ration in catchments.

Salinity variability on all time scales to multi-decadal
exceeds and obscures any potential long-term trend. For
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Fig. 3.11 Distribution of
potential energy anomaly (energy

Potential Energy Anomaly 1 August 2001 |Dg1 0 Jm'3

required to completely mix the
water column; log scale, 1 August
2001) (Holt and Proctor 2008)

0.5

example, in winter 2005, a series of storms drove much
high-salinity Atlantic water across the north-west boundary
into the North Sea as far south as Dogger Bank and
bottom-water salinity exceeded 35 in 63 % of the North Sea
area (Loewe 2009). Adjacent Atlantic waters in the period
2002-2010 (Hughes et al. 2011) show positive salinity
anomalies of more than two (one) standard deviation in
Rockall Trough (Faroe-Shetland Channel) while the North
Sea has no comparably clear signal.

3.24 Stratification Variability and Trends
Stratification is a key control on shelf-sea marine ecosys-
tems. Strong stratification inhibits vertical exchange of
water. Spring—summer heating reduces near-surface density
where tidal currents are too weak to mix through the water
depth (Simpson and Hunter 1974), typically where depth is
about 50 m or more. The configuration of summer-stratified
regions controls much of the average flow in shelf seas (Hill
et al. 2008). Mixed-layer data are available albeit only on a
2° grid." The distribution of summer stratification (mainly
thermal) is illustrated in Figs. 3.11 and 3.12.

'www.ifremer.fr/cerweb/deboyer/mld/home.php.

Annual time series of ECOHAM4 simulated thermocline
characteristics averaged over the North Sea were reported by
Lorkowski et al. (2012). The maximum depth of the ther-
mocline” is much more variable interannually than its mean
depth. Thermocline intensity shows no trend and only
moderate variability. The annual number of days with a
mean thermocline greater than 0.2 °C m™" ranged from 31 to
101. The warmest summer in the period simulated (2003)
hardly shows in any thermocline characteristics (Lorkowski
et al. 2012). In the north-western North Sea, the strength of
thermal stratification varies interannually (with no clear
trend but periodicity of about 7-8 years; Sharples et al.
2010). The multi-decadal hindcast by Meyer et al. (2011) for
the North Sea confirmed that variability in stratification is
mainly interannual. In seasonally stratified regions, Holt
et al. (2012) modelling showed 1985-2004 warming trends
to be greater at the surface than at depth (reflecting an
increase in stratification), especially in the central North Sea,
at frontal areas of Dogger Bank, in an area north-east of
Scotland and in inflow to the Skagerrak. They also found
this pattern in annual trends of ICES (International Council
for the Exploration of the Sea) data, albeit limited by a lack
of seasonal resolution.

Defined here as (existence of) the uppermost vertical temperature
gradient AT/Az > 0.1; T(°C) is temperature, z (m) is depth.
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Fig. 3.12 South-north section of potential temperature (°C) near 2.5°E (but further east around Dogger Bank), August 2010 (Queste et al. 2013)
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Fig. 3.13 Modelled timing (Julian day) of spring stratification (when
the surface-bottom temperature difference first exceeds 0.5 °C for at
least three days; solid line) and spring bloom (dashed line) between

Lorkowski et al. (2012) found the time of initial ther-
mocline development to vary between Julian days 54 and
107, with relatively large values (i.e. a late start) from 1970
to 1977. Other evidence also suggests a recent trend to
earlier thermal stratification (Young and Holt 2007, albeit for
the Irish Sea). The timing of spring stratification in the
north-western North Sea was modelled for the period 1974—
2003 and compared with observed variability by Sharples
et al. (2006; Fig. 3.13). Persistent stratification typically
begins (on 21 April & three weeks range) as tidal currents
decrease from springs to neaps. The main meteorological
control is air temperature; since the mid-1990s its rise seems
to have caused stratification to be an average of one day
earlier per year with wind stress (linked to the NAO) having
had some influence before the 1990s. Holt et al. (2012),
modelling 1985-2004, found an extension to the stratified
season in the central North Sea and north-east of Scotland.

In estuarine outflow regions, strong short-term and
interannual variability in precipitation (hence fluvial inputs)
and tidal mixing mask any longer-term trends in stratifica-
tion (timing or strength).

I I I I
1988 1992 1996 2000

Year

1974 and 2003 in 60 m water depth near 1.4°W 56.2°N (reprinted from
Fig. Sa of Sharples et al. 2006)

3.3 Currents and Circulation

John Huthnance, John Siddorn, Ralf Weisse

3.3.1 Historical Perspective

The earliest evidence for circulation comes from hydro-
graphic sections, for time scales longer than a day, and from
drifters, observed by chance or deliberately deployed. Prior
to satellite tracking (of floats or drogued buoys), typically
only drifters’ start and end points would be known; temporal
and spatial resolution were lacking. Moored current meters
record time series at one location; their use was rare until the
1960s. Within the area (5°W-13°E, 48°N-62°N) the inter-
national current meter inventory at the British Oceano-
graphic Data Centre® records just 27 year-long records and
3025 month-long records to 2008; by decade from the

3https://Www.bodc.ac‘uk/data/infonnation_and_inventories/current_
meters/search.
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1950s, the numbers of month-long records are 1, 32, 1306,
1201, 381, 124. Occasionally, submarine cables have mon-
itored approximate transport across a section (notably for
flow through Dover Strait; e.g. Robinson 1976; Prandle
1978a) and HF radar has given spatial coverage for surface
currents within a limited range (Prandle and Player 1993).

Detail on evidence for currents, circulation and their
variations is given in E-Supplement Sect. S3.3.

3.3.2 Circulation: Variability and Trends

The Atlantic Meridional Overturning Circulation (AMOC),
and its warm north-eastern limb in the Subpolar Gyre,
influence the flow and properties of Atlantic Water bordering
and partly flowing onto the north-west European shelf and
into the North Sea. The AMOC has much seasonal and some
interannual variability: mean 18.5 Sv (SD ~ 3 Sv) for
April 2004 to March 2009 (Sv is Sverdrup, 10° m® s
(McCarthy et al. 2012). The AMOC probably also varies on
decadal time scales (e.g. Latif et al. 2006). Longer-term
trends are not yet determined (Cunningham et al. 2010) even
though Smeed et al. (2014) found the mean for April 2008 to
March 2012 to be significantly less than for the previous four
years. The Subpolar Gyre extent correlates with the NAO
(Lozier and Stewart 2008). It strengthened overall from the
1960s to the mid-1990s, then decreased (Hatan et al. 2005).
While the Subpolar Gyre was relatively weak in the period
2000-2009, more warm, salty Mediterranean and Eastern
North Atlantic waters flowed poleward around Britain
(Lozier and Stewart 2008; Hughes et al. 2012). Nega-
tive NAO also correlates with more warm water in the
Faroe-Shetland Channel (Chafik 2012). However, observa-
tions show no significant longer-term trend in Atlantic Water
transport to the north-east past Scotland and Norway (Orvik
and Skagseth 2005; Mork and Skagseth 2010; Berx et al.
2013).

Inflow of oceanic waters to the North Sea from the
Atlantic Ocean, primarily in the north driven by prevailing
south-westerly winds, has been modelled by Hjello et al.
(2009; 1985-2007), Holt et al. (2009) and using
NORWECOM/POM (3-D hydrodynamic model; Iversen
et al. 2002; Leterme et al. 2008, for 1958-2003; Albretsen
et al. 2012). Relative to the long-term mean, results show
weaker northern inflow between 1958 and 1988; within this
period, there were increases in the 1960s and early 1970s, a
decrease from 1976 to 1980 and an increase in the early and
mid-1980s. The northern inflow was greater than the
long-term mean in 1988 to 1995 with a maximum in 1989
(McQuatters-Gollop et al. 2007) but smaller again in 1996 to
2003. This inflow is correlated positively with salinity, SST
(less strongly) and the NAO (especially in winter), and
negatively with discharges from the rivers Elbe and Rhine
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(less strongly). For the period 1985-2007, Hjello et al.
(2009) found a weak trend of —0.005 Sv year_l in modelled
Atlantic Water inflows (mean 1.7 Sv, SD 0.41 Sv, correla-
tion with NAO ~0.9). Strong flows into the North Sea (and
Nordic Seas) frequently correspond to high-salinity events
(Sundby and Drinkwater 2007).

Dover Strait inflow, of the order 0.1 Sv (Prandle et al.
1996), was smaller than the long-term mean from 1958 to
1981 and then greater until 2003 (Leterme et al. 2008).
Baltic Sea outflow variations (modelled freshwater relative
to salinity 35.0) correlate with winds, resulting sea-surface
elevation and NAO index; correlation coefficients with the
NAO were 0.57 during the period 1962-2004 and 0.74
during 1980-2004 (Hordoir and Meier 2010; Hordoir et al.
2013). Days-to-months variability O(0.1 Sv) in North Sea—
Baltic Sea exchange far exceeds the mean Baltic Sea outflow
of the order 0.01 Sv or any trend therein.

North Sea outflows and inflows (plus net precipitation
minus evaporation) have to balance on a time scale of just a
few days. Off-shelf flow is persistent in the Norwegian
Trench and in a bottom layer below the poleward
along-slope flow (Holt et al. 2009; Huthnance et al. 2009).
A modelled time series for 1958-1997 (Schrum and Sigis-
mund 2001) shows an average outflow of about 2 Sv, little
clear trend but consistency with the above interannual
variations in inflow.

A MyOcean (project) reanalysis of the region 40°-65°N
by 20°W-13°E for the period 1984-2012 was undertaken
with the NEMO model version 3.4 (Madec 2008; for details
on this application see MyOcean 2014). Transports normal
to transects were calculated following NOOS (2010): aver-
aging flow over 24.8 h to give a tidal mean at each model
point across the transect; then area-weighting for transports,
separating the mean negative and mean positive flows. For
the Norway—Shetland transect, flow in the west is domi-
nantly into the North Sea and makes a significant contribu-
tion to exchange with the wider Atlantic; circulation is
partially density-driven during summer and confined to the
coastal waters east of Shetland. Mean inflow is 0.56 Sv with
significant seasonality and interannual variability but no
obvious trend. In the east sector of the Norway—Shetland
transect, flow is both into and out of the North Sea, strongly
steered by the Norwegian Trench and includes the Norwe-
gian Coastal Current, resulting in a larger outflow than
inflow. Mean net flow is 1.3 Sv (SD 0.97 Sv) representing
large seasonal and interannual variability, especially in the
outflow.

Net circulation within the North Sea is shown schemati-
cally in Fig. 1.7. Tidal currents are important, primarily
semi-diurnal with longer-period modulation (Sect. 1.4.4);
locally values exceed 1.2 m s ! in the Pentland Firth, off
East Anglia and in Dover Strait. Other important current
contributions are due to winds (Sect. 1.4.3 shows
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representative flow patterns) and to differences in density
(Sect. 1.4.2) including estuarine outflows (e.g. van Alphen
et al. 1988), varying on time scales from hours to seasons
(e.g. Turrell et al. 1992) to decades. Hence flows can be very
variable in time; they also vary strongly with location.

Wind forcing is the most variable factor; water transports
in one storm (typically in winter; time-scale hours to a day)
can be significant relative to a year’s total. 50-year return
values for currents in storm surges have been estimated at
0.4-0.6 ms ' in general, but exceed 1 m s ! locally off
Scottish promontories, in Dover Strait, west of Denmark and
over Dogger Bank (Flather 1987). These extreme currents
are directed anti-clockwise around the North Sea near coasts,
and into the Skagerrak.

In summer-stratified areas (Sect. 3.2.4) cold bottom water
is nearly static (velocity tends to zero at the sea bed due to
friction). Between stratified and mixed areas, relatively
strong density gradients are expected to drive near-surface
flows anti-clockwise around the dense bottom water (Hill
et al. 2008). These flows, of the order 0.3 m s ! but some-
times >1 m s~ ' in the Norwegian Coastal Current, are liable
to baroclinic instability developing meanders, scale 5—-10 km
(e.g. Badin et al. 2009; their model shows eddy variability
increasing in late summer with increased stratification). Such
meanders are prominent north of Scotland over the conti-
nental slope and off Norway where the fresher surface layer
increases stratification.

When a region of freshwater influence (ROFI) is strati-
fied, cross-shore tidal currents may develop; for example,
according to de Boer et al. (2009) surface currents rotate
clockwise and bottom currents anti-clockwise in the
Rhine ROFI when stratified. These authors also found
cyclical upwelling there due to tidal currents going offshore
at the surface and onshore below.

The winter mean circulation of the North Sea is organised
in one anti-clockwise gyre with typical mean velocities of
about 10 cm s~ ! (Kauker and von Storch 2000). On shorter
time scales the circulation is highly variable. Kauker and von
Storch (2000) identified four regimes. Two are characterised
by a basin-wide gyre with clockwise (15 % of the time) or
anti-clockwise (30 % of the time) orientation. The other two
regimes are characterised by the opposite regimes of a
bipolar pattern with maxima in the southern and northern
parts of the North Sea (45 % of the time). For 10 % of the
time the circulation nearly ceased. Kauker and von Storch
(2000) found that only 40 % of the one-gyre regimes persist
for longer than five days while the duration of the bipolar
circulation patterns rarely exceeded five days. Accordingly,
short-term variability typically dominates transports; tidal
flows dominate instantaneous transports (positive and neg-
ative volume fluxes across sections) and meteorological
phenomena dominate residual (net) transports.

J. Huthnance et al.

Mean residual transports are generally smaller than their
variability. Many transects show strong seasonality as
meteorological conditions drive surges, river runoff and ice
melt. No trend in transports has been seen in these data:
limited duration of available data and large variability in the
transports on time scales of days, seasons and interannually
makes discerning trends difficult.

In the German Bight, anti-clockwise circulation is about
twice as frequent as clockwise, and prevails during
south-westerly winds typical of winter storms, giving rapid
transports through the German Bight (Thiel et al. 2011, on
the basis of Pohlmann 2006). Loewe (2009) associated
clockwise flow with high-pressure and north-westerly
weather types, anti-clockwise flow with south-westerly
weather types, and flow towards the north or north-west
with south-easterly weather types. However, Port et al.
(2011) found that the wind-current relation changes away
from the coast owing to dependence on density effects, the
coastline and topography.

On longer time scales the variability of the North Sea
circulation and thus transports is linked to variations in the
large-scale atmospheric circulation. Emeis et al. (2015)
reported results of an EOF analysis (see von Storch and
Zwiers 1999) of monthly mean fields of vertically integrated
volume transports derived from a multi-decadal model
hindcast (Fig. 3.14; see also Mathis et al. 2015). Regions of
particularly high variability include the inflow areas of
Atlantic waters via the northern boundary of the North Sea
and the English Channel, respectively. The time coefficient
associated with the dominant EOF mode overlaid with the
NAO index illustrates the relation with variability of the
large-scale atmospheric circulation (Fig. 3.14). Positive EOF
coefficient (intensified inflow of Atlantic waters) corre-
sponds with a positive NAO, i.e. enhanced westerly winds,
which in turn result in an intensified anti-clockwise North
Sea circulation (Emeis et al. 2015); opposites also hold.

In summary, multiple forcings cause currents to vary on a
range of time and space scales, including short scales relative
to which measurements are sparse. Hence trends are of lesser
significance and hard to discern. Moreover, causes of trends
in flows are difficult to diagnose; improvements are needed
in observational data (quantity and quality). Reliance is
placed on models, which need improvement (in formulation,
forcing) for currents other than tides and storm surges.

34 Mean Sea Level

Thomas Wahl, Philip Woodworth, lvan Haigh, Ralf Weisse

Changes in mean sea level (MSL) result from different
aspects of climate change (e.g. the melting of land-based ice,
thermal expansion of sea water) and climate variability (e.g.


http://dx.doi.org/10.1007/978-3-319-39745-0_1

3 Recent Change—North Sea 97
4_°W 2°W 0° 2°E 4°E 6°E 8°E
' 59°N
58°N
57°N
56°N
1.0——— — 2.0
55°N — PC1
— NAO index
54°N 11.0
>
<
53°N
O 0.0 g
52°N g
-1.0
51°N
4°W  2°W 0° 2°E 4°E  6°E 8°E o I A T B e I
| — ] [m?/s] 1962 1968 1974 1980 1986 1992 1998 2004
0 5 10 15 20 25 Year

Fig. 3.14 Dominant EOF of monthly mean vertically integrated
volume transports obtained from a 3D baroclinic simulation (1962—
2004) explaining 75.8 % of the variability. Vectors indicate directions
of transport anomalies while colours indicate magnitudes (left Emeis

changes in wind forcing related to the NAO or El Nifio—
Southern Oscillation) and occur over all temporal and spatial
scales. MSL is sea level averaged into monthly or annual
mean values, which are the parameters of most interest to
climate researchers (Woodworth et al. 2011). The focus in
this chapter is on the last 200 years, when direct ‘modern’
measurements of sea level are available from tide gauges and
high precision satellite radar altimeter observations. MSL
can be inferred indirectly over this period (and thousands of
years earlier) using proxy records from salt-marsh sediments
and the fossils within them (Gehrels and Woodworth 2013)
or archaeology (e.g. fish tanks built by the Romans), and
over much longer time scales (thousands to millions of
years) using other paleo-data (e.g. geological records, from
corals or isotopic methods).

The North Sea coastline has one of the world’s most
densely populated tide gauge networks, with many (>15)
records spanning 100 years or longer and a few going back
almost continuously to the early 19th century. The tide
gauges of Brest and Amsterdam also provide some data for
parts of the 18th century and are among the longest sea level
records in the world. Since 1992, satellite altimetry has
provided near-global coverage of MSL. The advantage of
altimetry is that it records geocentric sea level (i.e. mea-
surements relative to the centre of the Earth). By contrast,
tide gauges measure the relative changes between the ocean

et al. 2015); Corresponding coefficient time series (red) and NAO index
(blue) (right Hurrell et al. 2013). Shown are moving annual averages
based on monthly values

surface and the land itself; hence, the term ‘relative mean sea
level” (RMSL), and it is this that is of most relevance to
coastal managers, engineers and planners. Calculation from
tide gauge records of changes in ‘geocentric mean sea level’
(sometimes referred to as ‘absolute mean sea level’; AMSL)
requires the removal of non-climate contributions to sea
level change, which arise both from natural processes (e.g.
tectonics, glacial isostatic adjustment GIA) and from
anthropogenic processes (e.g. subsidence caused by ground
water abstraction). Tide gauge records can be corrected
using estimates of vertical land motion from (i) models
which predict the main geological aspect of vertical motion,
namely GIA (e.g. Peltier 2004); (ii) geological information
near tide gauge sites (e.g. Shennan et al. 2012); and (iii) di-
rect measurements made at or near tide gauge locations
using continuous global positioning system (GPS) or abso-
lute gravity (e.g. Bouin and Woppelmann 2010). Rates of
vertical land movement have also been estimated by com-
paring trends derived from altimetry data and tide gauge
records (e.g. Nerem and Mitchum 2002; Garcia et al. 2007;
Woppelmann and Marcos 2012).

Paleo sea level data from coastal sediments, the few long
(pre-1900) tide gauge records and reconstructions of MSL,
made by combining tide gauge records with altimetry mea-
surements (e.g. Church and White 2006, 2011; Jevrejeva
et al. 2006, 2008; Merrifield et al. 2009), indicate that there
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was an increase in the rate of global MSL rise during the late
19th and early 20th centuries (e.g. Church et al. 2010;
Woodworth et al. 2011; Gehrels and Woodworth 2013).
Over the last 2000 to 3000 years, global MSL has been near
present-day levels with fluctuations not larger than
about £0.25 m on time scales of a few hundred years
(Church et al. 2013) whereas the global average rate of rise
estimated for the 20th century was 1.7 mm year ' (Bindoff
et al. 2007). Measurements from altimetry suggest that the
rate of MSL rise has almost doubled over the last two dec-
ades; Church and White (2011) estimated a global trend of
3.2 £ 0.4 mm year ' for the period 1993-2009. Milne et al.
(2009) assessed the spatial variability of MSL trends derived
from altimetry data and found that local trends vary by as
much as —10 to +10 mm year ' from the global average
value for the period since 1993, due to regional effects
influencing MSL changes and variability (e.g. non-uniform
contributions of melting glaciers and ice sheets, density
anomalies, atmospheric forcing, ocean circulation, terrestrial
water storage). This highlights the importance of regional
assessments. Examining whether past MSL has risen faster
or slower in certain areas compared to the global average
will help to provide more reliable region-specific MSL rise
projections for coastal engineering, management and
planning.

There have been very few region-wide studies of MSL
changes in the North Sea. The first detailed study was by
Shennan and Woodworth (1992), who used geological and
tide gauge data from sites around the North Sea to infer
secular trends in MSL in the late Holocene and 20th century
(up until the late 1980s). They concluded that a systematic
offset of 1.0 & 0.15 mm year ' in the tide gauge trends,
compared to those derived from the geological data, could be
interpreted as the regional average rate of geocentric MSL
change over the 20th century; this is significantly less than
global rates over this period. They also showed that part of
the interannual MSL variability of the region was coherent,
and they represented this as an index, created by averaging
the de-trended MSL time series. Like Woodworth (1990),
they found no evidence for a statistically significant accel-
eration in the rates of MSL rise for the 20th century.

Since then many other investigations of MSL changes
have been undertaken for specific stretches of the North Sea
coastline, mostly on a country-by-country basis, as for
example by Aratijo (2005), Aratjo and Pugh (2008),
Woéppelmann et al. (2006, 2008) and Haigh et al. (2009) for
the English Channel; by van Cauwenberghe (1995, 1999)
and Verwaest et al. (2005) for the Belgian coastline; Jensen
et al. (1993) and Dillingh et al. (2010) for the Dutch
coastline; Jensen et al. (1993), Albrecht et al. (2011),
Albrecht and Weisse (2012) and Wahl et al. (2010, 2011) for
the German coastline; Madsen (2009) for the Danish
coastline; Richter et al. (2012) for the Norwegian coastline;
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and by Woodworth (1987) and Woodworth et al. (1999,
2009a) for the United Kingdom (UK). The most detailed
analysis of 20th century geocentric MSL changes was
undertaken by Woodworth et al. (2009a). They estimated
that geocentric MSL around the UK rose by
1.4 + 0.2 mm year ' over the 20th century; faster (but not
significantly faster at 95 % confidence) than the earlier
estimate by Shennan and Woodworth (1992) for the whole
North Sea and slower (but not significantly slower at 95 %
confidence level) than the global 20th century rate.

A recent investigation undertaken by Wabhl et al. (2013)
aimed at updating the results of the Shennan and Woodworth
(1992) study, using tide-gauge records that are now 20 years
longer across a larger network of sites, altimetry measure-
ments made since 1992, and more precise estimates of ver-
tical land movement made since then with the development
of advanced geodetic techniques. They analysed MSL
records from 30 tide gauges covering the entire North Sea
coastline (Fig. 3.15). Trends in RMSL were found to vary
significantly across the North Sea region due to the influence
of vertical land movement (i.e. land uplift in northern
Scotland, Norway and Denmark, and land subsidence else-
where). The accuracy of the estimated trends was also
influenced by considerable interannual variability present in
many of the MSL time series. The interannual variability
was found to be much greater along the coastlines of the
Netherlands, Germany and Denmark, compared to Norway,
the UK east coast and the English Channel (Fig. 3.16).

However, using correlation analyses, Wahl et al. (2013)
showed that part of the variability was coherent throughout
the region, with some differences between the Inner North
Sea (number 4 anti-clockwise to 26 in Fig. 3.15) and the
English Channel. Following Shennan and Woodworth
(1992), they represented this coherent part of the variability
by means of MSL indices (Fig. 3.16). Geocentric MSL
trends of 1.59 & 0.16 and 1.18 & 0.16 mm year ' were
obtained for the Inner North Sea and English Channel
indices, respectively, for the period 1900-2009 (data sets
were corrected for GIA to remove the influence of vertical
land movement). For the North Sea region as a whole, the
geocentric MSL trend was 1.53 & 0.16 mm year . These
results are consistent with those presented by Woodworth
et al. (2009a) for the UK (i.e. an AMSL trend of
1.4 + 0.2 mm year ' for the 20th century), but were sig-
nificantly different from those presented by Shennan and
Woodworth (1992) for the North Sea region (i.e. a geocen-
tric MSL trend of 1.0 & 0.15 mm year ' for the period from
1901 to the late 1980s). For the ‘satellite period’ (i.e. 1993 to
2009) the geocentric MSL trend was estimated to be
4.00 & 1.53 mm year ' from the North Sea tide gauge
records. This trend is faster but not significantly different
from the global geocentric MSL trend for the same period
(i.e. 3.20 & 0.40 mm year ' from satellite altimetry and
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2.80 + 0.80 mm year ' from tide gauge data; Church and
White 2011). In summary, the observed long-term changes
in sea-level rise (SLR) in the North Sea do not differ sig-
nificantly from global rates over the same period.

In recent years there has also been considerable focus on
the issue of ‘acceleration in rates of MSL rise’. Several
methods have been applied to examine non-linear changes in
long MSL time series from individual tide gauge sites and
global or regional reconstructions (see Woodworth et al.
2009b, 2011 for a synthesis of these studies). Wahl et al.
(2013) used singular system analysis (SSA) with an embed-
ding dimension of 15 years for smoothing the MSL indices
for the Inner North Sea and English Channel (Fig. 3.16).
Periods of SLR acceleration were detected at the end of the
19th century and in the 1970s; a period of deceleration
occurred in the 1950s. Several authors (e.g. Miller and
Douglas 2007; Woodworth et al. 2010; Sturges and Douglas
2011; Calafat et al. 2012) suggested that these periods of
acceleration/deceleration are associated with decadal MSL
fluctuations arising from large-scale atmospheric changes.
The recent rates of MSL rise were found to be faster than on
average, with the fastest rates occurring at the end of the 20th
century. These rates are, however, still comparable to those
observed during the 19th and 20th centuries.

3.5 Extreme Sea Levels

Ralf Weisse, Andreas Sterl

Extreme sea levels pose significant threats (such as flooding
and/or erosion) to many of the low-lying coastal areas along
the North Sea coast. Two of the more recent examples are
the events of 31 January/l February 1953 and 16/17
February 1962 that caused extreme sea levels along much
of the North Sea coastline and that were associated with a
widespread failure of coastal protection, mostly in the UK,
the Netherlands and Germany (e.g. Baxter 2005; Gerritsen
2005). Since then, coastal defences have been substantially
enhanced along much of the North Sea coastline.

Extreme sea levels usually arise from a combination of
factors extending over a wide range of spatial and temporal
scales comprising high astronomical tides, storm surges (also
referred to as meteorological residuals caused by high wind
speeds and inverse barometric pressure effects) and extreme
sea states (wind-generated waves at the ocean surface)
(Weisse et al. 2012). On longer time scales, rising MSL may
increase the risk associated with extreme sea levels as it
modifies the baseline upon which extreme sea levels act; that
is, it tends to shift the entire frequency distribution towards
higher values.

The large-scale picture may be modified by local condi-
tions. For example, for given wind speed and direction the
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magnitude of a storm surge may depend on local bathymetry
or the shape of the coastline. Extreme sea states may become
depth-limited in very shallow water and effects such as wave
set-up (Longuet-Higgins and Stewart 1962) may further
raise extreme sea levels. Moreover, there is considerable
interaction among the different factors contributing to
extreme sea levels, especially in shallow water. For example,
for the UK coastline Horsburgh and Wilson (2007) reported
a tendency for storm surge maxima to occur most frequently
on the rising tide arising primarily from tide-surge interac-
tion. Mean SLR may modify tidal patterns and several
authors report changes in tidal range associated with MSL
changes. For M2 tidal ranges, estimates vary from a few
centimetres increase in the German Bight for a 1-m SLR
(e.g. Kauker 1999) to 35 cm in the same area for a 2-m SLR
(Pickering et al. 2011). So far, reasons for these differences
are not elaborated on in the peer-reviewed literature.

Large sectors of the North Sea coastline are significantly
affected by storm surges. A typical measure to assess the
weather-related contributions relative to the overall vari-
ability is the standard deviation of the meteorological
residuals (Pugh 2004). Typically, this measure varies from a
few centimetres for open ocean islands hardly affected by
storm surges to tens of centimetres for shallow water subject
to frequent meteorological extremes (Pugh 2004). For the
German Bight, values are in the order of approximately 30—
40 cm indicating that storm surges provide a substantial
contribution to the total sea level variability (Weisse and von
Storch 2009). There is also pronounced seasonal variability
with the most severe surges generally occurring within the
winter season from November to February reflecting the
corresponding cycle in severe weather conditions (Weisse
and von Storch 2009).

Extreme sea level variability and change for Cuxhaven,
Germany is illustrated in Fig. 3.17. Here a statistical
approach was used to separate effects due to changes in MSL
and to storm surges (von Storch and Reichardt 1997). The
approach is based on the assumption that changes in MSL
will be visible both in mean and in extreme sea levels as
these changes tend to shift the entire frequency distribution
towards higher values. Changes in the statistics of storm
surges, on the other hand, will not be visible in the mean but
only in the extremes. Following this idea, variations in the
extremes may be analysed for example by subtracting trends
in annual means from higher annual percentiles while vari-
ations and changes in the mean may be obtained by ana-
lysing the means themselves. Figure 3.17 shows the result of
such an analysis for Cuxhaven, Germany. It can be inferred
that the meteorological part (i.e. storm surges) shows pro-
nounced decadal and interannual variability but no sub-
stantial long-term trend. The decadal variations are broadly
consistent with observed variations in storm activity in the
area (e.g. Rosenhagen and Schatzmann 2011; Weisse et al.
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2012). Figure 3.17 also reveals that extreme sea levels
substantially increased over the study period but that chan-
ges are primarily a consequence of corresponding changes in
MSL and not of storm activity.

An alternative approach to analyse changes in extreme
sea levels caused by changing meteorological conditions is
by using numerical tide-surge models for hindcasting
extended periods over past decades. Such hindcasts are
usually set up using present-day bathymetry and are driven
by observed (reanalysed) atmospheric wind and pressure
fields. In such a design any observed changes in extreme sea
levels result solely from meteorological changes while
contributions from all other effects such as changes in MSL
or local construction works are explicitly removed. Gener-
ally, and consistent with the results obtained from observa-
tions, such studies do not show any long-term trend but
pronounced decadal and interannual variability consistent
with observed changes in storm activity (e.g. Langenberg
et al. 1999; Weisse and Pluess 2006).

In the analysis of von Storch and Reichardt (1997) annual
mean high water is used as a proxy to describe changes in
the mean. Climatically induced changes in annual mean high
water statistics result principally from two different contri-
butions: (i) corresponding changes in MSL and/or
(i1) changes in tidal dynamics. Separating both contribu-
tions, Mudersbach et al. (2013) found for Cuxhaven from
1953 onwards that, apart from changes in MSL, extreme sea
levels have also increased as a result of changing tidal
dynamics. Reasons for the observed changes in tidal varia-
tion remain unclear. While increasing MSL represents a
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potential driver discussed by some authors (e.g. Mudersbach
et al. 2013) the magnitude of the observed changes is too
large compared to expectations from modelling studies (e.g.
Kauker 1999; Pickering et al. 2011) and other contributions
(such as those caused by local construction works) could not
be ruled out (e.g. Hollebrandse 2005). Other potential rea-
sons for changes in tidal constituents are referred to by
Woodworth (2010) and Miiller (2012) but have not been
explored for the North Sea.

Systematic measurements of sea state parameters exist
only for periods much shorter than those from tide gauges.
In the late 1980s and early 1990s a series of studies analysed
changes in mean and extreme wave heights in the North
Atlantic and the North Sea (e.g. Neu 1984; Carter and
Draper 1988; Bacon and Carter 1991; Hogben 1994). These
were typically based on time series of 15 to at most 25 years
and, while reporting a tendency towards more extreme sea
states, all authors concluded that the time series were too
short for definitive statements on longer-term changes. As
for storm surges, numerical models are therefore frequently
used to make inferences about past long-term changes in
wave climate. Such models are either used globally (e.g. Cox
and Swail 2001; Sterl and Caires 2005) or regionally for the
North Sea and adjacent sea areas (e.g. WASA-Group 1998;
Weisse and Giinther 2007). For the North Sea, the latter
found considerable interannual and decadal variability in the
hindcast wave data consistent with existing knowledge on
variations in storm activity.

Results from numerical studies should be complemented
with those from statistical approaches. While numerical
studies may represent variability and changes with fine
spatial and temporal detail, the period for which such studies
are possible is presently limited to a few decades. Statistical
approaches may bridge the gap by providing information for
longer time spans, but are usually limited in spatial and/or
temporal detail. Such approaches were used by Kushnir et al.
(1997), WASA-Group (1998), Woolf et al. (2002) and
Vikebg et al. (2003), exploiting different statistical models
between sea-state parameters and large-scale atmospheric
conditions. Generally these approaches illustrate the sub-
stantial interannual and decadal variability inherent in the
North Sea and North Atlantic wave climate. While longer
periods are covered, the authors described periods of
decreases and increases in extreme wave conditions. For
example, Vikebg et al. (2003) described an increase in
severe wave heights emerging around 1960 and lasting until
about 1999 and concluded that this increase is not unusual
when longer periods are considered. This indicates that
changes extending over several decades, i.e. typical periods
covered by numerical or observational based studies, should
be viewed in the light of decadal variability obtained by
analysing longer time series.
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3.6 Carbon Dioxide, pH, and Nutrients
Helmuth Thomas, Johannes Patsch, Ina Lorkowski, Lesley
Salt, Wilfried Kihn, John Huthnance

Drivers and consequences of climate change are usually
discussed from the perspective of physical processes. As
such, Sects. 3.2 and 3.3 focus on aspects of physical water
column properties (sea temperature, salinity and stratifica-
tion) and physical interaction with adjacent water bodies
(circulation and currents), and climate-change-driven alter-
ations of these. While biogeochemical properties clearly
respond to changes in physical conditions, changes can also
be modulated by anthropogenic changes in the chemical
conditions. These include increasing atmospheric CO,
levels, ocean acidification as a consequence, and
eutrophication/oligotrophication. Relevant time scales can
co-vary with those of climate change processes, however
they may also be distinctly different (e.g. Borges and Gypens
2010). Furthermore, effects of direct anthropogenic changes
(such as nutrient inputs) and feedbacks between anthro-
pogenic and climate changes (atmospheric CO, and warm-
ing, for example) can be synergistic (amplify each other) or
antagonistic (diminish each other). Eutrophication and
oligotrophication, feedbacks to changes in physical proper-
ties and their effects on productivity in the North Sea have
been investigated using models (e.g. Lenhart et al. 2010;
Lancelot et al. 2011). Results have been used by interna-
tional bodies and regulations such as OSPAR, the European
Water Framework Directive (EC 2000) and the Marine
Strategy Framework Directive. A summary was recently
given by Emeis et al. (2015).

The main focus of this section is on the carbonate and pH
system of the North Sea and its vulnerability to climate and
anthropogenic change. To address these issues, large sys-
tematic observational studies were initiated in the early
2000s by an international consortium led by the Royal
Netherlands Institute of Sea Research (e.g. Thomas et al.
2005b; Bozec et al. 2006). Observational studies have been
supplemented by modelling studies (e.g. Blackford and
Gilbert 2007; Gypens et al. 2009; Prowe et al. 2009; Borges
and Gypens 2010; Kiihn et al. 2010; Liu et al. 2010; Omar
et al. 2010; Artioli et al. 2012, 2014; Lorkowski et al. 2012;
Wakelin et al. 2012; Daewel and Schrum 2013).

The North Sea is one of the best studied and most
understood marginal seas in the world and so offers a unique
opportunity to identify biogeochemical responses to climate
variability and change. To better understand the sensitivity
of the North Sea biogeochemistry to climate and anthro-
pogenic change, this section first discusses some of the main
responses to variability in the dominant regional climate
mode—the NAO—based on observational data for 2001,
2005 and 2008. The effects of long-term perturbations on the
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major processes regulating biogeochemical conditions in the
North Sea are then discussed based on results from
multi-decadal ecosystem model runs. Observations on
longer time scales exist locally off the Netherlands, Hel-
goland and elsewhere but are all from sites close to the coast
where strong offshore gradients in nutrients and primary
productivity (e.g. Baretta-Bekker et al. 2009; Artioli et al.
2014) affect CO,.

3.6.1 Observed Responses to Variable

External Forcing

In deeper areas of the North Sea, beyond the 50 m depth
contour, primary production and CO, fixation are supported
by seasonal stratification and by nutrients, which are a lim-
iting factor and largely originate from the Atlantic Ocean
(Pétsch and Kiihn 2008; Loebl et al. 2009). Sinking partic-
ulate organic matter facilitates the replenishment of
biologically-fixed CO, by atmospheric CO,. Respiration of
particulate organic matter below the surface layer releases
metabolic dissolved inorganic carbon (DIC) which is either
exported to the deeper Atlantic or mixed back to the surface
in autumn and winter (Thomas et al. 2004, 2005b; Bozec
et al. 2006; Wakelin et al. 2012). These northern areas of the
North Sea act as a net annual sink for atmospheric CO,.

By contrast, in the south (depth <50 m), the absence of
stratification causes respiration and primary production to
occur within the well-mixed water column. Except during
the spring bloom, the effects of particulate organic carbon
(POC) production and respiration cancel out and the CO,
system is largely temperature-controlled (Thomas et al.
2005a; Schiettecatte et al. 2006, 2007; Prowe et al. 2009).
Total production in this area is high in global terms; ter-
restrial nutrients contribute, especially in the German Bight,
but in the shallow south, primary production is based largely
on recycled nutrients with little net fixation of CO,.

Beyond the biologically-mediated CO, controls, North
Atlantic waters, flushing through the North Sea, dominate
the carbonate system (Thomas et al. 2005b; Kiihn et al.
2010) but may have only small net budgetary effects. The
Baltic Sea outflow and river loads constitute net imports of
carbon to the North Sea and modify the background con-
ditions set by North Atlantic waters.

Basin-wide observations of DIC, pH, and surface tem-
perature during the summers of 2001, 2005 and 2008 (Salt
et al. 2013) reveal the dominant physical mechanisms reg-
ulating the North Sea pH and CO, system. pH and CO,
system responses to interannual variability in climate and
weather conditions (NAO, local heat budgets, wind and
fluxes to or from the Atlantic, the Baltic Sea and rivers, see
also Sects. 3.2 and 3.3) are also considered to be the
responses that climate change will trigger. Interannual



3 Recent Change—North Sea
variability appears generally more pronounced than
long-term trends (e.g. Thomas et al. 2008).

The NAO index (Hurrell 1995; Hurrell et al. 2013) is
commonly established for the winter months (DJF), although
its impacts have been identified at various time scales. Many
processes in the North Sea are reported to be correlated with
the winter NAO, even if they occur in later seasons. Two
aspects may explain an apparent delay between the trigger
(i.e. winter NAO) and the response (the timing of the actual
process): preconditioning and hysteresis (Salt et al. 2013).

An example of pre-conditioning is the water mass
exchange between the North Atlantic Ocean and the North
Sea. This exchange is enhanced during years of positive
NAO (Winther and Johannessen 2006) and leads to an
increased nutrient inventory in the North Sea and to higher
annual productivity in spring and summer (Pétsch and Kiihn
2008). Hysteresis can be characteristic of the North Sea’s
response to the NAO. Stronger westerly winds in winter,
correlated with the winter NAQO, push North Sea water into
the Baltic Sea, a process that in turn leads to an enhanced

Fig. 3.18 Observed variability
in surface water dissolved
inorganic carbon

(DIC) concentrations. All
observations were made in
summer (August/September) of
the years 2001, 2005 and 2008
(Salt et al. 2013). Anomalies are
shown relative to the average
observed values for these years
(also shown; figure by Helmuth
Thomas, Dalhousie University,
Canada)
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outflow from the Baltic Sea into the North Sea in subsequent
seasons (Hordoir and Meier 2010).

The bottom topographic divide of the North Sea, at about
40-50 m depth, is reflected in DIC, pH and temperature
distributions (Figs. 3.18, 3.19 and 3.20) with higher DIC and
temperature, and lower pH observed in the south, which is
under stronger influence of terrestrial waters. In summer
2001, the year with the most negative NAO, the lowest DIC
values and highest pH values were observed across the entire
basin, whereas 2005 and 2008 were both characterised by
higher DIC and lower pH, with some variability in these
patterns across the North Sea. Summer 2005 had the coolest
surface waters.

For winter NAO values, 2001 was the most negative
(—1.9), 2005 was effectively neutral (0.12) and 2008 was
positive (2.1). Weaker winds and circulation in the North
Sea are associated with negative NAO (see Sects. 1.4.3 and
3.3.2) and reduce the upward mixing of cold winter water
(Salt et al. 2013). Hence, metabolic DIC accumulated in
deeper waters during the preceding autumn and winter

A o

SOGN I LN B B | i LI B ‘l T 1 | I ‘ T SODN
5'W 0" 5°E 10°E
=50 0 50

DIC anomaly (2005) [ mol kg~']

5°'W 0 5 10°E

Lo aid po gl paglay

(d)

DIC anomaly (2008) [u mol kg™

50°N

2100
average DIC (2001/5/8) [u mol kg™

2200


http://dx.doi.org/10.1007/978-3-319-39745-0_1

104

Fig. 3.19 Observed variability
in surface water pH. All
observations were made in
summer (August/September) of
the years 2001, 2005 and 2008
(Salt et al. 2013). Anomalies are
shown relative to the average
observed values for these years
(figure by Helmuth Thomas,
Dalhousie University, Canada)
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(Thomas et al. 2004) was mixed into surface waters to a
lesser extent in 2001 than in 2005 or 2008 when wind or
circulation-driven mixing was stronger (see also Salt et al.
2013), which explained the elevated surface DIC and lower
pH in 2005 and 2008 relative to 2001 (Figs. 3.18 and 3.19).
The striking difference between 2001 and 2005 in the
northern North Sea (Thomas et al. 2007) was reinforced by
the warmer summer with a shallower mixed layer in 2001
(Salt et al. 2013: their Fig. 5). Comparable biological activity
caused the shallower mixed layer of 2001 to experience
stronger biological DIC drawdown on a concentration basis,
resulting in higher pH, than in 2005 (Figs. 3.18 and 3.19).
Interaction with the North Atlantic Ocean also causes
variability in the CO, system, partly explained by
NAO-dependent circulation changes (Thomas et al. 2008;
Watson et al. 2009). Figure 3.21 shows the net flow of water
in the first half of the three respective years. 2008 (positive
NAO) has the strongest north-western inflow of
DIC-enriched North Atlantic waters to the North Sea, via the
Fair Isle Current and Pentland Firth, although 2001 had

strong inflow from the north which recirculated out of the
North Sea quickly off Norway (Lorkowski et al. 2012).

Such an influence of North Atlantic inflow is supported
by strong correlations between changes in the inventories of
salinity and corrected DIC (i.e. accounting for biological
effects) during the periods 2001-2005 and 2005-2008 (Salt
et al. 2013). Mean values of partial pressure of CO, (pCO,)
in the water (331.6 ppm in 2001, 352.5 ppm in 2005,
364.0 ppm in 2008) reflect the large change between 2001
and 2005 and the moderate change between 2005 and 2008.
Also, strong NAO-driven anti-clockwise circulation in the
North Sea in 2008 intensified the distinct characteristics of
the southern and northern North Sea and sharpened the
transition between them (e.g. high to low pH, see Salt et al.
2013: their Fig. 2).

Modelling results (Lorkowski et al. 2012) agree with
several of these findings: a mixed layer shallower in 2001
and 2008 than in 2005, which had the coolest summer sur-
face waters; central North Sea DIC concentrations about
10 umol/kg less than average in 2001.
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Fig. 3.20 Observed variability
in sea surface temperature. All
observations were made in
summer (August/September) of
the years 2001, 2005 and 2008
(Salt et al. 2013). Anomalies are
shown relative to the average
observed values for these years
(figure by Helmuth Thomas,
Dalhousie University, Canada)
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In summary, three factors regulate the North Sea’s CO,
system and thus reveal points of vulnerability to climate
change and more direct anthropogenic influences: local
weather conditions (including water temperature in the
shallower southern North Sea), circulation patterns, and
end-member properties of relevant water masses (Atlantic
Ocean, German Bight and Baltic Sea). Thus a positive NAO
increases Atlantic Ocean and Baltic Sea inflow, the
anti-clockwise circulation, carbon export out of the Norwe-
gian Trench below the surface (limiting out-gassing) and
hence the effectiveness of the shelf-sea CO, ‘pump’ (Salt
et al. 2013). If the NAO is positive together with higher SST,
a shallower mixed layer favours lower surface pCO, and
higher pH in the northern North Sea. These factors can be
considered key to regulation of the North Sea’s response to
climate change and more direct anthropogenic influences.

av. Temperature (2001/5/8) [°C]

3.6.2 Model-Based Interannual Variations

in Nitrogen Fluxes

The North Sea is a net nitrogen sink for the Atlantic Ocean,
due to efficient flushing by North Atlantic water with strong
nitrogen concentrations and to large rates of benthic deni-
trification in the southern North Sea (Pitsch and Kiihn
2008). This is the case despite large nitrogen inputs from the
rivers and atmosphere. There is net production of inorganic
nitrogen from organic compounds.

Pétsch and Kiihn (2008) investigated nitrogen fluxes in
1995 and 1996 as the NAO shifted from very strong positive
conditions in winter 1994/1995 to extreme negative condi-
tions in winter 1995/1996. Due to enhanced ocean circula-
tion on the Northwest European Shelf, the influx of total
nitrogen from the North Atlantic was much stronger in 1995
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Fig. 3.21 Simulated cumulative net flux of water from 1 January to 30
June (km® per half year) for the years 2001 (upper values), 2005
(middle values), 2008 (lower values) (Lorkowski et al. 2012)

(NAO positive) than in 1996. River input of nitrogen was
also larger in 1995 than 1996. While the import of organic
nitrogen was similar for both years, the import of inorganic
nitrogen was larger in 1995 than in 1996. The ecosystem
response was stronger dominance of remineralisation over
production of organic nitrogen in 1996 with negative NAO
conditions.

According to this simulation, in 1996 (with extreme
negative winter NAO) the net-heterotrophic state of the
North Sea was stronger than in 1995. As a result, the
biologically-driven air-to-sea flux of CO, was larger in 1995
than in 1996 (Kiihn et al. 2010). In other words, in positive
NAO years stronger fixation of inorganic nitrogen and
inorganic carbon facilitates stronger biological CO, uptake.
This carbon is exported into the adjacent North Atlantic in
positive NAO years, as reported above. The balance between
respiration and production in regulating DIC and pCO,
conditions thus acts in synergy with the processes discussed
in Sect. 3.6.1. At regional and sub-regional scales, mod-
elling studies have investigated the concurrent impacts of
eutrophication, increases in atmospheric CO, and climate
change on the Southern Bight of the North Sea (Gypens
et al. 2009; Borges and Gypens 2010; Artioli et al. 2014).
The studies clearly highlight the complex effects of the
individual drivers, as well as the different time scales of
impact. Eutrophication, oligotrophication and temperature

variability affect the CO, system at interannual to decadal
time scales. Long-term trends of increases in atmospheric
CO,; and rising temperature have begun to cause tangible
effects (e.g. Artioli et al. 2014) although, to date, these have
been much less pronounced than effects at shorter time
scales.

3.6.3 Ocean Acidification

and Eutrophication

The interplay of the different anthropogenic and climate
change processes, as well as their different, obviously
overlapping time scales, can be exemplified with respect to
the long-term effects of ocean acidification and the
shorter-term effects of eutrophication/oligotrophication.
Effects of eutrophication are closely related to the trend of
ocean acidification, since both affect DIC concentrations and
the DIC/Ar ratio (Ar: total alkalinity) in coastal waters, and
thus CO, uptake capacity. Increased nutrient loads may lead
to enhanced respiration of organic matter, which releases
DIC and thus lowers pH. On shorter time scales, enhanced
respiration overrides ocean acidification, which acts at cen-
tennial time scales (e.g. Borges and Gypens 2010; Artioli
et al. 2014). (Surface-ocean pH has declined by 0.1 over the
industrial era, in the North Sea as well as globally, and a
hundred times faster in recent decades than during the pre-
vious 55 million years; EEA 2012).

If eutrophication-enhanced respiration of organic matter
exhausts available oxygen, respiration then takes place
through anaerobic pathways. Denitrification is crucial here;
the biogeochemical consequences of depleted oxygen are
many. Under eutrophic conditions, release of nitrate (NO3)
by enhanced respiration is controlled by the amount of
available oxygen. If oxygen is depleted, NOj is converted to
nitrogen gas (N,). Any further input of NO; stimulates
denitrification. The lost NO;5 is not available for biological
production, thus the system is losing reactive nitrogen
(Patsch and Kiihn 2008) as with eutrophication in the Baltic
Sea (Vichi et al. 2004). A transition from aerobic to anaer-
obic processes has consequences for CO, uptake capacity
and pH regulation: denitrification driven by allochthonous
NOj releases alkalinity in parallel with the metabolic DIC,
with a DIC/Ar ratio of 1:1.

Compared with aerobic respiration, which gives a
DIC/Ar ratio of —6.6, the release of alkalinity in denitrifi-
cation increases the CO, and pH buffer capacity of the
waters, in turn buffering ocean acidification. Since denitri-
fication is irreversible, the increased CO, and pH buffer
capacity will persist on time scales relevant for climate
change. In other words, if eutrophication yields anaerobic
metabolic pathways, this constitutes a negative feedback to
climate change, since more CO, can be absorbed from the
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atmosphere, which in turn dampens the CO, greenhouse gas
effect.

Other anaerobic pathways such as sulphate or iron
reduction give even lower DIC/At release ratios (Chen and
Wang 1999; Thomas et al. 2009); those may be reversible,
however. Reduced (nitrogen-) nutrient input (i.e. olig-
otrophication) thus comes with a negative feedback with
regard to ocean acidification: a desirable reduction in NOj;
release enhances vulnerability of the coastal ecosystem to
ocean acidification, since most organic matter respiration is
on or in shallow surface sediments (Thomas et al. 2009; Burt
et al. 2013, 2014).

3.6.4 Variability on Longer Time Scales

Climate, CO, and more direct anthropogenic drivers also
determine the variability of carbon fluxes in the North Sea.
They can all be indicated as negative or positive feedback
mechanisms for CO, exchange with the atmosphere and thus
as feedbacks on climate change. The main direct anthro-
pogenic impact on the carbon cycle, mostly for the southern
North Sea, is the input of bio-reactive tracers, namely

Fig. 3.22 Carbon dioxide (CO,)
air-sea fluxes for the total North
Sea (upper, black curve reprinted
from Fig. 5a in Lorkowski et al.
2012) and winter pH at one
station in the northern North Sea
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nutrients, via the atmosphere and rivers. Indirect anthro-
pogenic drivers include acidification due to the ongoing
increase in atmospheric pCO,. Climate change processes
(rising SST and changes in salinity distribution due to
changes in circulation and winds) also induce shifts in the
carbonate system and thus changes in carbon fluxes.

These anthropogenic and climate-change drivers, which
act at interannual to decadal time scales, and their potential
feedbacks and impacts were investigated in the model study
by Lorkowski et al. (2012) for the years 1970 to 2006 (ex-
tended here to 2009). Simulation of the total system with all
drivers included reproduced observations. Scenarios, mim-
icking anthropogenic and climate change processes, give
insight into their roles and feedback mechanisms. These
scenarios were generally run without biology, and with
either fixed temperature or atmospheric CO, concentrations
fixed at 1970 values. Both ‘biotic’ and ‘abiotic’ scenarios are
shown here (Figs. 3.22 and 3.23, respectively), the latter to
prevent  biological feedbacks overshadowing the
physically-driven and biogeochemically-driven responses.

The ‘standard’ simulation showed a decrease in CO,
uptake from the atmosphere in the last decade (Fig. 3.22), an
increase in SST by 0.027 °C year ' and a decrease in winter

Air-sea flux North Sea

(lower). Standard simulation =
(black); repeated annual cycle of &]
atmospheric CO, (red) (figure by ©
Helmuth Thomas, Dalhousie (%
University, Canada)
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Fig. 3.23 Annual air-sea carbon dioxide (CO,) flux for ‘abiotic’
simulations: total North Sea (upper), northern North Sea (middle),
southern North Sea (lower). Black Results for standard conditions
(Fig. 8 in Lorkowski et al. 2012); red results from the simulation with a
repeated annual cycle of 1972 temperature. NB. Scales differ between
the plots (figure by Helmuth Thomas, Dalhousie University, Canada)

pH by 0.002 year™" (Lorkowski et al. 2012). Thus climate
change alone (i.e. rising sea temperature) thermodynamically
raises the pCO, and reduces CO, uptake in the North Sea.
Furthermore, warming waters cause a lower pH, thus
increased surface water acidity (Fig. 3.22).

Increasing atmospheric pCO, during the ‘standard’ sim-
ulation increases the gradient between seawater and atmo-
spheric pCO, and increases the (net-) CO, uptake. To
investigate this, the standard simulation is compared with a
simulation using a repeated 1970 annual cycle of atmo-
spheric pCO, (Fig. 3.22). 1970 pCO, (with rising tempera-
ture in common) leads to a smaller air-sea flux and less CO,
uptake. pH decreases less than in the standard simulation
(Fig. 3.22). Thus the simulations show enhanced CO,
uptake in the North Sea as a consequence of rising atmo-
spheric pCO,, in turn increasing North Sea acidification as a
‘local’ process. This experiment also shows that for today’s
carbonate-system-status the increase in atmospheric CO, has
a stronger impact on air-sea flux of CO, than the reduction in
the buffer capacity by the ongoing acidification. This trend in
acidification might be overlain on shorter time scales by
advective processes (Thomas et al. 2008; Salt et al. 2013) as
discussed in Sect. 3.6.1, by eutrophication (Gypens et al.
2009; Borges and Gypens 2010; Artioli et al. 2014) or by
variability in biological activity.

Climate change enhances the hydrologic cycle, which
means enhanced precipitation and river runoff, which drive

J. Huthnance et al.

changes in surface water salinity. Salinity decrease generally
represents a dilution of DIC and At, with the DIC-effect
dominating the Ar-effect on pCO, and pH (e.g. Thomas
et al. 2008). Changes in salinity also alter the equilibrium
conditions of the carbonate system (a minor effect): on
addition of freshwater, pCO, decreases and pH increases. In
coastal areas, precipitation-evaporation effects are con-
founded by changes in the mixing ratios of the dominant
water masses, i.e., runoff and the oceanic end-member;
higher salinity can mean a larger proportion of oceanic water
relative to river runoff and vice versa. A sensitivity study,
with salinity reduced by 1 (compared with the standard
setup) and no biological processes, showed 10 % less out-
gassing, slightly counteracting the effect of rising tempera-
ture. In summary, rising temperature reduces uptake of
atmospheric CO,; increasing atmospheric pCO, or reduced
salinity increases net uptake of atmospheric CO».

3.7 Oxygen

John Huthnance, Franciscus Colijn, Markus Quante

Oxygen is of concern because depletion (hypoxia) adversely
affects ecosystem functioning and can lead to fish mortality.
Air-sea exchange and photosynthesis tend to keep upper
waters oxygenated; oxygen concentrations can be strongest
in the thermocline associated with a sub-surface chlorophyll
maximum (Queste et al. 2013). However, oxygen concen-
tration near the sea bed can be reduced by organic matter
respiration below stable stratification, breakdown of detrital
organic matter in the sediment and lack of oxygen supply
(by advection or vertical mixing). Temperature is also a
factor; warmer waters can contain less oxygen but increase
metabolic rates. Extra nutrients from rivers and estuaries can
increase the amount of respiring organic matter. In the North
Sea, most areas are well-oxygenated but some areas are
prone to low oxygen concentrations near the bottom—the
Oyster Grounds (central North Sea), off the Danish coast
(Karlson et al. 2002) and locally near some estuaries, as in
the German Bight. Climate change may influence oxygen
concentrations through changes in absolute water tempera-
ture as well as through changes in temperature gradient,
storm intensity and frequency, and related changes in
mixing.

Data are available from the International Council for the
Exploration of the Sea (ICES) for the past 100 years or so,
research cruises (notably August 2010; Queste et al. 2013)
and models (e.g. Meire et al. 2013; Emeis et al. 2015). The
deep oxygen distribution and its relation to stratification is
illustrated in Fig. 3.24.

There is strong interannual variability in the oxygen
concentration of the bottom water in late summer. Published
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Fig. 3.24 August 2010 CTD casts for the shallowest 3 m and deepest
3 m of the water column. Deepest oxygen saturation (%, left) and
temperature difference between surface and bottom mixed layer (°C,

oxygen minimum values vary from 65 to 220 uM (Meire
et al. 2013). A value of 65 uM in the Oyster Grounds
indicates that this area could be on the brink of hypoxia in
exceptional years. Models suggest that it is the effect of
warming on stratification, rather than on decreased oxygen
solubility or enhanced respiration rates, that is the main
physical factor affecting bottom oxygen concentrations
(Meire et al. 2013; Emeis et al. 2015). Comparing the
periods 1970-1979 and 2000-2009, Emeis et al. (2015)
found the more recent period to show a longer period of
stratification in the middle of the North Sea with increased
apparent oxygen utilisation and a lower September oxygen
minimum around 6°E 56°N. They also found decreased
September oxygen concentrations in the south-eastern Ger-
man Bight around 54°S. However, storms can promote
sediment resuspension and subsequent oxygen consumption,
such as in the Oyster Grounds (Greenwood et al. 2010).
Observed changes in summer bottom temperature and oxy-
gen concentration show a strong relation (Queste et al. 2013
and Fig. 3.25).

Climate change, for example raised water temperatures, is
expected to have a negative impact on oxygen concentra-
tions in surface waters, and deepening of the thermocline
will reduce the bottom mixed layer and may cause further

right). The 70 % saturation contour highlights similarity in the
distributions (Queste et al. 2013)

depletion of oxygen concentrations in deeper layers. How-
ever, quantifying temperature effects is difficult, owing to
climate-related effects on nutrient inputs to the North Sea as
well as on local mixing characteristics and the duration of
reduced oxygen concentrations.

3.8 Suspended Particulate Matter

and Turbidity

Julie Pietrzak, Alejandro Jose Souza, John Huthnance

Suspended particulate matter (SPM) is a significant agent of
change in morphology, it also transports pollutants, redis-
tributes nutrients and modifies the light climate (Capuzzo
et al. 2013), hence its role in modulating primary production.
Suspended particulate matter includes plankton.

3.8.1 Sources in the North Sea

The seabed is an important source of SPM in the North Sea.
Rivers and cliffs are also important sources in certain areas.
Cliff sources are very variable interannually.
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Fig. 3.25 Five-yearly values of 9
an 11-year running mean of
summer bottom-mixed-layer
temperature (°C, upper), oxygen

(a)
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concentration (pmol dm~,
middle) and oxygen saturation
(%, lower) in the stratified central
North Sea. The data are for June
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Bottom sediment distributions in the North Sea have been
reported by many authors (such as Eisma and Kalf 1987 and
Nedwell et al. 1993, using data from the UK NERC North
Sea Project). More recently, Dobrynin et al. (2010;
Fig. 3.26) compiled a seabed fine-sediment distribution that
combines in situ data (Puls et al. 1997) and satellite data
(Gayer et al. 2006).

The main river sources are the Elbe, Weser, Ems,
Rhine, Thames, Welland, Humber, Tees, and Tyne, as
well as the Forth, Ijssel and the Nordzeekanaal. River
discharge and consequently SPM load (Fig. 3.27) show
strong interannual variability. For example, freshwater
discharge and SPM loads for the major continental rivers
(i.e. Rhine, Elbe and Weser) were much less in 2003 than
in 2002, owing to the low precipitation and very high
temperatures in central and western Europe in 2003
(Gayer et al. 2006).

Long-term measurements of annual mean amounts of
SPM eroded from English cliffs imply the following average
rates: Suffolk, 50 kg s ! Norfolk, 45 kg s ! and Holder-
ness, 58 kg s~'. SPM loads eroded from cliffs are dependent
on whether storm or calm conditions occur (Fig. 3.27).
According to Gayer et al. (20006) cliff erosion appears to start
when significant wave heights near the coast exceed 2 m.
Sediment composition suggests that SPM for alongshore
transport off the Belgian and Dutch coasts is largely supplied
by sediment transported through Dover Strait from the ero-
sion of the French and British cliff coasts (Irion and Zdllmer
1999; Fettweis and van den Eynde 2003). The transport
through Dover Strait largely exceeds the fluvial input by
rivers such as the Rhine-Meuse estuary (de Nijs 2012). The
annual sediment influx shows large interannual variations
which appear to reflect differences in number and duration of
storms (van Alphen 1990).
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Fig. 3.26 Sea-bed fine sediment (<20 um; settling velocities 0.01-
0.1 mm s™'). Distribution in kg m > shown by colour shading;
bathymetry (m) shown by black contour lines. The distribution is the
result of combining sediment grain analysis, satellite data and

3.8.2 Overall Distribution

Sediment is transported either as bed load (typically for
coarse material) or suspended load (SPM). Advances in
observational techniques, from water samples to in situ
instruments (transmissometers, optical backscatter and Laser
In Situ Scattering and Transmissometery—LISST) and
reliable use of optical remote sensing (e.g. AVHRR,

numerical model results. The map (reprinted from Dobrynin et al.
2010) also shows the most important rivers and cliffs. (Labels L;_¢ and
the vertical yellow line are not relevant here). Marked points show sites
of data used by Dobrynin et al. (2010)

SeaWiFS, recent MODIS and MERIS) have increased
understanding of SPM distribution. Remote sensing tech-
niques provide a synoptic view of the sea surface at fine
temporal (daily) and spatial (kilometre) resolution, providing
information on variability in SPM distribution. The ability to
estimate near-surface SPM loads, relatively continuously
and at synoptic scale, has allowed study of surface SPM over
seasonal cycles: for example it has been observed that high

Weser

Rhein' Ems

Elbé Scheldt —— NordZeek 1L

200 - |

Suffolk

Norfolk
Holderness

Fig. 3.27 Sources of SPM (kg s™') to the North Sea from continental
Europe (upper), UK rivers (middle) and UK cliffs (lower) during 2002
and 2003. Each river’s SPM load is the product of freshwater discharge
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(m® s7!) and annual mean SPM concentration (kg m3; Gayer et al.

2004). River discharges are a combination of measured data and
climatology (reprinted from Dobrynin et al. 2010)
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SPM concentrations evolve during winter, with much lower
values in summer (Eleveld et al. 2004, 2006, 2008). How-
ever, it should be noted that satellites provide information
concerning the sea surface only. When the water column is
well mixed SPM can be remotely observed at the sea sur-
face; when it is stratified (as in the Rhine ROFI) SPM can
only be observed remotely for high discharge events and
close to the mouth (of the Rotterdam Waterway), see
Sect. 3.8.5.

Suspension of particles off the bed needs stronger currents
(including waves and turbulence) than the limit for the same
particles to settle. If the currents allow settling, there is still
transport until the particles reach the bed. These biases, tidal
straining and current asymmetries cause net transport of
SPM. Moored instruments have allowed better understanding
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Fig. 3.28 Monthly average surface suspended particulate matter
(SPM) based on SeaWiFs data from 1998 (reprinted from Pietrzak
et al. 2011). The insets are the colour bars and the white areas the

of tidal, spring-neap and vertical variability (Jones et al.
1996).

Eleveld et al. (2008) found that annual, winter and
summer remote sensing SPM observations highlighted the
dominant North Sea water types as characterised by Lee
(1980) in terms of salinity (see also Otto et al. 1990).
Pietrzak et al. (2011; Fig. 3.28) used remote sensing images
to characterise the water types in terms of SPM, relating the
SPM to stratification in the southern North Sea. They found
pronounced seasonal and spring-neap variability, and high-
lighted the significant role played by tides and winds in
controlling stratification, and hence the distribution of SPM
at the sea surface. Prevailing circulations (river plumes and
overall anti-clockwise circulation) also influence SPM dis-
tribution. (The southern North Sea is emphasised thaving
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histograms of the pixel values, where the x-axis corresponds to the
SPM pixel value and the y-axis to the relative frequency distribution of
the pixel values
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Fig. 3.29 Surface suspended
particulate matter

(SPM) distribution (g I™") for
March from a numerical model
(left) and satellite false colour
(right). Areas of strong
concentration qualitatively agree
with areas of strong reflectance,
showing the East Anglia and
Rhine plumes (reprinted from
Souza et al. 2007)

greater SPM concentrations than the northern North Sea due
to differences in the sources, stronger currents and shallower
depth, i.e. a larger Stokes number (Souza 2013), and cor-
respondingly more studies and available data).

The waters exiting the rivers Rhine, Tees, Humber and
Wash are deflected to the right under the Coriolis influence,
forming classic river plumes of which the Rhine ROFI
dominates the southernmost North Sea. A zone of high
turbidity extends along the Belgian and Dutch coasts, pri-
marily controlled by the Rhine ROFI which transports SPM
northwards along the Dutch coast (Dronkers et al. 1990;
Visser et al. 1991; de Kok 1992; de Ruijter et al. 1992;
McCandliss et al. 2002). The Flemish Banks turbidity
maximum off Belgium (Fig. 3.28) is present throughout the
year but is much reduced in summer; studies have disagreed
about its cause. Off the Dutch coast, Visser et al. (1991) and
Suijlen and Duin (2001, 2002) found a local SPM minimum
about 30 km offshore. In the German Bight, SPM from the
Rhine ROFI appears to merge with SPM from the Weser and
Elbe, before arriving in the Skagerrak (Simpson et al. 1993).

Within the North Sea, an overall anti-clockwise circula-
tion extends south to around East Anglia, before turning into
strong eastward flow at about 53°N across the southern
North Sea, as a residual tidal and meteorologically-forced
flow (e.g. Dyer and Moffat 1998; Holt and James 1999). Off
East Anglia, this eastward flow has high turbidity (Fig. 3.29)
extending from the Norfolk banks across the southern Bight
to the German Bight (McCave 1987). This ‘East-Anglia
Plume’ (Dyer and Moffat 1998) comprises southward-
flowing waters from the Tees, Humber and Wash and a
southern source of fresh water from the Thames (Thames
waters deflect to the left, unlike those of other rivers entering
the North Sea). The plume location is evident in SPM
images (Fig. 3.29) and can be linked to the frontal boundary

Surface SPM
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that separates well-mixed water in the southern Bight from
seasonally-stratified central North Sea waters (Eisma and
Kalf 1987; Hill et al. 1993), especially the Flamborough
Head and Frisian Fronts.

Plume currents can be enhanced by the thermohaline
circulation (jets associated with tidal mixing fronts; Hill
et al. 1993). The East-Anglia Plume eventually joins the
northward flow from Dover Strait and the Rhine ROFI
(Prandle 1978b; Prandle et al. 1993). The plume carries an
estimated annual SPM flux of 6.6 million tonnes, from
English rivers and cliffs (Siindermann 1993), eastwards
across the southern North Sea (Howarth et al. 1993). Both
the East-Anglia Plume and the seasonal thermocline have a
large impact on the transport of SPM across the southern
North Sea. Holt and James (1999) found that deposition
typically occurs along the 40 m depth contour. Their results
are consistent with those of Eisma (1981) and Eisma and
Kalf (1987), who found that the main areas of fine sediment
accumulation are the Oyster Grounds and the strip along the
German Bight (see also Fig. 3.26).

3.8.3 Tidal Influence

Figure 3.30 shows the spring-neap SPM cycle and high-
lights the important role played by tides in the surface dis-
tribution of SPM in the southern North Sea.

Deposition and erosion of sediment are related to critical
values of the bed shear stress. Fine sediments are deposited
when the bed shear stress is less than critical (0.1-
0.2 N'm %) and are typically eroded if the stress exceeds
0.4-0.5 Nm™2 (Puls and Siindermann 1990; Holt and James
1999; Souza et al. 2007). In principle the tidal bed stress can
be used to characterise regions where the tides can resuspend
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Fig. 3.30 The spring-neap
harmonic using SPM images from
SeaWiFS in 1998 (reprinted from
Pietrzak et al. 2011). Black lines
show bathymetry contours: 25 m
(thinnest), 30 m (medium) and
35 m (thickest). White lines show
values of the Simpson and Hunter
(1974) criterion (Sect. 3.2.4):

S = 1 (thinnest line), S = 1.5
(medium) and S = 2 (thickest
line). Areas with S < 1 are well
mixed

53.5

53 | &

52.5

52

51.5

51
0

bed material. For example, in the Belgium coastal zone, the
water column is always well mixed by tidal currents which
also cause the SPM maxima in this zone (Lacroix et al.
2004).

Jago et al. (1993) showed typical behaviour of SPM:
quarter-diurnal maxima due to tidal resuspension and
semi-diurnal maxima due to tidal advection of ambient SPM
concentration gradients. The result of these processes is that
SPM time series show two maxima per tidal cycle, one
larger than the other. SPM also responds to the spring-neap
tidal cycle as shown by numerical simulations (Souza et al.
2007; see Fig. 3.31); monthly variability is also clear in the
deposition of material and is present in SPM and g (where q
is the turbulent velocity). The model has been extensively
validated using North Sea Project data including that for
station CS (e.g. Holt and James 1999; Holt et al. 2005; Allen
et al. 2007).

3.84 Wave Effects

Data from the northern Rhine ROFI after storms show a
sudden increase in SPM over the entire coastal zone, sug-
gesting local resuspension of sediment (Suijlen and Duin
2001, 2002) and an important effect of waves. Waves are
strongly seasonal in the North Sea. Significant wave heights

amplitude

(Hs) in the winter half year are usually much higher than in
the summer half year over the entire North Sea. For example,
Dobrynin et al. (2010) showed that during 2002-2003
seasonally-averaged Hs was up to 1.5 m higher for the
winter season.

The largest values of Hs are usually found in the open
North Sea (e.g. Weisse and Giinther 2007; Dobrynin et al.
2010), owing to a combination of topography effects with
predominant wind direction and storms coming from the
North Atlantic. In shallow regions, effects such as bottom
boundary dissipation of waves can be significant even during
the (calmer) summer, although they are usually more
important during winter. For example, in winter over Dogger
Bank, Dobrynin et al. (2010) found enhanced combined
wave-current stress resulting in very high SPM concentra-
tions (>50 mg 17").

3.85 Impact of Stratification

Stratification (Sect. 3.2) has an impact on the vertical distri-
bution of SPM through reduced turbulence at the pycnocline.
The effect of thermal stratification is particularly noticeable
in the East-Anglia Plume around the stratified areas close to
the Frisian Front. Moreover, at the 55° 30’N station shown in
Fig. 3.31, as thermal stratification develops the SPM
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Fig. 3.31 Modelled time series
at 55° 30'N 0° 50'E (North Sea
Project station CS); time in days.
Temperature (°C, upper), SPM

Temperature °C

SPM gni®

III I{IHPIF " l|l| ¥

250 300 350

|

-| ul'” | |||| ‘l‘ \ll\‘ |.,,|M|a “H ”\" H 'lﬁl.w' "

IJIJIJ

(g m™>, upper middle), q* =
(turbulence kinetic energy X 2, -
2§72, lower middle), bed ﬁ)
concentration (g m ™2, lower) 2
(Souza et al. 2007)
E
s
=
©
=
0 50 100
|I |I'
E
=
=
7]
=
—~ 300 T
o
£
=2
5 200}
:'E
5
o 100
s /l
3 oLl
o
@ 0 /]
0 10

concentrates in the lower 40 m of the water column, with
values up to 15 g m ™, but decreases to zero at the surface.
Haline stratification appears to be significant especially
within the Rhine ROFI and other adjacent ROFI areas such as
the German Bight. The Rhine ROFI switches between
well-mixed and stratified within a tidal cycle and through the
spring-neap cycle (de Boer et al. 2006); haline stratification
can develop at neap tides throughout the year and thermal
stratification can be important in summer. As found in field
studies of the Rotterdam Waterway, with stratification and
reduced turbulence, any SPM advected over the salt wedge

350

settles (de Nijs et al. 2010). Observations (e.g. Joordens et al.
2001) and numerical simulations (Fig. 3.31) show how SPM
is trapped beneath the pycnocline when stratified. When the
water column is mixed, turbulence and SPM can reach the
surface; when a pycnocline develops, it inhibits turbulence,
preventing upward flux of SPM and turbulence to the surface
layer. Although de Boer et al. (2006) found differences to
Heaps’ model for the Rhine ROFI, cross-shore flow associ-
ated with estuarine-type circulation (Heaps 1972) tends to be
offshore near the surface and onshore near the bed, giving a
bias to onshore transport of settling SPM.
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3.8.6 Seasonal Variability

Pleskachevsky et al. (2005) found that most SPM transport
occurs in winter when cliff erosion along the English coasts
is greatest. Numerical simulations of Holt and James (1999)
highlighted seasonal variability of SPM. They found that
SPM is only measured in time series of the water column in
a series of discrete events associated with stronger winds,
which resuspend bed material and mix the water column.
Likewise, Souza et al. (2007) found their modelled water
column to be well-mixed with very similar surface and bed
SPM distributions in the East-Anglia Plume in February. In
contrast, during summer the water column is stratified,
almost all SPM settles out and an increase in net deposition
correlates with decreased wind stress; moreover, less SPM is
supplied by erosion of Holderness cliffs.

Satellite images of surface SPM show significant annual
and seasonal variability (Eleveld et al. 2004, 2006, 2008;
Pietrzak et al. 2011; see Fig. 3.28). Large values of surface
SPM were observed in winter in Southern Bight coastal
waters, especially in the Rhine ROFI, the East-Anglia Plume
and Frisian Front. Summer minima occur throughout the
southern North Sea, with low SPM values from April to
August; in August almost all surface SPM in the Dutch
coastal zone has gone. Pietrzak et al. (2011) showed the
influence of the Rhine ROFI, East-Anglia Plume and fronts
on the intra-annual distribution of SPM.

De Nijs (2012) found siltation rates in the Dutch waters to
vary over the year and correlate with variations in sediment
supply; the availability of sediment at Dover Strait and the
river boundaries is typically greater between late autumn and
spring. Verlaan and Spanhoff (2000) found massive siltation
events, caused by storms, to occur near the mouth of the
Rotterdam Waterway; a few such events determine annual
siltation rates.

3.8.7 Interannual and Long-Term Variability
Strong year-to-year variation in sediment supply and
required dredging near the mouth of the Rotterdam Water-
way (de Nijs 2012) highlight the importance of interannual
meteorological forcing.

Most long-term records of SPM are from satellites or
sea-surface water samples collected along the Dutch coast
(Suijlen and Duin 2001, 2002). However, near surface val-
ues vary in relation to stratification, making it difficult to use
these data to infer trends or study impacts of climate change.
Nevertheless, recent work continuing that of Pietrzak et al.
(2011) indicates that interannual variability in wind stress,
river discharge and heating due to variations in the NAO
may have a pronounced impact on SPM distribution in the
North Sea. Fettweis et al. (2012) classified surface SPM
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distributions according to 11 weather types, emphasising
dependence in different locations on different hydrodynamic
and wave conditions. Thus Southern Bight SPM is strongly
influenced by advection, while exposure to waves favours
resuspension in the central North Sea and German Bight and
there is some overall positive correlation with the NAO.
Many coasts around the southern North Sea, notably the
Dutch coast, are highly engineered, making it difficult to
assess climate change impacts on sediment dynamics.
However, supply of SPM for transport along the Belgian and
Dutch coast, from French and English cliff coasts
(Sect. 3.8.1), is determined by prevailing meteorological
conditions and associated periods of large waves. This
explains (seasonal and) interannual variations in the trans-
port of SPM into the southern North Sea through Dover
Strait. Climate-change effects on river discharge, storm
tracks and associated winds and waves (intensity) are likely
to affect the supply and distribution of SPM in the coastal
zone and thus sediment distribution within the North Sea.

3.9 Coastal Erosion, Sedimentation

and Morphology

Sytze van Heteren, John Huthnance

3.9.1 Historical Perspective

Coastal erosion is a key element of coastal behaviour and a
useful—though imperfect—indicator of climate change. It is
the active removal of sediment from various environments
that marks the transition from sea to land, generally forcing
the coastline landward. For cliffs and bluff coasts, erosion is
irreversible. For sandy or muddy coasts, accretion and ero-
sion may alternate. Coastal erosion may result in loss of
land, destruction of sea defences and flooding. It has been
measured for many centuries.

Coastal erosion takes place on different time scales.
Long-term changes are commonly driven by relative sea-level
rise and the associated creation of ‘accommodation space’
available for potential sediment accumulation. Shorter-term
changes show regular patterns and irregular, partly short-lived
effects of waves, tides, storm surges, slope processes and local
or regional sediment dynamics. Long-term measurements
enable distinction between the effects of these short- and
long-term drivers, both natural and human-induced.

Systematic observation of coastal erosion, by periodically
mapping or measuring the North Sea water lines and frontal
dunes, started in earnest during the 17th century.

Annual coastline monitoring started in 1843, in the
western Netherlands. Between 1840 and 1857, 124 oak
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poles were driven about 3 m into the beach sand, initiating a
network of beach poles with 1000-m spacing that spans the
entire Dutch coast and still operates today. For each pole,
cross-shore distances to the low- and high-water lines and
dune foot have been logged annually ever since. Starting in
1965, some 1450 transects at 250-m spacing have been
profiled near-annually from at least the frontal dune to about
1000 m seaward of the dune foot. Below low water, data
come primarily from single-beam echo sounding. Above
low-water, photogrammetry was used before 1996 and laser
altimetry since.

Monitoring records for other countries bordering the
North Sea are shorter, commonly limited to local or regional
studies, and used mainly to assess the need for coastal
maintenance and protection measures. In Denmark, sound-
ings and levelling for coastal monitoring started in 1874 in
the Thyboren area along lines spaced 600-1000 m apart
(Thyme 1990). Since 1957, the entire west coast of Jutland
has been monitored for cross-shore coastline migration at
least several times per decade, at similar spacing (Kystdi-
rektoratet 2008). In Belgium, coastline changes have been
monitored nationally since the late 1970s, using
echo-sounding, topographic surveying, photogrammetry and
laser altimetry (since the late 1990s). In the United King-
dom, one of the longest records concerns cliff behaviour at
Holderness, Yorkshire, from 1951 to the present day (Brown
2008) using erosion posts, on average 500 m apart along the
cliff edge. More extensive regional surveys have been con-
ducted since 1992, when the Environment Agency started
annual monitoring of winter and summer cliff and beach
profile change at 1-km intervals between the Humber and
Thames estuaries.

Where systematic monitoring networks to quantify
behaviour of the entire coastline do not exist, useful infor-
mation on local or regional coastal erosion is provided by
analyses of historical to recent maps, aerial photographs
(extensively used in mapping since the Second World War)
and satellite images. In Germany, series of maps were
analysed by Mroczek (1980) to deduce rates of erosion or
accretion for the North Sea coast over more than one hun-
dred years. In Britain, maps from the late 16th century
provide the oldest former positions of coastal bluffs and
cliffs.

Detail on evidence for (possibly varying) coastal erosion
rates is given in E-Supplement Sect. S3.4.

3.9.2 Understanding Coastal Erosion: State,

Variability and Trends

Erosion is widespread along the central and southern parts of
the North Sea coastline, with about 25 % of the
Danish-to-Scottish coastline eroding. Farther north, erosion
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is rare. Erosion percentages for the North Sea part of the
coastline of countries bordering the North Sea vary widely.
On a country-by-country basis, the percentage eroding is as
follows: UK (22 %), France (76 %), Belgium (40 %),
Netherlands (30 %), Germany (14 %), Denmark, north to
Skagen (57 %), Sweden, south to Marstrand (0 %), and
Norway (0 %). The data were calculated from
EUrosion/EMODnet data (http://onegeology-europe.brgm.
fr/geoportal/viewer.jsp) and the values are approximate.
They exclude areas with no data (e.g. back-barrier shorelines
are excluded for some countries like the Netherlands) and
the Skagerrak is included.

In Norway, the coastline is mostly rocky. Combined with
limited and only recent relative sea-level rise, there is no
significant coastline change. In Sweden, Rydell et al. (2004)
showed that erosion is limited to very few small areas with
pocket beaches and bluffs in Véastra Gotaland County.

In Denmark, coastal erosion affects most of the North Sea
shoreline, as summarised by Serensen (2013). Much of the
northern Jutland headland coast has eroded about 2-4 m
year ' over the last 20 years, with maximum erosion in
central bays and maximum deposition on the north-western
side of eroding headlands (Christiansen and Bowman 1990).
The central west coast, which is dominated by barrier bea-
ches and bounded by glacial bluffs, has been the most vul-
nerable, with natural erosion rates of 2-8 m year '. Only the
southernmost barrier beaches around Vejers, between
Nymindegab and Blaavands Huk, are accreting naturally
(Aagaard 2011). Horns Rev, which marks the southern end
of the barrier-beach coast, acts as a natural groyne, pro-
tecting the island coast farther south from wave attack
(Meesenburg 1996). This coast is in overall sediment bal-
ance, with parts of the barrier islands growing seaward,
supplied by sediment from north and south (Serensen 2013).
Here, the southern ends of the islands are the most vulner-
able to erosion.

Storm surges induce the most prominent changes along
the Danish North Sea coast (Fruergaard et al. 2013). They
lead to ephemeral and permanent barrier breaching, and
drive the episodic transfer of large volumes of sediment from
dunes and beaches to the nearshore and shoreface. During
subsequent healing phases, which may last several decades,
much of this sediment returns to the coast. South of Bla-
vands Huk, persistent onshore migration of nearshore bars,
governed by high-energy dissipative conditions, explains
long-term coastline behaviour (Aagaard et al. 2004). Bar
welding widens the beach and temporarily increases the
amount of sand available for aeolian transport. Two trends
can be observed on the Danish coast. First, most natural
changes in coastal erosion are overprinted by increasing
beach and shoreface nourishment (Fig. 3.32). Second, nat-
ural changes seem to indicate a switch to or acceleration of
coastal erosion.
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Fig. 3.32 West Jutland coastline advance/retreat rates for four periods

and corresponding nourishment volumes (2.5 million m® year ' is

represented by the large box). The ‘y’-axis is located along the coast as
in the sketch map; horizontal lines are at lagoon entrances (Serensen
2013)

Along the German North Sea coast, erosion has had the
most impact on the barrier-island coasts in the north and
west, away from the central estuaries. At present, erosion
occurs only along the 100 km of the coastal length that is not
protected by dikes. Rates vary between <1 and 8 m year .
Most erosion has resulted from storm surges (Kelletat 1992)
which have also reshaped the overall barrier and back-barrier
morphology. Eroded sediments are partially regained during
subsequent fair-weather periods, after temporary storage in
the nearshore zone, and may be redistributed on neigh-
bouring coasts. Through spit progradation, Sylt (one of the
North Frisian Islands) has been growing northwards and
southwards.

Acceleration of erosion along the German North Sea
coast over the last 120 years is evident. Dette and Gértner
(1987) found average loss on the west coast of Sylt to have
increased from 0.9 m year ' in the period 1870-1952 to
1.5 m year ' in the period 1952-1984, in spite of increasing
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efforts to protect the coast (Fig. 3.33). It is tempting to link
this increase to acceleration of sea-level rise, but an increase
in extreme events, with warmer, stormier winters, must also
be considered (Salman et al. 2004).

The Dutch long-term monitoring record, starting in 1843,
shows that the central (Holland) coastline receded relatively
moderately (about 1 m year ') throughout the 19th and 20th
centuries (van der Meulen et al. 2013). During this period,
the coastline became increasingly defended by groynes and
seawalls, which stabilised the coastline but resulted in
steepening of the nearshore zone and the shoreface. Moni-
toring data also show that major storms have caused inter-
ruptions of long-term trends. Short-lived and rapid recession
is commonly followed by extended post-storm periods of
little erosion or even recovery, after which erosion resumes
at the pre-storm rate (Fig. 3.34). Along the southwestern
estuarine coast, erosion is linked to nearshore channel
activity alongside island heads. Figure 3.35 shows long-term
coastal erosion in North-Holland reversed by large-scale
nourishment.

The west-Frisian islands fringing the Wadden Sea show
large spatial and temporal differences in coastal erosion and
accretion, similar to those observed along the German coast;
local processes clearly overprint the long-term regional trend
in coastal behaviour (Oost et al. 2012). Island growth and
dune development reflect sand supply from the ebb deltas
and shoreface, with episodes of rapid accretion linked to bars
merging with the islands. Coastal erosion and dune scarping
are associated with exposure to high-energy waves, as
ebb-tidal deltas shift, or to strong currents, as marginal flood
channels are forced toward the coast. The adjacent barrier
islands of Ameland and Schiermonnikoog showed opposite
behaviour during the last 150 years: Ameland receded and
extended only slightly in a longshore direction, whereas
Schiermonnikoog shifted seawards and accreted eastwards
by more than 6 km (Oost 1995).

In Belgium, beaches and dunes showed long-term erosion
until human intervention intensified (Charlier 2013). Cur-
rently, the dune foot is growing seaward in most places,
aided by sand nourishments and hard coastal-protection
structures (De Wolf 2002). Beaches behave more heteroge-
neously. West of Oostende, most are stable or show slight
accretion. East of Oostende, erosive, stable and accretionary
stretches alternate (De Wolf 2002).

In France, beach accretion is most usual southwest of
Dunkerque, beach erosion between Dunkerque and the
French-Belgian border (Bryche et al. 1993). Swell action is
responsible for coastline recession of about 0.75 m year '
(Clabaut et al. 2000). Detailed topographic surveys of the
upper beaches and dune fronts fringing the French North Sea
indicate that periods of greater storminess do not necessarily
result in more rapid retreat or more general coastal erosion.
Here, coastline behaviour at a decade-to-century time scale
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Fig. 3.33 Annual rates of coastal change on the west coast of Sylt island from 1870 to 1951/52, and from 1951/52 to 1984 (Besch 1987)

-10

’é“ Noord-Holland transect 3100 rl
@ S0 A s
[s} A £ £
o -90 WY W’\ dune 85
& \ foot o%

[=]
8 130 /\W g
S 190 1953 7 W
'6 - storm surge
(] !
s -210 A
@
i1

1840 1860 1880 1900 1920 1940 1960 1980 2000
year

Fig. 3.34 Long-term erosion of the western Dutch coast just north of
Bergen aan Zee, from annual monitoring data. The major effect of the
1953 record storm surge is clearly visible. It was followed by 20 years

also depends on occurrences of high water levels (Vasseur
and Héquette 2000), on local sediment budgets and on
nearshore bathymetry (Ruz and Meur-Férec 2004; Chaverot
et al. 2005). Although net loss of sediment from coastal
systems prevails, see Fig. 3.36 for example, some coastline
recession is counterbalanced by sand accumulation on top of
the dunes and on their land-facing slopes (Clabaut et al.
2000).

The North Sea coasts of England and Scotland are
dominated by cliffs and bluffs, with shorter stretches of
pebble beaches, several estuaries, dwindling tidal flats and
few dunes. The English areas at risk of erosion are mostly

of relative stability before the pre-storm trend of coastal erosion
continued (figure by Sytze van Heteren, Geological Survey of the
Netherlands)

those where the North Sea is fringed by beaches or bluffs
(Blott et al. 2013). Coastal erosion percentages are estimated
as 27 % for north-eastern England, 56 % for Yorkshire and
Humber, 9 % for Lincolnshire, 13 % for Norfolk to Essex
and 31 % for south-eastern England (EUROSION 2004).
Intertidal zones of saltmarsh and mudflat have been disap-
pearing at a typical loss rate of 1-1.5 % per year over a
period of more than 50 years. This loss is linked, though not
solely attributable, to coastal squeeze. The lateral recession
rates of coastal cliffs and bluffs vary with rock type (French
2001). In Scotland, most cliffs consist of resistant rock;
significant erosion is limited to beaches.
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Fig. 3.35 Long-term coastal erosion at the Bergen aan Zee monitoring
station in North-Holland, reversed with the advent of large-scale
nourishment (vertical lines on the right) in the 1990s. The dune foot
(solid line) receded more than 100 m between 1850 and 1990, as

Frontal dunes along beaches show average erosion rates of
1 m year ' (Pye et al. 2007). Bluffs are particularly common
in east Yorkshire, Humberside and East Anglia; they show
very variable spatial and temporal erosion patterns, a function
of complex glacial geology. Changes are episodic with no
discernible trend. At Dunwich, for example, phases of
accelerated coastal retreat (e.g. 1863—1880, 2.57 m year ';

(b)

— 1949-1977
---1977-2000
1949-2000

indicated by its distance to the beach pole. Similar patterns, although
more diffuse, are shown by the mean-high-water (dashed line) and
mean-low-water (dotted) lines (data from Deltares, figure by Sytze van
Heteren, Geological Survey of the Netherlands)

1903-1919, 3.53 m year ') have alternated with periods of
relative stability (e.g. 1826-1863, 0.06 m year '; 1882/3—
1903, 0.08 m year '; Carr 1979). Landslides, protection by
shingle beaches, cliff or bluff material, pore-water pressure
and hydrodynamics all play a role (Brooks and Spencer
2010). These factors interact with longer-term drivers,
including shifts in dominant weather patterns and changes in
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Fig. 3.36 Coastline evolution in the Bay of Wissant from 1949 to 2000 (leff) and mean rates of coastline evolution for 1949-1977, 1977-2000

and 1949-2000 (right) (Aernouts and Héquette 2006)
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Fig. 3.37 Cliff-top retreat rates at Holderness calculated in three
approximate 50-year periods. Areas defended in 2005 are in grey.
Retreat rates vary within each zone (Brown 2008)

the rate of relative sea-level rise. As receding bluffs and cliffs
expose new material, they may steepen, flatten or even dis-
appear (Brooks and Spencer 2010). Feedbacks also operate.
Large landslides provide the steep coast with temporary
protection from the sea. Longshore drift of eroded sand and
gravel leads to net accumulation at nearby beaches.

The Holderness bluff coast (Fig. 3.37) was eroded by
more than 300 m in 150 years (Valentin 1954). At Happis-
burgh rates of erosion increased to average about 8 m year '
in 1992-2004 (Poulton et al. 2006), significantly faster than
the long-term averages of 0.9 m year ' for North Norfolk in
1880-1967 (Cambers 1976; Thomalla and Vincent 2003),
2.3-3.5 m year ' for Benacre—Southwold and 0.9 m year '
for Dunwich—-Minsmere in 1883-2008 (Brooks and Spencer
2010).

3.9.3 Offshore Morphology

3.9.3.1 History and Evidence

Long bathymetric time series (many decades to centuries)
are rare and generally localised in the context of port
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approaches and dredging (for navigation) or aggregate
extraction. 200-year records of an ebb-tidal delta in the
Deben estuary, eastern England, and a 180-year record in the
outer Thames estuary, have been analysed (Burningham and
French 2006, 2011). Horrillo-Caraballo and Reeve (2008)
interpreted sandbank configurations off Great Yarmouth
using historic charts over a 150-year period. There are no
field studies relating such series to climate-dependent factors
(e.g. wave heights).

Van der Molen et al. (2004) numerically modelled
millennial-scale  morphodynamics of an idealised,
semi-enclosed, energetic tidal shelf sea with dimensions and
tidal characteristics resembling the Southern Bight of the
North Sea. Several local process studies have related mor-
phological change to wider-scale sediment transport and to
tides, wind-driven flows and waves, for example eight years
of current profile monitoring at Marsdiep inlet, Netherlands
(Buijsman and Ridderinkhof 2008a, b) and a 1977-2003
