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Abstract

This Ph.D is concerned with wave propagation problems. The main focus is

on nonlinear acoustics, looking at sonic boom propagation in a physically realistic

atmosphere, whilst a secondary part will look at the problem of landmine detection

and how to improve the target detection rates.

The work on nonlinear acoustics emerged as a desire to model the behaviour

of the sonic booms formed by supersonic aircraft in the atmosphere to see what

environmental impact they would have on people and animals on the ground, in

terms of the form of the sound waves once they reach the ground.

The work on landmine detection originated from a Knowledge Transfer Partner-

ship between the University of East Anglia (UEA) and Cobham Technical Services

(CTS) organised through the Knowledge Transfer Network (KTN). This partnership

took the form of a six month internship with work undertaken afterwards to publish

the findings of the internship.
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Part A

Nonlinear Acoustics

1 Introduction

When considering most acoustical problems, we are typically only concerned with small

amplitude disturbances where we can ignore any nonlinear effects. Problems concerning

linear acoustics have been extensively solved in the 19th Century. However, in the case of

large amplitude disturbances, the small nonlinear effects can no longer safely be ignored.

The nonlinear effects slowly cause the wave to steepen which, in certain cases, can lead to

the generation of shock waves.

Any aircraft or projectile travelling at supersonic speeds creates an acoustical dis-

turbance formed by the superposition of the sound waves, called a sonic boom which

invariably leads to a shock wave. There is a great amount of interest in the formation and

propagation of these shock waves as they can have considerable impact on certain animals

(e.g. bats) and cause annoyance for people hearing them. This means that any overland

supersonic route would need to have minimal impact, in terms of the final wave reaching

the ground. There are two key factors which determine the impact of a shock wave to

people or animals on the ground. One is the shock wave’s amplitude, while the other is

the shock wave’s thickness or rise time, that is how long it takes for the shock wave to rise

from 10 per cent to 90 per cent of its maximum value. This provides the motivation for

this Ph.D where the primary focus is to consider the case of a supersonic object travelling
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in the atmosphere and predict what waves will reach the ground.

In this thesis we aim to investigate the behaviour and structure of sonic booms using

a combination of asymptotic analysis and numerical solutions. Particular focus will be on

the paths that sonic booms take to the ground from any supersonic objects flying ahead.

There will be discussions on the pre-existing literature on sonic booms and the general

techniques of solving nonlinear partial differential equations (PDEs).

This introductory chapter will offer a brief framework of what approach will be taken in

each chapter and the motivation behind the work. The majority of the work on nonlinear

acoustics is based on the work undertaken by David Crighton in the late seventies. The

two papers of particular note are the ‘Model Equations of Nonlinear Acoustics’, [12] and

the ‘Asymptotic Solutions of Model Equations in Nonlinear Acoustics’, [13]. In this thesis

I shall follow the methods discussed in these papers and attempt to build upon their work.

Alongside their asymptotic work, I shall also generate numerical solutions to ascertain how

shocks can form and propagate under various external conditions.

While the work undertaken by Crighton and Scott does take into account the effect

of thermoviscosity, it neglects other effects such as molecular relaxation and the varying

parameters of the atmosphere associated with changes in altitude. Molecular relaxation

is associated with the internal vibration of polyatomic molecules and has been discussed

by Clarke and McChesney,[8]. Whereas another factor to be considered is the effect a

realistic atmosphere has on the waveform. One effect is that the wave no longer travel in

straight lines (due to the change in sound speed with altitude). Hence, more work must

be done to predict their location and propagate the sound wave through this ray path as

discussed by Taylor and Cleveland [9, 53].
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Following this introductory chapter, the second chapter will present an introduction of

nonlinear PDEs, along with various method which have been used to obtain solutions and

see where, if at all, a discontinuity will form. This work follows some of what is discussed

in ‘An Introduction to Nonlinear Partial Differential Equations’ [39].

Chapter 3 will focus on deriving Burgers’ equation from the linearised equations of

motion for a thermally and calorically perfect gas in the plane, cylindrically and spherically

symmetric cases, see Crighton [12]. Burgers’ equation will form the basis of the PDEs

used to model the propagation of the sonic booms in the atmosphere. Chapter 2 will also

contain the well known Cole-Hopf solution (see [28, 10]) to solve Burgers equation in one

dimension which will later be used to validate any numerical method developed.

In chapter 4, analysis will be performed of the shock structure to obtain an asymp-

totic solution (weak-shock theory) in the case where our diffusion effects are minimal

(representing the conditions in the atmosphere). This chapter presents a new change of

variables which keeps the shocks fixed at leading order allowing for more efficient numer-

ical analysis and better clarity on any subtle changes in the shock structure during the

wave propagation.

Chapter 5 will present the numerical scheme used throughout this thesis to propagate

the numerical solution forward in time. This numerical scheme was originally developed

by Chong [7] and makes use of an implicit, variable mesh, finite difference scheme to

propagate the solution forwards in time whilst maintaining a high degree of accuracy on

the shock to gain in depth results of the shock structure.

Having developed an asymptotic analysis of the shock structure in chapter 4 and a

numerical scheme in chapter 5, chapter 6 will contain numerical solutions to illustrate
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the breakdown from the asymptotic solution will take place for the plane, cylindrical

and spherical cases. Particular focus will be on what form this breakdown takes and at

what time this breakdown occurs and how this compares to what is predicted from the

asymptotic solution. This work also appears in Schofield and Hammerton [49].

Chapter 7 will look at the old-age behaviour of the shock. Here we will look long past

the breakdown of the asymptotic solution and consider the form the shock in its old-age

once most of the energy has been diffused from the wave. Determining the general form

is relatively simple, whereas more effort is required to determine the constant multiplier

of the old-age solution. Here, this constant must be determined separately for the plane,

cylindrical and spherical case. This chapter also features in Schofield and Hammerton

[49].

Having analysed the basic Burgers’ equation in the plane, cylindrical and spherical

cases, chapter 8 will begin the process of adding additional effects to Burgers’ equation to

better model the atmosphere. Here, relaxation effects will be considered whereby the

diatomic molecules (mainly Nitrogen and Oxygen) in the atmosphere can absorb the

energy from a sonic boom which can produce a variety of effects.

In chapter 9, the relaxation effects will be further investigated in order to determine

what effect it will have on the waveform of a standard shock wave. This will involve

finding an analytic form for the relaxation effects and comparing the asymptotically pre-

dicted effect of the waveform with the numerical solutions of the waveform to validate the

numerical model and asymptotic predictions.

Having included relaxation effects in chapters 8 and 9, in chapter 10 a full atmospheric

model will be developed which will take into account all the effects of sonic boom prop-
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agation in the atmosphere. A key part of this will be looking at ray tubes, which are

the paths the sonic booms will take as they propagate through the atmosphere. In this

section we also consider how various atmospheric quantities, such as temperature, vary

with altitude. This results in the numerical model having to be extended to allow for the

governing parameters to be changed in-between steps. This will allow us to run a test

case for a supersonic aircraft travelling at Mach 2 at 8,000m and observe what wave the

numerical models predicts will be heard on the ground (ignoring effects such as wind and

turbulence).

Following on from this, chapter 11 will contain a few concluding remarks summarising

the work undertaken and what new research has been taken in the field of sonic boom

propagation along with a description of what future work can be taken based upon this

work.

Having concluded the the work on nonlinear acoustics, the remaining work will focus

on the problem of landmine detection and what methods can be used to improve the

target detection rate. Therefore, chapter 12 will contain the introduction for the work to

be undertaken on landmine detection. Here, the problem will be set out, along with a

historical and technical background outlining the motivation behind the work. The main

aim of this work is to improve the target detection rate (the rate of successful detections to

false alarms) of landmine detectors using ground penetrating radar. The work presented

in chapters 14-16 also appears in Schofield et al. [48].

In chapter 13, a literature review will be presented on the pre-existing methods which

could potentially improve the target rate of landmine detection. Each method will be

assessed in terms of its strengths and weaknesses to the particular problem of having it
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working in real time with a detector.

Having analysed all these methods, reverse time migration was chosen to be inves-

tigated further. The development of this method is detailed in chapter 14, along with

various changes to improve its performance and reliability.

In chapter 15, a large data set of results will be gathered which then need to be

impartially tested to see what improvement the reverse time migration algorithm offers

compared to the currently received signal.

Finally, in chapter 16, there will be a brief conclusion of the work on landmine detection,

summarising the developments in the previous chapters and outlining areas of future work.
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2 Introduction to Nonlinear Partial Differential Equa-

tions

Linear PDEs have the property that if y1 and y2 are solutions to a PDE then so is a1y1 �

a2y2, where a1 and a2 are arbitary constants. This forms a strong basis for solving linear

PDEs. However, for nonlinear PDEs this is not the case. This means that, in general,

nonlinear PDEs require a lot more effort to solve. This first section will deal with a general

method for solving some types of nonlinear PDEs. The key methods and techniques used

in this Chapter have been discussed in numerous papers and books. The key book which

has been consulted here is ‘An introduction to nonlinear partial differential equations’ by

J. David Logan [39].

2.1 Method of Characteristics

Consider a linear PDE of the form

ut � cux � 0, upx, 0q � u0pxq, (2.1)

where c is a constant. From the chain rule it can be seen that

d

dt
upxptq, tq � utpxptq, tq � uxpxptq, tqdx

dt
.

Comparing this with (2.1), it can be seen that du
dt
� 0 along the curves defined by dx

dt
� c.

This is equivalent to saying u is a constant on lines where x�ct � ζ, where ζ is a constant

and represents what is called the characteristic curves. So, by plotting lines of constant
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values of u (the characteristic curves) it can be seen that upx, tq � upζ, 0q � u0pζq �

u0px � ctq as is demonstrated in Figure 1. This idea can be extended to nonlinear PDEs

of the form

ut � cpuqux � 0, (2.2)

with initial conditions upx, 0q � u0pxq. By defining characteristic curves in the same way,

dx
dt
� cpuq, We arrive at

du

dt
� ut � dx

dt
ux � ut � cpuqux � 0, (2.3)

and hence u is constant along the characteristic curves. Furthermore, it can be found that

the characteristic curves are straight lines because

d2x

dt2
� dcpuq

dt
� c1puqdu

dt
� 0, (2.4)

which implies x is of the form x � At � B, for arbitary constants A and B. Hence

a similar characteristic diagram as in Figure 1 can be obtained. In cases where ζ, the

characteristic curve, is not properly defined, a graphical solution can still be obtained

using characteristics. For example, consider the problem

ut � uux � 0, (2.5)

with initial conditions

upx, 0q �

$''&
''%

0 x ¤ 0

e�
1
x x ¡ 0

(2.6)
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which represents a wave travelling at the speed of its amplitude and is shown in Figure 2.

By using the method of characteristics it can be seen that the solution is given by

upx, tq �

$''&
''%

0 x ¤ 0

e�
1
ζ x ¡ 0

(2.7)

where ζ is defined implicitly by x � e
�1
ζ t � ζ for x ¡ 0. Even though ζ is not explicity

defined, the behaviour of the solution can be found by considering the lines of constant u

as is shown in Figure 3. Recalling that the wave travels at the speed given by its amplitude

we can generate the following characteristic diagram, as shown in Figure 3. It can be seen

that the wave spreads out over time giving us a rarefaction wave as is shown in Figure 4.

Figure 1: How to find the value of u at an arbitary point px, tq.

Figure 2: The initial condition defined in (2.6).
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Figure 3: The associated characteristic diagram of (2.5) with initial conditions described
in (2.6).

Figure 4: The general solution of (2.5) with initial condition given in (2.6).

2.2 Shock Formation

When dealing with nonlinear PDEs, there is a chance that a discontinuity will appear

and it is typically of great interest to find out the position of the discontinuity and its

magnitude. So here we shall discuss when, if at all, a discontinuity (or shock) will form.

For example, let us re-consider (2.2)

ut � cpuqux � 0, where upx, 0q � u0pxq.
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By using the method of characteristics, it can be deduced that u equals a constant on the

lines defined by dx
dt
� cpuq. We want to find out when, if ever, these characteristics will

meet and form a shock as illustrated in Figure 5. If two characteristics cross in the px, tq

plane, this implies that there are two different values of u at this point which is equivalent

to a shock or discontinuity. In order to determine the breaking time (the time at which

Figure 5: This diagram shows how two distinct parts of the wave can meet at a specific
point due to the fact they are travelling at different speeds, leading to a discontinuity in
the solution.

a shock or discontinuity occurs), we calculate ux along a characteristic with the equation

x � ζ � cpu0pζqqt. This is because a discontinuity forming is equivalent to the gradient

becoming infinite at some point. Now, by letting gptq � ux and considering the following

the two equations we can arrive at an expression for ux to determine whether or not a

shock will form.

0 � B
Bxput � cpuquxq � utx � cpuquxx � c1puqu2

x , (2.8)

and

dg

dt
� gt � dx

dt
gx � utx � cpuquxx. (2.9)
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By combining (2.8) and (2.9) it can be seen that �dg
dt
� c1puqg2. This can be integrated

with respect to t to obtain

»
�dg
g2

�
»
c1puqdt which leads to

1

g
� c1puqt� A. (2.10)

Now, by applying the initial condition that at t � 0, uxpxptq, tq � u10pζq, A can be found

to obtain the following expression for ux

ux � u10pζq
1 � u10pζqc1pu0pζqqt . (2.11)

For a shock to occur, we require ux to be infinite for some finite t. This is equivalent to

having u10pζqc1pu0pζqqt � �1 for some finite t. From here, it can be seen that a shock wave

will occur if and only if u10 and c1 have opposite signs. In this case we can determine the

times when a shock first forms to be given by

t � minζ

�
� 1

u10pζqc1pu0pζqq
�
. (2.12)

As an example of this consider equation (2.5) with an initial condition of a standard

waveform as shown in Figure 6. We can determine when a shock will form by plotting its

characteristic diagram which is shown in Figure 7 and as can be seen a shock will form

after approximately 0.33 seconds.

2.3 Jump Condition

Having determined if and when a shock will form, it is of interest to know how the shock

will behave once it has formed. In order to accomplish this a jump condition needs to be
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Figure 6: A typical waveform formed by a complete sine wave from �1 to 1.

Figure 7: The characteristic diagram for the waveform shown in Figure 6.

developed. We start by observing the integral conservation law which states that in an

interval between a and b we have

d

dt

» b
a

upx, tqdx � φpa, tq � φpb, tq, (2.13)
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where φpx, tq is the flux of the particles passing through point x at time t where upx, tq is

the corresponding flow speed. If the functions are suitably smooth, (2.13) is equivalent to

ut � φx � 0. (2.14)

Now we consider a shock path at x � sptq, a smooth curve in the x, t plane in which a

discontinuity occurs between a and b as shown in Figure 8. From (2.13) we have

d

dt

» sptq
a

upx, tqdx� d

dt

» b
sptq

upx, tqdx � φpa, tq � φpb, tq. (2.15)

Now, applying Leibeniz’s rule [39] we obtain

Figure 8: A shock path which propagates a discontinuity between a and b, where sptq�
represents the value under the shock and sptq� represents the value above the shock.

» sptq
a

utpx, tqdx�
» b
sptq

utpx, tqdx� upsptq�, tqs1 � upsptq�, tqs1 � φpa, tq � φpb, tq, (2.16)
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where s1 denotes ds
dt

. Now we let aÑ sptq� and bÑ sptq� to obtain the jump condition

�s1rus � rφpuqs � 0, (2.17)

where rus represents ups�, tq � ups�, tq and rφpuqs is similarly defined. As an example, we

can rewrite (2.5) as

ut � uux � ut �
�
u2

2



x

� 0. (2.18)

By comparing (2.18) to (2.14), it can be determined that φ � u2

2
. Hence, the jump

condition becomes �s1rus �
�
u2

2

�
� 0 which simplifies to

s1 � 1

2
pu� � u�q. (2.19)

So the speed of the shock is the average of the values of u just ahead of and behind of the

shock.
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3 Burgers’ Equation

3.1 Derivation of Burgers’ Equation

Having looked at how shocks can form from nonlinear equations such as (2.5), it is of

interest to develop equations for sound being propagated through the atmosphere. The

key equation for modelling the behaviour of sound waves through the atmosphere is known

as Burgers’ equations and can be found by following Crighton’s derivation of Burgers’

equation in his paper ‘Model Equations of Nonlinear Acoustics’ [12]. Starting from the

linearised non-dissipative forms of the equations of motion for a thermally and calorically

perfect gas along with equations for conservation of energy and an adiabatic relation

between pressure (p) and density (ρ), we have the following equations

Bρ
Bt � ρ0∇ � ū � 0, (3.1)

ρ0
Būi
Bt �

�
dp

dρ



0

Bρ
Bx̄i � 0 and

p

p0

�
�
ρ

ρ0


γ
, (3.2)

where ū is average velocity of the particles, ρ0 is the initial or background density, p is the

pressure and γ is the adiabatic exponent or ratio of specific heats. These equations imply

that � B2

Bt2 � a2
0∇2



ρ � 0 with a2

0 �
γp0

ρ0

, (3.3)

which is the standard 1-D wave equation, describing the leading order behaviour of the

density. We now consider the correction due to the nonlinear and dissipative effects. It is

convenient to work with scalar and vector potentials φ and A, where ū � ∇φ� curlA. It

can be shown the flow is irrotational which is equivalent to A being a constant. Hence,
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we arrive at the following equation for φ

�a2
0νPr�1∇4φ�

�
2 � µ1

µ
� γ

Pr



ν∇2B2φ

Bt2

� B
Bt
�
a2

0∇2φ� B2φ

Bt2



� B
Bt
�

2∇φ �∇BφBt � pγ � 1qBφBt∇
2φ



,(3.4)

where Pr is the Prandtl number, ν � µ
ρ0

is the kinematic viscosity and µ is the viscosity.

Using our first order relation we know that
�

B2

Bt2
� a2

0∇2
	
φ � 0 and assuming that the

temperature boundary conditions are unimportant we may simplify (3.4) to

a2
0∇2φ� B2φ

Bt2 � δ∇2Bφ
Bt � 2∇φ �∇BφBt � pγ � 1qBφBt∇

2φ, (3.5)

where δ �
�

2 � µ1

µ
� γ�1

Pr

	
ν is known as the diffusivity of sound. Now we proceed to seek

solutions for plane, cylindrically symmetric and spherically symmetric cases (solutions will

be extended to arbitrary areas later in §10.3). Firstly we note that ∇2φ � φrr� jφr
r

where

r is the radial distance and j � 0, 1, 2 for the plane case, cylindrically and spherically

symmetric cases respectively. We also apply a far field condition of the form k0r " 1

where k0 � ω{a0 is the acoustic wave number, with ω being the frequency. This ensures

that the waves travelling outwards are of the form F pr� a0tq. By assuming only outgoing

waves, we use our first order solution, (3.3), to make the following substitution

a0φr � �φt. (3.6)

This substitution allows us to rearrange (3.5) into the form

a2
0

�
φrr � jφr

r



� φtt � δ

�
φtrr � jφtr

r



� pγ � 1qφt

�
φrr � jφr

r



, (3.7)
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where j � 0, 1, 2 corresponds to plane, cylindrically and spherically symmetric cases re-

spectively. Now applying the far field condition, k0r " 1, we can reduce (3.7) to

a2
0

�
φrr � jφr

r



� φtt � δφtrr � pγ � 1qφrφrt. (3.8)

Now we use the fact that a2
0φrr � φtt �

�
a0

B
Br
� B

Bt

� �
a0

B
Br
� B

Bt

�
φ � �2

�
a0

B
Br
� B

Bt

�
φt by

(3.6) and we can similarly re-express a2
0
jφr
r

as �a0
jφt
r

giving

2

�
a0

B
Br �

B
Bt


φt � pγ � 1qφrφrt � ja0

r
φt � δφtrr. (3.9)

Now integrating with respect to t and then differentiating with respect to r (recalling that

A is a constant) we arrive at the following expression for ū

ūt � a0ūr � γ � 1

2
ūūr � ja0

2r
ū � δ

2
ūrr. (3.10)

This can be simplified further by introducing the following new variables, τ � t � r�r0
a0

where τ is the retarded time and r̂ � a0t. This reduces (3.10) to

ūr̂ � γ � 1

2a2
0

ūūτ � j

2r
ū � δ

2a3
0

ūττ . (3.11)

This equation is now in a form suitable for solving wave propagation problems with an

initial value specified. However, we can make more progress with this equation by non-

dimensionalising the equation with the following dimensionless variables

X � �ωτ, R � k0r̂, Ū � γ � 1

2a0

ū, ε � δω

2a2
0

,
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where ω is the frequency and k0 is the acoustic wave number as previously defined. This

transforms (3.11) into

ŪR � Ū ŪX � j

2R
Ū � εŪXX . (3.12)

Now, applying the following transformations

U � Ū , T � R, pj � 0q,

U � R
1
2 Ū , T � 2R

1
2 , pj � 1q,

U � RŪ , T � lnR, pj � 2q.

We can express (3.12) in the form

UT � UUX � εgpT qUXX . (3.13)

where

gptq �

$''''''&
''''''%

1 j � 0

1
2
pT � T0 � 1q j � 1

expp T
T0
q j � 2

(3.14)

This result corresponds to equation (31) in [12] and now gives us an equation to be solved

in the following sections.

3.2 Exact solution to the plane case

In the plane case (where gpT q � 1) we can find an exact solution to (3.13) by using the

well known Cole-Hopf transformation [28, 10]. If we let U � ψX and integrate with respect

to X, (3.13) becomes

ψT � 1

2
ψ2
X � εψXX . (3.15)
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Now, by letting ψ � �2ε lnϕ so that U � �2εϕX
ϕ

, we arrive at

B
BT p�2ε lnϕq � 1

2

� B
BX p�2ε lnϕq


2

� ε
B2

BX2
p�2ε lnϕq, (3.16)

�2ε
ϕT
ϕ

� 2ε2
�
ϕX
ϕ


2

� �2ε2
�
ϕXX
ϕ

� ϕ2
X

ϕ2



, (3.17)

ϕT � εϕXX . (3.18)

Equation (3.18) is the heat equation for which a general solution is known of the form

ϕpX,T q � 1?
4πεT

» 8

�8

exp

��pX � Y q2
4εT

�
fpY qdY, (3.19)

where ϕpX, 0q � fpXq. Finally, we can arrive at an analytical expression for U by using

that U � �2εϕX
ϕ

. We already have an expression for ϕ and one for ϕX can be found

be simply differentiating (3.19) with respect to X. From the initial condition UpX, 0q �

U0pXq, it can be seen that

ϕpX, 0q � ϕ0pXq � exp

��1

2ε

» X
0

U0pY qdY


. (3.20)

Now, recalling that U � �2εϕX
ϕ

we arrive at

UpX,T q �
³8
�8

ϕ0pY q
�
X�Y
T

�
exp

�
�pX�Y q2

4εT

	
dY³8

�8
ϕ0pY q exp

�
�pX�Y q2

4εT

	
dy

. (3.21)

This exact solution in the plane case will later be used as a method of validating the

numerical method developed to solve Burgers’ equation. Once the numerical method has

been validated, it can be used in more advanced cases where an exact solution is not

available. Cases considered later in this thesis include cylindrical and spherical spreading
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and other cases where we include further effects (e.g. density stratification and molecular

relaxation).
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4 Asymptotic Analysis

Having previously seen that sine wave disturbance will lead to the formation of a shock

in the presence of nonlinear effects (see Figures 6 and 7). We can extend this to say that

any sound wave will eventually form, what is called an N-wave shock as is shown in Figure

9. Eventually a balance will form between the nonlinear terms and the diffusive terms

keeping the N-wave in balance for a considerable length of time. This N-wave is of great

interest and is the focus of this section.

We consider the governing equation for UpX,T q in the form

BU
BT � U

BU
BX � εGpT q B

2U

BX2
, (4.1)

where GpT q is given by (3.14), with T0 is taken to be 1 in the cylindrical and spherical

cases (T0 is a representation of the initial conditions of the sonic boom’s formation and for

the cases of a sonic boom being propagated in the atmosphere by an aircraft we typically

have that ε ! 1 and T0 � Op1q). For the plane case, an exact solution for arbitrary

initial conditions is available via the Cole-Hopf transform as shown in §3.2, while for

the cylindrical and spherical cases no general solutions are available. However, for many

practical purposes, such as the propagation of sonic booms through the atmosphere, we

have ε ! 1 which then allows us to perform asymptotic analysis. For an initial disturbance,

UpX, 1q, which is an odd function of X with U Ñ 0 as |X| Ñ 8, nonlinear wave steepening

leads to the appearance of shocks at some finite time and then weak shock theory predicts

that the disturbance takes on the form of an N-wave at later times. Of prime importance

is the range of validity of the N-wave with embedded shock and the particular shock

structure. This is the main purpose of this chapter.
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Figure 9: An example showing the waveform close to, and far from, a supersonic aircraft.
Taken from Figure 17, [15].

Rather than using the method of characteristics to analyse the evolution of the solution

up to the formation of the N-wave, we choose to take a unit N-wave as the initial condition

UpX, 1q �

$''&
''%

X, if |X|   1,

0, otherwise,

(4.2)

and then ignore the small embryo shock region in which the discontinuity is resolved into

a viscosity controlled shock.

4.1 Weak Shock Theory

In order to get an idea of the general behaviour of the shock with ε ! 1, we use weak shock

theory. Here we consider the behaviour of the wave with ε � 0. Solving (4.1), subject to
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initial condition (4.2) for ε � 0, gives us a solution of

UpX, 1q �

$''&
''%

X{T, if |X|   T
1
2 ,

0, otherwise,

(4.3)

The corresponds to weak shock theory predicting an N-wave with shocks located at X �

�T 1{2 with corresponding amplitudes �T�1{2. However, this solution is only valid when

UXX is not large. It can be seen that UXX is large around the shocks so we need an inner

solution around x � �1, along with the outer solution of 4.3. These embedded shocks are

controlled by thermoviscosity and the structure of these shocks can be obtained directly

from the asymptotic analysis of Crighton & Scott [13]. However, rather than reproducing

these results, we choose to present a condensed analysis in terms of the new variables,

x � T� 1
2X, u � T

1
2U, t � lnT.

This rescaling results in weak shock theory predicting a static, unit N-wave which will

highlight any small changes of the shock structure, therefore making analysis of the shock

simpler. The change of time variable is of lesser importance and chosen merely to simplify

the governing equation to be solved numerically.

In terms of these new variables, the generalised Burgers equation (4.1) reduces to

ut � u

2
�
�x

2
� u

	
ux � εgptquxx, gptq �

$'''''''''&
'''''''''%

1, Plane,

1
2

expptq, Cylindrical,

exppexpptqq, Spherical.

(4.4)

This equation will now be referred to as the modified general Burgers’ equation. Taking
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an initial condition of a unit N-wave as before, the outer solution then becomes

upx, tq �

$''&
''%

x, if |x|   1,

0, otherwise.

(4.5)

Having developed an outer solution of u � x for |x|   1, we will now develop an inner

solution. Considering the shock at x � 1, we introduce a change of variables of the form

of x � 1 � εx̂. In order to match the inner and outer solutions together we require the

boundary conditions that u Ñ 0 as x̂ Ñ 8 and u Ñ 1 as x̂ Ñ �8. Making this change

of variable converts (4.4) into

uT � 1

ε

B
Bx̂
�

1

2
pp1 � εx̂qu� u2q � gptqux̂

�
� 1

ε

B
Bx̂
�

1

2
pu� u2q � gptqux̂ � 1

2
εx̂u

�
. (4.6)

It is now assumed that ε ! 1 and an expression for the leading order behaviour of u � û�εv̂

can be found by considering the terms of order ε�1 giving

B
Bx̂
�

1

2
pû� û2q � gptqûx̂

�
� 0. (4.7)

Now, integrating with respect to x̂ gives

1

2
pû� û2q � gptqûx̂ � aptq, (4.8)

which gives a solution of the form u � Aptq tanhpBptqpx̂� fptqqq �Dptq. By applying the

boundary conditions that as x̂ Ñ 8, u Ñ 0 and as x̂ Ñ �8, u Ñ 1 it can be obtained
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that Aptq � �1
2

and Dptq � 1
2
. Inserting this solution for û into equation (4.8) gives

1

2

�
1

4
� 1

4
tanh2pBptqpx̂� fptqqq

�
� gptqB

2
p1 � tanhpBptqpx̂� fptqqqq � aptq. (4.9)

Taking the limit as x̂ Ñ 8 it can be obtained that aptq � 0 and by simple matching it

can also be found that 1
8
� gptqB

2
� 0 which gives B � 1

4gptq
. This leads us to the expression

for the leading order behaviour of u, û

û � 1

2

�
1 � tanh

�
x̂� fptq

4gptq

�

, (4.10)

or in terms of x

û � 1

2

�
1 � tanh

�
x� 1 � εfptq

4εgptq

�

, (4.11)

where (4.8) can also be solved using the method of separation of variables.

Now, in order to find fptq it is necessary to set θ � x̂�fptq
4gptq

based on equation (4.10). This

will have the effect of simplifying (4.6) when trying to find the leading order asymptotic

terms of u � û� εv̂. Making the substitution θ � x̂�fptq
4gptq

changes the boundary conditions

to

lim
θÑ8

u � 0 (4.12)

lim
θÑ�8

u � 1. (4.13)

Now, by applying the chain rule, expressions for B
Bt

and B
Bx̂

can be found in terms of θ and
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t as is shown below

B
Bt � B

Bθ
Bθ
Bt �

B
Bt
Bt
Bt �

�
f 1

4g
� θg1

g


 B
Bθ �

B
Bt .

B
Bx̂ � B

Bθ
Bθ
Bx̂ � 1

4g

B
Bθ . (4.14)

Inserting the results of equation (4.14) into (4.6) we get

ut �
�
θg1

g
� f 1

4g



uθ � 1

4εg

B
Bθ
�

1

2
pu� u2q � g

4g
uθ � 1

2
εp4gθ � fqu

�
, (4.15)

which can be re-expressed as

ut � ug1

g
�
� B
Bθ
�
θug1

g



� B
Bθ
�
f 1

4g
u




� 1

4εg

B
Bθ
�

1

2
pu� u2q � g

4g
uθ � 1

2
εp4gθ � fqu

�
.

(4.16)

And after further simplification (4.16) becomes

ut � ug1

g
� 1

4g

B
Bθ
��

p2g � 4g1qθ � f

2
� f 1



u� 1

4ε

�
2pu� u2q � uθ

��
. (4.17)

Now a series expansion of the form u � û� εv̂ �Opε2q is sought. Doing this leads us the

following form of (4.17),

ût � ûg1

g
� 1

4g

B
Bθ
��

p2g � 4g1qθ � f

2
� f 1



û� 1

4ε

�
2pû� û2q � ûθ

�� 1

4
p2v̂ � 4ûv̂ � v̂θq

�
,

(4.18)

where terms of Opεq or higher have been ignored. By comparing all the terms of order ε�1

in (4.18) we get

0 � B
Bθ
��

2pû� û2q � ûθ
��
. (4.19)
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Equation (4.19) has the solution previously found in (4.10), û � 1
2
p1 � tanhpθqq. Now,

comparing the terms of order 1 in (4.18) gives

ût � ûg1

g
� 1

4g

B
Bθ
��

p2g � 4g1qθ � f

2
� f 1



û� 1

4
p2v̂ � 4ûv̂ � v̂θq

�
. (4.20)

Noting that ût � 0 and rearranging gives

�
p2g � 4g1qθ � f

2
� f 1



û� 1

4
p2v̂ � 4ûv̂ � v̂θq � 4g1

�»
ûdθ



. (4.21)

Integrating û gives
³
û � 1

2

�
θ � lnpcosh θq � Â

	
. Â can be deduced by observing equation

(4.21) in the limit of θ Ñ 8 and it can be deduced that Â � � ln 2 giving

�
p2g � 4g1qθ � f

2
� f 1



û� 1

4
p2v̂ � 4ûv̂ � v̂θq � 2g1pθ � lnpcosh θq � ln 2q. (4.22)

Letting A � 8g � 16g1, B � �4f 1 � 2f and C � 16g1 and inserting û � 1
2
p1� tanh θq into

(4.22) results in

v̂θ � 2v̂ tanh θ � �A
2
θp1 � tanh θq � B

2
p1 � tanh θq � C

2
plnpcosh θq � ln 2 � θq. (4.23)

Solving this, we arrive at

v̂ � 1

cosh2 θ

�
Kptq � 1

16

�
A
�
2θ coshp2θq � 2θ sinhp2θq � coshp2θq � sinhp2θq � 2θ2

�

�B p2 coshp2θq � 2 sinhp2θq � 4θ � 2q � C

�
2θ sinhp2θq � diln

��e�2θ
�

� coshp2θq � sinhp2θq � 4θ ln

�
e�2θ � 1

2



� 4θ lnpcoshpθqq

�2 sinhp2θq lnp2 coshpθqq � 4θ2 � 2θ


��
, (4.24)
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where diln denotes the dilogarithm, dilnpxq � � ³x
1
lnt
t�1
dt. If we now take the limit of v as

θ Ñ �8, we arrive at

lim
θÑ8

v̂ � 0,

and the boundary condition (4.13) is automatically satisfied. Similarly, letting θ Ñ �8

gives

lim
θÑ�8

v̂ �
�

1

2
θ � 1

4



A� 1

2
B �

�
1

2
θ � 1

4



C. (4.25)

We can now insert the values of A, B, and C to transform (4.25) into

lim
θÑ�8

v̂ � 4gθ � 2g � 2f 1 � f, (4.26)

Hence, we arrive at the following form for u as θ Ñ �8

lim
θÑ�8

u � 1 � ε p4gθ � 2g � 2f 1 � fq . (4.27)

Now we match (4.27) to the outer solution (4.5), u � x � 1 � εx̂. From the definition of

θ we have θ � x̂�f
4g

. So (4.5) becomes

u � 1 � εp4gθ � fq, (4.28)

and by comparing (4.27) and (4.28) we arrive at

2g � 2f 1 � 0 (4.29)

Solving this for gptq � 1, expptq � exppt0q � 1{2, exppexpp t
t0
qq, we get the following values

of fptq � t, expptq�1�pexppt0q�1qt
2

, Eipexpp t
t0
qq corresponding to the plane, cylindrical and
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spherical cases respectively. Inserting this result into equation (4.11) we get

u � 1

2

�
1 � tanh

�
x� p1 � ε

³
gptqq

4εgptq

�

. (4.30)

These results correspond to the results obtained by Crighton and Scott in equation (3.8)

in ‘Asymptotic Solutions of Model Equations in Nonlinear Acoustics’ [13]. Note, due to

the anti-symmetric behaviour of Burgers’ equation we only need to consider the shock at

x � 1 and impose the condition up0, tq � 0 for all time.

The analysis presented in this chapter allows us to make improved observations of the

shock structure as it is now fixed at leading order. In addition to this, this analysis puts

us in a position where we have a greatly improved capability for numerical solutions which

will form a key part of this thesis.
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5 Numerical Schemes

There are a variety of possible schemes to use in order to generate a numerical solution

to Burgers’ equation. A commonly used numerical approach to the solution of nonlinear

wave equations is the pseudospectral scheme [21]. Spatial derivatives are evaluated in

spectral space, while the nonlinear term is evaluated in physical space and the solution

is advanced forward in time in physical space. This approach has been successfully taken

in previous work when the main focus was on determining the old-age solution [26, 47],

which is the form Burgers’ equation takes once the shock has suitably dispersed for the

nonlinear term to only have a negligible effect on the waveform. An advantage of this

technique is that near discontinuities in the spatial profile at early times are successfully

handled, without the need for fine resolution of the shock structure.

Whilst the pseudospectral scheme is useful for the general solution of the shock, we

are particularly interested in the exact form the shock takes. This requires fine resolution

of the narrow shock region which, in spectral space, means that N , the number of spec-

tral components which must be retained in a pseudospectral scheme, is unfeasibly large.

Moreover, in the standard pseudospectral implementation, where the solution is advanced

forwards in time via a Taylor series, the stability criterion takes the form ∆t   C{N2,

where C is a constant and ∆t is the time-step. Thus combining sufficient spatial resolution

with wave evolution over long time scales is computationally expensive. For this reason,

it was decided to use an implicit finite difference scheme rather than a pseudospectral

scheme. However, there is still the issue of an unfeasibly large number of mesh points, so

for the implicity finite difference scheme, we shall also be using a variable spatial mesh to

concentrate mesh points around the shocks.
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An advantage of the formulation introduced in §4 is that in terms of the new variables,

weak shock theory predicts a shock centred at x � 1 with unit amplitude. Thus in a

variable mesh finite difference scheme the location where a fine mesh is required is known

and asymptotic theory predicts the width of this region. However, it was seen in §4 that

asymptotic theory predicts that the shock centre moves slightly over long periods of time.

For this reason we incorporated mesh refinement into the numerical scheme, where we

can redefine the mesh at any point in time. Due to the fact that weak shock theory

predicts a static shock does mean that the frequency of mesh refinement required is much

reduced. The semi-infinite space, x ¡ 0, will be approximated by the region r0, as where

a is the smallest value such that upa, tq   10�8 (we will require a to change with time

according to the behaviour of the shock by either adding in more points according to a

linear interpolation scheme or removing unnecessary points). We do not need to consider

the region x   0, due to the anit-symmetric behaviour, instead we just need to impose

the condition that up0, tq � 0 for all time.

A variable mesh scheme is used here based on the method described by Chong [7], which

allows us to concentrate mesh points at the shock’s location giving greater resolution of

the shock whilst minimising the computational times.

5.1 Implicit Predictor-Corrector Scheme with a Variable Mesh

This following section will detail how the implicit predictor-corrector scheme works. If we

take a Taylor series for ui�1 � upxi�1, tq about x � xi, we arrive at

ui�1 � ui � hi
Bui
Bx � h2

i

2!

B2ui
Bx2

� h3
i

3!

B3ui
Bx3

� h4
i

4!

B4u�i
Bx4

, (5.1)
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where ui � upxi, tq, hi � xi � xi�1 and u�i is evaluated at some point xi�1 ¤ x ¤ xi.

By obtaining a similar expression for ui�1 we arrive at the following expressions for ux at

x � xi,

ui,x � ∆xui � hihi�1

3!
ui,xxx � hihi�1

4!phi � hi�1qph
2
iu

�
i,xxxx � h2

i�1u
�
i,xxxxq, (5.2)

where ∆xui is defined by

∆xui � �h2
i�1ui�1 � ph2

i � h2
i�1qui � h2

iui�1

hihi�1phi � hi�1q . (5.3)

By similar analysis we arrive at the following expression for the second derivative,

ui,xx � ∆xxui � hi�1 � hi
3

ui,xxx �
h3
i�1u

�
i,xxxx � h3

iu
�
i,xxxx

12phi � hi�1q , (5.4)

where ∆xxui is defined by

∆xxui � hi�1ui�1 � phi � hi�1qui � hiui�1

hihi�1phi � hi�1q{2 . (5.5)

If the last two terms in (5.2) and (5.4) are relatively small we have that

ui,x � ∆xui and ui,xx � ∆xxui, (5.6)

which can then be used as approximations in our numerical scheme. In order to keep the

last two terms in (5.2) and (5.4) relatively small we require hi to be small in the shock

regions in order to keep the third and fourth derivatives small, whereas in the smooth

regions we can afford a coarser mesh. Also, the phi�1 � hiq term in (5.4) informs us that

we need to change the mesh sizes gradually in order to keep this term small.
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The governing wave equation (4.4) is then solved using an implicit predictor-corrector

scheme. The implicit scheme used here is also described by Chong [7] and is designed for

equations of the form

δuxx � F ptj, u, ux, utq, (5.7)

at time t � tj, where u � upx, tjq, δ ! 1 and F is some arbitary function. The predictor

step is given by

δp∆xxqǓ � F

�
tj, u, p∆xqu, Ǔ � u

p∆tq{2


, (5.8)

where ∆t is the timestep, Ǔ � upx, tj�1{2q and tj�1{2 � tj � ∆t{2. From here we have the

corrector step of

1

2
δp∆xxqpV̌ � uq � F

�
tj�1{2, Ǔ ,

1

2
p∆xqpV̌ � uq, V̌ � u

∆t



, (5.9)

where V̌ � upx, tj�1q and tj�1 � tj � ∆t. We can solve (5.8) and (5.9) using matrix

inversions as shall be demonstrated in the case of the modified general Burgers’ eqation

(4.4). Here (5.7) becomes

εgptquxx � ut �
�
u� x

2

	
ux � u

2
. (5.10)

Hence, we have a predictor step of

εgptqp∆xxqǓ � 2
Ǔ � u

∆t
�
�
u� x

2

	
p∆xqu� u

2
,�

1

2
εgptqp∆tqp∆xq2 � 1



Ǔ � ∆t

2

��
u� x

2

	
p∆xqu� u

2

�
� u. (5.11)

We can now solve (5.11) by using the expressions for ∆xui and ∆xxui found in (5.3) and
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(5.5). Now (5.11) can be expressed as a tri-diagonal matrix

AǓ � B,

where A is the tri-diagonal matrix whose elements are given by the coefficients of Ǔ in

(5.11), the spatial derivatives are expressed as in (5.6), Ǔ is the vector of all the values

of Ǔ and B is the vector given by the right hand side of (5.11). Upon inverting this the

matrix A, we can find an expression for Ǔ, which is the values of u after we advance

forwards half a time step. Similarly we arrive at a corrector step of

1

2
εg

�
t� ∆t

2



p∆xxqpV̌ � uq � V̌ � u

∆t
�
�
Ǔ � x

2

	
pV̌ � uqp∆xq � Ǔ

2
,�

1

2
εg

�
t� ∆t

2



p∆tqp∆xxq �

∆t

2
p∆xq

�
Ǔ � x

2

	
� 1



V̌ � �1

2
εg

�
t� ∆t

2



p∆tqp∆xxqu

� ∆t

2
p∆xq

�
Ǔ � x

2

	
u� ∆t

2
Ǔ � u, (5.12)

where (5.12) is solved in a similar fashion to (5.11) in order to find V̌ . The main advantage

of using an implicit predictor-corrector scheme is the improved stability criterion, ∆t  

CphiqMin, rather than ∆t   Cphiq2Min of the explicit scheme [7], where hi is the distance

between to adjacent points. This results in significantly faster computational times.

As described in §4, the leading order solution of (4.4) from a unit N-wave involves a

shock of unit amplitude centred at approximately x � 1 and hence we use a spatial mesh

with a fine structure around x � 1 and a coarse mesh elsewhere. We define a variable mesh

with the step size varying from h0 (a constant value to be determined, typically Op10�2))

for the outer solution to h0{max|ux| for the centre of the shock with a gradually changing

mesh in between the two regions. The algorithm used to perform this is shown in Figure
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10.

One key thing worth noting is that, even though we keep the shock fixed at leading

order, the shock may move or change form over time. This will cause our variable mesh

to become unsuitable for the current waveform and, as such, at various times we need to

re-define the variable mesh. This is accomplished by using cubic spline interpolation to

get a uniform mesh and from here re-defining the variable mesh in the same fashion to

how we initially set up the variable mesh as shown in Figure 10.

This numerical scheme now needs to be verified. For the planar case we can use the

Cole-Hopf transformation (as described in §3.2) which converts the plane Burgers’ equation

into the linear diffusion equation which can be solved for arbitrary initial conditions. Upon

solving the linear diffusion equation we can then transform back into the original variables

to arrive at a solution for the plane Burgers’ equation. Comparison between the exact

solution and the numerical solution was performed on the whole waveform with ε � 0.001

with a variable mesh with the mesh size varying from h � 0.01 for the outer solution and

h � 0.01{max|ux| for the centre of the shocks. The two solutions are presented in Figures

11 and 12 and are indistinguishable from each other for all times observed, thus verifying

the numerical method described in the plane case.
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Start
Create a fine even mesh

over the desired region.

Find the centre

of the shock Sc,

given by max|ux|.

Consider the points

from Sc to the end

of the mesh such

that xp1q � Sc.

Calculate the required

mesh size for the

next point, ∆x �

minph0{|uxpxpiqq|, h0q,

where xpiq is the

current location.

Is ∆xpi� 1q �

∆xpiq greater

than the

maximum

allowed gap,

∆x0?

xpi � 1q � xpiq � ∆x0. xpi�1q � xpiq�∆xpi�1q.

Is xpi� 1q

past the

required

endpoint?

Consider the points

from Sc to 0 of

the mesh such

that xp1q � Sc.

Ensure the mesh

lies exactly on its

startpoint and endpoint.

Has the mesh

been

calculated for

points   Sc?

Stop
Yes

Yes

No

Yes

No, repeat for points less than Sc

No, let i � 1 � i and repeat

Figure 10: The Rezoning Algorithm.
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Figure 11: The numerical solution to
Burgers’ equations in the plane case with
t � 30, 000 and ε � 0.1.

Figure 12: The exact solution to Burg-
ers’ equations in the plane case with
t � 30, 000 and ε � 0.1.
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6 Asymptotic Breakdowns

Asymptotic expressions similar to the one shown in (4.30) have been known for a long

time. However, very little work has been done on verifying these expressions to see how

accurate these predictions are and exactly when the solution breaks down compared to

the asymptotic prediction. This section will take an in depth look at these predictions and

how accurate they are. A condensed form of this work has been published in Schofield

and Hammerton [49]. Recalling equation (4.30), the general form a shock will take is

U � 1

2

�
1 � tanh

�
X � p1 � ε

³
gpτqdτq

4εgpτq

�

� εv �Opε2q,

where v is represented as

v � Kptqf1pθq �
»
gptqdtf2pθq � gptqf3pθq � g1ptqf4pθq. (6.1)

Hence, weak shock theory can break down in three possible ways:

• The shock moves far away from its original location (i.e. ε
³
gptqdt � Op1q)

• The shock width is no longer small compared to the size of the N-wave (i.e. εgptq �

Op1q)

• The leading order asymptotic solution is no longer significantly larger than the next

order correction term (i.e any one of ε
³
gptqdt, εgptq, εg1ptq � Op1q)

We can now verify these asymptotic results by comparing them to the numerical solutions

of Burgers’ equations. In particular, we will observe where the breakdowns first take place

and find out which condition or conditions have been violated first.
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6.1 Plane Waves

For plane waves we have gpT q � 1, giving that
³
gpT qdT � T and g1pT q = 0. Hence

the first and third conditions are both violated when T � Opε�1q, whereas the second

condition is always satisfied. From the leading order behaviour of the modified Burgers’

equation we would expect the shock location to move along the path 1� εt and the shock

width to stay constant. We shall numerically define the shock location as the point at

which the shock is at 50% of the maximum value of the shock and the shock width shall

be defined as the distance between the points where the shock is at 10% and 90% of its

maximum. The numerical results can be compared to the asymptotic predictions as is

shown in Figures 13, 15 and 17. There is no asymptotic prediction for the shock width

in Figures 14, 16 and 18 due to the fact that the asymptotic results only predict that the

shock width will stay as a constant, but does not specify the exact value of the constant.

The results for the shock width show that as reduce the value of ε, we have better

agreement with the asymptotic prediction for the width to stay constant. For the shock

location we would expect that reducing the value of ε would improve the accuracy. When

looking the Figures it can be seen that reducing the value of ε shows in improvement

comparing Figures 13 and 15. However, this is not true when comparing Figures 15 and

17. This result is unexpected and as such, the asymptotic predictions will be analysed in

more depth in §6.4.
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Figure 13: A comparison of the shock location from numerical results and asymptotic
predictions for the plane case with ε � 0.01

Figure 14: The shock width for the plane case with ε � 0.01
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Figure 15: A comparison of the shock location from numerical results and asymptotic
predictions for the plane case with ε � 0.001

Figure 16: The shock width for the plane case with ε � 0.001
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Figure 17: A comparison of the shock location from numerical results and asymptotic
predictions for the plane case with ε � 0.0005

Figure 18: The shock width for the plane case with ε � 0.0005
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6.2 Cylindrical Waves

For cylindrical waves, we know that
³
gpT qdT � exppT q{2, gpT q � exppT q{2 and g1pT q �

exppT q{2. Hence the first, second and third condition are all violated when τ � Oplogpε�1qq.

Again, by looking at the modified Burgers’ equation we would expect the shock location

to move along the path 1� ε exppT q{2 and the shock width to grow like 4ε exppT q{2. The

shock location and width shall be defined as for the plane case and the results are shown

in Figure 19 to 24. As can be seen agreement improves as ε decreases as is expected,

however the results are not as accurate as was initially expected which shall be discussed

further after we have looked at the spherical case.

Figure 19: A comparison of the shock location from numerical results and asymptotic
predictions for the cylindrical case with ε � 0.001.
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Figure 20: A comparison of the shock width from numerical results and asymptotic pre-
dictions for the cylindrical case with ε � 0.001.

Figure 21: A comparison of the shock location from numerical results and asymptotic
predictions for the cylindrical case with ε � 0.0001.
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Figure 22: A comparison of the shock width from numerical results and asymptotic pre-
dictions for the cylindrical case with ε � 0.0001.

Figure 23: A comparison of the shock location from numerical results and asymptotic
predictions for the cylindrical case with ε � 0.00001.
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Figure 24: A comparison of the shock width from numerical results and asymptotic pre-
dictions for the cylindrical case with ε � 0.00001.
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6.3 Spherical Waves

For spherical waves, we know that
³
gpT qdT � EipexppT qq, gpT q � exppexppT qq and

g1pT q � exppT q exppexppT qq. From here it can be seen that the third condition will

first be violated when exppT q exppexppT qq � Opε�1q. Looking at the modified Burgers’

equation we would expect the shock location to move along the path 1� εEipexppT qq and

the shock width to grow like 4ε exppexppT qq. Again, these results show that as ε gets

smaller the agreement with the asymptotic prediction improves. These results are shown

in Figures 25 to 30.

Figure 25: A comparison of the shock location from numerical results and asymptotic
predictions for the spherical case with ε � 0.001.
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Figure 26: A comparison of the shock width from numerical results and asymptotic pre-
dictions for the spherical case with ε � 0.001.

Figure 27: A comparison of the shock location from numerical results and asymptotic
predictions for the spherical case with ε � 0.0001.
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Figure 28: A comparison of the shock width from numerical results and asymptotic pre-
dictions for the spherical case with ε � 0.0001.

Figure 29: A comparison of the shock location from numerical results and asymptotic
predictions for the spherical case with ε � 0.00001.

61



Figure 30: A comparison of the shock width from numerical results and asymptotic pre-
dictions for the spherical case with ε � 0.00001.
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6.4 Further Analysis

Looking at these results, it can be seen that on the whole the asymptotic prediction has

the same characteristic shape as the numerical solution. However, in the Figures, it can

be seen that the breakdowns occur much earlier than expected. For example in Figure

13 we breakdown seems to occur around t � 20 while asymptotic analysis predicts it to

occur when t � Op100q. These unexpected errors give us reason to investigate the general

asymptotic form further to see if we can improve these results. Here we will perform

further analysis on exactly what form we expect from the asymptotic predictions.

Our basic asymptotic predictions are that the shock location will behave like 1 �

ε
³
gptqdt and the shock width will behave like 4εgptq by simple analysis of (4.30). However,

we can improve this estimate by performing further analysis of the basic shock structure.

Recalling from 4.5 that the outer solution takes the form u � x for |x|   1 and u � 0

otherwise and recalling the Taylor shock located at x � 1 will have the following form

u � 1

2

�
1 � tanh

�
x� p1 � ε

³
gptqdtq

4εgptq

�

as given in 4.30. By combining these two solutions together we can consider the waveform

to have a composite expression of the form

fpx, tq � x

2
r1 � tanh θs , (6.2)

where θ � x� p1 � εaq{εb with a � ³
gptqdt and b � 4gptq. We can now rewrite (6.2) as

fpθ, tq � 1

2
rp1 � εa� εbθqp1 � tanh θqs . (6.3)
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It is now possible to attempt to find the maximum value by solving Bf{Bθ � 0 which gives

us the following implicit equation for θ in terms of a, b and ε,

1

εb
�
�a
b
� θ

	
� e�2θ � 1

2
. (6.4)

Now, we take the limit as ε Ñ 0 and note that the only terms which are not Op1q are

Figure 31: A comparison of the shock location from numerical results and asymptotic
predictions for ε � 0.001 for the plane case.

1{εb and e�2θ{2. Therefore we must have

1

εb
� e�2θ

2
, (6.5)

giving us that θ � �1
2

log
�

2
εb

�
and hence x � 1� εa� εb

2
log

�
2
εb

�
. Now we need to find the

maximum value of f , denoted by f̂ , corresponding to θ̂ � �1
2

logB � log
�
B� 1

2

	
where
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Figure 32: A comparison of the shock location from numerical results and asymptotic
predictions for ε � 0.0005 for the plane case.

B � �
2
εb

�
. From (6.3) this maximum value of f at a given fixed t is given by

f̂pθ̂, tq � 1

2

��
1 � εa� εb

2
logB


�
1 � tanh

�
logB� 1

2

		�
. (6.6)

Now, seeking a simpler expression in the small ε limit, it can be noted that tanhpxq �
ex�e�x

ex�e�x
� e2x�1

e2x�1
, it can be seen that tanhplogB� 1

2 q � B�1�1
B�1�1

� 1�B
1�B

. Using this expression

we can now see that 1 � tanh θ̂ � 2B
1�B

and substituting B � �
2
εb

�
back in we arrive at

1 � tanh θ̂ � 4
εb�2

. This allows (6.6) to be written as

f̂pθ̂, tq �
��

1 � εa� εb

2
logB



1

1 � εb
2

�
. (6.7)

This allows us to take a Taylor series expansion of 1
1�pεb{2q

about 1 giving us 1
1�pεb{2q

�
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Figure 33: A comparison of the shock location from numerical results and asymptotic
predictions for ε � 0.0002 for the plane case.

1 � εb
2
�Opε2q resulting in

f̂ � 1 � εa� εb

2
logB � εb

2
,

� 1 � εb

2

�
log

�
2

εb




� εpa� b

2
q, (6.8)

where the size of the higher order terms in (6.8) are Opε2 logp1{εqq. This result has been

verified by comparing this value with the maximum of solving 4.30 using the numerical

methods discussed in §5. Having now found the location of the maximum value of f ,

we can now find the shock centre and width by defining the shock centre as xm where

fpxm, tq � 1
2
f̂ . We can similarly define the shock width as x90% � x10% where fpx90%, tq �

0.9f̂ � f90% and fpx10%, tq � 0.1f̂ � f10%. We now wish to find asymptotic expressions
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Figure 34: A comparison of the shock location from numerical results and asymptotic
predictions for ε � 0.0001 for the plane case.

for xm, x10% and x90%.

According to the weak shock theory we expect f̂ to remain constant at leading order,

along with the shock centre and width. Hence, we can use a Taylor expansion on our

initial shock, fpθq � x
2
p1 � tanh θq. From (6.8) it can be seen that f̂ � 1 � εb

2

�
log

�
2
εb

��
and hence we solve fpθq � λf̂ by setting θ � θ0 � ∆, where ∆ � Opεq. This gives us the

following equation to solve

fpθ0 � ∆q � λf̂ , (6.9)

where θ0 is the solution for the tanh shock and ∆ represents a small permutation to the

tanh shock solution. Taking the Taylor expansion about θ0, noting that x � 1� εpbθ� aq
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and substituting for f̂ gives the following equation to be solved

1
2
p1 � tanhpθ0qq � 1

2
∆sech2θ0 �Opεq � λ� 1

2
bλε logB �Opεq, (6.10)

where ∆ ! 1. From here we can match terms to arrive at

tanhpθ0q � 1 � 2λ, ∆ � bλε logB

sech2θ0

� bε logB

4p1 � λq . (6.11)

We can now substitute λ � 0.1, 0.5 and 0.9 into (6.11) to find θ10%, θm and θ90% respectively,

where fpθ10%q � 0.1f̂ and so on. For the case where λ � 0.1, we obtain

θ0 � tanh�1p1 � 2λq � α � 1.10. (6.12)

From here we find that θ10% (corresponding to x10%) is given by

θ10% � α � A10%εb logB, where A10% � 1

4 � 0.9
. (6.13)

Similarly, in the case where λ � 0.9, we obtain

θ90% � �α � A90%εb logB, where A90% � 1

4 � 0.1
. (6.14)

From (6.13) and (6.14) we get the following expressions for x10% and x90%

x10% � 1 � εpa� αbq � A10%ε
2b2 logB,

x90% � 1 � εpa� αbq � A90%ε
2b2 logB. (6.15)
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Hence the shock width is given by

xw � x90% � x10% � 2αεbp1 � βεb logBq, where β � A90% � A10%

2α
� 1.01. (6.16)

Note the 2αεb term is analogous to what is predicted by weak shock theory and the

2αβε2b2 logB represents the correction term. By inspecting the case when λ � 0.5 we can

also find an expression for the centre of the shock. When λ � 0.5 we have θ0 � 0 and

∆ � 1
2
bε logB. Hence the centre of the shock is located at

xm � 1 � εa� 1
2
pεbq2 logB,

� 1 � εa� 1
2
pεbq2 log 1

2ε
. (6.17)

These results should now improve the range over which we have good agreement be-

tween the numerical and asymptotic results and in the following section we shall look to

see if this is true.

6.5 Results

In this section we will display the results for each of the three cases to observe how well

the numerical and asymptotic results compare.
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6.5.1 Plane Case

In the plane case we have that a � t and b � 4 and so the perturbation expansions for the

shock location, xm, and width, xw, takes the form

xm � 1 � amε� bmε
2, am � t, bm � 8 log

�
1

2ε



, (6.18)

xw � awεp1 � bwεq, aw � 8α, bw � 4β log

�
1

2ε



, (6.19)

where α and β are as defined in (6.12) and (6.16). For the plane case this correction just

represents a constant shift in the shock location and width, not a change to the actual

shape. This is only true in the plane case, for the cylindrical and spherical cases the

correction term makes a significant change to the shock location and width.

For this reasons, comparisons between the numerical and asymptotic solutions for the

shock location are not plotted again and are shown in Figures 31 - 34. The results without

the correction are not shown due to the fact that for these values of ε the two sets of results

are too similar to notice any difference from the graphs in the results due to the correction

term. The shock width is not displayed here, but agrees with the predicted behaviour

from (6.16).
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6.5.2 Cylindrical Case

In the cylindrical case we have that a � 1
2
pexpptq � 1q and b � 2 expptq, resulting in the

following expressions for xm and xw

xm � 1 � amε� bmε
2, am � 1

2

�
et � 1

�
, bm � 2e2t log

�
1

εet



, (6.20)

xw � awεp1 � bwεq, aw � 4αet, bw � 2βet log

�
1

εet



. (6.21)

Comparisons between the numerical and asymptotic solutions for the shock location are

shown in Figures 35 - 38 and comparisons for the shock width are shown in Figures 39 -

42.

From observing the Figures displaying the shock location it can be seen that the cor-

rection term significantly extends the region of agreement and, perhaps more importantly,

captures the change in direction of the shock location from heading towards 0 to heading

away from 0. For the shock width, there is no similar change in direction, however the

correction term still offers a significantly improved region of agreement compared to not

applying the correction.

6.5.3 Spherical Case

In the spherical case we have that a � Eipexpptqq, where Eipxq is the exponential integral

and b � 4 exppexp tq, giving

xm � 1 � amε� bmε
2, am � Eipetq, bm � 2e2et log

�
1

2εeet



, (6.22)

xw � awεp1 � bwεq, aw � 8αee
t

, bw � 4βee
t

log

�
1

2εeet



. (6.23)

71



Figure 35: A comparison of the shock location from numerical results and asymptotic
predictions for ε � 0.001 for the cylindrical case.

The spherical case is unique due to the fact that the breakdown of weak shock theory

occurs in a different fashion from the plane and cylindrical cases. Weak shock theory first

breaks down when the first order approximation (the tanh shock) is no longer valid. This

occurs when εee
t
et � Op1q. In order to observe this behaviour we rescale the time such

that et
1 � et�et1 , where t1pεq is given implicitly by εee

t1et1 � 1. This reduces the modified

general Burgers’ equation (4.30) to

ut1 � u

2
�
�x

2
� u

	
ux � ee

t1

e�t1uxx. (6.24)

72



Figure 36: A comparison of the shock location from numerical results and asymptotic
predictions for ε � 0.0002 for the cylindrical case.

By examining the two term inner solution as done by Crighton [13] we arrive at the changes

of variables, u1 � ?
et1u� 1

2
and x1 � ?

et1px� 1q. This reduces (6.24) to

u1t1 �
u1

2
�
�
x1

2
� u1



u1x1 � ee

t1

ux1x1 � 1

4
. (6.25)

We now attempt to solve this equation in the limit as t1 gets large. It can be seen that all

terms will get large, except for the 1{4 term. So by solving this equation we arrive at the

following expression for u1

u1 � 1
2

?
et1
�

erfc
�

1
2

b
et1

eet
1 x1
	
� 1

	
. (6.26)
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Figure 37: A comparison of the shock location from numerical results and asymptotic
predictions for ε � 0.0001 for the cylindrical case.

Note, this form corresponds to the result obtained by Crighton and Scott in (3.46) in

‘Asymptotic Solutions of Model Equations in Nonlinear Acoustics’ [13]. Upon substituting

our original values back into (6.26), we obtain the following expression for u, once weak

shock theory has broken down

u � 1
2

�
erfc

�
x�1?
4εeet{et




. (6.27)

From here it can easily be seen that the shock width is given by A
a

4εeet{et, where A is

to be determined. We can attempt the same analysis as used in §6.4 to find an asymptotic

expression for the scaling of the shock width based on when the shock is at 90% and 10% of

the maximum value of the N-wave. However, when this is attempted we obtain a solution
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Figure 38: A comparison of the shock location from numerical results and asymptotic
predictions for ε � 0.00001 for the cylindrical case.

which is only suitable for trivially small values of ε.

In order to combat this, we adopted a numerical approach to find this scaling factor.

We considered the following function as an approximation to the erf N-wave in a similar

fashion to as was done in (6.2)

u � 1
2
x

�
erfc

�
x�1?
4εeet{et




. (6.28)

From here we compared the functions wnumptq, given by the numerical width based on

when the shock is at 90% and 10% of its maximum value and the asymptotic width,

wasymptq � A
a

4εeet{et. We noted that this form should be valid for values where t ¥ t1,
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Figure 39: A comparison of the shock width from numerical results and asymptotic pre-
dictions for ε � 0.001 for the cylindrical case.

hence it was decided to pick the scaling factor A such that

A � wnumpt1qa
4εee

t1{et1 . (6.29)

We now expect wasymptq to have good agreement with the numerical solution once the

initial asymptotic prediction has broken down.

The comparisons between the numerical solution and the three asymptotic solutions

for the shock width are shown in Figures 43 - 46. Looking in detail at Figure 43 we

can see that we have good agreement with the initial asymptotic solution until t � 0.7.

Inclusion of the correction term results in good agreement between the numerical and

asymptotic results being maintained until t � 1.3. From here, it can be seen the shock is
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Figure 40: A comparison of the shock width from numerical results and asymptotic pre-
dictions for ε � 0.0002 for the cylindrical case.

in a transitional phase until matching up with the Erfc solution at t � 1.7 which is to be

expected as for ε � 0.0005 we have a value of t1 � 1.764. Similar results can be observed

in the other three Figures.
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Figure 41: A comparison of the shock width from numerical results and asymptotic pre-
dictions for ε � 0.0001 for the cylindrical case.
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Figure 42: A comparison of the shock width from numerical results and asymptotic pre-
dictions for ε � 0.00001 for the cylindrical case.
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Figure 43: A comparison of the shock width from numerical results and asymptotic pre-
dictions for ε � 0.0005 for the spherical case.

Figure 44: A comparison of the shock width from numerical results and asymptotic pre-
dictions for ε � 0.0001 for the spherical case.
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Figure 45: A comparison of the shock width from numerical results and asymptotic pre-
dictions for ε � 0.00005 for the spherical case.

Figure 46: A comparison of the shock width from numerical results and asymptotic pre-
dictions for ε � 0.00001 for the spherical case.
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7 Solving for Long Time Asymptotics

Having discussed the behaviour of the shock for small times, it is also of interest to know

what form the shock will take in the old age regime (once nonlinear effects are neglible).

This is useful because once shock has fully diffused, it poses no adverse environmental

effect to people or animals on the ground. Another advantage is that it allows further

validation on the numerical method and to ensure that over long time frames we can

maintain a high degree of accuracy. In the old age case we can assume that the waveform

becomes small in amplitude. This allows Burgers’ equation to be solved exactly in the old

age case. Starting from Burgers’ equation (3.13) we have

UT � �UUX � gpT qεUXX , (7.1)

where

gptq �

$''''''&
''''''%

1 for the planar case

1
2
pT � T0 � 1q for the cylidrical case

expp T
T0
q for the spherical case

(7.2)

For long time solutions we assume that U Ñ 0 as T Ñ 8, hence we can ignore the

nonlinear effects (being quadratically small) giving us the following PDE to solve

UT � gpT qεUXX . (7.3)

From numerical investigations we know that this solution will form a similarity solution

in terms of the function X{pε ³ gpT qdT q 1
2 , therefore we make the change of variables y �
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X{pε ³ gpT qdT q 1
2 (and τ � T ), we then obtain new expressions for the derivatives as follows

B
BT � B

Bτ �
B
By

By
BT � B

Bτ �
�
� Xgpτq

2ε
1
2 p³ gpτqdτq 3

2

�
B
By ,

B
BX � B

By
By
BX � 1

pε ³ gpτqdτq 1
2

B
By ,

B2

BX2
� 1

pε ³ gpτqdτq BBy .
Substituting this into (7.3), we obtain

Uτ � Uy

�
� Xgpτq

2ε
1
2 p³ gpτqdτq 3

2

�
� gpτq³

gpτqdτ Uyy. (7.4)

Rearranging this gives ³
gpτqdτ
gpτq Uτ � y

2
Uy � Uyy. (7.5)

Now we have the equation in a form which is separable, so we can express U as Upy, τq �

Y pyqΓpτq in (7.5) to give the following equations to solve

Γ1 � Agpτq³
gpτqdτ Γ, (7.6)

Y 2 � y

2
Y 1 � AY � 0. (7.7)

where Y Ñ 0 as y Ñ �8 and A is a separation constant. The solution to (7.6) is given

by

Γpτq � BeA lnp
³
gpτqdτq � B

�»
gpτqdτ


A
. (7.8)
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We wish to find A in order to get an expression for U . It turns out that A can be found

by letting Y pyq � expp�η2qfpηq where η � y
2
. Now (7.7) becomes

f2 � 2ηf � 2p2A� 1qf � 0, (7.9)

which is the Hermite equation with eigenvalues λ � �2p2A� 1q. This standard equation

has polynomial solutions (Hermite Polynomials) when λ � 2n (n is a non-negative integer)

and solutions that grow exponentially otherwise. Exponentially growing solutions are not

appropriate physically, and hence we are restricted to λ � 0, 2, 4, 6, ... which corresponds

to A � �0.5,�1,�1.5, .... The condition Y p0q � 0 restricts us to the integer values of A,

of which A � �1 is the slowest decaying and the one that will dominate the behaviour at

long times. Now substituting A � �1 and Y p0q � 0 into equation (7.7) and solving for Y

we arrive at

Y pyq � Cye�
y2

4 (7.10)

We can now obtain an expression for UpX,T q � Y
�
X{pε ³ gpT qdT q 1

2

	
ΓpT q

UpX,T q �
D1

j
X

pε
³
gpT qdT q

1
2
e
� X2

4ε
³
gpT qdT�³

gpT qdT� � Dj

�
�Xe

� X2

4ε
³
gpT qdT�³

gpT qdT� 3
2

�

, (7.11)

where Dj is a constant to be determined. The solution of (7.3) has now been found for

arbitrary Dj. Dj depends on the waveform’s particular evolution through the nonlinear

regime. Recalling that each one of the three cases breaks down in a different way. This

means that Dj � Djpεq has to be determined uniquely for the plane, cylindrical and

spherical cases.

Having now found the old age form, the next challenge is how to obtain accurate
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numerical solutions for the cases of large T and how to judge when exactly the old age

form has been reached. The method used to obtain the numerical solutions in the long

age regime is to use the variable mesh numberical scheme described in §5 for early times.

Once the shock has become sufficiently smooth, we will use a change of variables to cause

the PDE to tend to a constant solution in time, for each of the three cases. After the

change of variables, we will then solve the new PDE using an evenly spaced mesh.

7.1 Planar Case

For the planar case, we make the change of variables X̄ � X

T
1
2

, T̄ � lnT and Ū � UT ,

then Burgers’ equation becomes

ŪT̄ � Ū �
�
X̄

2
� Ū

pe T̄2 q

�
ŪX̄ � εŪX̄X̄ , (7.12)

with the following long age behaviour

Ū � D
�
X̄e�

X̄2

4ε

	
. (7.13)

Here, the constant D has been determined by Crighton and Scott [13] to be D � expp 1
4ε
q

from the Cole-Hopf transformation. This result can be tested using numerical solutions of

the modified Burgers’ equation and shows excellent agreement, however obtaining numer-

ical results for the smaller values of ε proves challenging due to the long time scale before

the old age solution it reached.
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7.2 Cylindrical Case

As in the planar case we are guided by the old-age form (7.11) and set X̄ � X{T , T̄ � lnT

and Ū � UT 2, so that the old age solution takes the form

Ū � D1f1pX̄q, f1pX̄q � X̄ exp

�
�X̄

2

ε



, (7.14)

where the constant D1 depends on the nonlinear evolution from the specified initial con-

dition. In terms of the new variables the generalised Burgers’ equation becomes

ŪT̄ � 2Ū �
�
X̄ � Ū

e2T̄



ŪX̄ � ε

2
ŪX̄X̄ . (7.15)

For large T̄ the solution approaches the universal form (7.14) and, once this has occured,

D1 can then be obtained by considering the maximum value of Ū{f1, excluding the region

where Ū ! 1. The dependence of D1 on ε is readily determined, at least at leading

order, through the log-log plot of Figure 47 and we see that D1 varies as ε�2. Obtaining

a quantative prediction of D1 has proved a challenge and ‘its determination remains an

important unsolved canonical problem of nonlinear acoustics’ [13]. By considering the tail

of the shock (which satisfies a linear equation) and matching to the main part of the shock,

Enflo [20] was able to determine an approximation to the constant D1,

DE � 1

ε2
27

16

1?
6e

�
p1 � 2εq � 1

2

�
1 � 8

3
ε


�
π2

6
� ln 2 � 11

36


�
. (7.16)

It should be noted that this is not a perturbation expansion in small ε, rather the first two

terms in a summation that is assumed to converge reasonably quickly. Due to algebraic

complexity, obtaining subsequent terms in the summation is unrealistic. In order to assess
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the accuracy of (7.16) in Figure 48 we plot D1{DE as a function of ε. Thus, it appears

that the terms ignored in [20] contribute approximately 26% to the estimate of D1.

Figure 47: The values of D for various
values of ε for the cylindrical case.

Figure 48: A comparison of the values
of ε and the accuracy of the asymptotic
predictions for the cylindrical case.

7.3 Spherical Case

For the spherical case we take a similar approach to that outlined above. We make the

change of variables X̄ � X{e�T {2, T̄ � T and Ū � UeT , so that the old-age form becomes

Ū � D2f2pX̄q, f2pX̄q � X̄ exp

�
�X̄

2

4ε



. (7.17)

with the generalised Burgers’ equation in terms of the new variables becoming

ŪT̄ � Ū �
�
X̄

2
� Ū

pe3T̄ {2q



ŪX̄ � εŪX̄X̄ . (7.18)

A numerical value of D2 is obtained by considering Ū{f2 as described for the cylindrical

case. However, in contrast to the cylindrical case, an expression for D2 can be obtained

as a formal asymptotic limit [13], D2 � C
1
2 {6π 1

2 ε
3
2 , where C is such that ε exppCq{C � 1.

Again we can plot the ratio of the asymptotic constant and the numerical constant as a
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function of ε. From Figure 50 it is reasonable to conclude that as ε Ñ 0, the numerical

value of D2 approaches the asymptotic approximation of Crighton & Scott [13], though

close agreement is only obtained for very small values of ε.

Figure 49: The values of D for various
values of ε for the spherical case.

Figure 50: A comparison of the values
of ε and the accuracy of the asymptotic
predictions for the spherical case.

88



8 Including the effects of relaxation

8.1 Introduction

So far in this thesis we have only considered one absorption or dispersion mechanism. This

has been thermoviscous diffusion and accounts for the translational and rotational kinetic

energies of the molecules in the thermally and calorically perfect gas as is found in Burgers’

equation which was derived in §3.1. However, for polyatomic molecules, such as Nitrogen

and Oxygen, we must also consider the internal vibrational energies of the molecules in

the gas aswell. These vibrational energies are caused by the molecules absorbing energy

from sound waves propagating through the atmosphere. With each molecule there is

a characteristic relaxation time, τi, which represents the time over which the molecules

releases its energy and the non-dimensional change in linear sound speed between low and

high frequency signals, ∆i.

As discussed by Pierce [45], for air, the dominant relaxation modes are determined by

the Nitrogen and Oxygen molecules, with contributions from Carbon Dioxide becoming

more important at higher altitudes. Water vapour must also be considered as the amount

of water vapour present in the air affects the relaxation times associated with Nitrogen

and Oxygen as they are more likely to release their energy upon collision with a water

molecule.

The effects of relaxation require the inclusion of an additional term to Burgers’ equation

for each molecule we consider. Therefore the plane Burgers’ equation (3.13) with the
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inclusion of n relaxation modes becomes

UT � UUX �
ņ

i�1

∆iUiX � εUXX , (8.1)

where the Ui terms can be interpreted as partial pressures and are given by the following

equation �
1 � τi

B
BT


Ui � τi

BU
BT . (8.2)

Moreover, we can assume forward travelling waves at leading order as we did in (3.6), so

we can re-express (8.2) as �
1 � τi

B
BX



Ui � �τi BUBX . (8.3)

Introducing the effects of relaxation makes a key change to the general behaviour of

Burgers’ equation as we now have a break from the anti-symmetric behaviour which has

been a key feature of the earlier analysis as we must now consider both shocks in the

positive and negative regions.

8.2 Numerical Method

The PDE described in (8.1) can be solved using the implicit method as described by

Chong [7] described in §5, where we express the PDE as a tri-diagonal matrix to be

inverted. However, we also need to find an expression for Ui separately which can also be

found by expressing (8.3) as a tri-diagonal matrix also to be inverted.

In §5, we adopted a variable mesh scheme to solve Burgers’ equation for the region

r0, as where a was the smallest value such that upa, tq   10�8. This was possible due
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to the fact that we knew zero was a fixed point due to the wave being antisymmetric

about zero. However, upon the inclusion of relaxation effects, the wave will no longer

be antisymmetric. Hence we must consider both of the shocks centred approximately at

X � �1 when t � 0. This requires us to alter the numerical method in terms of setting

up and re-zoning the variable mesh (shown in the algorithm in Figure 10).

For the simple cases of two well behaved shocks (i.e. no sub-shocks or multiple shocks

[33]), we can split the x-domain into two regions and rezone each region separately as

demonstrated in the algorithm in Figure 10. In this case we need to make sure the

connecting points between the two regions match up perfectly, which involves calculating

the overlap in the middle and then compressing each side of the mesh about their shock

until the two regions meet up perfectly.

It is possible to have an initial disturbance that is not an N-wave and may contain

multiple shocks or multiple shocks may arise from a single N-wave. In this case, a more

complicated algorithm will be required to rezone the variable mesh. This will involve

locating all the shocks and then defining a mesh which will offer enough resolution for

them all. This method can be fairly computationally intensive and as such we use the

more basic algorithm for the cases where we do not expect to have more than two shocks

or any sub-shocks appearing.
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9 Understanding the effects of relaxation

9.1 Finding an analytic form for U1

In order to understand the effects of relaxation we will only consider one relaxation term

in this section, characterised by U1. As in Chapter 4, it is useful to introduce a change

of variables which will highlight the effects of the relaxation terms. We consider the

plane Burgers’ equation, which only accounts for nonlinear steepening and thermoviscous

diffusion, acting upon a unit N-wave. It has previously been seen in §4.1 that, at leading

order, the shock location moves with speed T
1
2 while the amplitude changes like T� 1

2 . In

order to combat this, we introduce a similar change of variables as in §4.1,

x � T� 1
2X, u � T

1
2U, u1 � T

1
2U1, t � lnT.

Recalling from §4.1, this change of variables is designed to keep the shocks fixed at lead-

ing order. However, this change of variables does not take into account any effects of

relaxation. In terms of the new variables the governing equation is now given by

ut � u

2
�
�x

2
� u

	
ux � e

t
2 ∆1u1x � εuxx, (9.1)

where the relaxation term is now given by

�
e
t
2

τ1

� B
Bx

�
u1 � �BuBx. (9.2)

Considering a relaxation mode with the limits of τ1 " 1 or τ1 ! 1 we can gain some

understanding of how the relaxation term affects the waveform. In the case where τ1 ! 1,
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(9.2) can be approximated as e
t
2u1{τ1 � �ux. Inserting this into (9.1) gives

ut � u

2
�
�x

2
� u

	
ux �

�
ε� ∆1τ1

e
t
2



uxx. (9.3)

As can be seen, this results in the relaxation mode acting as an additional diffusive term.

However, if we consider the case where τ1 " 1, (9.2) can now be approximated as Bui
Bx

� Bu
Bx

which results in the following form of (9.1)

ut � u

2
�
�x

2
� u� e

t
2 ∆1

	
ux � εuxx. (9.4)

This means, in this case, the relaxation term is acting as additional advection term.

We can verify these results by comparing the asymptotic forms with numerical solu-

tions. The cases of τ1 ! 1 and τ1 " 1 are plotted in Figures 52 and 53 respectively (all with

ε � 0.001), where Figure 51 is the control case with no relaxation modes. In a physically

realistic atmosphere we have that ∆1 ! 1, however in order to better see the effects of

relaxation, ∆1 was set to be 1 for the results presented in Figures 52 and 53. In Figure

52 it can be seen that the effect of the relaxation is to cause more dispersion around the

shocks, whereas in Figure 53 the effect of the relaxation is to cause a further advection

effect.

These two results corroborate our earlier assertions and we can offer physical interpre-

tations to these results. In the case where τ1 ! 1, the diatomic molecules have plenty of

time to absorb and release the energy before they get excited again. Hence, they act like

an additional diffusive term. Whereas, when τ1 " 1 the molecules don’t have time to lose

energy, this results in the molecules staying permanently in an excited state. This causes
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Figure 51: Burgers’ equation with no relaxation modes, plotted at t � 0, 2, 4, 6, 8 and 10.

an increase in the sound speed (referred to as the frozen sound speed) of ∆1, hence the

term acts like an additional advection term.

Having considered the cases where τ1 ! 1 and when τ1 " 1, it is also of interest to

consider the more interesting and physically relevant case where τ1 � Op1q. Here one

would expect there to be both effects of advection and diffusion, although there may be

other effects to the waveform that cannot be easily anticipated. In Figure 54, we present

numerical solutions of the case when τ1 � 1, also with ∆1 � 1 and ε � 0.001.

Upon observing Figure 54, the first thing to notice is the break from the antisymmetric

waves present in the previous cases where τ1 ! 1 and τ1 " 1. There are also a number

of unexpected features of the wave. One thing to note is the fact that the shock decays

much more compared to Figure 52, where τ1 ! 1 and the relaxation mode acted like an

additional diffusive term. In addition the loss of energy is not confined to the shocks as it

is in Figure 52. Also we seem to have the same amount of advection as in the case where
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Figure 52: Burgers’ equation with one relaxation mode where τ1 ! 1 (τ1 � 0.01), plotted
at t � 0, 2, 4, 6, 8 and 10, where an increase in time is seen by a decrease in amplitude.

Figure 53: Burgers’ equation with one relaxation mode where τ1 " 1 (τ1 � 100), plotted
from t � 0 to t � 1 with intervals of 0.2, where an increase in time is seen by a decrease
in amplitude.
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Figure 54: Burgers’ equation with one relaxation mode, τ1 � 1, plotted from t � 0 to
t � 1 with intervals of 0.2, where an increase in time is seen by a decrease in amplitude.

τ1 " 1 in Figure 53. Another unexpected feature of the waveform is the slowly decaying

tail in Figure 54 for the region x   �1. This result is unexpected as a slowly decaying

tail does not feature in either of the cases when τ1 ! 1 or τ1 " 1. However, the slow

decaying tail is a feature that has been observed in numerous experiments (e.g. Figure

5(a) in [57], Slide 9 in [25] and Figure 26 in [44]) so cannot be attributed to numerical

error. Experimental results will be covered in more detail in §10.6.

In order to explain this behaviour we need to consider (9.2) when τ1 � Op1q. Whilst we

cannot find an exact closed form solution for u1 for arbitrary functions of u. If we consider

a unit N-wave with an Op∆1q correction, where ∆1 ! 1, then a perturbation solution is

obtainable. A solution can be found by separating the N-wave into five regions; x   �1,

�1   x   1, x ¡ 1 and the two shocks at x � �1. This separation results in the following
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equations

e
t
2

τ1

u1 � u1x � Op∆1q, x   �1,

e
t
2

τ1

u1 � u1x � �1 �Op∆1q, �1   x   1,

e
t
2

τ1

u1 � u1x � Op∆1q, x ¡ 1.

We can also arrive at jump conditions by integrating (9.2) giving

et{2

τ1

» x�δ
x�δ

u1dx
1 � ru1sx�δx�δ � rusx�δx�δ .

Letting δ Ñ� 0 gives us that ru1sx�δx�δ � rusx�δx�δ. Applying this at the shocks centred around

x � �1 gives us that

u�1 � u�1 � 1 �Op∆1q, x � �1.

Solving these equations gives us the following results

u1a � A exp

�
e
t
2x

τ1

�
�Op∆1q, x   �1, (9.5)

u1b � B exp

�
e
t
2x

τ1

�
� τ1

e
t
2

�Op∆1q, �1,  x   1 (9.6)

u1c � C exp

�
e
t
2x

τ1

�
�Op∆1q, x ¡ 1, (9.7)

u1a � u1b � 1 �Op∆1q, x � �1, (9.8)

u1b � u1c � 1 �Op∆1q, x � 1. (9.9)

The constants A, B, and C can be found by using the matching shock conditions (9.8)

and (9.9) along with the farfield condition that u1 Ñ 0 as x Ñ �8 (in accordance with
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Figure 55: A comparison between the numerical and analytical solution of the relaxation
mode with τ1 � 1 and a perfect unit N-wave, where 2 exppx�1q corresponds to (9.10) and
2 exppx� 1q � 1 corresponds to (9.11).

the behaviour of u). Combining all this together results in the following equations for u1

u1a � 2

�
cosh

�
e
t
2

τ1

�
� τ1

e
t
2

sinh

�
e
t
2

τ1

��
exp

�
xe

t
2

τ1

�
�Op∆1q, x   �1, (9.10)

u1b �
�

1 � τ1

e
t
2



exp

�
px� 1qe t2

τ1

�
� τ1

e
t
2

�Op∆1q, �1   x   1, (9.11)

u1c � Op∆1q, x ¡ 1. (9.12)

This result can be verified by a simple comparison with the numerical solution of the

relaxation mode when we are considering a unit N-wave with τ1 � 1. This is shown in

Figure 55 and shows excellent agreement which holds true for all values of τ1.
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9.2 The effect of the relaxation term upon the waveform when

τ1 � Op1q

Having found an analytical expression for the relaxation term when τ1 � Op1q, we now

wish to see what effect this relaxation term has on the waveform. From observing Figure

54 it can be seen that one of the effects of relaxation is to cause the shock to move at a

rate that is approximately the same when τ1 " 1. In order to make the numerics simpler,

it helps to keep the shocks fixed at leading order. Looking back to (9.1), that equation

was designed to keep the shocks fixed at x � �1 (at leading order), however it did not

take into account any relaxation effects. We now attempt to eliminate the advective effect

of relaxation by shifting to a moving frame. By combining (9.1) and (9.2) we arrive at the

following equation

ut � u

2
�
�x

2
� u

	
ux � e

t
2 ∆1ux � ∆1

et

τ1

u1 � εuxx, (9.13)

where u1 is still as defined in (9.2). We now wish to eliminate the e
t
2 ∆1ux term by

introducing a change of variables x̄ � x� qptq, where qptq is to be determined. With this

change of variables (9.13) becomes

ut � u

2
� x̄

2
ux̄ � uux̄ �

�
q1ptq � 1

2
qptq � e

t
2 ∆1



ux � ∆1

et

τ1

u1 � εux̄x̄. (9.14)

Solving q1ptq � 1
2
qptq � e

t
2 ∆1 along with the condition that qp0q � 0 results in qptq �

∆1pe t2 � e�
t
2 q and (9.14) becomes

ut � u

2
� x̄

2
ux̄ � uux̄ � ∆1

et

τ1

u1 � εux̄x̄, (9.15)
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where the shocks are now fixed at x � �1 at leading order as long as the relaxation term,

∆1e
t{τ1, is small, hence we are restricted to values of τ1 " ∆1.

It is now desirable to perform a perturbation analysis for the relaxation term. However,

in order to do that we must first show that u1 is bounded so here we will show that |u1| ¤ 1

for all values of x.

Assuming we start with a N-wave shock, then we will have a relaxation term as is

shown in (9.10) to (9.12), where u1a, u1b and u1c describe the relaxation term u1 in the

intervals �8   x   �1, �1   x   1 and 1   x   8 respectively. Moreover, we must

have u1bp1q � u1cp1q � 1, where u1c � 0 and u1ap�1q � u1bp�1q � 1. Since both u1a and

u1b are increasing functions and u1a ¡ 0 for all values of x, we only need to show that

�1 ¤ u1bp�1q ¤ 0 in order to show that |u1| ¤ 1 for all values of x.

In order to show that�1 ¤ u1bp�1q ¤ 0, we express u1bp�1q as expp�2λq�1{λpexpp�2λ�

1qq, where λ � et{2{τ1. Now the domain �8   t   8 corresponds to the domain

0   λ   8 and it can be seen that as λÑ 8, u1bp�1q Ñ 0 and as λÑ 0, u1bp�1q Ñ �1

with no turning points in between. Hence, we can say that |u1|   1 for all values of x.

Now, we know that |u1|   1 for all values of x, this implies that ∆1u1
et{2

τ1
  ∆1

et{2

τ1
and

assuming that ∆1
et{2

τ1
! 1, we can perform a perturbation analysis for ε ! ∆1 ! 1 in order

to see what effect the relaxation term has on the waveform. If we write u � U�∆1V �εW

and use a similar expansion for u1, we can obtain equations for U , V and W of the form

Ut � U

2
� x̄

2
Ux̄ � UUx̄,

Vt � V

2
� x̄

2
Vx̄ � UVx̄ � V Ux̄ � et

τ1

U1,

Wt � W

2
� x̄

2
Wx̄ � UWx̄ �WUx̄ � Ux̄x̄, (9.16)
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where U1 is given from the form found in (9.12)

U1a � 2

�
cosh

�
e
t
2

τ1

�
� τ1

e
t
2

sinh

�
e
t
2

τ1

��
exp

�
x̄e

t
2

τ1

�
, x̄   �1,

U1b �
�

1 � τ1

e
t
2



exp

�
px̄� 1qe t2

τ1

�
� τ1

e
t
2

, �1   x̄   1,

U1c � 0, x̄ ¡ 1. (9.17)

Away from the shock regions at x̄ � �1, the solution for U is given as the unit N-wave

U �

$''''''&
''''''%

0, x̄   �1,

x̄, |x̄| ¤ 1,

0, x̄ ¡ 1.

This results in the following PDEs governing the correction term due to relaxation effects

Vt � V

2
� x̄

2
Vx̄ � et

τ1

U1a, x̄   �1, (9.18)

Vt � �V
2
� x̄

2
Vx̄ � et

τ1

U1b, �1   x̄   1, (9.19)

Vt � V

2
� x̄

2
Vx̄, x̄ ¡ 1. (9.20)

When x̄ ¡ 1, it can be seen that in order to satisfy the far field conditions that V Ñ 0 as

x̄Ñ 8, we require that V � 0 for (9.20). In the region x̄   �1, progress can be made by

writing V � vpλqeλx̄, where λ � e
t
2 {τ1. By using the chain rule and the fact that λt � 1

2
λ
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we arrive at the following form for (9.18)

1

2
λ

�
dv

dλ
� x̄v



� 1

2
pλx̄v � vq � 2τ1λ

2

�
coshpλq � sinh pλq

λ



,

dv

dλ
� v

λ
� �4τ1λ

�
coshpλq � sinh pλq

λ



,

d

dλ

�v
λ

	
� �4τ1

�
coshpλq � sinh pλq

λ



,

vpλq � �4λτ1

�
sinhpλq �

» λ
λ0

sinh pλq
λ

dλ� C



, (9.21)

where C is defined such that V px̄, 0q � 0 resulting in C � 0. This gives us the following

form for V

V px̄, tq � �4λτ1e
λx̄

�
sinhpλq �

» λ
λ0

sinh pλq
λ

dλ



, λ � e

t
2

τ1

. (9.22)

For the region where |x̄|   1, no similar simplification can be found. However, progress

can be made using the method of characteristics, first introduced in §2.1. By rewriting

the governing equation as

Vt � x̄

2
Vx̄ � �V

2
� λ2τ1

�
1 � 1

λ



exp ppx̄� 1qλq � λτ1. (9.23)

We define the characteristics as

dx̄

dt
� 1

2
x̄, (9.24)

which results in the following characteristics for x̄

x̄ � x̄0e
t
2 � x̄0τ1λ, (9.25)

and allows us to express dV
dt
� Vt � x̄

2
Vx̄. So, we can now re-express (9.23) and solve for V
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along the characteristics as is shown

dV

dt
� V

2
� �λ2τ1

�
1 � 1

λ



exp ppx̄0τ1λ� 1qλq � λτ1,

d

dt

�
e
t
2V
	

� e
t
2

�
�λ2τ1

�
1 � 1

λ



exp ppx̄0τ1λ� 1qλq � λτ1



,

dλ

dt

d

dλ
pτ1λV q � �λ3τ 2

1

�
1 � 1

λ



exp ppx̄0τ1λ� 1qλq � λ2τ 2

1 ,

d

dλ
pλV q � �2λ2τ1

�
1 � 1

λ



exp ppx̄0τ1λ� 1qλq � 2λτ1,

λV � �2τ1

» λ
λ0

γ2

�
1 � 1

γ



exp

�
x̄0τ1γ

2 � γ
�
dγ � λ2τ1,

V � �2
τ1

λ

» λ
λ0

γ2

�
1 � 1

γ



exp

�
x̄0τ1γ

2 � γ
�
dγ � λτ1. (9.26)

We can now use this form to compare with numerical solutions. However, there is a

slight problem in obtaining a numerical solution for V and that is the form of the wave is

u � U � ∆1V � εW , where W is not known. To compensate for this we take ε ! ∆1 and

plot pu � xq{∆1 as an approximation to V , where we take U � x in accordance with the

outer solution. Results of this are shown in Figures 56 to 61, where τ1 � 1 for all results.

In Figures 56 and 57 we plot the comparison well away from the shocks, In Figures 58 and

59 we plot the comparison close to the shock at x � 1 and in Figures 60 and 61 we plot

the comparison close to the shock at x � �1.

As can be seen good agreement is found, except when we get close to the shocks. This

is due to the fact that the shocks at x � �1 are of width proportional to ε, so we do

not have a perfect N-wave which was our assumption in deriving the expression for V in

(9.26). This means that in Figures 58 and 60, we have a constant error for a short time

until t increases and the shocks start to move at speeds 1� εt and �1� εt for the shocks

at x � �1 respectively. This causes the shocks to move towards the points 0.99 and �0.99
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Figure 56: A comparison between the numerical and analytical results for V at the point
x � 0 with ∆1 � 0.1 and ε � 0.001.

causing the comparisons to diverge further. It is worth noting that for Figures 59 and 61,

if we replace the point x � �0.99 with x � �0.999, a similar effect will be seen to that

seen in Figures 58 and 60.

It is perhaps more valuable to observe the general agreement by comparing the values

of V px, tq for a fixed value of t for the numerical and asymptotic results. This is shown in

Figures 63 to 65, where the comparisons are plotted for values of ∆1 of 0.01, 0.1, 0.25, 0.5

respectively with t � 0.5.

It is worth noting that the numerical results have not been plotted around the shocks

due to poor agreement caused by the tanh shock which invalidates our assumption of a

perfect N-wave. Also of worth noting is that the compact domain used extends far past

x � �3 in order to get reliable results due to the nature of the slow decaying tail. With
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Figure 57: A comparison between the numerical and analytical results for V at the point
x � 0 with ∆1 � 0.01 and ε � 0.0005.

t � 0.5 it was found a lower limit of xmin � �10 was sufficient to capture the behaviour of

the shock. Extending the lower limit to xmin�30 made no noticeable difference to the final

result. As can be seen from Figures 63 and 62, we have excellent agreement for ∆1 � 0.1

and ∆1 � 0.01 with near perfect agreement in the region |x|   1. The errors in the region

x   �1 are suspected to come from the ignore O(ε) term from our initial expression that

u � U � ∆1V � εW . Only when ∆1 is increased to larger values as is shown in Figure

64 and 65 do we start to see noticeable differences between the asymptotic and numerical

solutions in the region �1   x   1. On the whole these results validate the previous

asymptotic work and offer a good foundation for explaining the effects of relaxation, in

particular the slowly decaying tail for x   �1.
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Figure 58: A comparison between the numerical and analytical results for V at the point
x � 0.99 with ∆1 � 0.1 and ε � 0.001.

Figure 59: A comparison between the numerical and analytical results for V at the point
x � 0.99 with ∆1 � 0.01 and ε � 0.0005.
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Figure 60: A comparison between the numerical and analytical results for V at the point
x � �0.99 with ∆1 � 0.1 and ε � 0.001.

Figure 61: A comparison between the numerical and analytical results for V at the point
x � �0.99 with ∆1 � 0.01 and ε � 0.0005.
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Figure 62: A comparison between the numerical and analytical results for whole waveform
where t � 0.5 with ∆1 � 0.01 and ε � 0.0005.

Figure 63: A comparison between the numerical and analytical results for whole waveform
where t � 0.5 with ∆1 � 0.1 and ε � 0.001.
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Figure 64: A comparison between the numerical and analytical results for whole waveform
where t � 0.5 with ∆1 � 0.25 and ε � 0.001.

Figure 65: A comparison between the numerical and analytical results for whole waveform
where t � 0.5 with ∆1 � 0.5 and ε � 0.001.
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10 Full Atmospheric Model

10.1 Introduction

In this chapter we will use our knowledge of Burgers’ equation developed over the previous

chapters to generate a complete atmospheric model of how sonic booms propagate through

a realistic atmosphere.

The task of adapting previous work for a full atmospheric model will involve numerous

steps. A brief description of the steps will be given here. In §10.1, an introduction will

be given outlining the problem and highlighting the differences from earlier methods. The

full atmospheric model will involve considering numerous new parameters and how they

change with altitude. These parameters will be discussed in §10.2. In §10.3, we are faced

with the challenging problem of calculating along what paths the rays will travel. We

can no longer assume spherical symmetry due to changes in sound speed with altitude

causing the sound waves to have curved paths. A form for the ray tube area is obtained

by assuming a linear sound speed in the atmosphere which allows us to predict the sonic

boom carpet, that is the area on the ground where a sonic boom will be heard from a

supersonic object in the atmosphere. Having defined all the parameters needed, §10.4 will

incorporate these into a numerical model where the key differences are the need to redefine

certain parameters as the wave propagates. Finally, in §10.5 and §10.6, numerical results

will be presented a brief comparison made to experimental results.

The key differences from the method approached here to the method used in previous

work is the focus on the detailed shock structure. For example Cleveland, [9], solved the

nonlinear PDE in the frequency domain which causes a loss of resolution of the in-depth
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shock structure. Johnson, [32], considered a travelling wave as an approximation to a

shock, so an in-depth shock analysis was not possible.

One further thing to be mentioned is that this section is unique in the fact that we

perform no asymptotic analysis on the equation. This is because the varying atmospheric

parameters make it much more complicated in obtaining an accurate asymptotic predic-

tion.

In previous chapters, we have considered propagation through a homogeneous medium

which means that many of the governing parameters can be treated as constants. However,

in a realistic atmosphere, many of these parameters vary with altitude, temperature and

water vapour content, which means that the ray paths no longer travel along straight

lines. This means we need to develop a new system to replace the idea of considering

either plane, cylindrical or spherical spreading. In order to understand this problem, it is

useful to consider exactly how these ray paths are being generated as is shown in Figure

66. Sonic booms will travel along the ray paths which are perpendicular to the Mach

cone, where the angle is given by ψ � sin�1pc{vq � sin�1p1{Mq, where c is the speed

of sound and v is the velocity of supersonic object. This means that in a homogeneous

(e.g. isothermal) atmosphere, for a supersonic object at an altitude of 10,000m travelling

at Mach 1.5, the waves from directly beneath the object will travel 13,416m in total

before reaching the ground 8,944m away from directly beneath the point at which the

boom was generated as shown in Figure 67. However in a stratified atmosphere the sound

speed is not constant, but varies with altitude. In Earth’s atmosphere the sound speed

varies approximately linearly from 295ms�1 at 10,000m to 343.2ms�1 at sea level [6]. This

results in the ray paths being curved and, in some cases, it is possible for the waves to start

travelling upwards, back into the atmosphere, before they hit the ground. This case is of
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Figure 66: The ray paths generated by a supersonic object.

particular interest as there would be minimal environmental impact to people or animals

on the ground.

A ray tube is defined by the area enclosed by paths of four rays that have trajectories

varying by some small amount. Propagation of sound down a ray tube is similar to the

previous cases we have considered of plane, cylindrical or spherical symmetry where we

assume that there is no particle velocity perpendicular to the propagation direction. In

ray theory this translates to there being no interaction from adjacent ray tubes, hence it

is important to note that in the case of turbulence this assumption becomes invalid, de-

creasing the accuracy of the results. Equation (2.69) by Cleveland [9] gives the generalised

Burgers’ equation for propagation in a ray tube as

Bp̂
Bs �

1

2Apsq
BA
Bs p̂ �

β

ρc3

Bp̂
Bξ p̂�

1

c2

¸
i

p∆cqiBp̂iBξ � δ̂

2ρc3

B2p̂

Bξ2
, (10.1)

112



Figure 67: The distance a sonic boom travels from a supersonic object at 10,000m travel-
ling at Mach 1.5.

where �
1 � cτ̂i

B
Bξ


p̂i � τ̂i

Bp̂
Bξ . (10.2)

Here p̂ is the acoustic pressure (the local pressure deviation from the ambient atmospheric

pressure), s is the distance the sonic boom has propagated and ξ � t� s{c is the retarded

time where t is the time. A represents the ray tube area, ρ is the ambient density, β

the coefficient of nonlinearity and δ is a combination of the coefficients of viscosity and

thermal conductivity.

In the case of plane, cylindrical or spherically spreading waves, A is proportional to

rj where j � 0, 1, 2 corresponds to plane, cylindrical and spherical symmetry respectively.

It can be seen that the BA
Bs
{2Apsq term reduces to j{2r, which leads us to the expression

found in (3.12) in §3.1.
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Including variation of density and sound speed with altitude leads us to the following

equation to describe the propagation of a sonic boom through a realistic atmosphere

Bp̂
Bs �

1

2Apsq
BA
Bs p̂�

1

2ρpsq
Bρ
Bs p̂�

1

2cpsq
Bc
Bsp̂ �

β

ρc3

Bp̂
Bξ p̂�

1

c2

¸
i

p∆cqiBp̂iBξ � δ̂

2ρc3

B2p̂

Bξ2
, (10.3)

where �
1 � cpsqτ̂ipsq BBξ



p̂i � τ̂ipsqBp̂Bξ , (10.4)

as described in equation (2.84) by Cleveland [9]. In §4, it was discussed how a shock is

formed from a balance between the nonlinear steepening and the diffusive forces. This

balance causes the formation of the tanh shock as has been previously discussed. Typically

a supersonic object creates a waveform which contains many sub-shocks determined by

the geometry of the supersonic object as shown in Figure 68. While we are primarily

concerned with the propagation of well formed sonic booms (the N-waves), it is worth

considering how long it will take for all the sub-shocks to merge into one well defined

shock, so we can then find an approximate numerical solution for any initial disturbance.

For a specific source, the disturbance close to a supersonic profile can be described in

terms of Whitham functions as summarised by Pierce [45]. This theory has been extended

by Johnson [32] and remains valid provided the object is slower than Mach 3. From

this, the approximate length-scale of N-wave formation for supersonic objects, s0, can be

obtained as

s0 � O

�
L5pM2 � 1q

8β2M7S4
maxΦ2

max



, (10.5)

where L is the craft length, Smax is the maximum cross-sectional area of the craft, β � 1.402

is the ratio of specifics heats and Φmax � 6 is a function describing the pressure disturbance

caused by the projectile. From observing the expression for s0, it can be seen that s0 is
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Figure 68: An example showing the waveform close to, and far from, the supersonic object.
Taken from Figure 17, 6th Weather Wing [15].

smaller, corresponding to a shorter length scale, for geometries similar to fighter jets and s0

is a lot larger for larger aircrafts, for example a body with similar dimensions to Concorde.

An initial amplitude for a shock can be calculated from knowledge of the dimensions of

the supersonic object, the Mach number, the propagation distance, s0, at which an N-wave

will have formed by, the sound speed and the density at the altitude of the location of the

supersonic object. This results in the following form for the initial, positive overpressure,

p0, defined by Pierce [45] as

p0 � c2ρpM2 � 1q� 1
4M

3
4S

1
2
maxK

2
1
4β

1
2 s

3
4
0L

1
4

, (10.6)

where K is a dimensionless constant between 0.57 and 0.85 depending on the shape of

the object. The equations, (10.5) and (10.6) provide initial conditions with which we can

use to solve the general equation (10.3) with (10.4). However, before we can generate

a full solution we need to calculate the ray tube area, A, for a given set of atmospheric

parameters and to find the dependence of c and ρ on the propagation distance, s.
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Of all the quantities mentioned above, the one which will provide the most challenge

in finding will be the ray tube area, A. In previous sections we have included cylindrical

and spherical symmetry when considering how this sonic booms propagate. However,

when considering the atmosphere, the assumption that the rays travel in straight lines is

insufficient to model the complexities of the atmosphere. This is primarily due to the fact

that the speed of sound varies with altitude, causing the ray paths to curve according to

how the sound speed varies. So before we can develop a full atmospheric model, we must

consider how the sound waves will travel through the atmosphere which will be discussed

in §10.3. However, we will first discuss how the parameters in the atmosphere vary with

altitude.

10.2 Constants varying with Altitude

In order to generate a description of the behaviour of sonic booms through a realistic

atmosphere we need to have accurate measurements of how parameters vary with altitude.

In this section we wish to establish a series of parameters which can be used as a test

case for numerical investigation. The choice of parameters will be guided by empirical

formulae derived from experimental data. During numerical investigations, the parameters

will change according to the local conditions. In particular we expect temperature and

humidity to change noticeably for different locations.

10.2.1 Temperature

Temperature is one of the hardest parameters to get an accurate measurement of how it

behaves in relation to altitude due to the varying weather conditions. We will assume a
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fairly cold ground temperature of 10�C which will decrease linearly to a temperature of

�53�C at 11, 000m which stays approximately constant to 20, 000m, which is an appro-

priate approximation [24]. However, the numerical model will allow for the temperature

to be changed according to the specific local conditions.

10.2.2 Gravity

The gravitational attraction between two bodies is proportional to the inverse square of the

distance between the two bodies. Typically we treat the acceleration due to gravitational

attraction, g, as a constant. However, when considering bodies at altitude of around

z � 11, 000m, this assumption becomes less acceptable. Here we will define the acceleration

due to gravitational attraction as

g � g0

�
re

re � z


2

, (10.7)

where z is the altitude, g0 � 9.8067ms�2 is the standard gravitational attraction and

re � 6, 371, 000m is the Earth’s mean radius. This results in the gravitational attraction

changing from g0 at ground level to g � 9.7729ms�2 at 11,000m which makes a small

impact on the behaviour of the sonic boom but has been included for completeness.

10.2.3 Speed of Sound

The speed of sound is primarily dependent on temperature and can be found to be

c � p1 � 0.0016hq
a
γRairt, (10.8)
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where h is the percent mole fraction of water vapour in the air, Rair � 287.06 is the ideal

gas constant for dry air, γ � 1.402 is the ratio of specific heats and t is the temperature in

Kelvin [6]. Since the percent mole fraction of water vapour in the air is typically around

one percent we ignore this term leaving us with

c �
a
γRairt. (10.9)

10.2.4 Ambient Pressure

In order to find ambient pressure, we must assume that the sound speed and acceleration

due to gravity vary slowly with altitude which is a reasonable assumption. This results in

the following form for the ambient pressure, Pamb

Pamb � Pr exp
�
�γgz
c2

	
, (10.10)

where Pr � 1.013 � 105 is the reference pressure, [1].

10.2.5 Humidity

Humidity is similar to temperature in that it can vary with the weather conditions. Here,

we will assume a relative humidity of 60% at ground level and a linear increase up to

75% at 6, 000m followed by a linear decrease to 27% at 11, 000m. Relative humidity,

hr, is defined as the ratio of vapour pressure Pw to the saturation pressure, Psat, giving

hr � 100Pw{Psat. However, we need humidity in terms of the ratio of vapour pressure

to the ambient atmospheric pressure, P0, giving h � 100Pw{P0. In order to convert from

relative humidity to actual humidity we need the following empirical law [35], giving the
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dependence of saturation pressure on the temperature as

log10

�
Psat

Pr



� �6.8346

�
273.16K

t


1.261

� 4.6151.

From here we can find a relation between relative humidity and actual humidity which

allows us to find h from our initial assumption of the relative humidity.

10.2.6 Density

The density, ρ, is defined by ρ � γPamb{c2. Therefore this can easily be found from (10.10)

to be

ρ �
�
Prγ

c2



exp

�
�γgz
c2

	
. (10.11)

10.2.7 Diffusivity of Sound

The diffusivity of sound was first discussed in §3.1 and is made up of a combination of the

coefficients of viscosity, bulk viscosity and thermal conduction, defined as

δ � 1

ρ

�
4

3
µ� µB � pγ � 1qκ

cp



, (10.12)

where µ is the viscosity, µB is the bulk viscosity defined as µB � 0.6µ, κ is the coefficient

of thermal conductivity and cp � γR{pγ�1q is the coefficient of specific heat at a constant

pressure [38]. Pierce [45] gives the dependence of µ and κ on temperature t in p�K) as

µ

µ20

�
�
t

t20


 3
2 t20 � ts
t� ts

,

κ

κ20

�
�

t

293.16


 3
2 t20 � ta expp�tb{t20q

t� ta expp�tb{t q. (10.13)
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where µ20 � 1.8134 � 10�5 kg/(ms), κ20 � 2.571 � 10�2 W/(mK), t20 � 293.16K, ts �

110.4K, ta � 245.4K and tb � 27.6K. Here µ20 and κ20 are reference values taken at 20�C.

10.2.8 Relaxation Terms

As has been mentioned in §8.1, the relaxation times for Nitrogen and Oxygen are highly

variant on the humidity. This is due to the fact that the molecules are a lot more likely to

lose their energy upon collision with a water molecule than another Nitrogen or Oxygen

molecule. The ISO standard (ISO 9613-1 1993) gives the relaxation frequencies for Oxygen

and Nitrogen as

fr,O � P0

Pr

�
24 � 40400

0.02 � h

0.391 � h



Hz,

fr,N � P0

Pr

c
t20

t

�
9 � 280h exp

�
�4.170

�
t20

t


 1
3

� 1

��
Hz, (10.14)

where h is the humidity and the relaxation time can be found as τr � 1{2πfr and t20 is

still defined at t20 � 293.16K. Similarly, the change in sound speed due to each relaxation

process is defined as

p∆cqr � Arc
2

2π
,

where Ar are defined for Nitrogen and Oxygen by the ISO standard (ISO 9613-1 1993) as

Ar,O � 0.01275

�
t20

t


 5
2

exp

��2239.1

t



Npm�1Hz�2,

Ar,N � 0.1068

�
t20

t


 5
2

exp

��3352

t



Npm�1Hz�2. (10.15)
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10.3 Ray Tubes

10.3.1 Introduction and Ray Paths

To propagate sonic booms in a realistic atmosphere, we need to find accurate values for

all of the parameters mentioned in (10.3). Most of these can easily be found, but we need

to find an expression for the ray tube area Apsq. This section will present an overview of

ray tube theory based upon the work done by Johnson [32] and Cleveland [9]. This will

allow us to integrate ray tube theory into our full atmospheric model.

A ray tube is defined as the area enclosed by the paths of four rays that have trajectories

varying by some small amount as shown in Figure 69. As these rays diverge, the acoustic

energy is spread over a larger area and hence the amplitude of the shock decreases. In

order to find expressions for these ray paths we need to generate some sort of notation

to describe the ray angles. This is presented in Figures 70 and 71 where ψ is the Mach

angle, φ is the azimuthal angle (the angle between the ray path and the vertical plane),

ν is the ray heading (the angle made between the ray path and the flight line) and θ is

the grazing angle (the angle made between the ray path and the horizontal plane). We

also say the wave is travelling in direction ~s and s � |~s| is the distance along the ray path

as previously defined. We define ~r as the projection of ~s onto the x � y plane, which is

introduced to make deriving certain expressions simpler.

As the rays propagate through the atmosphere, the fact that the sound speed varies

with altitude means that the ray paths are curved, hence the quantities θ and φ also vary.

We begin by introducing the quantities θ0 and φ0 to represent the initial values of these

angles. Since there is no horizontal variation in the parameters, a ray path will lie in a
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Figure 69: The ray tube area enclosed by four rays.

  

Figure 70: The notation used to describe the ray paths (side view).
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Figure 71: The notation used to describe the ray paths (front view).

single vertical plane and hence the ray heading, ν, is constant for a particular ray. These

changes also impact on the direction of the wave ~s, hence ~s0 will be used to represent the

initial direction of the wave.

10.3.2 General Ray Tube Theory

Before we start to derive expressions for the area of ray tubes it is useful to derive a couple

of relations between φ0, θ0, ν and ψ. By looking at Figure 72 and considering expressions

for ∆y, a small movement in the y-direction (with ∆x, ∆z and ∆s similarly defined), it

can be seen that ∆y � �∆z tanφ. Similarly, it can also be seen that ∆y � �∆r sin ν �

∆z sin ν{ tan θ. This results in the following relation

sin ν � tan θ tanφ, (10.16)

123



  

Figure 72: The relation between the various angles for the ray path problem from Figure
70.

which is valid at all points along the ray path. Since this is true for all points along the

ray path, we must also have that

sin ν � tan θ0 tanφ0. (10.17)

Initially the direction of the ray path is normal to the Mach cone (with semi-angle

ψ). This provides a relationship between the initial propagation angles, θ0 and φ0. From

Figures 70 and 72, ∆z can be expressed as ∆z � �∆s cosφ0 cosψ and ∆z � �∆s sin θ0,

giving us the following relation

sin θ0 � cosψ cosφ0. (10.18)
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Now we have found these two relationships, we are in a position to find an expression

for Apsq which will allow us to solve (10.3). Recall that a ray tube is defined as the area

enclosed by paths of four rays that have trajectories varying by some small amount. Here

we will take an arbitrary ray tube as the area enclosed by the rays launched at pta, φaq,

pta�∆ta, φaq, pta, φa�∆φaq and pta�∆ta, φa�∆φaq for some time ta and some azimuthal

angle φa, introduced by Hayes, [27]. This is illustrated in Figure 69. The rays launched

at ta and ta � ∆ta follow parallel trajectories, while the rays launched at angles φa and

φa � ∆φa will follow slightly different trajectories. The cross sectional ray tube area is

denoted by A and is shown in Figure 69, which will be a function of ta, φa,∆ta,∆φa and

s, the propagation distance along with ray tube.

By observing Figure 69 we can obtain an expression for the horizontal ray tube area,

Ah

Ahpφ0, sq � Bx
Bta∆ta

By
Bφ0

∆φ0, (10.19)

where Bx
Bta

is the velocity of the supersonic object, v, which we take to be a constant. Hence

By
Bφ

represents the effects of atmospheric stratification. However, in (10.3), we need to find

an expression for A instead. The ray tube area normal to the ray, A, can be found in

terms of Ah to be

Apφ, sq � Ahpφ0, sq sin θ � v∆ta
By
Bφ0

∆φ0 sin θ, (10.20)

where the only value which cannot be easily found is By
Bφ

. Hence, in order to find an

explicit expression for A, we must first find an expression for By
Bφ0

. To do this we need to

find expressions for dy
dz

, dx
dz

and dy
dx

, which are obtained using expressions for ∆x,∆y and

∆z. These can then be found by considering Figure 72, which results in the following
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expressions,

∆x � ∆r cospνq � ∆s cospνq cospθq,

∆y � ∆r sinpνq � ∆s sinpνq cospθq,

∆z � �∆s sin θ. (10.21)

From here we can obtain that

dx

dz
� �cos ν

tan θ
,

dy

dz
� � sin ν

tan θ
. (10.22)

We can now integrate (10.22), noting that ν is independent of z, giving us

xpφ0, zq � cos ν

» z
z0

cos θ

sin θ
dz,

ypφ0, zq � sin ν

» z
z0

cos θ

sin θ
dz. (10.23)

The variation of θ with z for a given sound speed cpzq is determined using Snell’s law [50].

Based on the principle that the signal travels along the path that minimises travel time, for

a continuous variation of c, Snell’s law informs us that cos θ{c � constant, hence cos θ{c �

cos θ0{c̄, where c̄ is the starting sound speed. Now (10.23) can be used to determine the

path once we have a relation between z and θ. Returning to the determination of the

ray tube, derivatives of the angles with respect to φ0 can now be found. Differentiating
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(10.18) with respect to φ0 leads to

cos θ0
Bθ0

Bφ0

� � cosψ sinφ0,

Bθ0

Bφ0

� � sin θ0

cosφ0

sinφ0

cos θ0

,

� � tan θ0 tanφ0,

� � sin ν. (10.24)

Similarly differentiating (10.16) with respect to φ0 leads to

cos ν
Bν
Bφ0

� sec2 θ0 tanφ
Bθ0

Bφ0

� tan θ0 sec2 φ0,

Bν
Bφ0

� tan θ0

cos2 φ0 cos ν
� tanφ0 tan ν

cos2 θ0

. (10.25)

An expression for Bθ
Bφ0

can be obtained by considering Snell’s law differentiated with respect

to φ0

� cos θ
Bθ
Bφ0

� � c

c0

sin θ0
Bθ0

Bφ0

,

Bθ
Bφ0

� sin θ0

sin θ

cos θ

cos θ0

Bθ0

Bφ0

,

� �tan θ0

tan θ
sin ν. (10.26)

We can now combine (10.23), (10.25) and (10.26) to find By
Bφ0

which provides an explicit

expression for the ray tube area A defined in (10.20).

By
Bφ0

� �
�

cos ν
Bν
Bφ0

»
cos θ

sin θ
dz � sin ν

»
� 1

sin2 θ

Bθ
Bφ0

dz

�
,

�
�

tan θ0

cos2 φ0

� tanφ0 sin ν

cos2 θ0



I1 � sin2 ν tan θ0I2, (10.27)
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where

I1 � �
» z
z0

cos θ

sin θ
dz, I2 � �

» z
z0

cos θ

sin3 θ
dz. (10.28)

Hence, the ray tube area, A, can be defined as

Apφ0, sq � sinpθqv∆ta∆φ0paI1 � bI2q, (10.29)

where

a � tan θ0

cos2 φ0

�
1 � sin2 φ0

cos2 θ0



, b � tan3 θ0 tan2 φ0, (10.30)

using the relation found in (10.17). Now a and b only depend on the initial quantities and,

as such, are constant for a particular ray. Observing the governing equation, (10.3), we

can see that A only appears in the form BA
Bs
{A which can be found to be

1

A

BA
Bs � 1

A

BA
Bz

Bz
Bs ,

� 1

A
sin θ

BA
Bz ,

� sin θ
1

aI1 � bI2

�
a

cos θ

sin θ
� b

cos θ

sin3 θ



,

� cos θ

aI1 � bI2

�
a� b

sin2 θ



. (10.31)

From here it can be seen that the choice of the constants v∆ta∆φ0 is irrelevant. This form

now allows us to solve (10.3), provided we can find an expression for I1 and I2.

10.3.3 Ray Tubes in an atmosphere with a linear sound speed profile

In order to use the expression found in (10.31) to solve (10.3), we need to find explicit

forms of I1 and I2. As was discussed in §10.2.3, we have the speed of sound given by

128



the following equation, c � ?
γRairt, where γ is the ratio of specific heats, Rair is the

ideal gas constant for dry air and t is the temperature in Kelvin. In §10.2.1 we saw how

temperature decreased approximately linearly from sea level, where t � 283K to 11, 000m,

where t � 220K. Since this represents a fairly small percentage change, we can make the

approximation that the sound speed also decreases linearly with altitude. Therefore we

have an alternative form for the sound speed c � cp0qp1� ε̂zq, where cp0q � 337.58ms�1 is

the ground sound speed at 10�C and, by considering the sound speed at 11, 000m, we can

arrive at ε̂ � �1.0749 � 10�5m�1. We also define ĝ � cp0qε̂ � �0.0036s�1 as the sound

speed gradient.

We can use this form, along with Snell’s law c̄{ cos θ0 � c{ cos θ, where c̄ is the sound

speed at the launch altitude to give us an expression for θ, the grazing angle

cos θ � cos θ0

c̄
cp0qp1 � ε̂zq. (10.32)

It can now be shown that ray paths with a linear sound speed are arcs of circles. From

(10.22) it can be seen that

dr

dz
� � tan θ,

� �
c

1

cos2 θ
� 1,

� �
?

1 � cos2 θ

cos θ
.

� �
a

1 � cos2 θ0c2{c̄2

cos θ0c{c̄ ,

using Snell’s law. We now need to express c in terms of z. Previously we have stated that
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c � cp0qp1 � ε̂zq. This is equivalent to c � c̄� ĝpz � z0q which gives

dz

dr
� �

a
1 � pcos θ0{c̄q2pc̄� ĝpz � z0qq2
pcos θ0{c̄qpc̄� ĝpz � z0qq . (10.33)

From here we can obtain a relation between r and z by manipulating (10.33) and inte-

grating giving

dr

dz
� � pcos θ0{c̄qpc̄� ĝpz � z0qqa

1 � pcos θ0{c̄q2pc̄� ĝpz � z0qq2
,

r � � c̄

cos θ0ĝ

d
1 �

�
cos θ0

c̄


2

pc̄� ĝpz � z0qq2 � C,

pr � Cq2
�

cos θ0ĝ

c̄


2

� 1 �
�

cos θ0

c̄


2

pc̄� ĝpz � z0qq2,

pr � Cq2 �
�

c̄

cos θ0ĝ


2

�
�
c̄

ĝ
� pz � z0q


2

,

pr � Cq2 �
�
c̄

ĝ
� pz � z0q


2

�
�

c̄

cos θ0ĝ


2

, (10.34)

where C is a constant. Now it can be seen that these ray paths are arcs of circles with a

radius Rc given by

Rc � � c̄

ĝ cos θ0

. (10.35)

We know that our initial conditions are that at r � 0, we have z � z0 which leads us to

the final form of (10.34)

pr �Rc sin θ0q2 � pz � z0 �Rc cos θ0q2 � Rc. (10.36)
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Figure 73: Circular ray paths for a linear sound speed profile.

From here we can obtain expressions for the trajectories of rays, which are given by

x � Rc cos νpsin θ0 � sin θq, (10.37)

y � Rc sin νpsin θ0 � sin θq, (10.38)

z � z0 �Rcpcos θ � cos θ0q, (10.39)

as can be seen from Figure 73. Similarly we can obtain an expression for θ based on θ0

and the distance travelled, namely, θ � θ0 � s{Rc. Also, a linear sound speed allows us to

find solutions for the integrals in (10.28) as we now have a relationship between z and θ

from (10.39), which leads to

dz

dθ
� Rc sin θ. (10.40)
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From here we can solve I1,

I1 � �
» z
z0

cos θ

sin θ
dz,

� �Rc

» θ
θ0

cos θdθ,

� Rcpsin θ0 � sin θq, (10.41)

and similarly we can solve for I2,

I2 � �
» z
z0

cos θ

sin3 θ
dz,

� �Rc

» θ
θ0

cos θ

sin2 θ
dθ,

� Rc

�
1

sin θ
� 1

sin θ0



,

� Rc
1

sin θ sin θ0

psin θ0 � sin θq, (10.42)

giving us a closed form for the ray tube area normal to the ray of

Apφ0, sq � v∆ta∆φ0Rc

�
a sin θ � b

sin θ0



psin θ � sin θ0q , (10.43)

where a and b are defined as in (10.30). This allows us to now find an expression for BA
Bs
{A,

namely

1

A

BA
Bs � cos θ sin θ0

Rcpsin θ0 � sin θqpa sin θ sin θ0 � b

�
a sin θ � b

sin θ



. (10.44)

Having now found this expression for BA
Bs
{A, we are finally in a position where we can solve

(10.3). However, before solving any equations, it is of worth to calculate which ray paths

will hit the ground, as the others are of minimal significance. Therefore, the next section

will deal with this topic.
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10.3.4 Sonic Boom Carpet

Having now found the behaviour of the rays, it is of interest to calculate the sonic boom

carpet, that is, the area on the ground where we would hear a sonic boom from a supersonic

object in the atmosphere.

We can uniquely define a ray path from the velocity of the supersonic object, its

altitude and the initial azimuthal angle, φ0. For example, if we consider the case where we

have a supersonic object, in steady flight, at a height of 11, 000m moving at speed Mach

2, which corresponds to a value of ψ � π{6 (recalling that ψ � sin�1p1{Mq). We can now

uniquely define a particular ray-path provided we have a value of φ0, the initial azimuthal

angle. From (10.18) we know that sin θ0 � cosψ cosφ0. This allows us to determine the

value of θ0 � sin�1pcosψ cosφ0q. From here we can find the radius of the circle the rays

are travelling on, Rc � � c̄
ĝ cos θ0

. Having now found Rc, we can now solve (10.39), with

z � 0 to find the value of θ, which then can be used to find values for x and y in (10.37)

and (10.38) to give us a complete description of the ray paths. We define our sonic boom

carpet as is illustrated in Figure 74, which involves taking all possible values of φ0 and

seeing whether or not that particular ray path hits the ground or if it starts travelling

upwards into the atmosphere. It is important to note in Figure 74 that we only receive

rays on the solid black line. However, as the supersonic object moves in the x-direction,

it will generate further sonic booms displaced on the ground by the same amount that

the supersonic object has moved by. Hence, the most relevant quantity regarding a sonic

boom carpet is the width.

The sonic boom carpet corresponding to a supersonic object moving at Mach 2 with

an altitude of 11,000m is shown in Figure 76, where it can be seen we have quite an
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Sonic Boom Carpet

Ray Paths

Supersonic
Object

Figure 74: An illustration to how the sonic boom carpet is defined.

extensive sonic boom carpet. It can be seen that as this supersonic object travels in the

x-direction, it will generate a carpet with a width of around 60km. It is also worth noting

why the sonic boom carpet is limited to a width of 60km and why it does not extend any

further. As was previously mentioned, each individual ray path forms a circular arc and

this results them in bending away from the ground. So what happens for the rays which

would correspond to a width of more than 30km away from the flight path is that they

start heading back upwards into the atmosphere and do not actually hit the ground.

We can also plot similar results for different speeds and starting altitudes, for example

in Figure 77 we plot the sonic boom carpet for a supersonic object travelling at Mach 4

(also at 11,000m) and as can be seen we have a small increase in the width of the carpet.

However, the sonic booms hit the ground much earlier (indicated by the reduction in

distance on the x-axis) which would result in louder sonic booms as the waves have had

less time to diffuse their energy before they hit the ground. Also, we can assume that, since
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Figure 75: The sonic boom carpet, created by a supersonic object at p0, 0, 11000q travelling
at Mach 1.2.

the geometry is similar to that of the spherically symmetric case, the shocks will widen as

they propagate. Hence, we would expect a shorter propagation distance to correspond to

a narrower shock which is one of the key factors when determining environmental impact.

The case where we have a supersonic aircraft travelling at Mach 1.2 at 11,000m is

plotted in Figure 75 and, as can be seen, the width of the carpet is much narrower and

the waves must travel a lot further before they hit the ground, giving more time for the

energy to diffuse. The reason for this drastic reduction in width is that most of the waves

travel back upwards before they can hit the ground. In fact, for the case of a supersonic

aircraft at a height of 11,000m travelling at Mach 1.1, no sonic booms reach the ground

for the reason of them refracting back upwards into the atmosphere.

From these results, one may question the need to perform numerical analysis on the ac-

tual shock since we can determine its path using simple trigonometry. However, especially

when φ0 is quite large (representing the points furthest away from the flight path), the
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Figure 76: The sonic boom carpet, created by a supersonic object at p0, 0, 11000q travelling
at Mach 2.

Figure 77: The sonic boom carpet, created by a supersonic object at p0, 0, 11000q travelling
at Mach 4.
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shock may completely disperse before reaching the ground reducing the size of the actual

sonic boom carpet. Also, of great interest is the environmental impact of sonic booms on

people and animals. This is generally determined by the change in pressure (the shock

amplitude) and how quickly the pressure changes to this value from its ambient value (the

shock thickness or rise time). As a result of these reasons, the next segment will be de-

voted to developing a numerical model to propagate shock waves through the atmosphere

to the ground, while taking account of the curved ray tubes and the fact that numerous

parameters change with altitude and humidity.

10.4 Numerical Model

In previous chapters we have used various forms of Burgers’ equation to investigate how

shocks propagate through a medium with various effects (such as spherical symmetry and

molecular relaxation). In the case where we have a realistic atmosphere, given in (10.3), it

can be seen that the equation bears little resemblance to the equations previously studied.

Hence, we need to normalise (10.3) before we can efficiently use a numerical model to get

results as to how these waves propagate. First of all, we can rewrite (10.3) in an equivalent

form,

Bp̂
Bs �

B
Bs
�

ln

c
ρc

A



p̂ � β

ρc3

Bp̂
Bξ p̂�

1

c2

¸
i

p∆cqiBp̂iBξ � δ̂

2ρc3

B2p̂

Bξ2
, (10.45)
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where p̂i is as defined in (10.2). Following this we introduce the following change of

variables introduced by Johnson [32]

τipsq � τ̂ipsq
t0

,

∆i � jpsq
jps0q

cpsqρpsq
βp0

p∆cqi,

ε � jpsq
jps0q

ρpsq
2βp0t0

δ̂,

U � jpsq
jps0q

p̂

p0

,

Ui � jpsq
jps0q

p̂i
p0

,

X � � ξ

t0
,

T � 1 � βp0jps0q
t0

» s
s0

ds

ρpsqc3psqjpsq , (10.46)

where

jpsq �
d

Apsq
cpsqρpsq .

Here, t0 is the waveform half period, c0 and ρ0 are, respectively, the sound speed and

density at s � s0, the initial location, and p0 is the initial acoustic overpressure as defined

in (10.6). Note, that since ∆i and ε are dependent on parameters varying with altitude

these will need to be redefined at every time step in accordance with the current altitude.

This change of variables reduces (10.45) to

BU
BT � �U BU

BX � ε
B2U

BX2
�
¸
i

∆i
BUi
BX , (10.47)

where �
1 � τi

B
BX



Ui � �τi BUBX , (10.48)
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which are the same equations as considered in (8.1) and (8.3) with the key difference

being that ε,∆i, τi are now functions of time T . We can now introduce the same change of

variables as was introduced in §4.1 to keep the shocks fixed at leading order, thus making

it a lot easier to solve numerically. This leads us to the following change of variables

x � T� 1
2X, u � T

1
2U, ui � T

1
2Ui, t � lnT, (10.49)

which results in the following governing equation

ut � u

2
�
�x

2
� u

	
ux � e

t
2 ∆iuix � εuxx, (10.50)

where the relaxation terms are now given by

�
e
t
2

τi
� B
Bx

�
ui � �BuBx. (10.51)

The method to solve (10.50) with (10.51) was described in §8.2. Here the main difficulty

lies in extracting a physically meaningful result from (10.50). Previously we have just

advanced the solution forward in time until a fixed endpoint, where all the parameters

are constant throughout the run. Now, we wish to advance the solution forward in time

until the rays hit the ground or have sufficiently diffused (the cases where the waves start

travelling upwards before they hit the ground will not be considered as they are deemed

to be of minimal relevance to the impact of sonic booms). Also, in between time-steps we

need to re-calculate some of our parameters based upon the current altitude. The steps

required to perform this are illustrated in Figure 78.
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Define initial conditions

From the values of φ0

and M , calculate the

ray path to the ground.

Discretise the ray

path and calculate

all parameter values

along the ray path

Calculate values of T as

defined in (10.46), then

take the natural log of

these values to give t.

Advance solution

forwards in time

Calculate new

dimensional altitude

based on value of t

Re-calculate relevant

parameters based on

altitude (e.g. diffusion,

relaxation times etc.)

Have the rays

hit the

ground or

started

travelling

upwards?

Output final waveform to be analysed

No

Yes

Figure 78: The algorithm needed to trace the rays trajectory to the ground.
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10.5 Numerical Results

Now we have developed a numerical model capable of predicting the behaviour of sonic

boom propagation in a physically realistic atmosphere it is time to run a test case. How-

ever, it is worth noting that in all previous numerical models we were able to compare

the results to some asymptotic prediction in order to validate our results. In this case

because the governing parameters are dependent on the propagation distance in the atmo-

sphere, with certain parameters varying drastically with altitude, no accurate asymptotic

prediction is available so the only comparison available to us is to use experimental results.

10.5.1 Test Case

We shall now consider a test case and interpret the results to find out what the impact is

on the ground. The main purpose of this test case is to serve as proof of concept of the

work undertaken so far to predict the propagation of a sonic boom from the atmosphere

to the ground. For this test case the following governing criteria are selected:

Craft Length 17m Maximum Radius 1m

Cruise Altitude 8,000m Mach Speed 2

Azimuthal Angle, φ0 0 Ground Temperature 10�C

From the previous asymptotic work, we expect the shock to initially behave according to

weak shock theory before relaxation effects start to become more important as the shock

propagates. For this numerical run, we assume an initial N-wave propagation distance of

around 100m, meaning that we expect any sub-shocks to have merged into an N-wave by

100m as is shown in Figure 68. The main result we are concerned with is what form will

the shock take once it reaches the ground.
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Figure 79: The leading shock of a sonic boom generated at 8,000m from a supersonic
object at Mach 2 plotted at every 500m the wave propagates. The lines transition from
blue to red in accordance to how far the wave has propagated.

The waveform results was calculated as described earlier in this section until the sonic

boom reaches the ground and the results are shown for the waveform around the front and

tail shock in Figures 79 and 80 respectively. From looking at the tail shock we can see that

relaxation plays a key part in the development of the shock, however the key result is that

of the final waveform once the shock reaches the ground as this waveform will determine

the environmental impact of the sonic boom and that is shown in Figure 81. Having now

obtained an expression for the waveform at the ground, the next thing to do is to extract

the key information from it, in terms of how loud this shock is. The key parameters to be

considered are the shock height and width (or rise time).

In order to extract the key parameters from these Figures we need to convert the

dimensionless variables back into their dimensional counterparts by considering (10.46)

and (10.49). Doing this for the final waveform in Figure 81 we can see that the front

shock shows a change of 19.3 Pascals over 11ms over its steepest region while the tail
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Figure 80: The tail shock of a sonic boom generated at 8,000m from a supersonic object
at Mach 2 plotted at every 500m the wave propagates. The lines transition from blue to
red in accordance to how far the wave has propagated.

Figure 81: The final waveform of a sonic boom generated at 8,000m from a supersonic
object at Mach 2 once it reaches the ground.
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shock shows a change of 23.5 Pascals over 25ms over its steepest region which is of the

same order of magnitude as many experimental results [41, 5]. The reason for a shallower

shock in the tail shock can be explained due to the slowly decaying tail which has the

effect of slowly diffusing energy out of the tail shock over time (this phenomenon is also

seen in experimental results).

10.6 Comparison with Experimental Results

There have been limited experimental results on the structure of sonic booms which are

of relevance to this research. The main reasons for this is that the analysis here is only

suitable for sonic boom propagation in the air and from supersonic objects in steady

flight. Another factor worth mentioning is the effect of wind and turbulence on sonic

boom propagation which can cause significant variations in the peak overpressure and rise

times [46]. This results in sonic booms signatures from a few hundred metres apart being

vastly different.

In order to perform any comparisons with experimental results we would require the

weather conditions on the day of the test and numerous final waveforms. Then, we could

compare the numerical solution for that specific test case with the average received wave-

form from the experimental results.
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11 Conclusion

11.1 Concluding Remarks

In this work, the main attention has been focused on the shock structure and validating

the asymptotic predictions. In order to validate the asymptotic predictions, an in depth

variable mesh scheme has been developed which can propagate the waveform forward

in time whilst maintaining a high resolution around the shocks to allow for in-depth

analysis of the shock structure. This approach of maintaining high resolution of the

shocks, along with further analysis of the shock structure, allowed new validation of the

asymptotic results. In §8 we considered the effects of molecular relaxation and what

effects the inclusion of Nitrogen and Oxygen molecules would have on the waveform.

Here, asymptotic techniques were developed to find a short time asymptotic solution for

the behaviour of the waveform with the inclusion of a relaxation term. Again, these were

validated with the numerical model offering excellent agreement for small ε.

Following this in §10 we developed a numerical scheme which modelled the Earth’s

atmosphere, taking into account the sound waves bending according to the change in

sound speed, parameters such as temperature and humidity varying with altitude. Due

to the complexity of the numerical scheme, no appropriate asymptotic solution was found

so the only comparison available is that of experimental results. The numerical model

has been designed to allow specific tailoring to the conditions where the sonic boom is

generated and the supersonic aircraft design.
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11.2 Future Work

There is considerable scope for future work from the work already undertaken in this

thesis. This section will now list a few key areas for future research.

11.2.1 Experimental Comparisons

In the future, research could be taken to try and match this numerical model to exper-

imental results. Particularly the results presented by Hilton et al. [41] and Blumrich et

al. [5] provide detailed information of the temperature, wind speeds and sound speeds at

various altitudes which could be matched by this model to see how accurately the model

performs against experimental data.

11.2.2 The sonic boom strength from the centre of the sonic boom carpet

In §10.3.4 we plotted the sonic boom carpet for sonic booms from supersonic objects

travelling at various speeds. It would be of interest to see how the strength of the sonic

boom (in terms of peak overpressure and rise time) varies as we travel away from the

centre of the sonic boom carpet. It is possible that the sonic booms received at the edge

of the sonic boom carpet will be sufficiently diffused to be safely ignored.

11.2.3 The effect of varying weather conditions

A number of atmospheric parameters in this model which vary significantly with location.

In particular temperature, humidity and wind can all vary significantly. By running sim-

ilar numerical solutions where we slowly vary one of these parameters we can begin to
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understand the subtle effect weather has on sonic boom propagation.

11.2.4 Sub-shocks

Sub-shocks were briefly mentioned in §8 and §10. A sub-shock is where we have, in essence,

a smaller shock inside of a larger shock. In this case, we need to reconsider our parameters

for the effect this shock has in terms of peak overpressure and rise time. This is because

a sub-shock would have a small region with a significant change in the percentage of peak

overpressure but only a small change of the rise time. It would be of interest to look at

what conditions would cause a sub-shock to appear and how long the sub-shock would

remain a key feature of waveform.

147



Part B

Inverse Scattering

12 Introduction

In this part of the thesis, the focus is on signal processing. The aim being to try and im-

prove the target detection rate of a landmine detector. The target detection rate is defined

as the average number of false positives for every genuine target. The landmine detector

used here was a MINEHOUND detector, developed by Cobham Technical Services, which

makes use of ground penetrating radar (GPR) to detect any impedance discontinuities

in the ground which may be caused by a landmine or any improvised explosive device

(IED). Ideally, any method developed here could be implemented directly into a landmine

detector and, as such, will need to be performed in real time.

The work in this section has been summarised and published in IEEE, transactions

on Geoscience and Remote Sensing [48]. After the introduction, there will be a literature

review, which will be presented offering a brief overview of the main methods that were

considered to improve the target detection rate. There has been lots of research on these

topics for seismic data and there are strong parallels between seismology and GPR with

the main difference being that GPR signals have much stronger diffraction effects due to

the smaller wavelengths used in the propagating signal. This may cause certain problems if

we try and convert a method developed for seismic data into a method for GPR data. We

will also develop algorithms for the most promising methods to get a more complete idea
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of how that particular method works and any possible flaws it might have (e.g. sensitivity

to noise, excessive computational time etc.). Then, based on the performance of these

algorithms, the one producing the most promising results will then be developed further

which will involve seeing what improvements and new features can be added. Once the

complete algorithm has been developed, it shall be tested on multiple samples of real data

and used with an autonomous target detection process to quantify what improvement it

offers.

Due to the fact that landmines are such a widespread issue throughout the world,

a considerable amount of research has conducted in this field. Some of the key research

material worth mentioning include ‘The history of landmines’ by Croll, [14], which provides

a general overview of the development of landmines over the years and the techniques used

to find buried landmines. Another key piece of literature is ‘Ground penetrating radar for

high-resolution mapping of soil and rock stratigraphy’ by Davis and Annan, [11], which

discuses the basic principles of using ground penetrating radar to identify sub-surface

features. Lastly it also worthwhile to mention ‘Seismic migration: Theory and practice’

by Stolt and Benson, [51], where they provides a broad overview on how to combat the

effect of migration (where a received sub-surface signal differs from the actual sub-surface

image due to the waves been sent out and received over a wide angle) which is an issue

that greatly reduces the ability to distinguish between objects in landmine detection.

12.1 Historical Background

Out of the many issues for countries recovering from conflict, one of the key problems is

that of landmines. Landmines have been used in many conflicts over the years and this

149



has resulted in between 45-100 million unexploded landmines in the ground today spread

across over 75 countries [14].

The danger of landmines is that they kill indiscriminately and, quite often, years after

the conflict that led to their implementation has been resolved. Landmines still kill or

injure around 15 to 20 thousand people each year, often children wandering into old war

zones as landmines can remain active for over 50 years [14]. As a result of this, considerable

research has gone into trying to find a cost effective, efficient way of detecting landmines.

The most primitive technique is to prod the ground with a metal prodder in the hope

of hitting a mine; however this is time consuming and has the problem of only being able

to find mines up to a limited depth. So this led to the development of the metal detector,

which would pick up the metal from the landmine in order to highlight its location.

Metal detectors only have limited success due to the fact they cannot distinguish

between the small pieces of metal in landmines and other small pieces of metal buried in

the ground, which are common in areas of past conflict. In practice, metal detectors have

a poor target detection rate of around 100-150 indications of scrap metal to every mine.

The main reason behind this poor target detection rate are minimum metal landmines

which were introduced during World War 2. These seriously compromised the efficiency

of the metal detector, so in order to combat this problem Ground Penetrating Radar was

introduced to improve the detection rate.
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12.2 Technical Background

Ground Penetrating Radar is an electromagnetic technique for finding the location of

objects and any other impedance discontinuities beneath the Earth’s surface [18, 16].

GPR works by sending electromagnetic waves into the ground as shown in Figure 82 and

detecting the reflected signal caused by any impedance discontinuities in the ground, which

can then be investigated if required. Typical GPR detectors have a target detection rate

of around 30-50 indications of clutter for every genuine target.

The GPR image is highly dependent on the propagation characteristics of the ground

as well as the antenna characteristics. Consider the idealised case where we are detecting a

point source target. Here we have the point spread function of the target being convolved

with the antenna beam function (the form that the wave is sent out from the detector)

and this spreads the received signal in time and space causing the well known diffraction

hyperbola as can be seen in Figure 83 [22]. The problem with this idealised case is that

the wavelengths used by GPR devices can be half the diameter of an anti-tank (AT) mine

and, as such, the AT mines do not always act like point spread functions. However, the

geometry of AT mines means they still form hyperbolic scattering because of the multiple

scattering centres. Therefore, throughout this report we will be making the assumption

that we are dealing with perfect hyperbolas which is a reasonable assumption considering

the scattering patterns caused by the AT mines used in the investigation.

A typical scan will pick up many impedance discontinuities in any single scan. These

responses are typically caused by antenna coupling between the two antennas, a surface

reflection from when the signal hits the ground and additionally from any impedance dis-

continuities under the surface which could be a potential target (see Figure 82). Impedance
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Figure 82: A standard GPR arrangement demonstrating how to detect buried objects.

Figure 83: A comparison of the subsurface layer to the image seen from a GPR device.

discontinuities can be caused by changes in the ground density, the water content in the

ground or, more interestingly, buried objects in the ground which could be a mine. A typ-

ical signal response is presented in Figure 84. Note how the response from the air/ground

barrier and antenna coupling return is significantly stronger than the target return which

is one of the main problems in mine detection.

The most basic scan in GPR terminology is the A-Scan [17] which is just a one dimen-

sional discrete measurement measuring the strength of the response against time as shown
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in Figure 84. From looking at an A-Scan, it is possible to extract some information on

whether or not a target is present. However, in order to make a definitive decision, another

nearby A-Scan is needed without a target in order to compare the two responses together.

As we can see in Figure 84 the red line has a strong response at around 75 nanoseconds

implying the possibility of target there. However, the response at 75 nanoseconds could

just be a feature of the ground, so ideally we need a second A-Scan from a nearby location

to inform us that the response is not a universal feature of the ground, which is presented

by the blue line in Figure 84. The most prominent features of an A-Scan are the crossover

pulse from the transmitting to receiving antenna and the reflection from hitting the surface

of the ground. These can be seen in Figure 84 for the first 40 nanoseconds.

In order to compare A-Scans it is helpful to plot them successively in a line where each

A-Scan is from a nearby spatial location. This gives us a two dimensional representation

of the ground and is called a B-Scan [17]. Extending this idea, we can plot successive

B-Scans together to give a three dimensional representation of the ground (a C-Scan [17]).

Examples of these scans are shown in Figure 85, however in this thesis only consider

B-Scans will be considered.

Figure 84: An A-Scan with a target response (red) and an A-Scan without a target
response (blue).
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Figure 85: Examples of A-Scans, B-Scans and C-Scans [17].

Having obtained a B-Scan, we can perform various processing algorithms on the data

to eliminate the crossover pulse and any other features which are present in all A-Scans

in order to show the locations of any potential targets more clearly. Another important

processing step is the time-varying gain, as the signal propagates through the ground it

gradually loses energy due to the lossy nature of the soil. To combat this we increase

the signal strength proportional to the depth, where the constant of multiplication can be

changed according to different ground conditions.

In Figure 86 two B-Scans are presented, one without any processing and one with all
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the processing steps mentioned above performed to try and eliminate the effects of the

surface and counteract the effects of lossy soil. It is important to note that all the methods

discussed here are assuming we start with a processed B-Scan.

Figure 86: An unprocessed B-Scan next to a processed B-Scan.

Even after these pre-processing steps, the measurements in a processed B-Scan still

suffer from a few problems such as noise and poor object definition. This is partly due

to the signal being attenuated as it propagates through the ground. However, this can

be combated fairly successfully using the time-varying gain. The main problem with

the data is that the GPR devices suffer from low directivity (i.e. the rays are sent out

and received at a wide angle meaning we receive signal responses from regions which are

not directly beneath the antennas). This is because high directivity from the antenna

requires a significantly large aperture in relation to the operating wavelength, but at the

frequencies of operation of GPR this would result in a large and impractical antenna. For

operator convenience most GPR antennas are small and exhibit low directivity with a wide

beam width. This causes the GPR image to bear little resemblance to the actual target

scattering centres and one that is highly dependent on the propagation characteristics of

the ground.

A consequence of this is that it is hard to find the exact location of a target once it
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Figure 87: An example of trying to reconstruct the subsurface image from an A-Scan.

has been detected. An illustration of this is shown in Figure 87. Instead, we receive a

signal response from a particular target in numerous adjacent A-Scans which is shown in

Figure 83. These factors result in there being poor contrast between targets. The aim

of this work is to develop new techniques in order to eliminate these effects to improve

the target detection rate as a high false alarm rate is a serious problem and can result

in complacency from the operator of the mine detector. The main way this problem will

be tackled is to use various inverse scattering methods with the aim of converging the

diffraction hyperbola (caused by the wide beam width of the propagating signal) back

into its actual subsurface image as demonstrated in Figure 83.
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13 Literature Review

We will now review various techniques previously proposed as methods to improve the

clarity of received signals, whether the reaseach is based in using GPR data, seismic data

or any other kind of data. Algorithms shall also be developed for the most promising

techniques to work on B-Scans to see what improvements are offered when faced with real

data.

13.1 Deconvolution

13.1.1 Introduction and Basic Idea of Deconvolution

This basic premise of this idea is to simplify the received signal in order to better interpret

the data. The idea presented here follows the work discussed in ‘Ground Penetrating

Radar’ by David J. Daniels[17]. The idea of deconvolution is to remove the main effects

which distort the data. When a signal is sent out from the transmitting antenna, rather

than being sent out as a distinct pulse, it has a particular function (the transfer function)

which is then convolved with any impedance discontinuities encountered. The same is

true of the receiving antenna, where the received signals are also convolved with a transfer

function.

It can be deduced that the received voltage VRptq (from which the GPR output is taken

from) is of the form

VRptq �
c
zc
z0

hrecpθ, φ, tq
 Erecptq, (13.1)

where 
 represents a convolution in time, z0 and zc represent the impedances of free space
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and the ground respectively, hrec is the transfer function of the receiving antenna, Erec

is the field at the receiving antenna and θ, φ, t are two space variables (in spherical co-

ordinates) and time. The field at the receiving antenna is purely dependent on the field

transmitted from the transmitting antenna and any impedance discontinuities encountered

giving

Erecptq � Rpr, θ, φ, tq
 Etransptq, (13.2)

where Rpr, θ, φ, tq are the impedance discontinuities encountered, r is the radial distance

and Etrans is the transmitted signal sent out from the transmitting antenna. Inserting

(13.2) into (13.1) and letting htotalpθ, φ, tq �
b

zc
z0

hrecpθ, φ, tq
 Etransptq we arrive at

VRptq � htotalpθ, φ, tq
Rpr, θ, φ, tq. (13.3)

We can express the impedance discontinuities Rpr, θ, φ, tq as either target responses, clutter

(e.g. surface reflection, animal burrow, etc.) or general noise giving us

VRptq � htotalpθ, φ, tq
 pT�Clq � n, (13.4)

where T is target responses, Cl is clutter responses and n represents the inclusion of noise.

Now we can deconvolve VRptq to remove the effects of htotal leaving us with

VR1ptq � T�Cl� ñ, (13.5)

where ñ also represents the inclusion of noise. Without the effects of htotal distorting the

received image, it will be a lot simpler to differentiate between what is a target and what

is clutter.
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The key idea here is to deconvolve the effects of htotal. However, finding an accurate

expression for htotal is a lot more complicated as will be documented later on in this section.

Numerous methods to perform deconvolution exist and an example of partial Claerbout

deconvolution [43] can be seen in Figure 88 where we deconvolve the transfer function of

the transmitting antenna. As can be seen it goes some way to improve the clarity of the

signal. However, there is still a lot of noise in the signal which needs to be addressed. The

two strong peaks at around 40 nanoseconds are caused by the presence of an AT mine.

The reason there are two peaks is that there are large impedance discontinuities first when

the waves enter the mine from the soil and secondly when the waves exit the mine back

into the soil. However, it is worth noting that this is only a partial deconvolution and does

not take into account the transfer function of the receiving antenna.

Figure 88: An example of deconvolving an A-Scan using Claerbout deconvolution.
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13.1.2 1-D Deconvolution using Stochastic Mutation

One of the most basic deconvolution ideas is that of 1-D deconvolution using stochastic

mutation. Here, the idea is to solve the deconvolution problem by using a genetic algorithm

which will be tailored in order to find a simplistic solution. This solution will hopefully

accurately describe what is underneath the surface by working on the principle that the

target response (A-Scan) will most likely be caused by small number of large responses

(rather than a large number of small responses). The idea of the algorithm is to generate

one spike at a time (similar to the two spikes at around 40 nanoseconds in Figure 88) and

shift them along the time axis and convolve them with the transfer function. Where the

spike best fits in best will be judged by minimising the L2 norm of the error,

Error � ‖Sptq � Cptq‖2 �
a
pSp1q � Cp1qq2 � pSp2q � Cp2qq2 � � � � � pSpnq � Cpnqq2,

(13.6)

where Sptq is the signal response and Cptq is our convolved function and t � 1 . . . n

represents the discrete time responses of the A-Scan. Then the L2 norm would have to be

minimized for each spike with relation to its location and size. In order to try and obtain

a fairly simplistic model, they will have to be a strict limit on the number of spikes.

The advantage of this algorithm is that it is fairly simple and hopefully this will

correlate to a fairly small computational time. Also the fact that this method is searching

for a distinct number of spikes will hopefully ‘ignore’ most of the noise since each spike

will have a minimum magnitude. The disadvantage of this is that faint signals from subtle

impedance discontinuities may fall into noise, so careful calibration will be required. Also,

it is possible this algorithm may struggle with more complicated objects which are not

defined by a small number of impulse response. However, it is hoped that these objects
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will be rare in the ground and of little direct significance.

13.1.3 A Short Comparison of other Deconvolution Techniques

The following examples are taken from the need to find the input function fptq after it

has been convolved in the following way

cptq �
» 8

�8

fpτqgpt� τqdτ, (13.7)

which is analogous to the problem described in §13.1.1 where cptq is our received signal and

we have gptq � htotal and fptq � Rpr, θ, φ, tq. The techniques considered here are taken

from ‘A Comparison of Six Deconvolution Techniques’ by Francis N. Madden et al. [40]

and include Fourier transform based deconvolution; system identification; a constrained

deconvolution technique; a method using spline basis functions; maximum entropy and

finally a genetic algorithm to recreate the input function. The aim of the paper was to

evaluate the performance of the different algorithms by testing them on simulated data

generated from several input functions. When the data sets did not suffer from noise, all

six algorithms performed fairly well in re-creating the input functions. However, with the

inclusion of noise it was clear that certain methods performed better than others. The

performance was judged by the square of the norm of the input function, fptq, subtracted

from the recreated input function, f̂ptq,

µ1 � ‖f � f̂‖2
2, (13.8)

where the smaller the value of µ1, the more successful the method was deemed to be.

From observing the results presented in [40] it can be seen that the best two methods of
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deconvolution are the methods using spline basis functions and maximum entropy, where

spline basis functions have less bias, but maximum entropy has less variance.

It is important to note that the results from [40] are taken from pharmacokinetics,

and in order to relate this to the deconvolution problem in GPR, certain changes will

be required which may alter the effectiveness of the algorithms. It is also of note to

mention that these deconvolution methods require us to know the transfer function, htotal.

When we are dealing with GPR data htotal is an unknown and must be found using

various techniques. These may include sending a known pulse through the system in order

to obtain the transfer function, or possibly obtaining htotal by considering the antenna

coupling return which is not dependent on the ground conditions.

13.1.4 Blind Deconvolution

Numerous blind deconvolution algorithms exist and here one will be studied briefly in

order to give a flavour of the ideas employed. In regular deconvolution we are presented

with a problem of the form

cptq �
» 8

�8

fpτqgpt� τqdτ,

as shown in (13.7), where we need to find fptq given that we know cptq and gptq. In blind

deconvolution we aim to find both fptq and gptq with only the knowledge of cptq. The

method here is discussed in ‘Iterative blind deconvolution method and its applications’

by G. R. Ayers et al. [3]. Some a-priori information concerning the functions fptq and

gptq is generally required (for example, the functions may be known to be non-negative

everywhere) and from there the algorithm attempts to deconvolve the two functions. The
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Figure 89: A blind deconvolution algorithm, where the initial estimate for f is a vector of
ones.

deconvolution algorithm presented here works by taking Fourier transforms of fptq, gptq

and cptq so (13.7) becomes

Cpuq � F puqGpuq.

From here, estimates of fptq and gptq are found by imposing the non-negative constraints.

Repeatedly doing this allows us to iteratively converge on the true values of fptq and gptq

as shown in Figure 89. While this algorithm relies on an iterative scheme, there are many

other types of blind deconvolution based on different ideas (e.g. the total variational

minimisation method [55], which works in a similar fashion to Tikhonov regularisation

discussed later).

The main problem with all blind deconvolution algorithms is making sure they will
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deconvolve the image to the desired target response. Also there is no guarantee that

deconvolving the received signal will have a unique solution. Hence, it is possible for blind

deconvolution to distort the image further.

13.1.5 Deconvolution versus Blind Deconvolution

Seeing how both the deconvolution methods are strongly related, it makes sense to compare

the two methods directly to see which is better suited for use with GPR data. The main

advantage of deconvolution is that it is much easier to solve than blind deconvolution.

However the main problems encountered are the difficulties of finding the transfer function

which blind deconvolution sidesteps. It is possible to find the transfer function by sending

known signals to the receiving antenna, which we can then deconvolve to find the transfer

function (as deconvolving to find the input signal or transfer function given the other are

equivalent problems). This is relatively feasible providing the transfer function will not

change significantly while in operation, as every time the transfer function changes we will

have to re-calculate it. The advantage of blind deconvolution is the fact it can easily adapt

for changes in the transfer function as most blind deconvolution methods involve solving

an iterative optimisation algorithm, so a slight change in the transfer function will result

in only a few steps to re-optimise for the new transfer function.

Another important factor is that deconvolution has had limited success in GPR ap-

plications because the ground conditions fluctuate quickly and dispersion effects are con-

siderably stronger than in seismic data where there has been some success in using de-

convolution to improve image clarity. However, it is possible that this problem may be

accounted for (or at least minimised) by using appropriate pre-processing steps.
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13.2 Feature Extraction Methods

13.2.1 Introduction and Basic Idea

One of the fundamental problems with GPR is resolving the measurements obtained into

a distinct answer of threat or no threat. This leads us to the idea of feature extrac-

tion which involves simplifying the amount of resources required to describe a large set

of data accurately. In ‘Feature Extraction and Classification of Echo Signal of Ground

Penetrating Radar’ by Hui-Lin et al. [30], the dyadic wavelet transform is used to pro-

vide a transformation of a signal from the time domain to the scale frequency domain. A

wavelet transform is the representation of a function by wavelets which allows us to look

at certain frequencies of the signal in a way that is not possible by looking at the raw data

[2]. The idea behind using a dyadic wavelet transform is to extract the key features from

the subsurface layer to better identify whether or not a target is present in the ground. A

standard dyadic wavelet transform is of the following form

W pj, kq �
N�1̧

n�0

xpnqψj,kpnq, where ψj,kpnq � 2�
1
2ψp2�jn� kq. (13.9)

Here W pj, kq is the dyadic wavelet transform decomposition of xpnq, our A-Scan and

ψj,kpnq is obtained from the wavelet ψ which can be any standard wavelet (e.g. the coiflet

wavelets [23]).

The dyadic wavelet transform of a finite energy sequence (in our case an A-Scan) can

be computed fairly simply in order to give us the wavelet energy for each A-Scan. However,

before we can use the wavelet energy to distinguish between a target and from clear ground

or clutter, we will need to perform further feature extraction techniques in order to pick
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out the most telling characteristics in terms of target detection.

Alternative feature extraction methods include using short time Fourier transforms

which have been shown to identify targets from certain types of clutter. Short time

Fourier transforms are used to determine the sinusoidal frequency and phase content of

local sections of a signal as it changes over time (i.e. it is designed to work in conditions

where the ground varies over time). Another approach is to use pole/zero analysis, which

is a useful method for studying the behaviour of linear, time invariant networks [36] and

has shown some promise in locating targets in GPR data.

These are fairly novel ideas at improving target detection as the actual image from the

ground is transformed into something that is unrecognisable from the original B-Scan and

from here various extraction algorithms need to be performed in order to highlight the

locations of possible targets. The potential problem with this idea is that, even after all

the feature extraction, there still might not be a clear way to decide what is and what is

not a target. One possible idea is to use one of these methods in conjunction with another,

more robust, method.

13.3 Diffraction Tomography for Ground Penetrating Radar Imag-

ing

13.3.1 Introduction and Basic Idea

Ground penetrating radar inversion works by first generating a forward model of the

process of mine detection using Maxwell’s equations. Then the forward model is inverted

in order to give us an inverse scattering algorithm. The methods discussed here have
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been developed in ‘Diffraction tomography for multi-monostatic ground penetrating radar

imaging’ by Ross Deming et al. [19] and ‘Linear GPR Inversion for Lossy Soil and a Planar

Air-Soil Interface’ by Peter Meincke [42]. In order to combat the ill-posed nature of the

problem, the forward model will be inverted using the Tikhonov-regularized pseudo-inverse

operator [54]. This involves two steps; filtering of the received data and back-propagation.

The filtering is carried out by numerically solving Fredholm integral equations of the first

kind and the back-propagation is performed using fast Fourier transforms (FFTs). This

method will be discussed omitting most of the details which are present in [19] and [42].

13.3.2 Method

13.3.3 Forward Model

The first step is to create a forward model of the scattering problem. In developing the

forward model we use the configuration presented in Figure 90 as a guide. The forward

model is defined to give an expression for so (the output signal) which is solely due to

the field scattered by the buried object (note: in order to achieve this, a first order Born

approximation is needed which will neglect all multiple scattering effects).

To obtain the forward scattering model we start with Maxwell’s equations

ε
BĒ
Bt � ∇� H̄� J̄, (13.10)

where J � Jpω, r1, rtq is the forcing term, and

BH̄
Bt � � 1

µ0

∇� Ē. (13.11)
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Figure 90: Fixed-offset GPR configuration where the air has the permittivity ε0, conduc-
tivity σ0 and permeability µ0, whereas the lossy soil has the permittivity ε1, conductivity
σ1 and permeability µ1. The target is located in the lossy soil and has permittivity εt,
conductivity σ0 and permeability µt. The receiving antenna is located at rr � xri � zrz
and the transmitting antenna is located at rt � xti� zrz.

where Ē is the electric field, H̄ is the magnetic field, ε is the dielectric field strength and

µ0 is the magnetic permittivity of free space given as µ0 � 1.256 � 10�6. Taking Fourier

transforms of (13.10) and (13.11) we arrive at

iωεE � ∇�H� J, (13.12)

and

iωH � � 1

µ0

∇� E. (13.13)

Now we have an equation for E, we can obtain a solution using Green’s functions and by

separating E into the incident and scattered field, E � Einc �Esca, and using a first order

Born approximation we can find an expression for Esca

Escaprq � �ω2µ0

» » »
z¤0

Ḡpr, r1qOprqEincpr1qdr1. (13.14)

168



where Oprq � εprq � ε2prq (the differences in dielectric constants in the soil due to the

target) and Ḡpr, r1q is the dyadic Green’s function

We can now use the expression for the scattered field, (13.14), along with the dyadic

Green functions and the plane-wave characteristic RpK, ωq to find the output soprr, ωq of

the antenna. By taking a Fourier Transform of soprr, ωq with respect to the horizontal

components rr of the observation point and taking an asymptotic limit for when the

objects are located deep in the soil (more than two wavelengths deep) and assuming the

GPR antennas are close to the ground gives us an expression for s̃opK, zr, ωq, where K

is the two dimensional Fourier space and the expression is given in equation (12) in [42].

This expression for s̃opK, zr, ωq consists of our forward model to be inverted and it gives

realistic results for depths greater than two wavelengths and for |K|   2Repk1pωqq which

prohibits any evanescent waves in this model.

13.3.4 Inversion

In order to carry out the inversion we are going to assume that ω∆ε " ∆σ, (the permit-

tivity varies faster than the conductivity) when ωmin   ω   ωmax so s̃opK, zr, ωq can be

expressed as

s̃opK, zr, ωq � L∆ε1. (13.15)

As was mentioned earlier we need to apply Tikhonov regularisation in order to obtain

stable and useful solutions. Hence, a minimisation problem of the following form is con-

sidered

min
∆ε1

�
‖L∆ε1 � s̃o‖2

2 � λ2‖∆ε1‖2
2

�
, (13.16)
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where λ has to be carefully picked in order to get stable and useful results. This minimi-

sation problem is solved by applying the Tikhonov-regularised pseudo-inverse operator

∆ε1 � L:
�
LL: � λ2I

��1
s̃o, (13.17)

where the adjoint operator L: is defined by xs̃0,L∆ε1y �
@
L:s̃0,∆ε1

D
. The next step is to

introduce the filtered data s̃fo �
LL: � λ2I

�
s̃fo � s̃o, (13.18)

which allows us to obtain the final expression

∆ε1 � L:s̃fo . (13.19)

Note that L: can be found easily using FFTs while the filtering in equation (13.18) is

typically more complicated.

13.3.5 Algorithm

Having now developed the model used for this method, we now develop an algorithm which

we can efficiently implement using Matlab. First we take a spatial Fourier transform of

the B-Scan, then we need to perform filtering to improve the stability due to the ill-posed

nature of the problem (finding s̃fo) and finally we invert the data to give us the object

profile of any discontinuities in the ground. The algorithm to be used is shown in Figure

91.
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Start

Take a spatial
Fourier Transform.

Now we have:

s̃0 � Lp∆ε1q

Filtering to im-
prove stability:

ˆ̃s0 � rLL: � λ2Is�1s̃0

Invert using the
adjoint operator H:

∆ε̂1λprq � L: ˆ̃s0

Does the

chosen value

of λ give a

stable and

accurate

solution?

Stop

B-scan s0 s̃0

ˆ̃s0

∆ε̂1λYes

No Ñ change the value of λ

Figure 91: An Algorithm for Diffraction Tomography where ∆ε1 represents the changes
in the impedance of the ground and L is the operator described in (13.15).

13.3.6 Summary of Results

The results in this case suffered from extreme sensitivity to noise, even after changing the

value of λ to try to increase the stability. The problem here seems to be the fact that since

the algorithm is a purely mathematical based inversion, it struggles to cope with heavily

distorted data. While the algorithm worked well at inverting simulated data (see Figure

92), it struggled with the task of inverting real data.

Figure 92: The ‘measured’ data (simulated) of a point scatterer and the result of Diffrac-
tion Tomography.
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13.3.7 Strengths and Weaknesses

This method employs quite an elegant method in order to generate an inverse scattering

algorithm. However, this elegance carries the potential weakness of being unstable (even

with the stabilising factor λ) so there is a concern that this algorithm will perform poorly

on noisy data, such as a B-Scan.

13.4 A Matched Filter

13.4.1 Introduction and Basic Idea

In a matched filter the idea is to determine the true subsurface location of the target

scattering centres by matching the received data with forward scattering models of varying

object profiles. The hope is that if we pick an object profile for our forward scattering

model that is similar to the object profile for the measured data then we should get very

similar scattering patterns. The idea demonstrated here was partially developed from ‘A

Matched Filter Based Reverse Time Migration Algorithm for Ground Penetrating Radar

Data’ by C.J Leuschen et al. [37].

13.4.2 Method

The algorithm for this method involves generating numerous forward scattering models

and matching these to the measured data. These forward scattering models can be based

upon expecting hyperbolas of certain curvatures and creating forward scattering data

based upon these hyperbolas. Alternatively we can generate forward scattering models
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from Maxwell’s equation by a finite difference time domain (FDTD) scheme.

ε
BE
Bt � ∇�H� J, (13.20)

where J � Jpω, r1, rtq is the forcing term, and

BH
Bt � � 1

µ0

∇� E, (13.21)

where E is the electric field, H is the magnetic field, ε is the dielectric field strength and

µ0 is the magnetic permittivity of free space. A full explanation is given in Appendix A.

Once we have this set of forward scattering models, these can then be used to generate

an algorithm for finding targets. If we want to check whether there is a target present at

pI, Jq (where I represents the Ith A-Scan of the B-Scan and J represents the Jth reading

of that A-Scan) we must find the set of points SI,J � tpp, qqu such that we expect a target

response at points tpp, qqu from a target at pI, Jq. This can be found from Maxwell’s

equation or by expecting hyperbolas of a specific curvature as mentioned in the previous

paragraph.

Having found SI,J , we now need to find the matrix QI,Jpi, jq such that

QI,Jpi, jq �

$''&
''%

1, if pi, jq P SI,J ,

0, otherwise.

(13.22)

Now, by considering the element-wise multiplication TI,J �
°
i,j QI,Jpi, jq � |Rpi, jq| where

Rpi, jq is the B-Scan to be tested and TI,J is a measure of how likely it is a target is present

at that location. Now we can determine if there is a target at pI, Jq by assuming the higher

the value of II,J the more likely it is that there is a target present at that location.
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Start

Import the measured

data and select a range

of possible locations

for the scatterer

Find the matrix QI,J

for every possible

target scattering centre

as defined in (13.22)

Now, create TI,J �
°
i,j QI,J pi, jq �

|Rpi, jq|, where the

multiplication is done

element-wise, for all

values of I and J

Then, for all I and J ,

if TI,J is greater than

a certain threshold,

we assume there is

a target at pI, Jq

Stop

Figure 93: A Matched Filter Algorithm.

13.4.3 Algorithm

The first step is to select a range of possible scatterer locations by looking at the measured

data. From here, numerous forward scattering models need to be created as described in

the previous section. We then observe the values of TI,J , recalling that a high value of

TI,J indicates a high likelihood that a target is present at that location. This gives us the

algorithm shown in Figure 93.

13.4.4 Strengths and Weaknesses

As can be seen in Figure 94 the measured data used here is very ideal and, while the

matched filter did a good job at inverting the data, there is still the bigger question of

how well it will perform on real data. One possible concern is that if we have a heavily

deformed hyperbola, the algorithm may pick out a result that is vastly different from the

true location of the scatterer which would be a major concern. This method is fairly

simple, so it should boast strong stability with regard to the effects of noise. However,
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Figure 94: The ‘measured’ data (simulated) of a point scatterer (a) and the result of
inverse scattering via a matched filter (b).

it may be computationally intensive as it has to calculate numerous forward scattering

models or, alternatively, store a large number of data sets.

13.5 Reverse Time Migration

13.5.1 Introduction and Basic Idea

For reverse time migration, the idea is to take the signal received at the surface and

back-propagate the waves to the location from which they originated. The strength of

this method is that, in comparison to using a matched filter (§13.4), no assumptions are

made in regard to what shape we expect to find. In reverse time migration we simply try

and find the location of the buried object which caused the scattering. This method is

described in more detail in ‘A Matched-Filter-Based Reverse-Time Migration Algorithm

for Ground-Penetrating Radar Data’ by C.J. Leuschen et al. [37]. Here we provide a brief

overview of the main techniques used.
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13.5.2 Method

The method employed here is based upon the fact that since the GPR signal is sent out

with a wide beam width as discussed in §12.2 (producing the well known hyperbola shape),

the back-propagated waves also need to be sent back into the ground with a wide beam

width in order to converge the diffraction hyperbolas back to something more like the

actual target scattering centre as can be seen in Figure 95. The end result of this will be

all the rays converging on the location of the scatterer.

Figure 95: An example of how reverse time migration works. The red dashed lines repre-
sent possible origins for a signal response at that location. Note how all red dashed lines
meet at the peak of the hyperbola which is the location of a point scatterer p10,�5q.

13.5.3 Algorithm

Having observed the basic example in Figure 95 the next step is to build an algorithm to

perform reverse time migration for an entire B-Scan. To accomplish this, the first thing

we do is separate the data into horizontal strips of constant time (i.e. the data from the

same timestep from all the A-Scans in the B-Scan to be investigated). Then we insert the

data received last (corresponding to the deepest) into a reverse time migration map where
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we propagate them backwards in time. This involves imitating the effect of the wide beam

width (spreading the signal out in an arc) for the duration of time between the strips of

data, which has to be found experimentally.

After one strip of data has been inserted into the RTM map and propagated back in

time, we then go to the next deepest strip and repeat (insert each strip into the map and

propagate the map backwards in time for the duration of time between the strips of data).

We continue doing this until we insert and propagate the final (shallowest) strip of data.

Once we have done this, then the reverse time migration map will hopefully approximate

the data at time t � 0 and, as such, the RTM map should now contain the true location

of the target scattering centres ready to be analysed. The algorithm used to accomplish

this is described in Figure 96

13.5.4 Summary of Results

The results for reverse time migration is shown in Figure 97 and uses the same simulated

forward scattering data as was used for ‘A Matched Filter’ (§13.4). As can be seen, the

reverse time migration algorithm identifies the location of the scatterer effectively. It is

also hoped that this will be a fairly robust algorithm and should not suffer from many

problems when faced with real data. Also worth mentioning is that, since this algorithm

does not require us to generate any forward scattering models, it is considerably faster

than using a matched filter.
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Figure 96: The Reverse Time Migration Algorithm.
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Figure 97: The ‘measured’ data (simulated) of a point scatterer (a) and the result of
reverse time migration (b). Note, the result of reverse time migration has a lot of low level
background noise. However, this is an order of magnitude smaller than the two ‘dots’ at
around 7.5 nanoseconds.

13.5.5 Strengths and Weaknesses

Again this method boasts simplicity which will give it strong stability with regard to noise.

Also, it is hoped that this method will not be too computationally intensive. This method

also has the advantage over ‘A Matched Filter’ of making no assumptions about the shape

of objects we expect to find.

13.6 Summary of Methods

All of these methods will go some way to improving the target detection rates of the B-

Scans. Due to the nature of GPR data, the key thing to be considered is ensuring that

the method can cope with noisy, fluctuating data. Also, the nature of landmine detection

means that a false negative is much more problematic than a false positive, hence any

method should have robustness at the heart of it to try and avoid any false negatives.

Considering all of this, the first method to be discarded was feature extraction due to the

suspected issues regarding its robustness. For similar reasons linear GPR inversion was
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also discarded. Blind deconvolution seems infeasible for GPR data as we do not have a

suitable constraint to place on the transfer function and regular deconvolution has the

problem of accurately finding the transfer function before we can deconvolve any signals.

This, along with the fact that the transfer function might change subtly throughout a

B-Scan, led to deconvolution being discarded.

The remaining two methods, the matched filter and reverse time migration, both seem

to offer good stability and may offer good improvements to the target detection rates.

Looking at the these two methods’ limitations, no clear weakness could be seen with

reverse time migration, whereas for a matched filter we have to make assumptions about

what shape we are trying to find. This, along with the fact that generating numerous

forward scattering models is a computationally intensive process, meant that reverse time

migration was the algorithm chosen to be investigated further.
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14 Reverse Time Migration - A Multiple Migration

and Stacking Algorithm

14.1 Aims

Having decided to look further into reverse time migration it made sense to come up with

a specific list of objectives with which to test the effectiveness of any algorithm developed.

The purpose of this is so we can see how much an improvement performing reverse time

migration offers and, hence the following objectives were set:

• Collect numerous data sets to get reliable results on how well reverse time migration

performs on real data,

• Observe how well the algorithm performs to see if there are any improvements which

need to be made,

• Develop an independent algorithm to perform target detection, which when given

a B-Scan attempts to highlight all the possible target locations, to impartially test

what improvement the reverse time migration algorithm offers on improving the

target detection rate.

14.2 Full Reverse Time Migration

As was described in §13.5, we need to propagate strips of data of the same depth back

into the ground and spreading them back to their original spatial location (corresponding

to t � 0). The relation between time and depth has been found experimentally to be
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depth(m) = 1
2
� time(s) � 108 (e.g. 10 nanoseconds correspond to 50cm deep). Then, we

collect all the time-reversed data together and use that image as our final reverse time

migrated image.

The main problem with this algorithm was the fact it was very computationally in-

tensive due to having to split up the data into strips corresponding to the same timestep

and propagating them into the ground individually. To combat this problem, larger strips

of around ten timesteps were sent into the ground at once. This produces notably faster

results and showed good results for the shallower targets as is shown in Figure 98 (b).

However, for deeper targets small discontinuities were observed between the strips of data

(most notable at around 7.5m from 8 nanoseconds onwards in Figure 98 (b)) which un-

fortunately reduced the clarity of the image.

Figure 98: An image to show the B-Scan (a) and the results of the full reverse time
migration (b).

14.3 Plain Migration

Looking at the algorithm in Figure 96, the most computationally demanding part is where

we need to perform repeated spreading on the data. From here, the most basic case was

considered where we group the whole B-Scan together as one strip of data. In this method
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there is no ‘reverse time’ idea, so it is simply referred to as ‘Plain Migration’.

This approach considerably simplifies the algorithm, allowing it to be performed much

quicker. Also, the issue of small discontinuities between strips of data is no longer a

problem, neither is there an issue of the deeper strips being weaker than shallower strips.

The results of this algorithm are presented in Figure 99 and, as can be seen, there is a

clear improvement to the clarity of the scan upon performing the migration.

Figure 99: An image to show the B-Scan (a) and the results of the plain migration (b).

14.4 Full Reverse Time Migration versus Plain Migration

Having developed algorithms for both full reverse time migration and plain migration, the

next step is to decide which algorithm performs the best and is to be investigated fur-

ther. For shallower and mid-range targets, full reverse time migration seems to produce

marginally better results. However, for the deeper targets plain migration produces sig-

nificantly better results. This can be seen in Figure 100 where the migrated images from

Figures 98 and 99 are presented side-by-side. This, combined with the fact that the plain

migration method is by far the faster of the two methods, means that plain migration

will be used to test how well the algorithm performs on numerous data sets with different
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ground conditions.

Figure 100: A comparison between plain migration (a) and full reverse time migration
(b).

14.5 Mathematical Modelling

Having decided to pursue the idea of using plain migration, we will now formally develop

the algorithm used. Following this, we will test the algorithm on numerous data sets

in different ground conditions and develop a target detection algorithm to quantify the

improvement offered by the migration algorithm.

For each B-Scan we expect to find hyperbolas with an unknown curvature in a region

which also contains a significant amount of noise and clutter. This technique aims to

detect hyperbolas of any curvature within a reasonable range and highlight them for the

user.

Recall that due to the wide beam width, signals are received from a variety of locations

other than directly above a target. We assume a beam width of θ, as illustrated in Figure

87 (the GPR device which produced the scans used in this paper had a value of θ � 45 �).

It can be seen that by looking at a single A-Scan, there are a wide range of possible
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locations for a signal response to originate from, also illustrated in Figure 87. A result of

this is that multiple signal responses exist will from the same target in a B-Scan. We aim

to correlate these signal responses in order to find the target’s actual location.

Consider a sequence of A-Scans corresponding to the horizontal positions xI , where

I � 1, ..., N , equivilant to a B-Scan. For each of these A-Scans, a response of amplitude

RI,J is recorded corresponding to a propagation distance zJ , where J � 1, ...,M . We

consider a buried object at pxa, zbq and we expect to receive a signal response from the

object at pxi, zjq, where zj is the distance from the detector pxi, 0q to the buried object

pxa, zbq, provided the beam width is wide enough. From here we wish to converge the set

of points in a B-Scan, which belong to a single object, back into a point-like object which

will allow us to see the target’s location. In order to do this, we need to find the set of

points, SI,J � tpxi, zjqu, satisfying

pxi � xIq2 � z2
j � z2

J � δ and

����pxi � xIq
zJ

���� ¤ β, (14.1)

where SI,J represents the set of points we would expect to receive a target response at

from a target at pI, Jq and β � tan θ and δ is the smallest correction term to ensure that

i P t1, ..., Nu and j P t1, ...,Mu. We need to find SI,J for all I and J (i.e. the whole

B-Scan). Now, given a new point pxp, zqq, we create the set Tp,q, which is defined as

Tp,q � tpI, Jq such that pxp, zqq P SI,Ju, (14.2)

which represents all the points a target respons at pp, qq could have originated from. Finally

185



we define the migrated point R̂p,q as

R̂p,q �
¸

I,JPTp,q

RI,J , (14.3)

which is sum of all the points where a signal response could be generated from an object at

pxp, zqq. Now the migration map, R̂I,J for I � 1, ... , N and J � 1, ... ,M , can be generated

for the entire B-Scan which will allow better object definition for the purpose of finding

targets. This method is similar to that presented in Figure 95 where the red dashed lines

represent R̂p,q for various values of p and q.

14.6 Real Data Modelling

The formulation of the previous section is based upon horizontal and vertical distances,

whereas the data presented in a B-Scan consists of a sequence of A-Scans. This means that

for the previous section, where we worked in the px, zq domain, the angle with which the

rays spread out from the GPR detector (the beam width), was fixed. However, a B-Scan

is a sequence of A-Scans, where the data is gathered at a set frequency, not related to the

speed of the detector. As such, changes in the velocity cause apparent changes in the angle

with which the rays have been sent out from the detector (even though the beam width

is constant) when viewing the data in the px, tq domain. For example, if the GPR device

moves at twice the speed, then the angle with which the rays are sent out will appear to

halve. In this section, we assume that the GPR detector moves at a constant velocity,

which is an appropriate approximation as we would expect a roughly constant velocity in

each individual B-Scan.

Another key difference from the previous section is that the A-Scans measure responses
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that arrive at the GPR detector in fixed time-steps rather than fixed distances. In order

to combat this, we make the assumption that the propagation velocity through the ground

is constant, hence we can assume there is a linear relation between time, tJ , of the signal

response and the depth of the target response, zJ . This is not strictly true due to changes

in soil type as a function of depth and lateral distance, as well as the varying water

content of the ground, again as a function of depth and lateral distance, and objects in

the ground. These all affect the propagation velocity, however we consider this to be an

acceptable assumption for the local region associated with an individual hyperbola. The

relation between tJ and zJ is given by zJ � ĉtJ{2 where ĉ is the propagation velocity of

the radar waves through the ground.

In order to use the formulation of migration from the previous section we need to

find expressions for the horizontal and vertical distances. We have that zj � jĉ∆t{2

and xi � i∆x, where ∆x and ∆t are the step sizes in x and t respectively, i is the

ith A-Scan and j is the jth signal response from an A-Scan. Note, ∆x is taken as a

constant, corresponding to a uniform velocity of the detector, but the algorithm allows for

fluctuations as will be described later. Because of this change, we need to express (14.1)

in terms of the new notation and now we need to find the set of points SαI,J � tpxi, zjqu

satisfying

1

α2
pi� Iq2 � j2 � J2 � δ and

����pi� Iq
J

���� ¤ αβ, (14.4)

where α � ĉ∆t{2∆x and will now be referred to as the spreading factor. Now, (14.2)

remains the same giving the set Tαp,q, defined as

Tαp,q � tpI, Jq such that pxp, zqq P SαI,Ju. (14.5)
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Again we define the migrated point R̂α
p,q as

R̂α
p,q �

¸
I,JPTαp,q

RI,J , (14.6)

This leads to the migration map R̂α
I,J for the whole B-Scan with spreading factor α.

In order for this method to work we need to find the value for α � ĉ∆t{2∆x. In

this report the B-Scans have been generated using a MINEHOUND landmine detector

developed by Cobham Technical Services with a bandwidth of approximately 500MHz to

2,500MHz. With this GPR device, ∆t (the sampling time) was 50ps and the propagation

velocity ĉ is given by ĉ � c{?ε, where c is the speed of light in a vacuum and ε is the

ground’s relative dielectric constant. An appropriate value of ε for most ground types can

be found to be ε � 6.25, which results in ĉ � 1.2� 108ms�1. The step sizes in x, ∆x, can

be calculated by considering the data acquisition frequency (DAF). The MINEHOUND

detector has a DAF of 62.5Hz. ∆x can be calculated as ∆x � Velocity{DAF. If we assume

the average velocity of the detector to be 0.5ms�1 this gives ∆x � 0.008m. Combining all

this together gives α � 0.375.

Adopting a fixed value of α can lead to problems due to the fact that both the prop-

agation velocity, ĉ, and the speed with which the GPR device is moved are subject to

variations which make any fixed estimate of α unreliable. The propagation velocity varies

with changes in the ground type and the moisture content of the ground. The speed with

which the GPR device is moved depends on the operator, and while you would expect an

approximately constant velocity from the same operator, there will be some fluctuations.

However, any change to the curvature of the hyperbolas we are trying to resolve can be ac-

counted for by a change to α. Typically, in a single B-Scan, multiple spreading factors will
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be needed to resolve every target back into something resembling a point source. This can

be seen in Figure 101 where we attempt to migrate eight AT mines, presented in the layout

described in Figure 104, back into point-like sources using various spreading factors and,

as can be seen, no single spreading factor migrates all targets back into point-like sources.

In Figure 101, the four mines on the left are metal TMM-1 (Tenkovska Mina Metalna-1)

AT landmines, whereas the four on the right are minimum metal TMA-2 (Tenkovska Mina

Antimagnetna-2) AT landmines. The multiple reflections in the minimum metal mines can

be explained due to the GPR waves entering the mine and reflecting internally inside the

mine before returning to surface, hence causing the resonance effect. This is not possible

with the metal mines as they act as a Faraday cage and, as such, allow no energy inside

the mine.

To try and deal with this problem of ensuring we have the correct spreading factor

to successfully migrate the hyperbolas back into point sources, various techniques were

investigated. One idea was to create a metric in order to determine the correct spreading

factor. The normalised metrics look for various features which are hoped to represent

a correctly focused image and are presented in Figure 102 of a single target from the

migrated B-Scans presented in Figure 101.

All the metrics work on similar principles, where by we hope to find a small number of

strong responses as opposed to a large number of weak responses. For example ‘top10%’

measures the sum of the highest 10% values in the data set in the hope that a correctly

migrated data set will have a few very strong responses corresponding to the targets,

whereas an incorrectly focused image will have a larger number of fairly strong responses

and will hopefully get a lower score on this metric. Also, we can apply a basic thresholding

algorithm to reduce the B-Scan into a number of distinch blobs which will hopefully
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Figure 101: Four images of the same migrated B-Scan showing the importance of using
the correct spreading factor.

represent the targets. We can use the size of these blobs as a metric, assuming that

smaller blobs represent more focused targets. We can also consider the number of blobs

as a metric aswell. Another possible metric is to consider the shapes of these blobs, where

we hope that a focused B-Scan will have circular targets. In Figure 102 this is represented

in ‘circleness’.

As can be seen, the metrics do not seem to agree on which spreading factor is the most

appropriate. So a lot of further work will be needed in order to develop a conclusive and

accurate metric. A flaw in this method is the fact that in order to determine the correct

spreading factor you need to know where the target is. One possible way to circumvent

this problem would be to run a target detection algorithm first and then run the function

to determine the correct spreading factor. However, the problem of this is that it will a

lot easier to detect where a target is after the spreading factor has been performed and it

is impossible to apply the correct spreading factor until the target has been detected.
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Figure 102: Various metrics for a target. Note, all results have been standardised.

Rather than be faced with the difficult problem of finding the optimal spreading factor,

an alternative idea is to superimpose all the images together from Figure 101. This results

in an image where we have a strong response from the targets’ locations due to the fact

there is a signal response at this location in all of the images. Conversely, any signal

responses caused by the hyperbolic scattering or an incorrect spreading factor will only

appear in one or two images and as such will not show up strongly in the overlaid image.

Mathematically we can represent this as

R̃I,J �
ŗ

γ�1

R̂α
I,J

���α� γ
10

(14.7)

where r � 8 has been used corresponding to spreading factors of α � 0.1, 0.2, ..., 0.8.

However, this may need to be changed according to the type of equipment, the velocity of

the detector and the ground conditions. The result of this overlay is presented in Figure

103. It is important to note that a 33% change in the spreading factor (from changes of

velocity or ground conditions) makes a minimal difference to the final image. It may be
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Figure 103: An example of how overlaying the images from Figure 101 with various
spreading factors works. Note how the diffraction effects visible in Figure 101 can no
longer be seen.

Figure 104: The layout of the mines from left to right as shown in Figures 101, 103 and
106

possible to implement an adaptive algorithm that alters r based on the data however this

is beyond the current scope of the research.

14.7 The Algorithm

In practical terms, the algorithm used is based on a simplistic version of the algorithm

described in Figure 96. It was found that the fastest way to perform the migration with

a single spreading factor was to simply apply a spreading factor to the whole B-Scan as

shown in Figure 105. Here we take each A-Scan (the column on the left hand side of

Figure 105) and spread the points into neighbouring A-Scans according to the spreading

factor (represented in the right hand side of Figure 105). When you consider this method

for an entire B-Scan, it is equivalent to the method described above in §14.6, but can

be implemented a lot faster. This can then be performed multiple times for different
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Figure 105: An illustration of how the algorithm for this method works.

spreading factors before we overlay all the images together to give us our final image as

shown in Figure 103.

The end result of the migration is similar to what could be achieved using a Hough

transform designed to detect hyperbolas of a specific curvature. The Hough transform

(HT) [29] and generalized Hough transform (GHT) [4], are basic feature extraction tech-

niques used to find imperfect instances of a certain class of shapes. Typically the GHT

is used for detecting basic shapes such as lines or circles [31], although more complicated

shapes can also be considered [56], such as hyperbolas.
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15 Statistical Testing

15.1 Introduction

In order to impartially test how well the multiple migration and stacking algorithm per-

forms, this section will show the results of testing this method on numerous data sets. The

test site where these measurements were taken was prepared by burying replica mines in

various ground types. These are genuine TMM-1 and TMA-2 mines with the explosives

removed and replaced with an inert material with similar dielectric properties as the ex-

plosive. Three test sites were prepared with either mines laid in ballast, a mixture of

sand and shingle or Ministry of Transport grade crushed concrete (MOT). Therefore, each

ground type offering slightly different conditions such as subsurface anomalies and prop-

agation characteristics. It is worth noting that rocks and boulders do not pose much of

a problem causing false alarms as they have much smaller radar scattering cross sections

and vastly different internal structures. The results have been gathered with the TMM-1

and TMA-2 mines laid in the configuration described in Figure 104 in each of the three

ground types to test how well the algorithm copes with varying conditions.

Each of the three test sites contained eight AT mines laid in the configuration described

in Figure 104. The data set consisted of 66 B-Scans following a pre-determined path

directly above the mines with 22 B-Scans from each ground type, resulting in a total of

528 AT mines. All the results were obtained by the same operator and half of the data

was collected a day after a substantial rainfall, while the other half was collected after a

prolonged dry spell. The target detection algorithm was then used in order to measure the

effect of the multiple migration and stacking algorithm against not using the algorithm
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for the same data sets.

15.2 Norm of each A-Scan

A simple method of target detection is to consider the norm squared for each A-Scan which

is denoted by ||Ri||2, where Ri � tRi,1...Ri,Mu represent the ith A-Scan and is given by

||Ri||2 �
M̧

j�1

pRi,jq2 . (15.1)

This can be quickly calculated for the entire B-Scan and from there we assume that the

higher the norm squared, the more likely it is that a target is present at that location.

Upon inspecting the norm squared it became clear low level background noise was

providing mild interference. In order to reduce this background noise, thresholding was

introduced to the B-Scan based upon a test section of ground with no mines present,

which was performed on both the original and migrated data sets. However, it is worth

mentioning that this step is optional and has been mainly introduced in order to improve

the clarity of the results. The results from applying the thresholding first and then cal-

culating the energy in each A-Scan are shown in Figure 106. As can be seen from Figure

106 the effect of migration is to increase the energy from a target and reduce the distance

over which the energy is spread over, both consistent with what was expected from the

algorithm. A further effect is that the migration algorithm will only pick out and highlight

objects that are hyperbola shaped. Any artefacts without this key shape are reduced into

the level of the background noise which leads to a reduction in the false alarm rate.

With the energy of each A-Scan extracted we can now quantify how much of an im-
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Figure 106: The energy of each A-Scan in a B-Scan showing the effect of performing
migration with an energy cut-off.

provement performing migration offers in terms of locating potential targets. This is

accomplished by setting a cut-off value where any peaks over this value are classified as a

target, as seen in Figure 106 where a cut-off value has been included of 1
2
. By varying this

cut-off value we can compare the results from performing and not performing migration.

Arbitrary cut-off values have been used as all the data sets have been normalised. If a

peak of energy is within a window predefined to be the location of a target from knowledge

of the mine locations, then it is regarded as a successful detection. However, if the peak

is outside this predefined window then it is regarded as a false alarm.

15.3 Target Recognition

Target recognition is where we attempt to find regions of the B-Scan which have the

characteristics resembling a target. This is done by considering a region of a certain size

and if the region contains both a positive and negative value above the set threshold then
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we designate that region as a target. Having used the target recognition algorithm to

find these regions, we then correlate their location with the library containing the target

locations and mark the regions accordingly. The results of this method are shown in Figure

107. Again we run numerous data sets through this target detection algorithm and we

can vary the threshold required before a region is clarified as a target in order to compare

the effect of performing and not performing migration.

Figure 107: Target recognition performed on a B-Scan before and after migration.

15.4 Results

Having now developed two target detection methods, we now present the results to see

what effect performing the multiple migration and stacking algorithm has on a B-Scan.

The results of trying to detect the 528 AT mines are shown in Figures 108 and 109 for

the norm of each A-Scan and target recognition respectively. For the norm of an A-Scan,

we vary the cut-off to generate the table of results as shown in Figure 106. For target
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recognition, we vary the threshold needed for a region to be designated as a target. This

variation is done by considering how many standard deviations of difference there are from

a sample piece of ground with no targets present. From looking at Figures 108 and 109, it

Figure 108: The table of results for the norm of each A-Scan.

Figure 109: The table of results for target recognition.

can be seen that both methods offer a clear improvement upon performing the migration.

For example, considering Figure 109 it can be seen that without migration we detected

523 out of the 528 targets with 74 false alarms. Whereas with the migration algorithm

we detected 525 targets with only 48 false alarms. A similar result can be obtained from

Figure 108. Hence, we can say that the multiple migration and stacking algorithm does
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indeed improve the target detection rates for landmine detection.
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16 Conclusion

16.1 Summary

In this chapter, numerous methods of improving target detection rate for ground penetrat-

ing radar were considered and algorithms implemented for the most promising algorithms.

In the end a multiple migration and stacking algorithm based upon the idea of reverse

time migration was developed with the aim of eliminating the diffraction effects present

in GPR images. If we consider the norm of the A-Scans, then the multiple migration and

stacking algorithm increased the probability of detection of AT landmines at a false alarm

rate of 0.01 from a probability of detection of 0.6 to 0.85 with similar results from using

target recognition. This demonstrates a substantial improvement from using the multiple

migration and scattering algorithm. The aim of this technique is to eliminate the hyper-

bolic scattering present when detecting landmines in GPR images for a range of different

ground conditions. The key feature of this new approach is the stacking technique which

reduces the effect of fluctuations of the ground conditions and in the movement of the

detector operator. This method was tested on real data to observe the effectiveness of this

technique at improving the target detection rate.

16.2 Future Work

16.2.1 Short Time Fourier Transforms

Short time Fourier transforms (as discussed in §13.2) offers a time-frequency represen-

tation of the GPR signal. By using a short time Fourier transform certain differences
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between targets and clutter can be observed as is demonstrated in ‘Scattering analysis

using fractional Fourier with applications in mine detection’ by I.I.Jouny [34]. By using

this in conjunction with the multiple migration and stacking algorithm it is hoped that

some of the false positives can be eliminated.

16.2.2 Anti-Personnel Mines

One of the most important regions of future research is extending the multiple migration

and stacking algorithm to anti-personnel (AP) mines as so far all the test data has been on

anti-tank mines. The main differences between AP and AT mines are that AP mines are

often a lot smaller and buried a lot shallower. As a result of this the signal received from

these targets will often be weaker than their AT counterparts and in the case of surface laid

AP mines the signal will be mixed in with the surface reflection. These differences may

mean that certain changes need to implemented in order to maintain a high probability

of detection and a low false alarm rate.

16.2.3 C-Scans

A further idea is to generalise the idea of reverse time migration to a 3-D C-Scan. A

C-Scan is generated from a sequence B-Scans strung together of adjacent lines in the same

way a B-Scan is adjacent A-Scans strung together. This will result in having to find the

possible location of a signal response in an extra dimension which will add a new level

of complexity. This will hopefully give significantly more information to the user and

improve target detection rates as we will now be able to look at a 3-D representation of

the object rather than being limited to a 2-D representation of the object as is the case
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with B-Scans.

16.2.4 Oblique Targets

One particular concern in the field of mine detection are oblique targets which, when

detected using GPR, can give a false target scattering centre due to the way the rays

travel underground. This is naturally a major concern in mine detection and it is hoped

that with a slight modification the multiple migration and stacking algorithm can go some

ways to bring the GPR image back in alignment with the target’s true target scattering

centre.

16.2.5 Improvement to Metrics

In §14.3 the idea of using metrics was discussed with the hope of being able to judge the

correct spreading angle needed to eliminate the effects of diffraction effectively. However,

none of the metrics considered consistently performed well so this idea was discarded in

place of a more stable method of overlaying various spreading angles together. However if

a successful metric could be developed, possibly based on feature extraction (e.g. image

curvature, active contours), then it could, potentially improve target detection.

16.2.6 Improvement to Target Detection

In §15 target detection was used to decide impartially what was and what was not a

target. However, by using an understanding of the reflection process that occurs within

the mine itself (due to dielectric discontinuities inside the mine the radar signal reflects

internally within the mine) it may be possible to generate an improved target detection
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algorithm which will improve the signal to clutter ratio. Also various other target detection

algorithms exist and may again improve the signal to clutter ratio.
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A Finite Difference Time Domain

This method involves solving Maxwell’s equations

ε
BE
Bt � ∇�H� J, (A.1)

where J � Jpω, r1, rtq is the forcing term, and

BH
Bt � � 1

µ0

∇� E, (A.2)

where E is the electric field, H is the magnetic field, ε is the dielectric field strength and

µ0 is the magnetic permittivity of free space. Solving Maxwell’s equations numerically

is used in ‘A Matched Filter’ (§13.4) to generate the forward scattering models. This

method follows the work in ‘Electromagnetic Simulation Using the FDTD Method’ by

Sullivan [52]. Finite Difference Time Domain (FDTD) works by using the electric field to

calculate the magnetic field half a time step ahead and vice versa and as such go forward

in time. In the most basic case we work in one dimension. Maxwell’s equations in 1-D,

with no forcing term (J � 0), are

BEx
Bt � � 1

ε0εr

BHy

Bz , (A.3)

BHy

Bt � � 1

µ0

BEx
Bz , (A.4)

where ε0 is the dielectric constant of free space and εr is the relevant dielectric constant

so that ε � ε0 � εr. These are the equations of a plane wave with the electric field oriented

in the x direction, the magnetic field oriented in the y direction, and travelling in the z

204



direction. Taking the central difference approximations for both the temporal and spatial

derivatives gives

E
n�1{2
x pkq � E

n�1{2
x pkq

∆t
� � 1

ε0εr

Hn
y pk � 1{2q �Hn

y pk � 1{2q
∆x

, (A.5)

Hn�1
y pk � 1{2q �Hn

y pk � 1{2q
∆t

� � 1

µ0

E
n�1{2
x pk � 1q � E

n�1{2
x pkq

∆x
, (A.6)

where n represents the nth time step (i.e. t � ∆t � n) and k represents the kth distance

step (i.e. z � ∆x � k). These equations are now rearranged into an iterative form

En�1{2
x pkq � En�1{2

x pkq � ∆t

ε0εr∆x

�
Hn
y pk � 1{2q �Hn

y pk � 1{2q� , (A.7)

Hn�1
y pk � 1{2q � Hn

y pk � 1{2q � ∆t

µ0∆x

�
En�1{2
x pk � 1q � En�1{2

x pkq� . (A.8)

Now we are in a position to be able to implement this in an algorithm. However it is

important to notice that µ0 and ε0 differ by several orders of magnitude. So in order to

circumvent any problems this might cause, we introduce the following change of variables

Ẽ �
c
ε0
µ0

E.

This reduces equations (A.7) and (A.8) to

Ẽn�1{2
x pkq � Ẽn�1{2

x pkq � 1

εr
?
ε0µ0

∆t

∆x

�
Hn
y pk � 1{2q �Hn

y pk � 1{2q� , (A.9)

Hn�1
y pk � 1{2q � Hn

y pk � 1{2q � 1?
ε0µ0

∆t

∆x

�
Ẽn�1{2
x pk � 1q � Ẽn�1{2

x pkq
	
. (A.10)
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Now, noting that
?
ε0µ0 � c0 we set our time steps to be

∆t � ∆x

2c0

.

Now we arrive at the final expression which is used in the FDTD algorithms

Ẽn�1{2
x pkq � Ẽn�1{2

x pkq � 1

2εr

�
Hn
y pk � 1{2q �Hn

y pk � 1{2q� , (A.11)

Hn�1
y pk � 1{2q � Hn

y pk � 1{2q � 1

2

�
Ẽn�1{2
x pk � 1q � Ẽn�1{2

x pkq
	
. (A.12)
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