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ABSTRACT

Here I describe how cycles of mathematical modelling and experi-
menting have advanced our quantitative understanding of two dif-
ferent processes: transcriptional regulation of the floral repressor
FLOWERING LOCUS C (FLC ) in Arabidopsis thaliana and spatial
positioning of low copy number plasmids in Escherichia coli. Despite
the diversity in biological subjects, my spatiotemporal modelling ap-
proach provides a common ground.

FLC regulation involves an antisense-mediated chromatin silenc-
ing mechanism, where alternative polyadenylation of antisense tran-
scripts is linked to changed histone modifications at the locus and al-
tered expression. Mathematical model predictions of FLC transcrip-
tional dynamics are validated bymeasurements of total and chromatin-
bound FLC intronic RNA. This demonstrates that FLC regulation in-
volves a quantitative coordination between transcription initiation
and elongation, potentially a general feature of gene regulation in
a chromatin context. A quantitative analysis of cellular RNA lev-
els indicates that FLC processing and degradation are well described
by Poisson processes. FLC transcription correlates with cell volume,
which underlies the large cellular variation in transcript levels.

Low copy number plasmids in bacteria require segregation for
stable inheritance through cell division. This is often achieved by a
parABC locus, comprising an ATPase ParA, DNA-binding protein
ParB and a parC region, encoding ParB-binding sites. These com-
ponents space plasmids equally over the nucleoid, yet the underly-
ing mechanism has not been understood. Here I show mathemati-
cally that differences between competing ParA concentrations on ei-
ther side of a plasmid can specify regular plasmid positioning. This
can be achieved regardless of the exact mechanism of plasmid move-
ment. Experimentally, parABC from E. coli plasmid pB171 increases
plasmid mobility, inconsistent with models based on plasmid diffu-
sion and immobilization. Instead this observation favours a directed
motion model. These results unify previously contradictory mod-
els for plasmid segregation and provide a mechanistic basis for self-
organized plasmid spacing.
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PREFACE

This doctoral thesis is the result of scientific research that I have
performed in the past four years. It consists broadly of two biolog-
ical topics: FLC transcriptional regulation in Arabidopsis and spa-
tial plasmid positioning in E. coli. The commonality between these
two lines of research lies in the mathematical modelling that I have
conducted. This is reflected in the described results and the style
of writing. The research has been highly interdisciplinary and per-
formed in close collaboration with several experimental biologists.
Therefore this thesis is written from the first person plural (we) per-
spective. This thesis also describes several sets of experimental data
that I have used to justify my conclusions. Wherever experimental
data is described, I acknowledge the contributions of the colleague(s)
who generated the data. Methodology on experimental procedures
of the respective experiments falls beyond the scope of this thesis.
Relevant data analyses procedures that were developed by myself are
described.

The targeted readership aremathematically proficient scientists, who
have an undergraduate-level understanding of molecular and cellu-
lar biology. The biology required to understand the relevance and
context of the research will be introduced and in that respect this
thesis is self-contained. I assume the reader has sufficient under-
standing of the required mathematical techniques without further
introduction. Chapter 1 is an introduction to the biology of tran-
scriptional gene regulation in general and specific to FLC, with my
primary research results on the topic described in chapters 2 and
3. Chapter 1 also contains a brief introduction to the field of bacte-
rial plasmid positioning, with subsequent primary research results
following in Chapter 4. Chapter 5 constitutes a conclusion and dis-
cussion of the research described in this thesis.





ACKNOWLEDGEMENTS

I would like to thank my primary supervisor Martin Howard, who
has been very supportive, always reasonable, and fair. As a pioneer
of modelling in biology he has taught me many valuable lessons. I
appreciate how he has mentored me in difficult situations during my
PhD. Thank you also to my secondary supervisor Caroline Dean, a
scientific and professional leader with a remarkable biological in-
tuition. Martin and Caroline have both formed a deep source of
scientific inspiration for me. They have helped me develop from a
student into a scientist. I thank Zhe Wu for the close and some-
times intense collaboration on the autonomous pathway through-
out my PhD. Without our numerous scientific discussions and his
experiments we could not have made the discoveries on FLC coor-
dination of initiation and elongation. Also my appreciation to Flo-
rian Szardenings formaking our long distance collaboration become
fruitful. Without his experiments, we could not have made the dis-
coveries on plasmid positioning. Thank you to Stefanie Rosa and
Susan Duncan for their interest in collaborating with me to quantita-
tively investigate the cellular variation inFLC expression. ToMatthew
Hartley and Tjelvar Olsson for their scientific computing support.
AndrewAngel, DavidRichards, Antonio Scialdone, Scott Berry, Seán
Murray, Rea Kourounioti, Giuseppe Facchetti and Leonie Ringrose
for scientific discussions and creating a vibrant, friendly atmosphere
in the Howard group. In addition to those mentioned above, thanks
also to all other current and previous Dean lab members that shared
their expertise on FLC regulation, in particular Jie Song, Oleg Rait-
skin, PedroCrevillén, ZhiweiWang, FuquanLiu, Ryo Ishikawa, Cagla
Sonmez, Peijin Li, Danling Zhu, Hongchun Yang and Julia Questa.
Nick Pullen for providing his excellent LATEX typesettings from his
PhD thesis. The other PhD students and postdocs in the Compu-
tational and Systems Biology department at the John Innes Centre
(JIC) for sharing interest inmathematical and computational approaches
in biology. More broadly the scientific community of JIC, a great en-
vironment for plant and microbial science, which is reflected in the
topics of my research. The anonymous reviewers of my manuscripts



14 acknowledgements

whohavemademe realize that scientific progress is tightly connected
to human interest. Lastly, the staff members at Santander Corporate
and Commercial across East Anglia, in particular Mike Hanby and
Tracy Grazioli, for enabling me to be part of their work force during
my internship there.

On a more personal note, I would like to thank the many friends
that I have met in Norwich, notably some of my year mates who
made my PhD life at JIC more relaxed and fun: John, Richard, Mike,
Annis, Claire, Jo, Rachel and Chris. My (previous) housemates Kate-
rina, Lewis, Ola, Josué, Anil andAndrzej. Jon for developing our side
project. Also a big thanks to the Natuurko’s: Keesjan, Benjamin, Bas
v. O., Chris, Bas C., Ralph andAnton, for their friendship and shared
interest in a quantitative approach to science and life! Ricardo, for
our long lasting close friendship, and for discovering Middle Amer-
ica together, a truly enriching experience that has changed my atti-
tude towards life. My PhD has resulted in many periods of solitude
and focus on work. I am most grateful to have met Ly during this
busy part of my life. Her kindness, enthusiasm and endless positiv-
ity towards life have helped me stay motivated and hopeful in tough
times.

Laurien en Siep, ik wil jullie bedanken voor jullie liefde en steun,
voor de vele jaren van opvoeding en investering in mij, en voor jul-
lie geloof in mijn kunnen. Op de belangrijke moment herinnerden
jullie mij eraan om me te blijven richten op de juiste zaken. Daar-
naast hebben jullie me geholpen om een balans te behouden tussen
werk en leven. Ondanks de fysieke afstand zijn jullie altijd dichtbij
me gebleven.

Robert Ietswaart
John Innes Centre, Norwich
September 2015



1INTRODUCTION

In this chapter we first introduce relevant concepts of transcription,
chromatin and antisenseRNA(asRNA) regulation in plants andother
eukaryotes that are relevant to the primary research chapters 2 and
3. We begin by a general introduction on the interplay between tran-
scription and chromatin and proceedwith exampleswhere themech-
anism of antisense transcription has been analysed and shown to
play an important role in chromatin regulation. We focus on the
topic of our study, the regulation of the floral repressor FLOWERING
LOCUS C (FLC) inArabidopsis thaliana, and then review specific ex-
amples in S. cerevisiae (yeast) and mammals in order to highlight
conceptual parallels.

In the second part of this chapter we introduce the topic of bacterial
low copy number plasmid positioning. We begin by reviewing the
components involved in this process and in other prokaryotic DNA
segregation mechanisms. We then consider regular positioning of
other sub-cellular components and discuss these systems in the con-
text of the spatial architecture of the cytoplasm in prokaryotes. The
relevant primary research on spatial positioning of low copy number
plasmids is then described in chapter 4.

1.1 Flowering time control: on the connection
between antisense RNA and chromatin

1.1.1 Interplay between transcription and chromatin

Transcriptional regulation is central for changing gene expression
patterns that underpin growth and development in all organisms.
Many components of the transcriptional machinery are conserved
between organisms [1], further indicating their fundamental impor-
tance to life. One example of such a core component is RNA Poly-
merase, a protein complex that transcribes DNA in prokaryotes. In
eukaryotes, many species havemultiple RNAPolymerase complexes,
often with divergent roles in gene regulation [1, 2]. For instance in
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Arabidopsis there are five different complexes [3]: some function in
ribosomal RNAproduction and others in small interfering RNApro-
duction [1–3]. RNA Polymerase II (Pol II) functions to transcribe
most protein coding genes, not only in plants but also all other eu-
karyotes [1].

In eukaryotes, DNA is wrapped around histones to form a unit called
a nucleosome [1]. To condense DNA into a size that fits in the nu-
cleus, many nucleosomes are packed together to form chromatin [1].
The nucleus is further organized into higher order structures, such as
topologically associating domains (TADs) in metazoans. TADs are
formed byDNA sequence elements that are in close physical proxim-
ity, despite sometimes being far apart sequencewise in the genome
[4, 5]. Transcription regulation is impacted by the many layers of
organization in the nucleus. Genes common to a TAD often cor-
relate in gene expression [4]. Moreover, enhancers, discrete DNA
elements (50-1500kbp) that contain specific sequence motifs, have
been found to regulate transcription by Pol II at distances as large as
a milion basepairs [6, 7].

Crucially, transcription occurs in a chromatin context. In recent
years, our understanding of this connection between chromatin and
transcription has made significant progress and it is becoming clear
that chromatin modifiers play an integral part in transcriptional reg-
ulation [7]. The chromatin structure is regulated by chromatin mod-
ifiers through nucleosome positioning and posttranslational modifi-
cations of histone tails (Figure 1.1), e.g. histoneH3 lysine 4 trimethy-
lation (H3K4me3) [1]. Also transcription leads to recruitment of
specific chromatin modifiers that affect the chromatin state [7]. It is
still debated whether and how these modifiers and chromatin states
cause altered transcription or only result from altered transcription
regulation by, for instance, transcription factors (TFs) [7, 8]. Here
we introduce some of the many features of transcription by Pol II
that are known to be related to FLC regulation.

Transcription by Pol II involves three keys steps: initiation, elonga-
tion and termination, each of which can be affected by chromatin
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structure [9, 10]. For example, in vitro reconstituted heterochro-
matin can inhibit Pol II initiation and elongation [11]. Transcrip-
tional activation often involves DNA sequence specific transcription
factors (TFs) that can bind to the gene promoter [1]. The nucleoso-
mal arrangement of DNA wrapped around histones can act as a bar-
rier to Pol II binding [9, 12]. To overcome this hurdle, TFs can inter-
act with cofactors, protein complexes without DNA binding proper-
ties, that help activate or repress a gene [7]. One such cofactor, the
SWI/SNF chromatin remodelling complex [13], can reposition nu-
cleosomes to facilitate recruitment of Pol II to form a pre-initiation
complex (PIC) comprised of many general transcription factors [14].
Once the PIC is formed, Pol II is then phosphorylated at the Serine
5 residue (S5P) at its C-terminal domain [15–17]. This S5P-CTD in-
teracts with enzymes responsible for 5’ RNA capping [18], a process
that prevents nascent RNA 5’-3’ degradation [1].

The Pol II S5P-CTD domain also recruits a histone modifying com-
plex, Set1/COMPASS (Figure 1.1), to trimethylate histone H3 lysine
4 (H3K4me3) [20]. Consistently, H3K4me3 is genome-wide most
abundant near gene 5’ ends and correlates well with transcriptional
activity [21]. H3K4me3 deposition is also dependent on histone
H2B lysine 123 (H2BK123) ubiquitination by the RAD6-BRE1 com-
plex [22, 23]. H3K4me3 itself seems to affect transcription indirectly
through it interaction with a panoply of factors [24], including the
Pol II associated factor 1 Complex (Paf1C) and FACT, a protein com-
plex that allows Pol II to traverse nucleosomes [25]. This modifica-
tion also affects RNA splicing as it indirectly recruits spliceosome
components [25]. Overall, H3K4me3 is widely regarded as a histone
modification indicative of active transcription [24].

The effects ofH3K4dimethylation (H3K4me2), deposited co-transcriptionally
throughout genes by Set1, seems less clear cut inArabidopsis [26] and
often dependent on the context of overlapping non-coding transcrip-
tion in yeast [27, 28]. This modification recruits a histone deacetyla-
tion complex (HDAC), which then represses initiation locally [29].
Through 3’-end antisense transcription, sense promoter locatedH3K4me2
can then suppress sense transcription through these HDACs [27].
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Figure 1.1: Transcription occurs in a chromatin context. The chromatin landscape during tran-

scription elongation is determined by the factors associated with different forms of Pol II. Paf1C

(PAF) facilitates the binding of FACT, COMPASS, and Rad6/Bre1 to the S5P-CTD, which results in

H2B ubiquitination and accumulation of trimethylation of H3K4 at the 5’ end of the gene. Set2

directly interacts with S2P-CTD, thus methylating H3K36 at the 3’ end. It is still debated whether

and how these modifiers and chromatin states cause altered transcription or only result from

altered transcription regulation. This illustration is reprinted from [19] with permission from Else-

vier.
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However H3K4me2-dependent sense upregulation is also observed
for some genes depending on the non-coding gene conformations
[28].

Another histone modification, Histone H3 lysine 36 trimethylation
(H3K36me3)was first found to be placed co-transcriptionally in yeast
by Set2 (Figure 1.1) [30, 31]. Like H3K4me2, it functions to pre-
vent spurious intragenic initiation through recruitment of HDACs
[30, 31] and to prevent trans-histone exchange during Pol II elon-
gation [32]. Consistently, H3K36me3 levels are enriched over genic
regions genome-wide inmany organisms [19, 33]. Howevermore re-
cently, this modification is also been implicated in the developmen-
tal regulation of gene expression programs in higher eukaryotes [7,
34]. For instance C. elegans, H3K36 trimethylation can also be de-
posited independently of transcription in order to transmit memory
of germline expression to progeny [34]. Overall, as for H3K4me3,
H3K36me3 is widely regarded to be a histone modification associ-
ated with active transcription [7].

After Pol II initiation and S5 phosphorylation, Pol II proceeds with
elongation through the gene in yeast [17]. The Pol II CTD S2 residue
is phosphorylated by P-TEFb, a kinase containing protein complex,
during elongation within the first 600-1000 base pairs [17, 35]. Pol II
can pause and back track throughout elongation [36]. In Drosophila
however, S5P-Pol II pauses predominantly at a promoter proximal
site prior to S2 phosphorylation [37]. After S2 phosphorylation, Pol
II is released into elongation, although a minor Pol II fraction ter-
minates prematurely at the promoter proximal pause site [38, 39].
During elongation Pol II is generally very processive in vitro and in
vivo due to the high stability of the RNA-DNA-Pol II ternary com-
plex [1, 9]. In human cells both histones and DNA-bound TFs can
affect Pol II elongation locally in vivo [40].

During elongation, Pol II generates nascent RNA, which can then be
further processed [1]. One such form of RNA processing is splicing:
the removal of intron sequences (introns) from newly transcribed
RNAs by the spliceosome [1]. The DNA sequences that are not re-
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moved from the RNA are termed exons. When the gene encodes
for a protein, the exonic RNA parts generally constitute a messenger
RNA (mRNA) that can be translated in the cytoplasm [1]. Similar
to RNAs, intron boundaries are described by a 5’ end and a 3’ end,
also referred to as the intron donor site and intron acceptor site re-
spectively [1]. During splicing, first the intron donor site and then
the acceptor site are cleaved by the spliceosome, after which the re-
maining exons are ligated together. Splicing can only initiate when
Pol II has transcribed the full intron, because 5’ cleavage only oc-
curs during lariat formation, a process where the intron 5’ and 3’
end are connected to form a looped intron RNA (lariat RNA) [1].
Splicing usually occurs at a gene locus, either co-transcriptionally
or after Pol II elongation [41]. As alluded to above, splicing is also
connected with transcription and chromatin. For instance Pol II
can transiently pause at exon 5’ ends, presumably to facilitate co-
transcriptional RNA splicing [40]. Splicing also feeds back to the
chromatin state, as splicing inhibition impairs recruitment of the hu-
man H3K36 methyltransferase Setd2 [42]. Alternative splicing and
Pol II elongation can be kinetically coupled [43, 44]. In this mecha-
nism splicing of a proximal intron can occur in a ’window of oppor-
tunity’ during Pol II elongation. Fast Pol II elongation would then
lead to a greater chance to by-pass this window, resulting in splicing
at a distal 3’ splice site.

The process of Pol II termination, also dependent on chromatin re-
modeller activity [45], generally commences when Pol II transcribes
an AATAAA consensus sequence (denoted as a poly(A) site) [1, 46].
The 3’ processing factor complexes CPSF and CstF, that associate
with Pol II throughout elongation, can recognize this sequence dur-
ing elongation [47]. In this canonical scenario, Pol II pauses as a
result of poly(A) site recognition and both CPSF and CstF promote
endoribonucleolytic cleavage [47]. A poly(A) polymerase then adds
a poly(A) tail to the RNA 3’ end [47]. Pol II termination occurs by
the ’torpedo’ mechanism [48, 49], where the 5’ end of the nascent
Pol II-bound RNA is recognized by Xrn2, a conserved chromatin
associated 5’-3’ exoribonuclease [50]. Xrn2 degrades this RNA un-
til it reaches the Pol II which then drops off the DNA template [48,
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49]. More recently, Pol II has also been found to terminate under
the influence of cotranscriptional cleavage (CoTC)-type terminator
elements [51]. In this case Pol II elongates past the poly(A) site and
a downstreamCoTC element promotes cleavage and subsequent Pol
II termination via the ’torpedo’ mechanism. CoTC can depend on
various factors, for instance a Dicer endoribonuclease [52], or RNA
helicase Sen1[53]. Gene expression can also be regulated through
alternative polyadenylation and Pol II termination [54–56]. Prema-
ture termination can be kinetically coupled to Pol II elongation [53].
RNA decapping also functions to stimulate premature termination
through the ’torpedo’ mechanism [54, 57]. Splicing seems to antago-
nize premature termination, as functional disruption of the spliceo-
some increases premature termination [58]. Differential splice and
poly(A) site signals thereby limit pervasive transcription throughout
the genome in humans [58]. Chromatin assembly also limits perva-
sive non-coding transcription in yeast [59].

RNA 3’ processing and export into the cytoplasm generally follows
after Pol II termination [1, 41]. RNA export machinery recruitment
occurs co-transcriptionally in yeast whilst in humans RNA splicing
contributes to this recruitment [60]. Furthermore, aberrant pre-mRNA
canbe degraded co-transcriptionally upon inhibition of splicing [61].
RNA degradation can occur at many stages during RNA maturation
[62] and it seems that in the nucleus the fate of transcripts is largely
determined during 3’ end formation [63, 64].

As detailed above, protein coding gene regulation already comprises
many layers of complexity in a chromatin context. Moreover, anti-
sense RNA has been found to be involved in transcription and chro-
matin regulation. Belowwe elaborate on its connection to chromatin
and transcription generally in plants and other eukaryotes, andmore
specifically at FLC.

1.1.2 Widespread antisense transcription

Thetranscriptome analysis of theArabidopsis genomenearly a decade
ago revealed, surprisingly, that approximately 30% of all the anno-
tated genes exhibited significant asRNA expression [65]. This level
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of antisense transcript production has been a consistent observation
in other whole-genome analyses, including Drosophila, human, and
rice [66]. More recently, the application of next-generation sequenc-
ing methodologies has revealed the presence of pervasive transcrip-
tion and longnon-codingRNAs (lncRNAs, non-protein-codingRNA
molecules at least 200nt in length) in many genomes [67–70]. Tran-
scription is clearly not limited to protein-coding genes and can be
antisense to genes, divergent from promoters, convergent into genes,
and completely intergenic [66]. The extent of lncRNAs in a genome
seems to correlate with an increase in an organism’s complexity. For
example, the protein-coding part constitutes only 1.5% of the hu-
man transcriptome, whereas in prokaryotes it accounts for over 75%.
This has led to the suggestion that non-coding parts of a genome
serve a gene regulatory role, which becomes increasingly important
in higher organisms [71]. lncRNA can play important roles in gene
regulation acting as molecular signals, decoys, guides, and scaffolds
[69]. It is unclear at present whether cis-localized antisense tran-
scripts, a subset of the more general long non-coding transcripts,
play a functionally distinct role [72]. asRNAs have been proposed
to function through transcriptional interference (a direct negative
impact of one transcriptional activity on a second transcriptional ac-
tivity in cis, i.e. at the same locus) [73], mediate chromatin modi-
fications [74], or be involved in RNA interference mechanisms [75].
RNA interference is amechanismwhere occurance of double-stranded
RNA leads to the action of Dicer a nuclease protein complex that
cleaves the double-stranded RNA, which is then processed further
to small RNAs [1]. In yeast, they have been implicated in stress re-
sponsiveness and the regulation of inducible genes [76, 77]. In addi-
tion, as a result of their having lower baseline levels, genes expressing
asRNA generally exhibit a wider expression range than those genes
which do not express asRNA [78]. These characteristics and their
abundance in a range of organisms suggest they could play a role in
plasticity of gene expression. In plants, this could be of profound im-
portance for responses to environmental cues and adaptation. How-
ever, until we determine more mechanistic details on a range of ex-
amples from different organisms that will enable us to infer generic
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mechanisms, their widespread role in genome regulationwill remain
an interesting possibility only.

1.1.3 Antisense-mediated regulation in plants

The presence of extensive antisense transcription in several whole-
genome transcriptome analyses was initially viewed with some scep-
ticism and concern that the methodologies were subject to techni-
cal artefacts resulting from spurious second strand complementary
DNA synthesis in the reverse transcription reaction. This issue has
been addressed directly in several studies [79, 80] and extensive an-
tisense transcription is still observed (although less than the early
studies). The need for plants to constantly adapt to changing con-
ditions makes a role for asRNA in gene regulation an attractive hy-
pothesis [81], and it is clear from a genome-wide study that anti-
sense transcripts in Arabidopsis show developmental, clock-related
and stress-related changes in expression [72, 82]. The presence of
asRNA has also been detected in rice, wheat, and legumes [83–85],
but apart froman analysis of the role of the nonsense-mediated decay
pathway on their stability, relatively little mechanistic understanding
is available [86]. Given the extensive understanding of small RNA
(sRNA) pathways in plants, initial studies addressed whether natu-
ral antisense transcripts (NATs) transcribed from either the same
locus or a convergently transcribed gene (so-called cis-NATs) trig-
gered a double-stranded RNA mechanism involving sRNA produc-
tion. However, cis-NATs do not show an increased sRNA signature
compared to other genomic regions, so any correlation between the
presence of asRNA with low sense expression must involve a differ-
ent mechanism [87, 88].

To date, the best understood example of the role of antisense tran-
scripts in plants is the regulation of the Arabidopsis floral repressor
gene FLC. Here, antisense expression independently intersects with
two pathways that repress FLC expression (Figure 1.2). Below we de-
tail our current understanding of this regulation.
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Figure 1.2: The FLC gene. (A) FLC controls the transition from

vegetative to reproductive development in Arabidopsis [89–92].

FLC expression is regulated by many pathways [29]: vernaliza-

tion, cold-induced epigenetic silencing that occurs during win-

ter; FRIGIDA, a coiled coil protein that upregulates FLC expres-

sion; the autonomous pathway, which is composed of many in-

dependent repressive activities; the Arabidopsis Trithorax-like

pathway, which stimulates FLC gene expression; and RNA inter-

ference which suppresses FLC in different Arabidopsis accessions

[93, 94]. (B) The FLC locus (∼ 6kb in length) expresses multiple

types of transcripts (coloured blocks indicate exons, broken lines

introns). FLC mRNA encodes a MADS box transcription factor.

COOLAIR is a non-coding transcript that fully encompasses FLC

in the antisense direction. It is alternatively polyadenylated with

a proximal poly(A) site in sense intron6 and a distal poly(A) site

in the sense promoter region and is differentially expressed

in warm and cold conditions. COLDAIR, expressed under cold

conditions from within intron1 of FLC in the sense direction, is a

capped but non-polyadenylated lncRNA.
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1.1.4 Introduction to FLC regulation

FLC encodes a MADS box-type transcriptional repressor that pre-
vents the activation of a suite of genes required for the floral tran-
sition [89–92]. The FLC antisense transcription unit fully encom-
passes the FLC gene (∼ 6kb in size), initiating from just downstream
of themajor sense poly(A) site and terminating upstreamof the sense
initiation site (Figure 1.2). The RNA starts from several positions
within a chromatin region marked by the chromatin modification
histone H3 lysine 9 dimethylation (H3K9me2), normally associated
with heterochromatin in Arabidopsis and other organisms. This re-
gion also shows homology to sRNAs: a Dicer-dependent (24nt) and
a Dicer-independent 30-mer [93]. Analysis of the origin of these sR-
NAs led to the identification of an antisense transcript that, due to
its upregulation by cold, was called COOLAIR , as a parallel to the
lncRNA HOTAIR in Drosophila [95, 96]. COOLAIR is now used
to describe the FLC group of antisense long non-coding transcripts
generally, both in warm- and cold-treated plants. These antisense
transcripts terminate at either proximal sites corresponding to FLC
sense intron 6, or distal sites within the FLC promoter region [97,
98]. This led to the question of whether its initiation depends on
the termination of the sense transcript. A fusion of the COOLAIR
promoter to a luciferase coding region demonstrated that antisense
transcription could be initiated and regulated independently of the
sense transcript [95]. A similar independence of sense and antisense
transcription has been found for yeast genes [99]. COOLAIR tran-
scription is generally positively correlated with sense transcription
in a range of floweringmutants that either upregulate (late-flowering
mutants) or downregulate (early-floweringmutants) FLC expression.
However, this symmetry is broken during cold treatment: after two
weeks of cold treatment, antisense levels accumulate 10 fold, whereas
FLC transcription is downregulated.

TheFLC genetic regulatory network is complex, but a schematic illus-
tration of the multiple activating and repressing pathways is shown
in Figure 1.2. The activating pathways involve conserved chromatin
regulators including homologs of Paf1C [100], RAD6-BRE1 [101–
103], and COMPASS [104–106], that carries Arabidopsis Trithorax
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homologs that trimethylate H3K4 [107]. SWR1, a conserved chro-
matin remodeler implicated in histone H2A.Z deposition, is also re-
quired for FLC up-regulation [108]. In addition, the transcriptional
activator FRIGIDA contributes strongly to natural variation of FLC
expression, and thus flowering [109, 110]. FRIGIDA is a coiled-coil,
lysine-rich protein that interacts with a CAP binding complex sub-
unit in vivo and is required for the recruitment of chromatin mod-
ification machinery to the FLC locus [108, 110, 111]. SDG8, an
H3K36me3 methyltransferase, deposits this histone modification at
FLC [112, 113] and interacts with FRI to upregulate FLC expression
[111, 112]. These activators are antagonized by a number of repres-
sors identified by genetic analysis of late-flowering mutants. These
were grouped into the so called autonomous pathway. However,
rather than functioning in a linear genetic pathway, they constitute
several parallel mechanisms that all repress FLC.

1.1.5 Autonomous pathway

The autonomous pathway has for a long time been known to in-
volve RNA regulation since the autonomous pathway gene FCA was
shown to encode a protein that contains RNA recognition motifs
(RRMs) [114]. FCA also has a WW protein interaction domain and
this was used to identify the interacting protein FY, previously char-
acterised through genetic analysis of a late-flowering mutant. FY is
homologous to Pfs2p (yeast) and WDR33 (mammals), components
of the well-characterized pre-mRNA 3’ end cleavage and polyadeny-
lation stimulating factor (CPSF) [115–117]. FCAandFYwere shown
to be functionally important in RNA 3’ processing as evidenced by
their role in autoregulation of FCA poly(A) site choice [118] and
their genome-wide effect on polyadenylation [119]. In the autoregu-
lation of FCA, the FCAprotein binds to a promoter proximal poly(A)
site to stimulate proximal processing, resulting in a truncated tran-
script [118]. The FCA protein is generated from translation of a dis-
tal transcript isoform [118]. Through this negative feedback loop,
FCA tightly controls its own expression levels and thereby FLC reg-
ulation [118]. Loss of FCA also leads to genome wide transcrip-
tional readthrough beyond canonical poly(A) sites into intergenic
regions [119]. This results in alternative splicing and polyadenyla-
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tion of many transcripts [119]. However, mutations in FCA and FY
do not influence FLC sense transcript 3’ processing.

In order to understand how FCA activity results in a ∼ 25 fold reduc-
tion in FLC expression, suppressor mutagenesis was undertaken to
identify other required factors [120]. This identified FLD, a homolog
of the human lysine specific demethylase 1 (LSD1, also known as
KDM1A) [120, 121] and two canonical 3’ processing factors, CstF64
and CstF77 [98]. LSD1 is essential for mammalian embryonic devel-
opment and is involved in diseases such as leukemia [122, 123]. It has
specificity for H3K4me1/2 demethylation and acts as a gene repres-
sor [121]. LSD1has also specificity for demethylation ofH3K9me1/2,
in which case it is associated with gene activation [122, 123]. Loss
of FLD leads to a genome-wide increase in H3K4me2 levels and also
increased H3K4me2 in the FLC gene body, confirming its role as
a H3K4me2 demethylase [120]. Surprisingly, mutation of the con-
served components CstF64 andCstF77, which are normally required
for gene expression, actually increased FLC levels [98]. Analysis of 3’
processing of COOLAIR provided insight into the mechanism; these
mutations were affecting the processing of the antisense transcript,
which in turn increased FLC expression.

COOLAIR is alternatively polyadenylated (Figure 1.3), as are many
transcripts in the Arabidopsis genome [124], with both a proximal
poly(A) site (within sense intron 6) and a distal poly(A) site (over-
lapping the sense promoter). FCA and FY function to promote the
use of the proximal site, and FCA associates with FLC chromatin in
this region [120]. Potentially, FCA could interact with COOLAIR
through its RRMs, bringing that transcript to the RNA 3’ process-
ing machinery through the interaction with FY [125, 126], thereby
stimulating use of the proximal poly(A) site (Figure 1.3). This view
is supported by the fact that PRP8 and CDKC2, also identified in
FCA suppressor screens, both require intact COOLAIR to repress
FLC. PRP8 promotes splicing of a small intron in COOLAIR that
enables use of the proximal polyadenylation site [127]. CDKC2, a
component of the P-TEFb elongation factor, is required for efficient
COOLAIR transcriptional elongation [128]. We cannot exclude the
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Figure 1.3: The autonomous pathway represses FLC expres-

sion through asRNA-mediated chromatin modifications. (A) In

the absence of endogenous FCA, COOLAIR transcripts (red) are

polyadenylated under the influence of FY, CstF64, and CstF77 at

a distal poly(A) site. This is associated with high H3K4me2 (me2

in blue) levels in the body of the FLC gene and high levels of

functional FLCmRNA (green) and COOLAIR expression. (B) FCA

promotes alternative polyadenylation of COOLAIR through tar-

geting FY and CstF activity to a proximal poly(A) site. This event

is likely to trigger FLD-dependent demethylation in the body of

FLC leading to a transcriptionally repressed state and low levels

of functional FLCmRNA [120].
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possibility that DNA also plays a role in FCA recruitment.

Another feature of endogenous COOLAIR is the existence of an R-
loop that forms at the COOLAIR 5’ region [129]. Interestingly, some
RRM-domain proteins bind to both RNA and single-stranded DNA,
a feature associated with R-loop formation [130]. Thus, FCA may
be recruited through a combination of sequence specificity and nu-
cleic acid structure. FPA, another RRM protein that acts indepen-
dently of FY [131], also promotes usage of the proximal site [97]. The
choice of the proximal poly(A) site could then trigger FLD demethy-
lation to reduce the H3K4me2 levels in the body of FLC leading
to a repressed chromatin state and reduced sense and antisense ex-
pression [98, 120]. How use of the proximal poly(A) site stimulates
FLD activity remains to be elucidated. A relative increase in use of
the distal poly(A) site in fca, fpa, or fy mutants (Figure 1.3) has led
to the suggestion that increased antisense transcription through the
sense promoter could stimulate sense transcription [97, 132]. Op-
posing proximal poly(A) and distal poly(A) site choice could thus
function antagonistically as an FLC repressor and activator, respec-
tively. In this way regulated 3’ processing of the FLC antisense tran-
script, COOLAIR , might modulate sense FLC expression. More gen-
erally, how the overall chromatin state mechanistically affects sense
FLC expression is unknown. The conserved nature of several in-
volved proteins suggests this could be a mechanism generally rele-
vant for the many loci with antisense transcription.

1.1.6 Vernalization

The autonomous pathway functions in parallel with vernalization, a
second pathway repressing FLC expression [133]. Vernalization is a
process whereby flowering is accelerated by prolonged cold, and it
ensures that plants align their flowering with spring [29]. Prolonged
cold repressesFLC transcriptionally and induces epigenetic silencing
that is mediated by a conserved Polycomb (PcG) mechanism [134].
FLC expression decreases in the cold in a quantitative manner, scal-
ing with the length of cold that the plants experience, with FLC re-
maining epigenetically silenced during subsequent development af-
ter return to the warm [135]. Mutational analysis revealed that this
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process requires a modified PcG silencing complex including pro-
teins containing a plant homeodomain (PHD). A core Polycomb re-
pressive complex 2 (PRC2) associates with FLC chromatin indepen-
dently of temperature [136]. After several weeks of cold, levels of
histone H3 lysine 27 trimethylation (H3K27me3), which is associ-
ated with PcG silencing, accumulate at an intragenic site covering
(sense) exon 1 and the 5’ end of intron1, referred to as the nucleation
region (Figure 1.4). This correlates with accumulation of the modi-
fied PHD-PRC2 complex and its association with the nucleation site.
H3K27me3 accumulates quantitatively at the nucleation region with
increasing weeks in the cold [134, 137]. Upon return to warm tem-
peratures, the PHD-PRC2 complex spreads across the whole FLC lo-
cus raisingH3K27me3 to high levels, which are required tomaintain
the epigenetic stability of repression through subsequent cell divi-
sions and environmental noise. This switch to the fully epigenetically
silenced state is digital: it either occurs and the gene is fully silenced;
or it does not occur and the gene is re-activated upon return to warm
temperatures [138]. The probability of this cell-autonomous switch
increases with length of cold so the quantitative accumulation of epi-
genetic silencing by cold represents an increasing fraction of cells
that have switched to the epigenetically silenced state [138, 139]. The
question then arises as to how COOLAIR function in this mecha-
nism?

Using a custommicroarraywith single nucleotide resolution of both
strands of the FLC locus, changes in FLC transcripts at several phases
of the vernalization process were identified [95]. The most striking
difference was the accumulation of FLC antisense transcripts after
plants had experienced cold, peaking after 14 days cold treatment.
Unspliced and proximally polyadenylatedCOOLAIR increasedmost
significantly (∼ 10 fold), but the distally polyadenylated form also in-
creased slightly. The increase in antisense transcripts coincides with
suppression of unspliced sense FLC levels, but not functional FLC
mRNA levels, which take several more weeks of cold to decrease sig-
nificantly. This led to the idea that COOLAIRmay be facilitating the
decrease in sense FLC transcription during the first few weeks in the
cold (Figure 1.4). Supporting this hypothesis, a transgene that con-
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Figure 1.4: Vernalization silences FLC epigenetically. Vernalization is the process whereby flow-

ering is accelerated in response to the prolonged cold of winter. Time runs from left to right.

Before exposure to cold, FLC (green) is expressed in higher amounts than COOLAIR (red). Dur-

ing the first two weeks of cold, COOLAIR is upregulated while unspliced FLC RNA, commonly

thought to reflect sense transcription, decreases [95]. However, functional FLC mRNA levels

are still similar to non-vernalized conditions, possibly due to differences in lifetimes between

nascent and processed RNAs. During prolonged cold, FLC is progressively epigenetically silenced

via a Polycomb-dependent mechanism correlating with COLDAIR expression [134, 138, 140].

Functional PHD-PRC2 complexes associate with the nucleation region slightly downstream of

the sense promoter, leading to an up-regulation in the repressive histone mark H3K27me3 at

this site. After returning to warm conditions, the PHD-PRC2 complex associates across the whole

locus, leading to high levels of H3K27me3 across the gene. High H3K27me3 levels are required

for the epigenetic stability of FLC repression through the rest of development.
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tains the COOLAIR promoter fused downstream of a constitutively
expressed green fluorescent protein (GFP) showed cold-induced an-
tisense transcript production and cold-induced down-regulation of
GFP expression [95]. A higher stability of the spliced FLC mRNA
compared to nascent transcripts, might explain the observation that
FLC mRNA levels remain unaffected during a two-week period of
cold. When vernalized for longer, COOLAIR expression and FLC
mRNA decrease over time and remain stably silenced after return
to the warm [95, 140]. In plants where T-DNA insertions attenuate
production ofCOOLAIR , PcG silencing was not disrupted after four
weeks of cold treatment, showing that antisense transcripts are not
required for vernalization [141]. However, this does not preclude
a possible function for COOLAIR during the first two weeks of ver-
nalization preceding epigenetic silencing [95]. Indeed, COOLAIR
accelerates transcriptional shutdown of FLC during cold exposure.
Removal of COOLAIR disrupted the synchronized replacement of
H3K36 methylation with H3K27me3 at the intragenic FLC nucle-
ation site during the cold [142].

A sense lncRNA (∼ 1kb), termed COLDAIR, has also been detected
within FLC intron1 during the cold (Figure 1.2). It contains a 5’
cap but is not polyadenylated and is induced by cold, but later than
COOLAIR reachingmaximum levels after 3weeks of cold. COLDAIR
was found to be associated with the core PRC2 components, and
its knock-down led to attenuation of epigenetic silencing, suggest-
ing it plays an important role in triggering PcG silencing [140]. In
summary, there appears to be a complex interplay between antisense
transcripts, other lncRNAs, and chromatin-modifying complexes in
the various steps of the vernalization process (Figure 1.4). It will take
integration of genetic, biochemical, andmodelling approaches to un-
ravel the mechanistically redundant functions contributing to this
mechanism.

Our overall understanding of antisense-mediated gene regulation is
in some cases further advanced in yeast and mammals. Below we
will discuss some well-studied examples below, which provide im-
portant concepts for the broader roles of asRNA in chromatin regu-
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lation. To gain further insight into this connection, we will suggest
some possible mechanistic links between FLC and these systems.

1.1.7 Genetic toggle mechanism

A universal issue in asRNA-chromatin regulation is to understand
whether the RNA molecule itself or the act of transcription is impor-
tant for the regulation [143]. The dissection of regulation of the yeast
FLO11 gene suggests that for some examples it is the latter. FLO11
encodes a glycoprotein important for adhesion, and it is regulated by
a pair of antagonistic lncRNAs resulting in a variegated gene expres-
sion pattern that is likely to give considerable selective advantage to
cells as the environment changes [63, 144]. A sense lncRNA (ICR1)
is transcribed upstream of the FLO11 promoter. Antisense to this is
another lncRNA, PWR1 (Figure 1.5). Competitive binding of the ac-
tivator (Flo8) or repressor (Sfl1) to the FLO11 promoter determines
which of the two lncRNAs is transcribed. Binding of Flo8 stimu-
lates PWR1 transcription and inhibits ICR1 expression, establishing
a basal expression state of FLO11, which can be upregulated by con-
ventional transactivating factors. ICR1 transcription is thought to
clear the FLO11 promoter, enabling binding of Sfl1, which then re-
cruits an HDAC to fully silence the gene. The overall effect is varie-
gated transcription in individual cells, monitored in a recent study
using single-molecule RNAfluorescence in situ hybridization (FISH)
[63, 145], with three expression states: silenced, basal, or active ex-
pression. The promoter-localized lncRNAs, one of course antisense
to the other, thus provides a genetic toggle that contributes to the
observed variegated expression of FLO11. This concept is appeal-
ing in the FLC context: instead of a toggle mechanism determining
which promoter lncRNA is expressed as in the case of FLO11, the
choice of either the proximal or distal antisense poly(A) site could
be a toggle mechanism for FLC . This switch may then be the signal
for recruitment of chromatin machinery necessary for low or high
FLC expression states.

1.1.8 RNA turnover linked to histone modifications

Another classic example of a functionally important antisense tran-
script in yeast is that corresponding to the PHO84 gene, which en-
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Figure 1.5: Antisense RNA can regulate gene expression in yeast and mammals. (A) FLO11 (red

gene) expression in yeast can be in three states: silent, basal, or active. The silent state is asso-

ciated with binding of repressor Sfl1 (yellow protein), which recruits an HDAC (purple protein)

to the promoter, leading to transcriptional silencing of FLO11, the sense ncRNA ICR1 (green

gene), and asRNA PWR1 (antisense direction, blue gene). In the basal state, expression of the

ncRNAs toggles between ICR1 and PWR1, a process associated with basal low expression of

FLO11. ICR1 overlaps with the FLO11 promoter, and its transcription is thought to clear the pro-

moter of binding proteins, allowing competitive binding between Sfl1 and the activator Flo8

(pink protein). Conversely, PWR1 expression interferes with ICR1 and is associated with FLO11

activation because it can synergize with Flo8 binding and recruit further transcriptional machin-

ery. This results in an active state with high FLO11 levels [63, 145]. (B) Another yeast gene, PHO84

(blue gene), is epigenetically silenced in the process of chronological aging. Sense expression

(sPHO84) is initially high. As a result of reduced nuclear exosome activity over time, higher anti-

sense PHO84 (asPHO84) expression induces recruitment of HDACs (purple protein) to the sense

promoter. This epigenetically silenced state is inherited by the progeny [74]. (C) Before the initi-

ation of female X-chromosome inactivation (XCI), Xist (blue gene) is silenced because Tsix (green

gene) expression induces DNAmethylation at the Xist promoter. At the initiation of XCI on the

chromosome that is to be inactivated, Tsix is downregulated, and it is proposed that RepA, a

lncRNA located within Xist in the sense direction, targets PRC2 complexes (red protein) to the

locus. At the inactivated X chromosome, Xist is expressed and associates with PRC2 complexes

and spreads in a cis-limited fashion across the inactivated X chromosome [146, 147].
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codes a phosphate transporter. PHO84 asRNA originates from a
convergent promoter at the 3’ of the gene (Figure 1.5). Chronologi-
cal ageing of yeast cells, a process influenced by cold, was found to
induce this asRNA, which resulted in silencing of PHO84 sense tran-
scription in an epigenetically stable manner [74]. This arose from
inactivation of the nuclear exosome over time, which enabled the as-
RNA transcripts to accumulate and mediate HDAC recruitment to
the PHO84 promoter leading to epigenetic silencing. These data sug-
gest it is the RNA itself that is important for this mechanism. Intro-
duction of an ectopic PHO84 gene copy led to silencing of both the
endogenous and ectopic gene mediated by its asRNA. However, this
was via a somewhat different mechanism not requiring HDACs but
involving the H3K4 methyltransferase Set1 that stimulates antisense
transcription [148]. In yeast, chronological ageing reduces exosome
activity, stabilizing antisense transcripts.

The PHO84 system raises the question: could environmental factors
alter exosome function thereby triggering chromatin modifications
and gene expression changes? It will be interesting to determine if
cold during the first few weeks of vernalization functions through
such a mechanism to upregulate COOLAIR.

Different RNA turnover mechanisms appear to delineate functional
ncRNA in yeast [149]. One class of over 1000 ncRNAs antisense
to yeast ORFs are degraded by the cytoplasmic 5’-3’ exoribonucle-
ase Xrn1 [76]. These Xrn1-sensitive unstable transcripts (XUTs) are
polyadenylated and transcribed by Pol II, for example at the TIR1 lo-
cus and retrotransposon TY1 [150]. In xrn1mutants, TIR1axut and
RTL (the antisense transcripts of TIR1 and TY1, respectively) are sta-
bilized and this correlates with decreased sense gene expression. RTL
also mediates chromatin silencing in trans, i.e. not at the same locus
where RTL was transcribed, partially through histone deacetylation
and histone methylation [150], with H3K4me and H3K4me2 being
important for XUT-mediated silencing [76]. H3K4me3 antagonizes
XUT activity and this may result in the antisense transcripts mediat-
ing gene silencing in a chromatin dependentmanner: in the presence
of elevated H3K4me3 levels at the sense promoter, a hallmark of ac-
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tive chromatin, stabilization of XUTs seems to have less of an effect
on sense gene expression [76]. This reinforces the suggestion that
asRNA-mediated repression predominates when sense expression is
already low, leading to an increased expression range due to lower
baseline levels in the repressed state [78].

1.1.9 Antisense RNA in Polycomb silencing

There has also been a large amount of analysis on the role of specific
sense/antisense lncRNAs in chromatin regulation in mammals, the
most well-known pair being Xist and Tsix. These lncRNAs play a
central role in the choice of which X chromosome is inactivated in
female mammals [146, 147]. Xist encodes an 18kb nuclear localized
RNA essential for X-chromosome inactivation (XCI). Before the ini-
tiation of XCI, Xist is antagonized by biallelic transcription of Tsix,
its antisense counterpart. This silencing is not due to occlusion of
the transcription machinery at the Xist promoter by Tsix transcrip-
tion (as suggested in the genetic toggle mechanism described above)
but rather by Tsix RNA associating with DNA methylation machin-
ery to stably silence the Xist promoter. It is proposed that during
X-chromosome pairing, down-regulation of Tsix on the future inac-
tive X chromosome allows RepA, a sense lncRNA located within an
Xist exon, to target PRC2 to Xist, which remains activated during
XCI. Xist-PRC2 complexes tethered to the chromatin then spread in
a cis-limited fashion to cover the whole X chromosome, resulting in
its inactivation.

Similar principles of transcription from both strands, chromosome
coating, and association with chromatin machinery has also been
demonstrated for lncRNAs involved in genomic imprinting in mam-
mals [143, 151, 152]. These RNAs silence a set of genes in an allele
specific manner such that these genes inherited through the mater-
nal andpaternal gametes are differentially expressed. Awell-characterized
example is Kcnq1ot1, which encodes a 91kb transcript antisense to
the Kcnq1 gene cluster. This RNA coats a ∼ 1Mb region of the pater-
nal chromosome, resulting in the epigenetic silencing of 8-10 genes
in this Kcnq1 domain that remain expressed from the maternal alle-
les.
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From the discussion above describingXist, Tsix, RepA, andKcnq1ot1
as well as the involvement of COOLAIR and COLDAIR in regulating
FLC during vernalization, it is clear that sense and antisense lncR-
NAs are involved in PcG-mediated silencing of genes in both plants
and mammals. Although the details of each regulatory system ap-
pear different at this stage, further conceptual parallels are likely to
emerge from further investigation.

We have discribed above the key features of eukaryotic transcrip-
tional regulation, which occurs in the context of a chromatin envi-
ronment. This is relevant to understand the complexity of FLC reg-
ulation, which, as described above, also involves a non-coding anti-
sense transcript COOLAIR . Therefore we have included a descrip-
tion of our understanding of antisense lncRNAs in plant gene regu-
lation, with comparison to well-characterized examples in yeast and
mammals. In Chapter 2, we will describe our primary research find-
ings on the quantitative regulation of FLC by the autonomous path-
way andCOOLAIR . In Chapter 3 we then proceedwith investigating
the cellular variability in FLC levels and FRI-mediated FLC regula-
tion. The quantitative variation in expression that antisense regula-
tion confers could be very important inmany natural contexts. With
respect to flowering time control, subtle changes in timing have large
implications for seed yield and thus reproductive success. We might
see many environmental inputs influencing the antisense-mediated
regulation of FLC in specific genotypes and also find extensive vari-
ation in this mechanism in natural populations adapted to very dif-
ferent climates.

1.2 Regular positioning of low copy number
plasmids

1.2.1 DNA segregation in prokaryotes

In many living organisms stable DNA inheritance is crucial to pro-
liferation [1, 153]. Intricate mechanisms have evolved to ensure that
the genome is accuratelymoved andpositioned fromparent to daugh-
ter cells. In prokaryotes genetic material comes in several forms [1,
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153]. Most common are chromosomalDNAand plasmids. Plasmids
are often small (1− 103 kbp) compared to chromosomes (4.6Mbp in
Escherichia coli, E. coli) and they replicate in a cell-cycle independent
manner [1, 154]. Some plasmids occur in high copy number and
generally partion randomly at cell division [154]. Other plasmids
only occur at low copy numbers (1 − 10) and exhibit active segre-
gation mechanisms [153, 155–159]. Therefore the latter represent
good model systems to study segregation of genetic material. Fur-
thermore many plasmids carry virulence factors or antibiotic resis-
tance genes [156, 160], further highlighting the relevance to under-
stand the mechanisms underlying their DNA inheritance.

In eukaryotes chromosome separation during mitosis occurs under
the influence of themitotic spindle, of whichmicrotubules are an im-
portant constituent [1]. However it remains unclear to what extent
prokaryotes possess an intracellular cytoskeleton and if it is required
for DNA segregation [155]. In the last decade, much progress has
been made to elucidate the mechanisms underlying DNA segrega-
tion in prokaryotes. These partioning systems can be broadly clas-
sified into three classes [155]. The most well-characterised type is
that encoded by a parMRC operon, encoding for the actin homolog
ParM and DNA binding protein ParR, that binds to a cis DNA ele-
ment termed parC [155, 161, 162]. In this case, actin-like filaments,
reminiscent of themitotic spindle, push plasmids apart throughpoly-
merization [163, 164]. After reaching the pole, these filaments com-
pletely depolymerize [163]. Another class ofDNA segregationmech-
anisms is based on the more enigmatic tubulin homolog TubZ [165].
Like tubulins, that are core subunits of microtubules, TubZ performs
treadmilling activities of polymer growth and depolymerization that
seem important for plasmid segregation [165]. The last and most
common class of prokaryotic DNA partitioning mechanisms is en-
coded by a parABC locus [155, 159, 166–168]. In several bacteria,
for instance in Vibrio cholerae (V. cholerae) and Caulobacter crescen-
tus (C. crescentus), this machinery segregates chromosomes prior to
cell division [167–169]. The parABC locus is also present in E. coli
plasmids such as pB171 and P1 [159, 166] and antibiotic-resistance-
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carrying plasmids [160]. In the next section we detail our current
understanding of this ParA family of partitioning mechanisms.

1.2.2 The ParA family of plasmid partitioning
mechanisms

The parABC operon, present in V. cholerae and C. crescentus chro-
mosomal DNA and in plasmids in a variety of different bacteria, en-
codes for two proteins [159, 166]: ParA, a P-loop ATPase that dimer-
izes in its ATP-bound form (ParA-ATP for short), and the DNA-
binding protein ParB that binds site-specifically to the neighboring
parC region [170, 171]. ParB also homo-dimerizes [171]. Howmany
ParB (dimers) bind to the parC region depends on the specific parti-
tioning system, and it is unclear if this number is functionally im-
portant for inheritance in every system. For plasmid pB171 it is
clear that ParB binding is limited by the 35 binding sites divided
over two parC region[170], parC1 upstream of the ParA and ParB
and parC2 immediately downstream [156]. On the other hand, plas-
mid P1 ParB protein can spread for several kilobases along flanking
DNA and which is thought to have an auxiliary role in plasmid par-
titioning [172].

ParA-ATP binds DNA non-specifically in its dimeric ATP-bound
form in vitro, a feature that is not dependent on its ATPase activ-
ity [166]. In vivo ParA also colocalizes with the nucleoid [159, 167,
173, 174]. Fluorescence microscopy has provided evidence for plas-
mid pB171 ParA movement over the nucleoid with spatiotemporal
oscillations in helix-like structures [156–158]. ParB and parC are
required for these dynamics [156], with ParB promoting the con-
version of ParA-ATP to dimeric ParA-ADP (ParA-ADP for short),
causing ParA to unbind from the nucleoid [159, 166]. The time pe-
riod required for nucleoid-disassociated ParA to regain the ability
to bind the nucleoid is sufficiently long in vitro to ensure that the
relative locations of ParA-ADP unbinding and later ParA-ATP re-
binding would be uncorrelated due to cytoplasmic ParA diffusion
[166]. In contrast, P1 ParA-ATP does not oscillate and forms a grad-
ual distribution, with occasionally an accumulation of ParA around
the plasmid [173]. F Plasmid ParA (SopA) exhibits a ParA focus that
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oscillates from pole-to-pole and associates with filamentous ParA
structures on the nucleoid [175]. However, in vitro SopA does not
oscillate and seems to form a graded distribution [176], similar to
P1 ParA [177]. Plasmid pB171, F and TP228 ParA-ATP polymerize
strongly in vitro [158, 178, 179], whilst P1 ParA merely dimerizes
[166, 176, 180]. Due to these seemingly contradictory observations,
it is currently controversial whether ParA-ATP polymerizes to form
long filaments in vivo. It seems the degree of polymerization is de-
pendent on the specific parABC system [181]. It is currently unclear
whether the degree of polymerization is functionally important for
plasmid segregation. A similar debate on the degree and relevance
of polymerization is also ongoing for chromosomal ParA segregre-
gation [167–169] despite evidence that they form filamentous struc-
tures in vivo.

Interestingly, parABC loci generate equally spaced positioning of
plasmids along the long axis of the cell (Figure 1.6), thereby ensur-
ing stable plasmid inheritance [157–159, 183]. In cells with only
one plasmid, it seems localized in the middle of the cell. In the
presence of two plasmids, the localization pattern is different: in
this case plasmids reside at around 1/3 and 2/3 along the long cell
axis. This generalizes further to higher plasmid copy number. All
three components, ParA, ParB and parC , are essential for position-
ing [157–159, 183]. Regular positioning occurs in many bacterial
low copy number plasmids, including pB171, P1 and F plasmids
[157–159, 175, 183]. However, the underlying mechanism of action
is not satisfactorily understood. Several questions are outstanding.
Firstly, the means by which plasmids translocate under the influ-
ence of ParA, and secondly whether ParA polymerization is impor-
tant for this movement. Several mechanisms have been proposed to
explain ParA-mediated plasmid motion [184]. One hypothesis pro-
poses that ParA-ATP polymerizes on the nucleoid to form long fila-
ments and that plasmid translocation is achieved by ParB-stimulated
retraction of the polymers, generating effective plasmid-pulling [159,
168]. Browniandynamics simulations indicate that ParB-parC -mediated
disassembling ParA polymer bundles can indeed both tether and
pull plasmids simultaneously without the need for plasmid diffusion
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Figure 1.6: Regular distribution of plasmids on the bacterial nu-

cleoid confers genetic stabilisation of plasmids by parABC loci.

(A) Live cell images showing plasmids (green) are distributed by

their respective parABC locus at regular intervals over the nu-

cleoid (plasmids P1 in upper panel and pB171 in lower panel) in

E. coli cells (black). (B) Schematic representation of the continu-

ous adjustment of plasmid (orange circle) positioning over the

nucleoid (blue rectangle). As the plasmids replicate while the

cell cycle progresses in parallel, the parABC locus adjusts inter-

plasmid distances and ensures a dynamic, but on time-average,

even distribution. It is currently unclear how this equal spacing

of plasmids over the nucleoid is generated. This illustration is

reprinted from [182] with permission from Elsevier.
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[185]. Other proposals are based on ParA-ATP forming a gradient-
like distribution on the nucleoid, without a necessity for polymeriza-
tion [166, 169, 173, 176, 177, 180, 186]. In this so-called diffusion-
ratchetmechanism [166, 176, 177, 180], it has remained unclear how
ParA actually influences plasmid movement, e.g. through plasmid
diffusion or actively directing plasmidmotion through a chemophore-
sis force [176, 186]. Another proposed mechanism is a DNA-relay
for C. crescentus chromosomal parC motion from pole to pole upon
DNA replication[169]. A pulling force would then be generated by
the elastic dynamics of the nucleoidDNA towhichParA-ATPdimers
are bound [169]. However, using super-resolution microscopy C.
crescentus ParA has also been observed to form narrow filaments,
which lead to the proposition of long polymer filaments along which
parC perform a ’burnt-bridge’ biased diffusion [167]. In such a sce-
nario, the parC region would diffuse along the ParA filament, whilst
depolymerizing it through ParB-mediated ParAATPase stimulation.

It is currently unclear whether any of the above described mecha-
nisms can explain equal plasmid spacing given the known physio-
logical and biochemical constraints. This is mostly because it has re-
mained unclearwhat features of the dynamics arising under the influ-
ence of the parABC operon can deliver the information required to
generate equal plasmid spacing. Spacing apparently occurs indepen-
dently of plasmid copy number and cell length for both pB171 and
P1 ParA [159, 183]. In [159] a model based on long ParA polymers
pulling plasmids was proposed where a length-dependent plasmid
drop off rate ensured equidistant positioning. However, it remained
unclearwhat underlyingmechanismmight cause such a length-dependent
off rate. In the diffusion-ratchet mechanism that did not require
polymerization, it was suggested that the required information for
plasmid spacing would lie in a ParA gradient formed over the nu-
cleoid [166]. Lastly, the relevance of ParA oscillations, whose pres-
ence seems to differ between the pB171 and P1 systems [158, 159,
173], to regular plasmid positioning remains to be elucidated.
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1.2.3 Regular positioning of other subcellular machinery

Regular positioning along the long cell axis is not only present in
plasmid segregation systems. It is also observed for low copy number
protein complexes, such as carbon-fixing carboxysomes [187]. Car-
boxysomes are microcompartments in cyanobacteria that sequester
from the cytoplasm the enzymes responsible for carbonfixation [187].
Similar to plasmids, these spherical compartments are spatially or-
dered along the long axis of the cell independent of cell length. As
a consequence, cells undergoing division segregate carboxysomes in
a non-random fashion. This process is also dependent on a ParA
protein as its disruption caused positional disordering and impaired
carbon fixation. Although ParA seems to oscillate from pole-to-pole,
it remains unclear whether this ParA binds to the nuleoid.

Chemotactic clusters in Rhodobacter sphaeroides (R. sphaeroides) are
also spatially positioned in an ordered fashion [174, 188]. These
clusters represent a discrete region within the bacterial cytoplasm,
similar to carboxysomes, where several of R. sphaeroides proteins
responsible for chemotaxis reside [188]. Most cells contain either
one cluster localized at mid-cell or two clusters at the one-fourth and
three-fourths positions of cell [188]. This positioning is dependent
on an orphan ParA homolog termed PpfA encoded in the genome.
Interestingly, the role of ParB seems fulfilled by TlpT, one of the pro-
teins that also localize in the cluster and is essential for chemotaxis
[188]. PpfA regulates the position of these clusters and its number
per cell [188]. PpfA has similar DNA binding properties as plasmid
ParA proteins and is vital for both cluster positioning and chemo-
taxis [174].

1.2.4 Cellular architecture of prokaryotes

Given the DNA binding properties of ParA and its colocalization
with the nucleoid in vivo [159, 166, 173], it has been proposed that
the nucleoid acts as a matrix for the ParA and plasmid dynamics. In-
terestingly, it has been reported that the circular E. coli chromosome
adopts a helical shape [189, 190]. Not inconsistent with these find-
ings, another study found that it is highly organized in a linear fila-
ment along the long cell axis [191]. Visualization of living nucleoids
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suggests that the nucleoid is ellipsoidal [189]. Likewise, the C. cres-
centus is also ellipsoidal, with twisted arms and the chromosomal
parC site (parS) located at one pole [192]. In E. coli the nucleoid is
radially confined by the cell cylinder and longitudinal density waves
flux back and forth along the nucleoid arising from accumulation
and relief of intracellular stress [189]. During replication in Bacillus
subtilis, newly synthesized DNA is translocated via a helical struc-
ture from mid cell to the pole [193]. In E. coli, the replication origin
region (OriC) is generally located around mid-cell, whilst the termi-
nal region (Ter) is more associated with the cell membrane [194]. In
E. coliMatP is a nucleoid associated protein that helps to compactify
and organize the Ter region into a macrodomain, which is enriched
for MatP-specific DNA sequence motifs termed matS[195]. Loss of
MatP results in chromosomal disorganization throughout the cell cy-
cle [195]. TheMukBEF complex, that forms foci in E. coli, shapes nu-
cleoid organization independently of DNA replication by position-
ing theOriC and compactifying the nucleoid [196]. Plasmid stability
seems unaffected by loss of MukB [197, 198]. It is currently unclear
if the nucleoid structure or dynamics are functionally important for
plasmid positioning. It could be that the observed helical ParA struc-
tures [157] are caused by such a helical nucleoid confirmation. It is
clear that, despite the absence of histones [1], many proteins func-
tion to generate a highly organized nucleoid [194]

The E. coli cytoplasm is also believed to possess glass-like proper-
ties, with larger cellular objects being relatively lessmobile than their
smaller counterparts [199]. This affects plasmids as well as chromo-
somal DNA loci and other large cellular objects [199]. Metabolic ac-
tivity is known to enhance cytoplasmic fluidity [199], consistent with
the finding that metabolic activity affects plasmid mobility [200]. It
is an open question how the parABC systems affects plasmid mobil-
ity in light of the physical properties of the bacterial cytoplasm. In-
vestigations of the exact involvement of the nucleoid and cytoplasm
in intracellular cargo positioning are therefore needed. Intracellu-
lar organization more generally is likely to affect many important
processes, such as gene regulation and spatial positioning, both in
prokaryotes and eukaryotes.
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Above, we have described the key known features of regular position-
ing of low copy number plasmids in bacteria. In Chapter 4, we de-
tail how regular equal plasmid spacing can be achieved, something
that has so far remained unclear. We achieve this quantitative un-
derstanding through a combination of mathematical modelling and
experimenting.

1.3 Concluding remarks

In this chapterwe have introduced the biological topics of our investi-
gations: FLC regulation and regular plasmid positioning by parABC.
Clearly, we already possess a vast qualitative understanding of many
aspects of these systems. However, the aim of my PhD research has
been to advance our quantitative understanding of them. The two
topics are similar in that a qualitative understanding has not eluci-
dated all features and as such many questions remain. As we show
in the next three primary results chapters, quantitative modelling
can assist in answering many of these questions and help to connect
our knowledge of biology with the laws of physics that are relevant
to life.
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2COORDINATION OF FLC
TRANSCRIPTION INITIATION AND
ELONGATION

2.1 Introduction

In this chapter, we investigate transcriptional repression of FLC by
the autonomous pathway. We focus on understanding the roles of
FCA, an RNA-binding protein stimulating alternative polyadenyla-
tion of COOLAIR [98], and FLD, a histone H3 lysine 4 dimethyla-
tion (H3K4me2) demethylase [120]. The involvement of FLD has
implicated FLC chromatin in the FLC repression mechanism [98].
It has remained unclear, however, how FLC repression through the
chromatin environment is mediated and in what way COOLAIR is
involved in this repression.

We develop several quantitative models for FLC repression based
on transcription initiation, premature termination or nascent RNA
degradation. Weuse experimentalmeasurements of RNAPolymerase
II (Pol II) and total RNA upregulation to distinguish between these
hypotheses andparameterize an analyticmathematicalmodel ofFLC
transcription involving coordination of Pol II initiation and elonga-
tion. Model predictions are then tested through detailed measure-
ments of intronic total and chromatin-bound RNA. Through our
combination of mathematical modelling of experiments, we show
that at FLC both FCA- and FLD-mediated repression occurs not only
through reduced transcriptional initiation but also through a coor-
dinately reduced Pol II elongation rate. Our methodology should
be widely applicable for evaluating elongation rate changes in whole
organisms where other experimental techniques established for cell
culture systems are unfeasible.

Using a stochastic model we also show that the experimental data
is quantitatively consistent with a mechanism where slow elonga-
tion due to the chromatin state is critical for FCA-mediated proxi-
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mal polyadenylation of COOLAIR . This would then be a key step
in robust FLC repression, where COOLAIR proximal termination,
the local chromatin state and slow Pol II elongation are all required
and reinforce each other to achieve stable repression. We propose
that coordinated initiation and elongation rate changes could be a
general feature of transcriptional regulation connected to the local
chromatin state.

2.2 Results

2.2.1 FLC expression changes are consistent with
regulation of transcription

In order to investigate FLC repression by FCA and FLD, we first
quantified how they affect the steady state RNA levels of FLC. We
found both spliced FLC and unspliced FLC (measured at introns 2
and 3) increased ∼ 20 − 25x in both the fca-9 and fld-4 null mutants
compared to the early flowering accession Columbia (Col, wild type)
(Figure 2.1). The fca-9 allele, first described by Chou et. al. [201],
contains a basepair deletion, resulting in a reading frame shift [202].
fld-4 is a Salk T-DNA insertion line [203]. Given the known func-
tions of FCA and FLD described in subsection 1.1.5, there is sub-
stantial evidence to suggest that FLC is regulated at the transcrip-
tional level. We therefore begin our investigations by focussing on
autonomous pathway regulation of FLC production. In fca-9 mu-
tants the proximal antisense upregulation is ∼ 2x and the distal ∼ 13x
(Figure 2.1). It has been proposed that this differential upregulation
of the two antisense isoforms could be caused by a kinetic coupling
mechanism between elongation and splicing [98, 127]. Using an ini-
tial system of ordinary differential equations (ODEs, (Equation 2.1))
we quantify that these qualitative notions are consistent with the
RNA fold upregulations (Figure 2.1). In subsequent sections, we
then proceed with constructing a mechanistic model of transcrip-
tion by Pol II based on these hypotheses.

We represent sense (antisense) unspliced transcript levels as Us

(Uas), spliced sense levels as Rs and proximal (distal) spliced and
polyadenylated antisense as Rp

as (Rd
as). For both sense and antisense

we have respective rates for RNA production (ps, pas), RNA process-
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Figure 2.1: RNA fold upregulation in fca-9mutant compared to

Col: spliced and unspliced FLC (∼ 25x), proximal (∼ 2x) and distal

COOLAIR (∼ 13x). Also shown is the upregulation in the fld-4mu-

tant. Values are mean±s.e.m. from 3 to 6 independent samples.

Experiments performed by Zhe Wu.

unspliced
antisense
FLC transcript

proximal pA
antisense FLC transcript

sense FLC
mRNA transcript

distal pA
antisense FLC transcript

unspliced
sense
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ps p RNA production 
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Figure 2.2: Overview of reactions for a simple ODE model (Equa-

tion 2.1) of autonomous pathway regulation by FCA and FLD of

FLC. The model assumes that the rates ps and pas are increased
and x, the probability to choose the proximal poly(A) site, re-

duced in fca-9 and fld-4mutants as compared to Col. The other

parameters are not genotype specific.
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ing (ks, kas) and mature RNA degradation (ds,das). Furthermore we
have probabilty x (1−x) to choose the proximal (distal) splice/ polyadeny-
lation (poly(A)) site. This results in:

dUs(t)
dt

= ps − ksUs

dRs(t)
dt

= ksUs − dsRs

dUas(t)
dt

= pas − kasUas

dRp
as(t)
dt

= xkasUas − dasRp
as

dRd
as(t)
dt

= (1 − x)kasUas − dasRd
as.

(2.1)

We now assume the RNA levels are in steady state (time derivative of
RNA species equals zero). Then the solutions to Equation 2.1 are:

Us =
ps
ks

Rs =
ps
ds

Uas =
pas
kas

Rp
as = x

pas
das

Rd
as = (1 − x)

pas
das

.

(2.2)

To relate the model to the experimental measurements we note that
the measurements are fold changes of fca-9 (fld-4) over Col. In the
model this fold change F is the ratio of levels in the mutant over Col.
In line with the hypothesis that RNA production is regulated by the
autonomous pathway, we now assume that the rates ps and pas are
genotype specific. Furthermore the kinetic coupling hypothesis sug-
gests that x is decreased in fca-9 (or fld-4) mutants: xfca-9 < xCol. We
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then find that the model fold changes result in:

F(Us) =
pfca-9s

pCol
s

F(Rs) =
pfca-9s

pCol
s

F(Uas) =
pfca-9as

pCol
as

F(Rp
as) =

xfca-9

xCol
pfca-9as

pCol
as

F(Rd
as) =

(1 − xfca-9)
(1 − xCol)

pfca-9as

pCol
as

.

(2.3)

This model thus explains why unspliced and spliced FLC upregu-
lation is similar: because the RNA production rate increase affects
both species similarly. For instance a production rate increase pfca-9s

pCol
s
=

25x between Col and fca-9would be able to fit the data shown in Fig-
ure 2.1. Furthermore this model indeed also explains that F(Rd

as) >
F(Rp

as) due to the kinetic coupling hypothesis. As long as antisense
production is also upregulated pfca-9as

pCol
as
> 1, then there should be a con-

committant value for the splice/poly(A) site probabilty decrease xfca-9
xCol <

1 that could then explain the differential proximal and distal fold up-
regulation observed in Figure 2.1, for instance pfca-9as

pCol
as
= 6 and xfca-9

xCol = 1
3

in case of xCol = 7
11 . We conclude that the RNA fold changes in

autonomous pathway mutants are consistent with differential RNA
production upregulation and a kinetic coupling hypothesis between
antisense elongation and splicing/ polyadenylation [98, 127].

2.2.2 Effects of initiation, elongation and termination on
Pol II levels

To investigate the autonomous pathway regulation in more mecha-
nistic detail, we now focus on FLC transcription by Pol II. Recently,
Ehrensberger et al. [204] analysed mathematically the Pol II levels
measured in chromatin immunoprecipitation (ChIP) experiments.
Here we extend this analysis and include the effects of termination
on Pol II levels across a gene. For simplicity, we first develop our the-
ory for sense transcription, before generalising to include both sense
and antisense in subsection 2.2.4.
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We define the initiation rate (F) as the number of Pol II per unit
time that successfully bind to the transcription start site (TSS) and
become competent to elongate, with velocity v. Since this elongation
velocity is commonly referred to as elongation rate, we use the latter
terminology throughout this thesis, whilst bearing in mind that v in-
dicates a velocity (units: bp/s) and not a rate (units: s−1). Processes
such as unsuccessful Pol II initiation, formation of a transcription
elongation complex, promoter proximal pausing, arrest or slow elon-
gation near the TSS (thereby inhibiting new initiation) also affect the
magnitude of the initiation rate [204]. Nevertheless our analysis here
is general enough to account for these situations. The intrinsic Pol
II processivity is generally believed to be high [204], therefore we
first analyse a situation where Pol II continues to elongate until it
is terminated by some active mechanism. Usually termination oc-
curs after Pol II reaches a poly(A) site, as a consequence of cleavage /
polyadenylation of the nascent RNA transcript and subsequent evic-
tion by a ’torpedo’ mechanism, mediated by the 5’-3’ exonuclease
Xrn [47]. Even though this involves multiple steps, we assume in
our minimal modelling approach that Pol II termination and RNA
3’ processing occur in one stepwith a probability per unit time of kpA.

If there is a single termination site, the density PII of (elongating)
Pol II at a distance x from the TSS, upstream of the termination site
(3′), is specified by the following equation:

∂PII(x, t)
∂t

= Fδ(x) − ∂

∂x
[v(x)PII(x, t)] .

Here δ(x)denotes theDirac delta function. At steady state anddown-
stream of the TSS, this equation is solved by:

PII(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

F
v(x) if 0 ≤ x < 3′,

0 if x < 0.
(2.4)

as found in [204]. Intuitively, a higher initiation rate will increase
the Pol II density, whereas a faster elongation rate will reduce it, con-
sistent with Equation 2.4. Pol II acceleration during early elongation
[205], promoter proximal pausing [38, 39, 206], transcriptional paus-
ing, backtracking and arrest [36, 207] can all be viewed as instances
of a spatially varying elongation rate v(x).
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Next we consider the situation where Pol II terminates whilst paus-
ing near a poly(A) site [47]. The flow (units: s−1) of Pol II through
position x is given by v(x)PII(x, t). So in steady state the flow into
the 3’ termination site is equal to F. The rate of terminating Pol II
is determined by the rate kpA of RNA 3’ processing/Pol II termina-
tion as introduced above. Since in steady state the flows balance, we
have for the number of Pol II, NPII, (not density in this case) at the
termination site: F = kpANPII(3′) and thus: NPII(3′) = F

kpA . Hence,
the density of Pol II at that position is given by :

PII(3′) = F
LPIIkpA

, (2.5)

where LPII is the length of the termination site. If Pol II termination
is sufficiently slow, this analysis can explain why 3’ Pol II levels can
be higher than those in the gene body (see below).

We emphasize that in this model every Pol II that reaches the 3’ ter-
mination site has produced one unspliced transcript. In this case the
(steady state) RNA production rate p is determined by the flow of
Pol II terminating at the 3’ site, which is equal to F and thus gener-
ally independent of the elongation rate v. We do not suggest that p
is always independent of elongation. Slow elongation causes an up-
per limit on the initiation rate due to excluded volume effects, more
commonly known as traffic jams [204]. However, even in this case
the production rate equals the initiation rate. We conclude that in
the presence of one 3’ Pol II termination site, the steady state RNA
production rate p equals the initiation rate F.

2.2.3 RNA fold changes do not reflect Pol II occupancy
changes

In the previous sections we concluded that a 25x increase in Pol II
initiation in an fca-9 or fld-4 mutant would produce 25x more un-
spliced RNA, spliced RNA and Pol II levels along FLC (Equation 2.3,
Figure 2.3A).This assumes that the FLC degradation, splicing/3’ pro-
cessing rates, Pol II processivity, elongation are all unaffected. In con-
trast to these expectations, both total Pol II and productively elongat-
ing Pol II (Ser2-P, see subsection 1.1.1 for description) showed small
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changes (2 − 3x) across the whole gene between the two expression
states (Figure 2.3B,C).

Importantly, measurements on a highly expressed gene (ACT7), and
a Pol IV/V transcribed region (IGN5), showed that a wide dynamic
range (> 1000x) could be detected in the Pol II ChIP assay (Fig-
ure 2.3B,C). In addition, Pol II levels at FLC were well above back-
ground at IGN5 (Figure 2.3B,C; [208]). Moreover, specific dilutions
ofFLC chromatin, without changing the overall amount of chromatin,
resulted in an approximately linear reduction in the Pol II ChIP sig-
nal at FLC (data not shown), This implies approximate linearity be-
tween the Pol II ChIP signal and the Pol II concentration at FLC.
Therefore, the fold changes measured in our ChIP assay are very un-
likely to underestimate the order of magnitude of the changed Pol
II occupancy. Cell-specific FLC expression variation is also highly
unlikely to underlie this difference in RNA and Pol II upregulation,
as both assays use whole plant seedlings and thus reflect population
averages. We also did not experimentally observe spatially varying
levels of Pol II over the gene body, in either the Col, fca-9 or fld-4
cases (Figure 2.3B,C). As such variation could occur with spatially
varying elongation rates, we therefore now proceed with our analy-
sis setting v constant. Based on the above observations, we conclude
that regulation of sense FLC transcription is unlikely to occur solely
through changes in transcriptional initiation.

2.2.4 FLC transcriptional dynamics can be explained by
coordination of initiation and elongation.

To further understand how FCA and FLD mediate FLC repression
at a transcriptional level, we used the above developed analytical re-
lations between mRNA production and Pol II initiation, elongation
and termination to model the transcriptional dynamics at FLC (Fig-
ure 2.4). The experimental data described above (Figure 2.1, Fig-
ure 2.3) was used to parameterize the model. Since Pol II ChIP is
not strand specific, we now also include antisense transcription in
our analytical model fits to the Pol II data. Below the subscript ’s’
refers to sense, and subscript ’as’ to antisense.
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Figure 2.3: (A) Schematic illustration of a scenario where transcriptional initiation is the only dif-
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The analytical model has the following (a priori unknown) parame-
ters: four initiation rates FCol

s , Ffca-9s , FCol
as , Ffca-9as , two elongation rates

(not strand specific): vCol, vfca-9, the sense termination rate kpA,s, the
proximal antisense termination rate kpA,prox, and the distal antisense
termination rate kpA,dist. The FLC locus is discretized with a grid size
dx specified by the Pol II footprint LPII = 30bp, with site number 0 to
208. In general total Pol II levels at position x, PII(x), are a sum of
sense and antisense transcribing Pol II levels. Below we mostly drop
the Col and fca-9 subscripts for brevity, although the initiation and
elongation rates are genotype specific.

Antisense transcribing Pol II can terminate either at the proximal
or distal site. Whilst a Pol II resides at the proximal termination site
it can either elongate beyond the site with elongation rate v or termi-
nate with rate kpA,prox. In this way the rate of termination depends on
the time a Pol II resides at the proximal termination site, which itself
is dependent on the elongation rate. This mathematically describes
the kinetic coupling mechanism hypothesized in [98, 127]. Of the
antisense Pol II levels, a fraction 1 − exp(− kpA,prox

v LPII) will have ter-
minated at the proximal poly(A) site (x = 186), so that the flow of Pol
II through to the distal site will be F̃as ∶= Fas exp (−

kpA,prox
v LPII). This

result will be more formally derived below in subsection 2.2.7 in the
context of the theory on premature Pol II termination in a ’window
of opportunity’ of 1 site at the proximal poly(A) site (Equation 2.13).

Generalising from subsection 2.2.2 and using the result above on
proximal antisense termination, we find that at the antisense distal
termination site, x = 0, the Pol II density is:

PII(0) = F̃as
LPIIkpA,dist

= Fas
LPIIkpA,dist

exp(−
kpA,prox

v
LPII) .

Between the antisense distal termination site and the sense TSS, x =
1 − 3, we have:

PII(x) = F̃as
v
= Fas

v
exp(−

kpA,prox
v

LPII) .

At and between the sense TSS and the antisense proximal termina-
tion site, x = 4 − 186, we have:

PII(x) = F̃as
v
+ Fs

v
= Fas

v
exp(−

kpA,prox
v

LPII) +
Fs
v
.
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Between the antisense proximal termination site and the sense ter-
mination site, x = 187 − 203, we have:

PII(x) = Fas
v
+ Fs

v
.

At the sense termination site, x = 204, we have:

PII(204) = Fas
v
+ Fs
LPIIkpA,s

.

Finally, beyond the sense termination site, x = 205 − 208, we have:

PII(x) = Fas
v
.

To directly compare the model Pol II distribution with our experi-
mental data, we convoluted model Pol II levels for both Col and fca-
9 with the experimental fragment size distribution (Figure 2.4B, see
subsection 2.4.1 and subsection 2.4.2 for more details). The shape
of the convoluted Pol II profile C (x) across the gene (Figure 2.4C)
can be compared to the experimental Pol II data in Figure 2.3, while
the ratio of convoluted Pol II levels can be directly compared to the
experimental Pol II fold upregulation (Figure 2.4D). Note that we
do not include interference between sense and antisense transcrip-
tion. This simplification is justified in the case of low absolute ini-
ation rates and such an assumption is reasonable as transcriptional
interference is incompatible with the observed positive correlation
between sense and antisense RNA transcripts (Figure 2.1). We will
revisit transcriptional interference effects in later sections. Elevated
Pol II levels at the 3’ of FLC resulted from sense termination and
proximal antisense transcription (Figure 2.4).

As explained in subsection 2.2.2, spliced sense FLC mRNA upreg-
ulation is determined by the ratio Ffca-9s

FCol
s

. Hence this ratio is used in
the fit in Figure 2.5. To fit unspliced sense FLC, we note that the for-
ward and reverse primers lie in intron2 and 3 respectively. Thus, sig-
nal can only be picked up when intron2 and the majority of intron3
have already been transcribed. Due to the small sizes involved, we
can take as a simple proxy for this species the transcripts that con-
tain intron2. This process is mathematically well described by the
ODE forUs (see Equation 2.1) that gives rise to unspliced sense FLC
levels of F

ks (Equation 2.2). The fold upregulation of unspliced RNA
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will then be Ffca-9s
ks /

FCol
s
ks =

Ffca-9s
FCol
s

under the assumption that the splicing
rate does not change (Equation 2.2). For the distal antisense RNA,
levels will be proportional to both the antisense initiation rate and
to the fraction of antisense RNA for which the proximal poly(A) site
is not utilised, but will be inversely proportional to the distal anti-
sense degradation rate. Assuming that the transcript lifetime does
not change between genotypes, we find for the fold change:

F(distal) = Ffca-9as

FCol
as

exp (− kpA,prox
vfca-9 LPII)

exp (− kpA,prox
vCol LPII)

. (2.6)

Performing a similar analysis for the proximal antisense, we find:

F(proximal) = Ffca-9as

FCol
as

1 − exp (− kpA,prox
vfca-9 LPII)

1 − exp (− kpA,prox
vCol LPII)

. (2.7)

From the literature [41], we fix the value of kpA,s = kpA,prox = 1
50 s
−1.

We then allowed kpA,distal to deviate at most five fold from kpA,s.

Since Pol II levels are measured in our experiments as % input and
are thus relative, absolute initiation rates cannot be directly inferred
from Pol II ChIP using our analytical model. In our parameter fit-
ting methodology, we handled this issue as follows: we first set FCol

s

to 0.1min−1 and determined other parameters relative to this arbi-
trary value. We then performed a parameter sweep for the following
variables to see which values were able to fit the data: Ffca-9s

FCol
s

, FCol
as

FCol
s

, Ffca-9as
FCol
as

,

vCol, vfca-9
vCol ,

kpA,distal
kpA,s . We also verified that our choice of FCol

s = 0.1min−1

was indeed arbitrary and that other choices led to the same results.
The following criteria all needed to be met for a set of parameters to
be considered as being able to fit the data:

• log(F
fca-9
s
FCol
s
)withinmean±s.e.m. of experimental log-fold change

of spliced FLC.

• log(1.4) ≤ log (F(proximal)) ≤ mean+s.e.m. of experimental
log-fold change of proximal COOLAIR .

• mean-s.e.m. of experimental log-fold change of distalCOOLAIR
≤ log (F(distal)) ≤ log(19).
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• No 5’ Pol II peak observable in fca-9 despite frequent distal an-
tisense termination, using convoluted Pol II levels:
Cfca-9(x=0)
CCol(x=100) ≤ 1.1

• For comparison of gene body Pol II upregulation, using convo-
luted Pol II levels:
log (C

fca-9(x=113)
CCol(x=113) ) within mean±s.e.m. of experimental Pol II

log-fold change at corresponding primer (x = 113×30 = 3390bp
from TSS) in Figure 2.4D.

• Limited 3’ Pol II fold change, where, using convoluted Pol II
levels:
mean−s.e.m. of experimental log-fold upregulation at corre-
sponding primer ≤ log (C

fca-9(x=204)
CCol(x=204) ) ≤ log(4.5).

Using this procedure, we found that parameters values within the fol-
lowing ranges could fit our data:

Ffca-9s

FCol
s
= 24 − 26,

FCol
as

FCol
s
= 2 − 5,

Ffca-9as

FCol
as
= 11 − 17,

vCol = 0.2 − 0.4 kb/min,

vfca-9

vCol = 8 − 12,

kpA,distal
kpA,s

= 2 − 5.

Note that using thismethodology, after fixing kpA,s, the absolute elon-
gation rate is determined (between 0.2 − 0.4 kb/min for Col), as
well as the fold change between fca-9 and Col (8 − 12 fold). This
method suggests that in Col the antisense initiates more frequently
than the sense. The values used for the fits in Figure 2.4, Figure 2.5,
Figure 2.6 and Figure 2.7 are: Ffca-9s

FCol
s
= 25, FCol

as
FCol
s
= 4, Ffca-9as

FCol
as
= 14, vCol =

0.3 kb/min, vfca-9
vCol = 10, kpA,distal

kpA,s = 5. This results in F(proximal) = 1.5
and F(distal) = 15.6 (Figure 2.5). Hence, our analytic model was
able to generate a Pol II profile along FLC (Figure 2.4B-D) similar
to the experimental Pol II ChIP data (Figure 2.3B,C). At the same
time, this model also reproduced the FLC spliced, unspliced and
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Figure 2.5: RNA fold upregulation in fca-9 and fld-4mutants com-

pared to Col: experimental data as in Figure 2.1. The model val-

ues are the fits to the experimental data.

COOLAIR fold upregulation in fca-9 and fld-4 (Figure 2.5). Intu-
itively, the small increase of Pol II ChIP signal in the transcriptionally
active fca-9 and fld-4 mutants could be explained by a coordinated
increase in initiation and elongation rates. To quantitatively fit the
approximately two-fold Pol II occupancy increase (Figure 2.4D) an
8 − 12x fold faster elongation during transcription in the fca-9 and
fld-4 mutants as compared to Col was required.

The relative increase in elongation rates between fca-9 and Col can
also be obtained in a more intuitive way. Suppose that sense initia-
tion predominates across FLC. In that case, the required elongation
rate change would have to be approximately 25/1.8 = 14x, the sense
fold upregulation over the Pol II fold change. A second estimate for
elongation rate changes can be obtained by assuming predominant
antisense initiation. In this case, the required elongation rate change
would have to be 12.5/1.8 = 7x, the distal antisense fold upregula-
tion over the Pol II fold change. Therefore a range of 7 − 14x for
the elongation rate change is a model-independent estimate for the
range of elongation rate changes that are consistent with our data,
and is consistent with our simulation fitting procedure above. Fur-
thermore, using an experimentally determined value for the termi-
nation rate 1

50 s
−1 [41], absolute elongation rates could be inferred

from themodel, yielding 0.2−0.4 kb/min (Col) and 1.8−3.6 kb/min
(fca-9 andfld-4). We conclude that the experimental observations de-
scribed above, can be explained by amodel of transcriptional dynam-
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ics that assumes a coordinated increase of the initiation and elonga-
tion rates.

2.2.5 Initiation and elongation rate effects on intronic
RNA expression

Next we aimed to design an experiment to test the predicted coor-
dinate increase in initiation and elongation rates. Measurement of
elongation rates on a subset of highly expressed, long mammalian
genes (>50 kb) has been achieved using GRO-seq [205]. This is an
elongation inhibition based method relying on rapid removal of a
transcription inhibitor, which is difficult in whole organisms [209,
210]. An alternative approach based on an MS2 fusion [41, 211]
was not successful since the FLC-MS2 fusion was not expressed at
sufficient levels. To overcome these limitations, we investigated the-
oretically how intronic RNA expression depends on initiation and
elongation.

Since nascent RNA is produced from 5’ to 3’, and is exported from
the locus after Pol II has reached the 3’ end of the gene, exonic 5’
RNA generally resides on the chromatin longer than 3’ exonic RNA.
This generates a nascent RNA profile with declining levels from the
5’ to 3’ end [44, 212]. The same principle can be applied to intronic
sequences: for RNA close to the intron donor site the time between
production and intron cleavage is longer than for RNA close to the
intron acceptor site [213]. Therefore, intronic RNA levels are again
expected to reduce from the 5’ to 3’ end of the intron. Elongation
rates influence how quickly Pol II reaches a poly(A) or intron ac-
ceptor site and thereby affect how quickly RNA export or splicing,
and subsequent lariat degradation, can occur after the initiation of
transcription. As a result, Pol II elongation rates can thus affect the
lifetime of nascent RNA (in contrast to mature RNA discussed in
subsection 2.2.2).

To formalize this reasoning, let v be the (spatially independent) elon-
gation rate, ks = 1/Ts be the splicing rate (intron cleavage rate) given
that the intron has been fully transcribed, and kx = 1/Tx be the RNA
export rate from the locus, given that the full length RNA has been
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transcribed. Furthermore, we assume that, after splicing, linearized
lariat RNA is degraded from 5′ to 3′, from intron donor site (ID) to
intron acceptor site (IA), with degradation rate kl (units: bp/s) [214].
Here, x is again the distance from the TSS.

First we analyse total intronic RNA levels, RNAtotal(x), which are
generally made up of three fractions: firstly, Pol II-bound RNA aris-
ing from Pol II that has elongated beyond x but has not yet reached
the IA (RNAi(x)); secondly, RNA with the complete intron tran-
scribed that is competent to be spliced out (RNAs); and thirdly, in-
tronic degradation products in the process of being degradedRNAlariat(x).
This decomposition leads to

RNAtotal(x) = RNAi(x) + RNAs + RNAlariat(x).

For RNAi(x), all Pol II present along the intron that has elongated
beyond x will contribute. Hence, we have:

RNAi(x) = ∫
IA

x
PII(y)dy.

Overall, we therefore find:

RNAtotal(x) = ∫
IA

x
PII(y)dy + RNAs + RNAlariat(x)

= F [ IA − x
v
+ Ts +

x − ID
kl
]

where the expression forRNAlariat(x) follows similar reasoning as for
RNAi(x) above. We assume here that degradation begins as soon as
splicing has occured. However, if there is a delay, this can be straight-
forwardly absorbed into the timescale Ts. Modelling the donor and
acceptor site cleavage steps separately [213] is not essential for purely
intronic sequences: the timescale Ts represents the time after which
cleavage of both has occurred. RNA levels across the exon/intron
junction at the donor site can be modelled by taking x = ID and re-
placing Ts with a timescale for donor site cleavage: TID ≤ Ts. We
also considered the potential presence of 3′ to 5′ lariat RNA degra-
dation, with rate kl,35 (units: bp/s), in addition to 5’ to 3’ degradation
[214]. In this casewe can replace the expression forRNAlariat(x)with
F ⋅min ( x−IDki , IA−xkl,35

).
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Note that we expect only F and v to alter between Col and the fca-
9 mutant, as we concluded in the previous section. Total intronic
RNA fold changes F can be experimentally measured in total RNA
assays:

F (RNAtotal(x)) =
Ffca-9

FCol

[ IA−xvfca-9 + Ts + x−ID
ki ]

[ IA−xvCol + Ts + x−ID
ki ]

. (2.8)

Furthermore, we see that, in the presence of elongation rate changes,
the intronic RNA fold change profile as a function of position will be
qualitatively different in the absence of intronic degradation prod-
ucts (RNAlariat):

F (RNAnasc(x)) =
Ffca-9

FCol

[ IA−xvfca-9 + Ts]
[ IA−xvCol + Ts]

. (2.9)

where we assume that the splicing time Ts is much shorter than the
combined timescale to elongate across the locus and thenbe exported.
Experimentally, splicing has been shown to take on the order of 100s
[44].

TheRNAlariat fraction, found to be nucleoplasmic but not chromatin-
bound [212], is likely to be largelywashed away in a chromatin-bound
RNA assay. Close to the intron 3’ end, this analysis indicates that
nascent RNA levels will be mostly determined by the ratio of the ini-
tiation rate to the splicing rate, both of which are independent of the
elongation rate. Further away transcripts from Pol II still traversing
the intron will also determine RNA levels, and hence the ratio of the
initiation rate to the elongation rate will become important. Due to
this spatially varying dependence on the elongation rate, which is
predicted to be 8 − 12x faster in the active (fca-9) versus repressed
(Col) state, we therefore predict a spatially varying fold upregulation
of nascent RNA along FLC intron1.

Lastly, the model predicts that exonic, chromatin-bound RNA lev-
els, RNAexon(x), are also dependent on elongation rates, and are de-
termined by two populations: firstly, RNA bound to Pol II, where
the Pol II has elongated beyond x but not yet reached the FLC 3’ end,
and secondly RNA that is full length and residing at the locus prior
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to export (RNAx):

RNAexon(x) = ∫
3′

x
PII(y)dy + RNAx

= F [3
′ − x
v
+ Tx] .

(2.10)

2.2.6 Coordinated initiation and elongation generates
RNA upregulation patterns along FLC intron1.

We next tested the key model prediction of the spatially varying fold
upregulation of nascentRNA(Figure 2.6A,B) bymeasuring the chromatin-
bound RNA profile at FLC (Figure 2.6C). Since measurements were
performed onFLC intron1wenowuse I1A and I1D to indicate the re-
spective intron1 acceptor and donor sites in our model fold changes
Equation 2.8 and Equation 2.9. In the first kb of intron1, as pre-
dicted by the model, there was only a small fold increase in fca-9 as
compared to Col (Figure 2.6C; Figure 2.7). This is due to the depen-
dence on the ratios of the initiation and elongation rates and their
coordinated increases in fca-9 (Figure 2.6B). By contrast, the fold up-
regulation was much larger close to the intron acceptor site in fca-9.
This is in agreement with themodel Equation 2.9, where we used the
experimentally determined splicing rate of ks = 1

100 s
−1 [44] for both

Col and fca-9, with other parameters determined from our prior fit-
ting to the Pol II ChIP data (see subsection 2.2.4).

Comparing fca-9 toCol, the fold upregulation inside exon1wasmuch
larger than at the exon1-intron1 junction (Figure 2.7). This indicates
that splicing of intron1 occurs mostly co-transcriptionally, because
otherwise a similar fold change for exon and intron signals would be
expected. We successfully tested in experiments the model predic-
tion that the chromatin-bound RNA fold change at exon1 for fca-9
andfld-4 is significantly larger than the fold change at the exon1/intron1
junction (Figure 2.7), where we used the experimentally constrained
RNA export rate kx = 1

Tx = 1.7 ⋅ 10−3s−1 [41] in (Equation 2.10).

We also investigated what elongation rate changes between Col and
fca-9 are consistent with the chromatin-bound RNA data indepen-
dently of any prior knowledge of splicing and elongation rate values.
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Figure 2.6: Combination of increased initiation and elongation, with co-transcriptional splicing

and lariat degradation, leads to distinct RNA profiles along FLC intron1. (A) Schematic indicat-

ing intronic nascent RNA from Pol II (blue circles) elongating through the intron. The downward

slope of nascent RNA levels along the intron is determined by the ratio F/v of initiation rate (F)
over elongation rate (v). Abundance of unspliced full-length intron RNAs is given by the ratio of

initiation rate over splicing rate (ks). Analytic expression for intronic nascent RNA is shown at the

bottom of the figure. (B) Schematic (left panel) indicating model profiles of nascent RNA along

FLC intron1 in fca-9 and Col. Between fca-9 and Col, F and v are coordinately increased, but with
the same splicing rate (ks). These two profiles generate a characteristic pattern of nascent RNA

fold changes between fca-9 and Col (right panel) with analytic expression for intronic nascent

RNA fold changes shown at the bottom of the figure. (C) Modelled and experimentally measured

chromatin-bound RNA fold changes along FLC intron1. The lower increase towards the 3’ end in

fld-4 is due to increased splicing rate (ks) as shown experimentally in (D). Crosses indicate posi-

tions where data are from 3 different, overlapping primer sets that each show similar results. (D)

Estimate of FLC intron1 splicing efficiency (intron cleavage rate) in fld-4 and fca-9, normalized to

the level in Col. Values are mean ± s.e.m. from 3 independent samples. Asterisks indicate statisti-

cal significance: for all the figures in this thesis, ∗p < 0.05, ∗ ∗ p < 0.01, ∗ ∗ ∗p < 0.001, two-sided
unpaired t-test unless specified otherwise. (E) Schematic showing effect of 5’ to 3’ intronic RNA

degradation on lariat RNA levels. Full-length lariat RNA results from splicing and is degraded

with rate kl. Ratio F/kl gives slope of lariat RNA levels along intron. These degradation interme-

diates, together with the nascent RNA described in (A), make up total intronic RNA. Fold upregu-

lation then generates the characteristic profiles shown. Also shown are analytic expressions for

lariat RNA levels and total intronic RNA fold changes. (F) Modelled and experimentally measured

total RNA fold changes along FLC intron1. (C and F) Experimental values are mean±s.e.m. from at

least 3 independent samples. Experiments performed by Zhe Wu.
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Figure 2.7: Model and experimentally measured chromatin-

bound RNA fold upregulation in fca-9 and fld-4 compared to

Col at FLC exon1 and exon1-intron1 junctions. The related math-

ematical analysis can be found in subsection 2.2.5. Experiments

performed by Zhe Wu.

First, note that Equation 2.9 can be written as:

F(RNAnasc(x)) =
Ffca-9as

FCol
as

I1A−x
zColvfold

+ 1
I1A−x
zCol + 1

. (2.11)

Here we have replaced the elongation and splicing rates by two differ-
ent variables: zCol = vCol/ks and vfold = vfca-9/vCol . Note that vfold, but
not zCol, is the variable that contains information about elongation
rate fold changes between Col and fca-9. As the ratio Ffca-9

FCol is fixed
by the spliced sense FLC mRNA upregulation, zCol and vfold are the
only a priori unknowns in Equation 2.11. We were therefore able to
perform a nonlinear curve fitting procedure to obtain estimates for
these unknownparameters directly from the chromatin-boundRNA
fold changes in fca-9 compared to Col. We log-transformed both
the data and Equation 2.11 so that the experimental s.e.m. (value:
SEM(x)) on the log-fold change could be used to assign the appro-
priate weight to each data point: weight(x) = 1

SEM2(x) . With this
weight function ourmethod is essentially a χ2 goodness of fitmethod
that is commonly used to estimate parameters from data. Indeed
Equation 2.11 can fit well (R2 = 0.89, F statistic: p = 3 ⋅ 10−14)
to our experimental chromatin-bound RNA fold changes, with es-
timates for zCol = 550 ± 140 bp (mean±s.e.m., p = 2.1 ⋅ 10−3) and
vfold = 9.8±3.8 (p = 2.6 ⋅10−2). This analysis shows independently of
the Pol II data and any potential uncertainty in splicing rates, that to
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explain the chromatin-bound RNAupregulation in fca-9, elongation
rate changes of 6 − 14 fold are required. Thus this analysis provides
additional evidence for the elongation rate changes. The procedure
also gives an estimate for vCol

ks , where using ks = 0.01s−1, we find
vCol = 0.3 ± 0.1 kb/min. This result gives further confidence in our
earlier estimate for vCol.

Interestingly, we observed less increase in fold upregulation towards
the 3’ end of intron1 in fld-4 as compared to fca-9 (Figure 2.6C).
Given the fold change close to an intron acceptor site is more sensi-
tive to splicing rather than elongation rate changes (Figure 2.6B), we
examined if a splicing rate change specific to fld-4 could explain its
differential fold upregulation pattern from fca-9. Indeed, we found
that we could fit the fld-4 profile in our model by incorporating a
2 fold faster splicing rate (ks = 1

50 s
−1) in fld-4 (Figure 2.6C), whilst

keeping all other parameters unchanged. We further verified this
model prediction of an increased splicing rate in fld-4 by measuring
the splicing efficiency of FLC intron1. As predicted, the efficiency
was increased 1.8 fold in fld-4 (Figure 2.6D) but not significantly al-
tered in fca-9 (p = 0.1, two-sided unpaired t-test). A simple alter-
native model with unchanged splicing and elongation rates between
Col and fld-4would produce a constant chromatin-bound RNA fold-
change across intron1. That would be consistent with the chromatin-
bound RNA data set in isolation (Figure 2.6C), but implies a change
in the initiation rates of only ∼ 7 fold, which is inconsistent with our
earlier spliced and unspliced FLC RNA fold changes (Figure 2.1).

To further support these conclusions we investigated the total in-
tronic RNA profile (Figure 2.6E,F). Such measurements include in-
tron lariat degradation intermediates, which are present in the total
but not chromatin-bound RNA fraction (Figure 2.6E) [212]. As de-
tailed in subsection 2.2.5, assuming that lariat degradation occurs
from 5’ to 3’, lariat RNA at the 3’ generally exists for longer than that
at the 5’. This generates a lariat RNA profile with increasing levels
from the 5’ to 3’ end (Figure 2.6E). Importantly, incorporating this
lariat population into the total intronic RNA fold upregulation be-
tween fca-9 and Col (Equation 2.8), without altering the model pa-
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rameterization that explained the Pol II and chromatin-bound RNA,
produced a predicted profile that is qualitatively different to that found
for the chromatin-bound RNA (Figure 2.6B,E). This prediction was
also validated experimentally (Figure 2.6F). Compared to the chromatin-
bound RNA profile, there was a significantly larger fold increase in
the first 2kb of the total intronic RNA profile (p = 8 ⋅ 10−7 and 4 ⋅
10−7 for fca-9 and fld-4 respectively, two-sided Welch’s t-test) (Fig-
ure 2.6C,F). In the model, we could regenerate such profile (Equa-
tion 2.8), by solely incorporating 5’ to 3’ intron lariat degradation
with rate up to 1.5bp/s [214], in line with experimentally determined
intron half-lives [44]. Potential additional presence of 3’ to 5’ degra-
dation [214] with a rate up to 1bp/s did not alter our conclusions.
The profiles for total intronic RNA look very similar between fca-
9 and fld-4 (Figure 2.6F), in contrast to the chromatin-bound data
(Figure 2.6C). This similarity is because the lariat RNA effectively ex-
tends the half-life of intronic RNA and therefore reduces the effect
of the differential splicing rates between fca-9 and fld-4 (Figure 2.6F).

Taken together, our total and chromatin-bound intronic RNA pro-
files provide strong evidence that repression of FLC involves a coor-
dinated change of both the initiation and elongation rates. Moreover,
the methods we developed here can be used to infer elongation rate
changes in whole organisms where pulse-chase experiments are not
feasible.

2.2.7 Sense premature termination contributes little to
FLC repression

In this and the following section we describe alternative mathemati-
calmodels based onpremature Pol II termination and co-transcriptional
RNA degradation. These were initially investigated to explain the
RNA fold upregulations in autonomous pathway mutants Figure 2.1.
We then rule out these mechanisms based on the above described
data and also further experiments described below.

Previous reports have linked the elongation rate to either Pol II pro-
cessivity [215] or early termination [53]. In these scenarios, Pol II
would terminate prematurely as a result of slow elongation. Our co-
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ordination model detailed in the previous sections did not require
any such premature termination. However, it is a priori possible
that functional RNA production is regulated by the location of Pol
II termination. Indeed a high density of promoter-proximal poly(A)
site signals reinforce premature termination to limit pervasive tran-
scription in the divergent antisense direction of coding genes [58].
Alternatively, regulation could occur through an effect on Pol II pro-
cessivity [215]. Several factors are known to influence Pol II proces-
sivity in vivo in yeast [215, 216]. Accordingly, we now investigate
models where premature termination is a key component.

To maintain generality we again do not specify exactly what mecha-
nism(s) constitute early termination. Instead we assume that inside
a region R immediately downstream of the TSS (Figure 2.8A), Pol II
can elongate with velocity v(x) but also terminate early with a rate
kt. If Pol II elongates beyond the end of region R we assume it con-
tinues to elongate to a definite termination site further downstream,
producing a functional RNA. Below, we show that such a model gen-
erates a Pol II density that is exponentially decreasing with distance
x within the region R.

For the above system, we can write down an appropriate equation
for the Pol II density PII(x, t) at time t and distance x from the TSS
(within region R):

∂PII(x, t)
∂t

= Fδ(x) − ∂

∂x
[v(x)PII(x, t)] − ktPII(x, t).

We next assume that the system is in steady state: ∂PII(x,t)
∂t = 0. Re-

arranging, we arrive at a homogeneous differential equation for the
steady state Pol II density PII(x) for x > 0:

dPII(x)
dx

= − [ 1
v(x)

dv(x)
dx
+ kt
v(x)
]PII(x). (2.12)

This equation can be solved analytically giving:

PII(x) = PII(0)v(0)
v(x)

exp(−kt∫
x

0

dy
v(y)
) .

To solve for the Pol II density at x = 0, we can integrate the inhomo-
geneous steady state equation,

0 = Fδ(x) − d
dx
[v(x)PII(x)] − ktPII(x),
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directly in the interval [−ε, ε], with ε > 0 and then take the limit
ε → 0:

0 = lim
ε→0∫

ε

−ε
[Fδ(x) − d

dx
[v(x)PII(x)] − ktPII(x)]dx

=F − v(0)PII(0).

This leads to PII(0) = F
v(0) and furthermore the desired Pol II density

in the presence of early termination:

PII(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

0 if x < 0.
F

v(x) exp (−kt ∫
x
0

dy
v(y)) if 0 ≤ x < R,

F
v(x) exp (−kt ∫

R
0

dy
v(y)) if R ≤ x < 3′,

(2.13)

In case of antisense termination at the proximal poly(A) site as de-
scribed in subsection 2.2.4, Equation 2.13 can be used with R indi-
cating the termination region size, here given by the length of the
proximal poly(A) site LPII, v constant and kt = kpA,prox.

Generally, in the case of a relatively high termination rate kt, this
results in a sharp promoter proximal Pol II peak that is potentially
indistinguishable in ChIP assays from promoter proximal pausing
[204]. In metazoans, during this transcriptional pause, Pol II has
been found to either transition into productive elongation or prema-
turely terminate [39]. Our analysis also predicts that quicker elon-
gation reduces the premature termination probability, as found with
Sen1-mediated early termination in yeast [53]. TheRNAproduction
rate is affected by the presence of premature termination because not
every Pol II that initiates transcription produces a full length tran-
script. The production rate is still governed by the flow of Pol II
through the 3’ end poly(A) site. So the RNA production rate is in
this model not equal to F as found in subsection 2.2.2, but rather
F exp (−kt ∫

R
0

dy
v(y)) in the presence of an premature termination re-

gion R upstream of the respective poly(A) site and can thus be de-
pendent on the elongation rate.

As derived above, premature termination should lead to declining
Pol II levels from 5’ to 3’ in the repressed case (Col) (Equation 2.13,
Figure 2.8). However, we found no evidence for this in our Pol II
ChIP assay (Figure 2.3B,C). Since total Pol II and serine 2 phospory-
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lated Pol II generated similar upregulations, we also ruled out mod-
els based on productive elongation (details not shown) where reg-
ulation of the phosphorylation status could affect RNA production
[16]. However, since our Pol II ChIP assay is not strand specific, such
a sense Pol II decline could in principle be masked by antisense tran-
scription.

To further confirm that premature termination contributes little to
FLC repression, we performed 3’RACE, a method that determines
the sequence of RNA 3’ ends, to map the transcripts that end within
the promoter-proximal region ofFLC [208]. We could detect polyadeny-
lated transcripts that terminatedwithinFLC intron1, suggesting sense
premature termination within intron1 can occur. These transcripts
all contained FLC exon1 and were mostly alternatively spliced with
the same donor site but with a different acceptor site, as compared
to the conventional FLC intron1 (Figure 2.8B).

Interestingly, we also mapped many transcripts without a poly(A)
tail (Figure 2.8). Some are likely splicing intermediates, as their 3’
ends correspond to exon 3’ ends with the previous introns removed
and exons ligated. Other unpolyadenylated transcripts are likely Pol
II-bound as their 3’ ends mapped to the middle of an exon or intron.
Although this technique is not quantitative, among the clones we se-
quenced (100-150), we saw mostly splicing intermediates in fca-9,
while other types were more abundant in Col and 35S::FCA, a func-
tional FCA overexpression line in a Col background [114]. This is
consistent with slow elongation in these genotypes (Figure 2.8C), be-
cause slow elongationwould increase the likelihood that a Pol II with
the associated nascent RNA would reside within intron1.

To quantify whether premature termination occurs often as com-
pared to production of a full length transcript, we monitored the
alternatively spliced intron associated with premature termination
(Figure 2.8B). We found these transcripts are in lower abundance
compared to unspliced intron1 inCol, fca-9 and 35S::FCA (Figure 2.8D).
If premature termination would be important for FCA-mediated re-
pression, we would expect premature termination to occur relatively
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more often in Col and 35S::FCA than in the fca-9 mutant. This is
however not the case (Figure 2.8D). Altogether, we conclude that
sense premature termination occurs only occasionally at FLC and is
not a major contributor to FLC repression.

2.2.8 Co-transcriptional 5’ to 3’ degradation contributes
little to FLC repression

Next, we investigate theoretically a specific model based on 5’ to 3’
co-transcriptional RNAdegradation [61] and initially focus on sense
transcription only. We show that the FLC RNA fold changes (Fig-
ure 2.1) are also consistent with nascent RNA degradation rather
than transcription initiation as amode of regulation. Antisense tran-
scription will be treated in subsection 2.4.3 in the context of model
fitting to all above described experimental data. We will conclude
that depending on the parameters, this model can be consistent with
certain data sets in separation but, it is not consistent with all de-
scribed data sets simultaneously. We therefore do not favour this
model over the one with coordinated initiation and elongation rate
changes, which is consistent with all available data and successfully
predicted the intronic RNA fold change patterns.

The 5’-3’ co-transcriptional degradation (coTD) model assumptions
are as follows. Once Pol II has initiated transcription, the 5’ end of
the nascent, Pol II bound, RNA can be targeted by Xrn type 5’-3’
exonucleases [61] during Pol II elongation with rate ktar (s−1). For
convenience we refer to this process also as targeting Pol II, but it
does not affect the (assumed constant) Pol II elongation rate v. Nor-
mally nascent 5’ RNA is capped soon after transcription initiation
[47], thereby inhibiting the ability of Xrn to degrade nascent RNA.
We do notmodel the (de)capping process but active decapping could
be implicitly incorporated as part of the targeting rate ktar. Once Pol
II is targeted, Xrn will start degrading the nascent RNA from 5’ to
3’ with degradation rate kd (units: bp/s). Pol II keeps on elongating
and Pol II terminates as soon as the Xrn has eaten up all the nascent
RNA up to the then current Pol II position. The assumption that
Pol II terminates at that moment is inspired by the established Xrn
Torpedo mechanism of Pol II termination after mRNA cleavage at a
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poly(A) site [47]. In case Pol II can elongate to the canonical 3’ end
of the gene before Xrn has reached it, we assume Pol II then pauses at
the poly(A) site and terminates with the same rate kpA as discussed
previously. Note that this model is not falsified by the results de-
scribed in subsection 2.2.7, because 5’ to 3’ RNA degradation would
not be detected in the 3’RACE assay. For simplicity we assume that
targeting cannot occur anymore once Pol II has transcribed intron1
so that splicing can occur. When we relax this assumption and allow
targeting at any time before splicing occurs (results not shown), the
conclusion that the model is inconsistent with the combined experi-
mental data remains unaltered.

We will now derive steady state Pol II levels and RNA levels for this
model. In this section we set TSS=0, so that all mentioned positions
indicate distances from TSS, then the equation upstream of the in-
tron1 acceptor site (I1A) for untargeted Pol II, PIIu(x), is simply
Equation 2.12 with kt replaced by ktar:

dPIIu(x)
dx

= −ktar
v

PIIu(x).

Analogous to Equation 2.13, solving this equation analytically results
in:

PIIu(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

F
v exp (− ktar

v x) if 0 ≤ x ≤ I1A,
F
v exp (− ktar

v I1A) if I1A ≤ x < 3′.

Since targeted Pol II only drops off as soon as the Xrn have degraded
all the corresponding nascent RNA, we define Ω(x) as the Pol II po-
sition at the moment of Xrn targeting such that Pol II drops off at
position x. So equating the time duration of Pol II elongation after
targeting and Xrn RNA degradation we have x−Ω(x)

v = x
kd

leading to
Ω(x) = x(1 − v

kd
). Note that we assume here kd > v. See subsec-

tion 2.4.3 for discussion of the case kd ≤ v. The targeted Pol II distri-
bution that is still at FLC at x, PIIt(x), then equates to the fraction of
Pol II that was targeted between Ω(x) and x:

PIIt(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

F
v [exp (−

ktar
v Ω(x)) − exp (− ktar

v x)] if 0 ≤ x ≤ I1A,
F
v [exp (−

ktar
v min(Ω(x), I1A)) − exp (− ktar

v I1A)] if I1A ≤ x < 3′.

By summing PIIu(x) and PIIt(x), we then arrive at the total sense Pol
II levels at steady state. We distinguishwhether or not all targeted Pol
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II have dropped off the gene template before reaching the 3’ end:

PII(x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

F
v exp(− ktar

v x(1 − v
kd
)) if 0 ≤ x < min( I1A

1− v
kd
, 3′)

F
v exp (− ktar

v I1A) else.
(2.14)

Now we assume for simplicity that once the Pol II gets to the 3’ end,
Pol II can only drop off through regular poly(A) processing and not
throughnascentRNAdegradation-induced torpedomechanism. How-
ever it must be noted that the eventual conclusion that this model
cannot fit the data, will not depend on this assumption (see subsec-
tion 2.4.3 for more details). Analogous to Equation 2.5, the Pol II
levels at the 3’ poly(A) site then result in:

PII(x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

F
LPIIkpA exp (− ktar

v 3′(1 − v
kd
)) if 3′ < I1A

1− v
kd

F
LPIIkpA exp (− ktar

v I1A) if I1A
1− v

kd
≤ 3′.

In this coTD model, the RNA production rate p is determined by
the flow of untargeted Pol II reaching the intron1 acceptor site: p =
F exp (− ktar

v I1A).

We now proceed with determining the intronic RNA levels at po-
sition z arising from transcription. We differentiate between RNA
bound by untargeted Pol II located in intron1, RNAu(z); RNA with
the complete intron transcribed that is competent to be spliced out,
RNAs; RNA that is in the process of being degraded bound to tar-
geted Pol II RNAt(z) and lariat intron RNA RNAlariat(z) that is in
the process of being degraded. Similar to the equations in section
subsection 2.2.5 we have

RNAu(z) =∫
I1A

z
PIIu(y)dy =

F
ktar
[exp(−ktar

v
z) − exp(−ktar

v
I1A)] .

FurthermoreRNAs =
F exp(− ktar

v I1A)
ks . The 5’ RNA of the targeted Pol II

is in the process of degradation, so what RNA is still present depends
on when the Pol II was targeted. We define Θ(z, x) as the targeting
position such that RNA is degraded up to z while the Pol II is cur-
rently at x ≥ z. By equating time scales we obtain x

v =
z
kd
+ Θ(z,x)

v , and
thus Θ(z, x) = x−z v

kd
. When we take into account that targeting can

only occur up to I1A, then the density of targeted Pol II at position
x that still has RNA corresponding to z attached equals F

v times the
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fraction of Pol II that was targeted between min [Θ(z, x), I1A] and
min [x, I1A]:

PIIzt(x) =
F
v
[exp(−ktar

v
min [Θ(z, x), I1A]) − exp(−ktar

v
min [x, I1A])] .

Now we can find the associated targeted RNA fraction that still con-
tains RNA corresponding to position z by integrating. We note that
beyond I1A

1− v
kd
, all targetedPol II has terminated already, so that PIIzt(x) =

0 for x > I1A
1− v

kd
. For certain parameters it could be that the position

I1A
1− v

kd
extends beyond the sense termination site ( I1A

1− v
kd
> 3′), so that

Pol II might terminate due to regular 3’ termination rather than ter-
mination due to nascent RNA degradation. However, the precise Pol
II terminationmechanism does not affect the RNA contribution that
we calculate here. Therefore we find:

RNAt(z) =∫
I1A

1− v
kd

z
PIIzt(y)dy

= F
ktar
[exp(−ktar

v
z(1 − v

kd
)) − exp(−ktar

v
z)]

− F exp(−ktar
v
I1A) z

kd
.

Analogous to our results in subsection 2.2.5, the lariat RNA is formed
by RNAlariat(z) = F exp (− ktar

v I1A) z−I1D
kl

. In conclusion we have for
the total intronic RNA in a coTD model:

RNAtotal(z) =RNAu(z) + RNAt(z) + RNAs + RNAlariat(z)

= F
ktar
[exp(−ktar

v
z(1 − v

kd
)) − exp(−ktar

v
I1A)]

+ F exp(−ktar
v
I1A) [−z

kd
+ 1
ks
+ z − I1D

kl
] .

As discussed in the previous sections, the nascent RNA fraction is
the total minus the lariat RNA. For nascent exon1 RNA we retain
the expressions for RNAu(z) and RNAt(z), and replace ks by kx.

A detailed parameter fitting procedure described in subsection 2.4.3
indicates that this coTD is not quantitatively consistent with all avail-
able experimental data. Intuitively, this results from the requirement
of a sufficiently high ktar and kd so that most Pol II in Col terminates
prematurely, which causes a significant drop in Pol II levels. This
is inconsistent with the observed Pol II fold changes. Interestingly
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repeating the fitting procedure for a ’hybrid’ model whereby we al-
lowed for coTD and initiation rate changes (F

fca-9

FCol = 2 or 5), resulted
in the same conclusion. This is because the elongation rate changes
are determined by the nascent RNA fitting procedure and appear in-
consistent with the Pol II fold changes.

In a coTD model we would expect that absence of degradation ma-
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Figure 2.9: Relative RNA expression level of FLC spliced and un-

spliced in Col, xrn3-3 and xrn2-1. Level in Col was set as one. Val-

ues are mean ± standard deviation from 3 independent samples.

For more details see [208]. Experiments performed by Zhe Wu.

chinery would lead to de-repression of FLC expression. However,
in xrn2-1 (null) and xrn3-3 (hypomorphic) mutants [217], no signif-
icant increase in FLC unspliced and spliced RNA is observed (Fig-
ure 2.9, for more details see [208]). We also investigated mathemati-
cally 3’-5’ degradation after endonucleolytic cleavage of Pol II-bound
RNA. However, besides the experimental Pol II upregulation being
inconsistent, an extensive experimental mapping of RNA 3’ ends
(subsection 2.2.7) did not support this mechanism playing a major
role in FLC regulation. RNA degradation at the locus after elonga-
tion is also quantitatively inconsistent with the experimental data for
the same reasons as the nascent 5’-3’ RNA degradation model. We
conclude that a coTD model and other mechanisms based on RNA
degradation are not consistent with the available experimental data.
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Instead we favour the model with coordinated initiation and elonga-
tion changes.

2.2.9 FLC transcriptional repression involves local FLD
activity and an altered chromatin state

We next investigated how the coordinated change in initiation and
elongation rates between the active and repressed states atFLC is con-
nected with the chromatin state [208], bearing in mind that FLD is
a histone demethylase that is genetically epistatic to FCA [120]. We
found that FLD is targeted to the entire FLC gene with highest en-
richment around 1kb to 3kb downstream of the TSS (Figure 2.10A).
This localization is consistent with the increased H3K4me2 in the
FLC gene body (1kb to 4kb beyond the TSS) in the fld-4 mutant
(Figure 2.10B). This 2-fold increase of H3K4me2 was paralleled by
changes in other histonemodifications. In bothfld-4 and fca-9, H3K4me3
and H3Ac were increased mostly around the FLC sense TSS, coinci-
dentwith lowerH3K4me2 in this region (Figure 2.10B-F).H3K36me3
increased along the whole gene (Figure 2.10E), with an opposing pat-
tern to changes in H3K27me3 (Figure 2.10F). For more details see
[208].

2.2.10 Stochastic model based on FLD action through
FCA-dependent proximal COOLAIR processing

Up to this point, our modelling has not attempted to address how
FLD and FCA mechanistically achieve repression in Col. For in-
stance it remains unclear howproximal polyadenylation ofCOOLAIR
relates to FLC gene body histone methylation via FLD. More gener-
ally, how the overall chromatin state affects sense FLC expression is
unknown. In this section we detail how aCOOLAIR -mediated chro-
matinmechanismcould coordinate transcriptional initiation and elon-
gation to repress FLC expression.

From a computational perspective, we implemented a Gillespie al-
gorithm [218] in C++. The reactions included are described below
and illustrated in Figure 2.11. We show this model is consistent with
the available data and predict that FCA-dependent COOLAIR proxi-
mal termination, the local chromatin state and slow Pol II elongation
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ment at the FLC locus is

associated with changed

histone modifications. (A)

FLD-TAP ChIP enrichment

across FLC in Col and FLD-

TAP/fld-4. Values are mean

± s.e.m. from 2 indepen-

dent samples, with data

presented as enrichment

at FLC relative to enrich-
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(B-F) ChIP across FLC in Col,

fca-9 and fld-4measuring

H3K4me2 (B), H3K4me3

(C), H3Ac (D), H3K36me3

(E), H3K27me3 (F). Values

are mean ± s.e.m. from 2

independent samples, with

data normalized to H3. Val-

ues at the control genes

STM, ACT7 and TUB8 are

shown on the right. For

more details see [208]. Ex-

periments performed by

Zhe Wu.



results 81

are all required and reinforce each other to achieve stable FLC repres-
sion.

Based on the available genetic and biochemical evidence we assume
in themodel that proximal antisense polyadenylation in the presence
of FCA leads to recruitment of FLD to the locus. FLD, a histone
H3K4me2 demethylase [120], then represses levels of an ’activating’
histone modification, referred to as the A mark [113, 138]. This A
mark stimulates sense and antisense transcriptional initiation and
elongation. Thus the A mark is positively correlated with the tran-
scriptional activity at the FLC locus. Note that the exact molecular
nature of the A mark is not critical for the repression mechanism,
but could correspond, for example, to H3K36me3 levels (see subsec-
tion 2.2.9). We specifically track the number of FLD and A mark
levels present at the locus. The A mark can assume values between
H = 0 and H = 70, approximately the number of H3 histones at the
FLC locus [138].

The FLC locus discretization is as described in subsection 2.2.4
(see also Figure 2.11 and Table 2.1 for parameter values). Each site
can be occupied by at most one Pol II. If a TSS site is unoccupied,
a Pol II from the nucleoplasmic, free Pol II population, which num-
bers PIIfree, can bind to that TSS, resembling transcription initiation.
Once a Pol II has bound to a sense (antisense) TSS we assume it is
competent to elongate in the sense (antisense) direction. If the TSS
site is unoccupied, sense initiation can occur with propensity pt, that
depends linearly on theAmark level and onPIIfree (with reaction rate
kf,s) above a threshold Tf,s:

pt =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

kf,sPIIfree(A − Tf,s) if A > Tf,s

0 otherwise

For antisense initiation, we used the same function for the propen-
sity, but with threshold Tf,as and reaction rate kf,as instead.

As for the analytical coordination model, we assume the magnitude
of the elongation rate is independent of both direction (sense or an-
tisense) and position along the FLC gene. Importantly, we do as-
sume that the magnitude of the elongation rate is dependent on the
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A mark level (see below for the biological interpretation of this as-
sumption). We use a similar functional form as for the initiation
propensity above. In case of sense (antisense) transcription, a Pol II
at site i (Pi = 1) can elongate to a neighbouring site i+1 (i−1), if that
neighbouring site is unoccupied, with propensity:

pt =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

kelonPi(A − Telon) if A > Telon

0 otherwise

Again, we assume that termination of a transcribing Pol II can only
occur at the aforementioned sense, and proximal and distal antisense
termination sites (Figure 2.11). When a sense Pol II reaches the sTES,
it can terminate with probability per unit time kpA, resulting in a free
Pol II and a 3’ processed sense transcript that remains at the locus
(Figure 2.11). For more details on the different reactions involving
sense RNA, see below. Similarly, antisense elongation cannot pro-
ceed beyond the distal poly(A) site (Figure 2.11). When an antisense
Pol II reaches the distal poly(A) site, also with a probability per unit
time kpA, it can terminate, resulting in a free Pol II and the produc-
tion of a processed distal antisense RNA.

FCA localizes around the proximal antisense poly(A) site at the FLC
locus [120], likely binding to the antisense RNA. FCA interacts with
3’ processing factors to facilitate proximal polyadenylation [98, 115]
and splicing [127]. We model FCA’s action implicitly to act in con-
cert with 3’ processing factors as follows (Figure 2.11): when an an-
tisense Pol II reaches the proximal termination site, it can continue
to elongate or, whilst residing at this site during a ’window of op-
portunity’ [44], it can terminate with a probability per unit time kpA.
The latter process results in a free Pol II, production of a processed
proximal antisense RNA and the recruitment of one FLD molecule
to the locus. Note that the elongation rate affects the time Pol II
spends inside this window and therefore the probability that it pro-
duces a proximal transcript and recruits FLD. In an fca-9 mutant
we assume termination and proximal processing can still occur with
the same probability per unit time kpA at the same site. However,
we assumed in an fca-9 mutant background that this reaction does
not lead to FLD recruitment. So in the model, FLD recruitment is
FCA-dependent. It remains unclear whether this assumption is actu-
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ally true. However, the mechanism described here can also be inter-
preted as FLD activity at the locus being FCA-dependent: if the FLD
recruitment step in the model is interpreted as inducing the activity
of FLD at the locus. An FLD ChIP experiment in an fca-9 mutant
would not be able to falsify this latter interpretation. We continue
the model description using the terminology of FLD recruitment to
and removal from the locus.

FLD disappearance from the locus is assumed to occur in a first or-
der reaction with a probability per unit time of kFLD for each FLD
molecule. ’A’ mark placement occurs constitutively with probability
per unit time pt = kA(H − A) depending on the available number
of free histone tails and the parameter kA. ’A’ mark removal reac-
tions occur with a probability per unit time pt = (kr,0 + kr,sFLD)A,
depending on the number of ’A’ marks, a parameter kr, 0, reflect-
ing the histone turnover time, as well as an FLD-stimulated removal
term kr,sFLD, where FLD is the number of FLD proteins at the locus.

In case of polymerase collision, with a sense Pol II at site i and an
antisense Pol II at i+1, we assume that with probability per unit time
kcol the sense Pol II can be evicted off the gene resulting in a free Pol
II. Likewise, with the same probability per unit time, the antisense
Pol II can be evicted. We note, however, that transcriptional inter-
ference cannot be the main mechanism for FCA pathway regulation,
as it is incompatible with the positive correlation between sense and
antisense RNA transcripts.

The production of sense RNA is modelled as follows (Figure 2.11).
A sense Pol II at site i has produced unspliced RNA corresponding
to the sites TSS up to i − 1. Splicing of sense FLC intron1 and in-
tron2 are explicitly modelled: as soon as Pol II elongates past the
intron1 acceptor site I1A, Pol II can continue to elongate and, in ad-
dition, splicing of intron1 can occur with a probability per unit time
ks. Note that this parameter is the only one allowed to differ between
fca-9 and fld-4. In the latter case, RNA corresponding to sites from
the intron1 donor site I1D up to I1A − 1 are now cleaved intronic
RNA with the 5’ end at site I1D. We term this RNA species INI1D,
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with the index indicating the 5’ end of the intronic RNA. This RNA
can then be degraded from 5’ to 3’ (Hesselberth, 2013) with reaction
rate kl [44], where the 5’ to 3’ degradation of intronic RNA corre-
sponding to site j occurs with propensity pt = klINj. As a result of
this reaction, INj+1 is formed, corresponding to intronic RNA with a
5’ end at site j+ 1 (and 3’ end at I1A). Degradation of INI1A−1 occurs
without a reaction product, representing the last step in the 5 to 3’
degradation of an intronic RNA. Similarly, intron2 splicing can oc-
cur with probability per unit time ks as soon as a Pol II reaches site
I2A = 138, resulting in INI2D, a cleaved intron 2 RNAwith a 5’ end at
the intron 2 donor site I2D = 132 and a 3’ end at I2A. Degradation
of this cleaved intron2 RNA occurs in the same way as with intron1
degradation. We only explicitly modelled splicing reactions of sense
intron1 and 2 in the simulations, which are assumed to be indepen-
dent reactions. Incorporating splicing of additional sense introns in
the model would not affect our results provided that each splicing
reaction is independent of the others.

Splicing can also occur after sense Pol II has terminated (Figure 2.11).
If Pol II has terminated with both introns spliced out, s12FLC is
created, a cleaved full length RNA at the locus with both intron1
and 2 spliced out. If Pol II has terminated prior to splicing of in-
tron1 and 2, a full length, unspliced RNA termed unsFLC is pro-
duced. unsFLC can be spliced in intron1 or 2 with probability per
unit time ks with the same intronic RNA degradation process as for
Pol II-bound RNA. If Pol II terminates with only intron1 (2) spliced
out, then s1FLC (s2FLC), is produced, indicating a full length RNA
with only intron1 (2) spliced out. Splicing of intron2 (1) can then oc-
cur, againwith probability per unit time ks. All full length transcripts,
unsFLC, s1FLC, s2FLC and s12FLC can be exported with probabil-
ity per unit time kx leading to a mature (spliced) sense FLC mRNA:
sFLC. As part of these reactions, any as yet unspliced intron1 and/or
2 is then also assumed to be spliced out, resulting in the intron degra-
dation products INI1D and/or INI2D. However, since the timescale
of splicing is much shorter than the combined timescale to elongate
across the locus and then be exported (Table 2.1), this assumption
does not significantly affect our results. In addition, splicing dynam-
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ics for the antisense transcripts are not included in our simulations,
as we do not fit any unspliced antisense RNA data.

Simulations started at time t = 0 and ran until (simulated) time t,
updated according to the Gillespie algorithm, exceeded a predefined
time of 10 days. To let the system reach steady state, we started to out-
put simulation data (RNA, Pol II and A mark levels) after t = 5 days
at regular time intervals of 100s. From the sFLC levels between t = 5
days and t = 10 days we inferred the (time-averaged) FLC mRNA
production rate. The ratio of production rates of fca-9 or fld-4 over
Col could then be compared to the experimental spliced FLC fold
changes from the total RNA assays. Similarly we could compare the
proximal and distal transcript fold changes with the experimental
spliced antisense forms (Figure 2.12A). Note that this procedure in-
volving ratios did not need to assume any particular value for the
mRNA degradation rates, only that these rates remain unchanged
between Col and fca-9/fld-4 (as discussed in previous sections).

The simulated Pol II levels (arising from summing the sense and
antisense Pol II) were also summed over all time points between
t = 5 days and t = 10 days and then convoluted as described in
subsection 2.4.2 for direct comparison with our experiments (Fig-
ure 2.12B,C). In addition, we used the output time course data on A
levels and Pol II occupancy along the gene, in combination with the
above described formulas for the initiation and elongation propensi-
ties, to generate the distribution of propensities for these processes
in the presence of potential Pol II occlusion/collision effects and A
levels that are specific to Col and fca-9/fld-4. From these propensity
distributions we subsequently calculated the respective mean values,
which are estimates of the mean initiation and elongation rates. We
also directly kept track of the total number of (sense and antisense)
initiation events that occurred in the simulations between t = 5 days
and t = 10 days. Extracting the actual mean elongation rates from
the simulations directly is technically difficult as that would require
keeping track of the duration and distance between initiation and
drop off for each Pol II. However, the estimatedmean initiation rates
coincide within 0.1% of the actual mean initiation rates. This sug-
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gests that the mean rates in Col and the fca-9/fld-4mutant estimated
from the time course data accurately reflect the actual mean rates re-
sulting from the stochastic simulation outcomes. The time course
of simulated A mark levels also generates a distribution of values.
We therefore calculated the ratio of simulated mean A mark levels
between Col and the fca-9 mutant to compare the simulated fold
upregulation with the experimental mean H3K36me3 fold upregu-
lation across the FLC locus (∼ 5x, see Figure 2.10E), yielding good
agreement with the model.

The simulated intronic RNA levels (arising from summing the rel-
evant Pol II bound RNA, unsFLC, s1FLC and s2FLC and cleaved in-
tronic RNA) for each site were averaged over all time points between
t = 5 days and t = 10days. Again the ratio of this quantity between
fca-9 or fld-4 and Col can be compared with the experimental in-
tronic RNA data from the total RNA assay Figure 2.13. To compare
the simulations with the experimental chromatin-bound RNA as-
say, we omitted in the intronic RNA summation the cleaved intronic
RNA [212]. Note that in these two cases, due to changes in ks, our
simulations differ between fca-9 and fld-4, in contrast to all other sit-
uations where changes in ks have no effect. In the chromatin-bound
case we also computed simulated chromatin-bound FLC exon1 RNA
levels to compare with the available experimental data. To obtain
precise estimates of the simulated levels and fold upregulation, we
averaged the procedures described above over 103 simulations.

Given the number of model parameters and the duration of simu-
lations, an automated procedure to fit our stochastic simulations to
the data was not practical. Instead we manually fitted the simula-
tions to the quantitative RNA (Figure 2.1) and Pol II fold changes
(Figure 2.4). Unless otherwise stated the fld-4 parameters and re-
sults are the same as those for fca-9. Fitting the RNA fold changes
(Figure 2.12) determines Tf,s,kf,s,Tf,as,kf,as only up to the mean rela-
tive initiation rates Ffca-9

FCol (sense and antisense specific), but not ab-
solute (s/as specific) initiation rates FCol and Ffca-9. Although Pol II
ChIP is not a strand specific technique, the quantitative Pol II fold
upregulation (Figure 2.12) near the sense and antisense 3’ end could
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only be fitted if Ffca-9s ≈ Ffca-9as . The absolute initiation rates were not,
however, constrained by this procedure. We chose Tf,s,kf,s,Tf,as,kf,as
such that the initiation rates were as large as possible (to minimise
FLD dwell time at FLC ), but without transcriptional interference af-
fecting the regulation of FLC. Higher absolute initiation rates would
lead to the following situation: due to transcriptional interference
mostly in fca-9, the fold change in initiation rate Ffca-9

FCol
would be then

be higher than the RNA production rate fold change (as measured
by how many sFLC is produced) which turns out to be inconsistent
with our Pol II data. This procedure resulted in mean rates: FCol

s =
0.01min−1,Ffca-9s = 0.25min−1,FCol

as = 0.012min−1,Ffca-9as = 0.17min−1.
The elongation rate values are also not determined in absolute terms
by Pol II ChIP, as this technique only measures relative levels. The
absolute elongation rate values scale directly with the termination
rate kpA, in order to fit the quantitative fold changes of Pol II both
in the body and at the 3’ end of FLC (Figure 2.12C). In the absence
of further information about the termination rate at FLC, we chose
kpA = 1

50 s
−1 [41]. Note that we do not need a different kpA value

for the distal antisense in order to fit the model to the data, unlike
in the analytical model (see subsection 2.2.4). This difference arises
because in the more detailed, stochastic model transcriptional inter-
ference and different mean elongation rates between sense and anti-
sense can occur (see below).

Then by fitting the quantitative Pol II changes in the gene body (1.8x)
we determined Telon,kelon, resulting in vCol = 0.13kb/min and vfca-9 =
1.5kb/min and thus a 12x mean elongation rate change. In our sim-
ulations, the sense specific Col elongation rate vCol

s = 0.23 kb/min
is somewhat higher than vCol arising from sense and antisense elon-
gation. This difference arises due to the coordination between initi-
ation and elongation: in Col, sense initiation (and subsequent elon-
gation) only occurs when the A mark level is (transiently) above Tf,s,
the initiation threshold that itself is considerately higher than Tf,as

(Table 2.1). Thus sense elongation coincides with periods of higher
levels of A and thus quicker elongation. Similarly due to coordina-
tion between initiation and elongation, antisense initiation occurs
even at very low levels of A resulting in the antisense specific elon-
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gation rate vCol
as = 0.09 kb/min. With sense and antisense elonga-

tion in fca-9 being equal to the mean elongation rate (vfca-9s = vfca-9as =
1.5 kb/min), our predicted sense (antisense) specific elongation rate
changes are thus 7x (17x). We conclude that in order to fit the simu-
lations to the prior RNA and Pol II data, we require elongation rate
changes of 7 − 17 fold.

Turning to the experimental chromatin-bound RNA fold changes
across FLC (Figure 2.13), we found that no additional parameter tun-
ing was needed to explain this data since the parameter ks = 0.01s−1

was estimated from the literature [44, 213], the initiation rate up-
regulation Ffca-9

FCol was already determined by the spliced FLC upregu-
lation, and the elongation rate estimates were already obtained by
fitting stochastic simulations to the Pol II ChIP assay. Furthermore,
for total RNA fold changes across FLC (Figure 2.13), we found that a
value of 1.5bp/s for the 5’ to 3’ lariat degradation rate kl is consistent
with reported intron half-lives in mammals [44]. This value could
then predict our total RNA levels in addition to our other data. In
fld-4 all parameter values were as in fca-9, with the exception of the
splicing parameter which was increased two fold as in the analytical
model.

To verify that our stochastic and analytical approaches generated sim-
ilar results (Figure 2.13), we took the following approach: insertion
of our mean sense initiation (FCol

s ,Ffca-9s ) and sense elongation rate
(vCol

s , vfca-9s ) estimates arising from the stochastic simulations, as well
as values for kl and ks, directly into the analytic equations Equation 2.8
and Equation 2.9 for RNA fold changes across FLC intron1, gener-
ated profiles that are very similar to those resulting from our sim-
ulations (Figure 2.13). Hence, the stochastic simulations and the
analytical derivation both correctly predicted the experimental FLC
intron1 upregulation, thereby validating elongation rate changes of
at least 7x. This result also indicates that, given the mean initiation
and elongation rates, stochastic fluctuations do not systematically al-
ter the mean RNA fold upregulation, which results from averaging
over a sufficiently large time window and number of simulation out-
comes.
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It has been proposed that the act of transcription to the distal site
could alter the FLC chromatin state resulting in transcriptional ac-
tivation [97]. We have modelled a scenario where FLD recruitment
to the locus is constitutive and removed by sense and antisense tran-
scription elongation through the gene body (results not shown). How-
ever this mechanism appeared unable to generate the relatively large
RNA fold changes between Col and the fca-9 or fld-4 mutant (Fig-
ure 2.1). We therefore do not favour the hypothesis that proximal ter-
mination merely functions to prevent transcriptional readthrough
which would then allow for chromatin silencing. We conclude that
the stochastic coordinationmodel based onFLD recruitment through
FCA-dependent proximal COOLAIR processing is consistent with
all the above described experimental data.

2.2.11 Stochastic coordination model predicts that slow
Pol II elongation is required for FLC repression

An important component of the above detailedFLC repressionmech-
anism is the involvement of COOLAIR antisense transcripts and the
Pol II elongation rate. As detailed in subsection 2.2.2, the elongation
generally does not affect the RNA production rate. However, in our
simulations (Figure 2.12A), slow elongation resulting from an FLD-
induced repressive chromatin state is critical to explain COOLAIR
and senseFLC expression. Slow elongation ensures that Pol II reaches
the distal region more slowly, favoring splicing at the relatively weak
acceptor site of the small antisense intron (Figure 2.14A) [127]. Splic-
ing can then couple to proximal polyadenylation/termination of an-
tisense transcription. In this way, both FCA recruitment and a re-
pressive chromatin state are required to favor proximal 3’ process-
ing. Such proximal processing is associated with FLD recruitment
(or FLD activation), reinforcing a repressive chromatin environment
with reduced sense and antisense initiation and slow Pol II elonga-
tion, with the latter favoring proximal processing in a feedback loop
(Figure 2.14B). The kymographs (Figure 2.14A) with the FLC gene
on the horizontal axis and time running from top to bottom show
how sense and antisense Pol II elongate through the gene over time
in both Col and the fca-9 mutant. To verify that slow Pol II elonga-
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tion is required for repression in the stochastic model, we imposed
a constant fast elongation rate independent of the chromatin envi-
ronment, with parameters otherwise unchanged from our Col sim-
ulations (Figure 2.14A). As a result, we found that FLC expression
is upregulated ∼ 6x compared to Col, indicating that without FLD-
mediated feedback from the chromatin environment to elongation,
repression would be compromised.

2.3 Discussion

Understanding how flowering time in plants is regulated has led into
a detailed mechanistic dissection of the A. thaliana floral repressor
FLC. Genetic screens have identified RNA processing factors of anti-
sense transcripts to FLC, termed COOLAIR , and a histone demethy-
lase FLD as central to the FLC repression mechanism. Here, us-
ing a combination of mathematical modeling and experiments, we
have shown that this repression of FLC involves coordination of tran-
scriptional initiationwith elongation associatedwith a changed chro-
matin state. This conclusion is supported by genome-wide correla-
tions found in yeast and mammalian cells between gene expression,
gene body Pol II levels and Pol II elongation rates [17, 205].

The results from this study progresses our understanding of mecha-
nisms important for developmental timing in plants. They also raise
further questions: is there generally a need to coordinate initiation
and elongation and how is this achieved? Control of gene expres-
sion may necessitate such coordination. For instance, 5’ paused Pol
II limits the number of additional Pol II molecules that can initi-
ate [221]. However, this is not a feature at FLC, as relatively high-
resolution Pol II ChIP revealed no obvious 5’ accumulation. Theoret-
ically, elongation rates put an upper limit on initiation to prevent Pol
II traffic jams, even when assuming that every Pol II travels at a con-
stant rate [204]. Surprisingly, this upper limit is almost reached at
some transcriptionally active genes, such as hsp70 [204, 211]. Gener-
ally, transcription is not a smooth process: Pol II tends to pause and
backtrack throughout transcription [36]. Such fluctuations in the
elongation rate could create a more stringent upper limit on how fre-
quently new Pol II can initiate. Elongation could also be rate limiting
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during bursts of transcriptional initiation [222]. Furthermore, anti-
sense transcription could induce a limit on initiation rates in order to
prevent the occurrence of transcriptional interference between both
strands. Coordination of initiation and elongation at FLC may have
evolved to avoid such transcriptional stress, which has been associ-
ated with genome instability [223].

The mechanism of how Pol II initiation and elongation are coordi-
nated remains to be further elucidated. The elongation rate is likely
influenced by the chromatin state [206, 224], both directly through
nucleosome occupancy, with different histone modifications likely
to influence nucleosome wrapping/unwrapping dynamics, and indi-
rectly by affecting the activity of elongation factors. The fast initia-
tion/elongation state at FLC is characterized by a series of chromatin
modifications, including high levels ofH3K4me2/3,H3K36me3,H3Ac
with low levels of H3K27me3. SDG8 (EFS), a homolog of ASHH1,
is required to establish H3K36me3 genome wide in Arabidopsis, in-
cluding at FLC [113]. The low expression efs mutant is epistatic to
the high expression fca-9 and fld-4 mutants [112, 225] suggesting
that EFS and H3K36me3 are essential to maintain the high expres-
sion state of FLC observed in autonomous pathway mutants. This is
unlike the situation in yeast where loss of Set2 methyltransferases in-
creases intragenic initiation rather than influences overall expression
of the gene [30, 31]. Thus, the changed histone modifications appear
to actively influence FLC regulation and are not just a reflection of
transcription. We still need to fully understand the complexity of
the chromatin machinery regulating FLC and how the many com-
plexes functionally interconnect [107]. For example, the PAF1 com-
plex is required for high expression of FLC [226, 227], while H3Ac
also clearly contributes to FLC regulation, since inhibition of histone
deacetylases results in higher FLC expression [127].

Our analysis has investigated how antisense transcription intercon-
nectswith chromatin regulation. HowCOOLAIR is directly involved
inmediating a repressive chromatin environment remains to be fully
established. In subsection 2.2.10 we showed that amodel where FLD
recruitment (or activity) depends dynamically onproximalCOOLAIR
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polyadenylation in the presence of FCA is consistent with all cur-
rent data. Further investigations are nevertheless required to dissect
how proximal polyadenylation of COOLAIR connects to FLD activ-
ity. Our stochastic coordination model would predict that slow elon-
gation increases the probability for proximal Pol II termination. In
this way slow elongation enhances FLD recruitment indirectly and
eventual FLC repression (Figure 2.14B). Further experimental evi-
dence will be needed to unequivocally establish this mechanism.

The preponderance of antisense transcription now observed inmany
genomes opens up the possibility that mechanisms such as the one
elaborated here for FLCwill play widespread roles in gene regulation.
An important hypothesis to test using these new tools is whether
chromatin-based transcription mechanisms are the major mode of
quantitative gene regulation.

2.4 Materials and Methods

2.4.1 Determining the Pol II ChIP fragment size
distribution

Using ImageJ (plot profile) we quantified the DNA fragment inten-
sity and the location of fragment length markers along an agarose
gel (Figure 2.15A). Combined together, these data reveal the DNA
fragment intensity as a function of fragment length. Since the ob-
tained intensity is proportional to the fragment size, we divided the
intensity by the fragment length, resulting in an estimate for the rel-
ative abundance of fragments, for fragments ranging from 100bp up
to 1kb. We then normalized this function to obtain the fragment
length distribution (Figure 2.15B).

2.4.2 Convolution of the Pol II density for comparison
with experiments

Weneed to quantitatively compare the Pol II density arising from the
analytical and stochastic models with the experimental Pol II ChIP
levels. To facilitate this comparison, we developed a method that in
essence generates a predicted Pol II ChIP profile arising from a com-
bination of the underlying model Pol II density and the resolution-
limiting effects inherent to the experimental ChIP fragment size dis-
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tribution. This procedure ismathematically defined as a convolution
and is often used in image processing [228]. Let x be the position
along a gene (in sites of size LPII = 30bp). The convoluted profile
C(x) is proportional to the predicted density of Pol II at position x,
given the uncertainty in fragment length. Intuitively, C(x) is a sum
of all the ChIP fragments that overlapwith xweighted by the number
of Pol II bound somewhere along their length. We next define I(y) as
the probability that a ChIP fragment, pulled down with a certain Pol
II antibody, is of length y (in sites). We determined the distribution
I as described in subsection 2.4.1. Let ymin (ymax) be the minimum
(maximum) fragment size length. Furthermore, let PII(x) be the Pol
II density at position x arising from our theory. This can be used to
determine the convolved Pol II density profile:

C(x) =
ymax

∑
y=ymin

P
⎛
⎝
fragment of
length y

⎞
⎠

×
x
∑

z=(x−y+1)
P
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maps to z

⎞
⎠
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⎛
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LPII

C(x) =
ymax

∑
y=ymin

I(y)
x
∑

z=(x−y+1)

1
G − y

z+y−1

∑
ω=z

PII(ω)

Here, G indicates the length of the region from which fragments
could arise, in our case on the order of the whole genome. Thus,
since ymax ≪ G, the term 1

G−y is effectively a small constant:

C(x)∝
ymax

∑
y=ymin

I(y)
x
∑

z=(x−y+1)

z+y−1

∑
ω=z

PII(ω)

Using a custom written script in MATLAB, we implemented this for-
mula for bothCol and the fca-9 -mutant Pol II occupancy. Figure 2.4
illustrates the effects of the convolution. The shape of the convoluted
profiles are (qualitatively) in line with the experimental Pol II ChIP
profiles along the gene (Figure 2.3B,C). The predicted fold upregula-
tion of Pol II is the ratio Cfca-9(x)

CCol(x) (same for fld-4), and can be compared
quantitatively with the experimental fold change (Figure 2.4D).
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2.4.3 Parameter estimation of the co-transcriptional
degradation model

Herewe detail our procedures for fitting the coTDmodel to the Pol II
ChIP (Figure 2.4D), prior RNA (Figure 2.5) and intronic RNA (Fig-
ure 2.6). We include antisense transcription in our analytical model
fits to the Pol II data. To determinewhether the coTDmodel could fit
the data at least as well as the coordination model, we used the same
criteria for fitting as described in subsection 2.2.4. We assume that
the targeting rate ktar is differentially regulated betweenCol and fca-9
(or fld-4) such that there would be no co-transcriptional decay in fca-
9 (and fld-4) (kfca-9tar = 0), sowe omit the genotype specification for ktar
and kd from here onwards. The (simplified) assumption that there
is no co-transcriptional decay in the autonomous pathway mutants
does not affect our conclusions that arising from the model fitting
procedure decribed below. We allowed ktar to vary between sense
and antisense. We fixed ks = 0.01s−1 (Col and fca-9, fld: ks = 0.02s−1),
as restricted by our experiments, kpA,s = kpA,prox = 1

50 s
−1 and allowed

kpA,dist to vary, in order to maintain the same criteria with respect to
termination as for the coordination model (subsection 2.2.4). Our
choices of the termination rate do not affect our conclusions on the
model fits below. The nascent RNA degradation rate kd and the in-
tron lariat RNA degradation rate kl are only relevant in the context
of the sense strand. We initially assume no initiation rate changes
FCol = Ffca-9 so the a priori undetermined parameters in this model
are: FCol

as
FCol
s

, ktar,s, ktar,as, kd, vCol, vfca-9, kpA,distalkpA,s . Later we consider a hybrid
model that allows initiation rate changes to occur as well and the pro-
cedure described below applies to both a coTD and hybrid model.

Recall from subsection 2.2.8 that the model FLC mRNA fold upreg-
ulation is F(Rs) = Ffca-9s

FCol
s

exp ( ktar,svCol I1A). To account for the antisense
regulation we assume that degradation can occur up to the distal
splice acceptor site with IAdist the distance from the asTSS. 3

′

prox de-
notes the distance between the proximal poly(A) site and the asTSS.
Note that by combining proximal Pol II termination (as in the co-
ordination model, detailed in subsection 2.2.4) and coTD in Col we
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obtain the following expressions:

F(distal) = Ffca-9as

FCol
as

1
exp(− ktar,as

vCol IAdist)

exp (− kpA,prox
vfca-9 LPII)

exp (− kpA,prox
vCol LPII)

. (2.15)

Performing a similar analysis for the proximal antisense, we find:

F(proximal) =F
fca-9
as

FCol
as

1
exp(− ktar,as

vCol 3′prox)

×
(1 − exp(− kpA,prox

vfca-9 LPII))
kpA,prox

kpA,prox+ktar,as (1 − exp(− kpA,prox+ktar,as
vCol LPII))

.

(2.16)

In subsection 2.2.8 we derived the expression for nascent RNA levels
in the presence of degradation in Col. In its absence, nascent RNA
levels in fca-9 then reduce to Ffca-9 [ I1A−xvfca-9 +

1
ks ]. The sense model

nascent fold changes are thus:

F (RNAnasc(x)) =
Ffca-9s

FCol
s

1
exp(− ktar,s

vCol I1A)

×
[ I1A−xvfca-9 +

1
ks ]

[ 1
ktar,s exp(−

ktar,s
vCol (x(1 − vCol

kd
) − I1A)) − 1

ktar,s −
x
kd
+ 1

ks ]
.

(2.17)
Nowwe proceed with the spatial Pol II distributions of this model in-
cludig both sense and antisense transcription. FLC locus discretiza-
tion is as described in subsection 2.2.4. Pol II levels in fca-9 are as
described in subsection 2.2.4. It is understood that until this point x
indicated the position relative to sTSS. To be explicit, in the remain-
der of this section x ∈ [0, 208] indicates the site number rather than
distance with respect to sTSS. In the presence of co-transcriptional
decay (in Col), we describe for simplicity sense, PIIs(x), and anti-
sense, PIIas(x), Pol II levels at site position x separately. Total Pol
II is still the sum of sense and antisense contributions. Recall the
site numbers for sense and antisense TSS: sTSS = 4, asTSS = 208;
termination sites sTES = 204 and asTESprox = 186 and asTESdist = 0,
intron acceptor sites for sense intron1 I1A = 131 and distal antisense
IAdist = 12.
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We distinguish whether all targeted Pol II have dropped off when
reaching the 3’ poly(A) site or not for sTSS ≤ x < sTES:

PIIs(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Fs
v exp(− ktar,s

v (x − sTSS)LPII(1 − v
kd
))

if sTSS ≤ x < min( I1A−sTSS1− v
kd
+ sTSS, sTES)

Fs
v exp(− ktar,s

v (I1A − sTSS)LPII)

if min( I1A−sTSS1− v
kd
+ sTSS, sTES) ≤ x < sTES

and at the sense termination site x = sTES:

PIIs(sTES) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Fs
LPIIkpA,s exp (− ktar,s

v (sTES − sTSS)LPII(1 − v
kd
))

if sTES < I1A
1− v

kd
+ sTSS

Fs
LPIIkpA,s exp (− ktar,s

v (I1A − sTSS)LPII) else.

For the antisense Pol II levels we find upstream of the proximal ter-
mination site (asTESprox < x ≤ asTSS):

PIIas(x) =
Fas
v

exp(−
ktar,as
v
(asTSS − x)LPII(1 −

v
kd
)) .

At and downstream of the proximal termination site but upstream of
the distal splice acceptor site asTESdist < x < asTESprox:

PIIas(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Fas
v exp (− ktar,as

v (asTSS − x) LPII(1 − v
kd
)) exp(− kpA,prox

v LPII)

if max(asTSS − IAdist−asTSS
1− v

kd
, asTESdist) < x ≤ asTESprox

Fas
v exp (− ktar,as

v (asTSS − IAdist)LPII) exp (−
kpA,prox

v LPII)

if asTESdist < x ≤ asTSS − IAdist−asTSS
1− v

kd
.

and at the distal antisense termination site x = asTESdist:

PIIas(asTESdist) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Fas
LPIIkpA,s exp(− ktar,as

v (asTSS − asTESdist)LPII(1 − v
kd
)) exp(− kpA,prox

v LPII)

if asTSS − IAdist−asTSS
1− v

kd
< asTESdist

Fas
LPIIkpA,s exp(− ktar,as

v (asTSS − IAdist)LPII) exp(−
kpA,prox

v LPII) else.

The above expressions allow a direct comparison of the model with
the experimental datawith the criteria as described in subsection 2.2.4.
To fit the parameters, we varied vCol in a range between 0.3−3kb/min,
consistent with the literature [205]. Given a vCol, ktar,s was then de-
termined by the spliced FLC fold change. We then fitted the log of
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Equation 2.17 to the log-transformed chromatin-bound fca-9 fold
changes usingnonlinear regression. Weighting factorswere included
as described in subsection 2.2.4. This procedure resulted in good fits
(R2 = 0.85− 0.9) and determined vfold = vfca-9

vCol and kd. It was then pos-
sible to also fit the total RNA fold changes by fine tuning kl. We then
attempted to fit the Pol II ChIP data (Figure 2.3 and Figure 2.4D). At
this point only FCol

as
FCol
s

and kpA,distal
kpA,s remained undetermined, so we per-

formed a parameter sweep within the respective ranges described in
subsection 2.2.4 to check whether the model could meet the criteria
to fit the data. It turned out this was not the case. In subsection 2.2.8
we provided the intuitive reason behind this result.

In our analysis above we have assumed that kd > v so that a frac-
tion of the Pol II would terminate under the influence of Xrn. In a
scenario where v ≥ kd the RNAt would be larger relative to the other
RNA fractions. This would be inconsistent with chromatin-bound
RNA fold changes, because the fitting procedure indicated it was re-
quired that kd ≫ v. We conclude that a coTDmodel is not consistent
with the available experimental data despite havingmore a priori un-
determined parameters than the coordination model.
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Parameter Description Value Notes
LPII Length of a Pol II site along the FLC gene 30bp This length corresponds to the size of a Pol II footprint [219].

L Length of FLC gene in sites 209 For simulation purposes FLC is divided into L sites of length LPII .

At most one Pol II can reside at each site.

Ptotal Total Pol II in a simulation 1000 We assume a fixed number of Pol II inside a nucleus throughout

the simulations, i.e. Ptotal = Pfree + Pol II transcribing FLC.

H Number of histone H3 at FLC 70 As in [138], the A mark levels range from 0, 1, ...,H − 1,H.

Telon Elongation threshold 11.8 Fitted to Pol II levels. Indicates the A level above which Pol II can elongate.

kelon Elongation parameter 0.018s−1 Fitted to Pol II levels, determines the elongation rate.

ks Splicing (cleavage) rate 0.01s−1 (Col, fca-9) Constrained by experiment [44] and

0.02s−1 (fld-4) our measurements of splicing efficiency Figure 2.6D.

kl Intronic RNA degradation rate 0.05s−1 Constrained by experiment [44], 5’to 3’ degradation assumed in line

with (Hesselberth, 2013), corresponds to 1.5bps−1.

kpA Pol II termination rate at poly(A) site 0.02s−1 Constrained by experiment [41]. This value primarily determines

our absolute mean initiation and elongation rates.

kcol Pol II termination rate due to 0.02s−1 Taken to be the same value as kpA in absence of further information.

sense/ antisense Pol II collision

Tf,s Sense initiation threshold 14.8 Fitted to spliced FLC fold changes and Pol II levels.

kf,s Sense initiation parameter 8 ⋅ 10−8s−1 Fitted to spliced FLC fold changes and Pol II levels.

Tf,as Antisense initiation threshold 10.5 Fitted to proximal/distal as fold changes and Pol II levels.

kf,as Antisense initiation parameter 5 ⋅ 10−8s−1 Fitted to spliced FLC fold changes and Pol II levels.

kFLD FLD inactivation rate 10−5s−1 This parameter, together with the A mark levels determined by kA , kr,0

and kr,s has to generate dynamics slow enough so

that low A mark levels persist over timescales long

enough to ensure continuous repression.

kA Constitutive A placement rate 4.4 ⋅ 10−3s−1 Fitted to experimental H3K36me3 fold changes.

kr,0 Constitutive A removal rate 1.7 ⋅ 10−3s−1 Constrained by experiment [220].

kr,s FLD-stimulated A removal rate 7.5 ⋅ 10−3s−1 Fitted to experimental H3K36me3 fold changes and Pol II levels.

kx mRNA export rate 1.7 ⋅ 10−3s−1 Constrained by experiment [41].

Col + fast elongation simulations All parameters remain unchanged unless indicated below.

Telon is not present in this model.

kelon elongation rate 0.9s−1 Fitted such that the mean elongation rates are equal

to 1.5kb/min. The elongation rate is

now independent of the A mark.

Table 2.1: Parameter values used in the stochastic coordination model
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3VARIATION IN FLC TRANSCRIPTION,
PROCESSING AND DEGRADATION

3.1 Introduction

Up to this point we have investigated FLC regulation on a level of
whole plant cell population averages. This line of research has been
fruitful. However, it remains unclear to what extent cellular varia-
tion in FLC expression is present in Arabidopsis. Spatial gene ex-
pression patterning has long been recognized to be of importance
throughout the development of plants and other multicellular or-
ganisms [90, 229–233]. In recent years, it has become clear that
stochasticity is another major contributing factor to cellular varia-
tion in gene expression in organisms ranging from microbes to hu-
mans [144, 234, 235]. It still remains unclear whether this is also the
case in plants and more specifically for FLC regulation.

Stochasticity in gene expression can have beneficial or harmful con-
sequences to organisms. It is observed in a variety of situations, in-
cluding stress response, metabolism, development, the cell cycle, cir-
cadian rhythms, and aging [234]. Cell-to-cell variation can be clas-
sified as intrinsic or extrinsic [236, 237]. The inherent stochasticity
of biochemical processes such as transcription and translation gen-
erates intrinsic noise [237]. In addition, fluctuations in the amounts
or states of other cellular components lead indirectly to variation in
the expression of a particular gene and thus represent extrinsic noise.
Extrinsic variation can also occur when expression is dependent on
a factor that differs systematically between cells, for instance cell vol-
ume [235]. It has been shown theoretically that when translation
leads to production of already more than ∼ 2 proteins per mRNA,
intrinsic noise is dominated by transcription [237]. Interestingly,
transcription can occur in so called ’bursts’, where in a short period
of time multiple transcripts are made, followed by a relatively long
period where transcription activity is low or absent [238–240]. Such
bursting can certainly contribute to gene expression variation and
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is usually associated with changes in transcriptional initiation [237,
239], although Pol II pausing and backtracking during elongation
could also contribute to burstiness [222]. The gene regulatory net-
work structure controlling a particular gene, can also contribute to
the stochasticity of that particular gene’s expression [144, 241].

In this chapter we investigate cellular variability in FLC expression
and its implications for regulation by the autonomous pathway and
the transcriptional activator FRIGIDA (FRI) in non-vernalized con-
ditions. We build upon our findings in the previous chapter, that de-
scribed regulation in terms of cell population averages inwhole plant
seedlings. By combining theory from stochastic processes and single
molecule experiments in plants with high FLC expression due to the
presence of FRI, we find that FLC processing and degradation are
quantitatively well described by Poisson processes. FLC transcrip-
tion scales strongly with cell volume, which explains the large cel-
lular variability. We further confirm that FLC transcription is not
’bursty’ by quantitative fluorescence image analysis. Furthermore,
we estimate FLC and COOLAIR transcription initiation and elonga-
tion rates and then use these rate estimates to conclude that coor-
dination of transcription initiation and elongation not only occurs
between Col and autonomous pathway mutants, but also between
Arabidopsis plants with and without an active FRI allele. We predict
that fast elongation rates could be functionally important to achieve
a high FLC expression state. Altogether, we propose that FLC ex-
pression is tightly maintained at a certain cellular concentration by
FRI and the autonomous pathway to ensure a quantitative tuning of
Arabidopsis flowering time.

3.2 Results

3.2.1 Cellular FLC distribution is monomodal and
super-Poissonian

To investigatewhether there is cellularFLC variation inColFRI (Columbia
accession with a homozygous active FRI allele), we utilized a tech-
nique termed single molecule RNA fluorescence in situ hybridyza-
tion (smFISH). This method allows simultaneous detection, local-
ization and quantification of individual RNA molecules at the sub-
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cellular level in fixed samples and has been established for yeast and
mammalian cells [144, 235, 242]. smFISH is based onmultiple single-
labeled oligonucleotide probes binding to a target RNA([242], Fig-
ure 3.1A). Due to the high number of probes binding to the same
RNA target, this generates a diffraction-limited signal that can be
detected by fluorescence microscopy (Figure 3.1A,B). In Arabidop-
sis the protocol to image root cells has recently been developed by
Stefanie Rosa and Susan Duncan [243]. Sample preparation first in-
volves squashing a root. Cells can then be fixated, treated with the
RNA probes and further imaged (Figure 3.1A). In our experiments,
we used two distinct probe sets simultaneously: one covering sense
FLC exons (exon RNA) and the second covering sense intron1 (un-
spliced RNA) (Figure 3.1A). We also used the DNA stain DAPI to la-
bel the nucleus. Quantification of cellular RNA in roots was achieved
by combining an automated spot detection image analysis with a
computational segmentation of the fluorescence signal to determine
the cell outlines (method developed by Matthew Hartley and Tjelvar
Olsson, [243]). We calibrated the computational spot detection anal-
ysis method based on the size and shape of the diffraction-limited
spots on a test set to ensure the estimated exonic RNA quantities
from the algorithm matched the manual estimations. For the un-
spliced RNA we manually inspected all samples. Throughout our
analysis we made the widely accepted assumption in the field that
one diffraction-limited cytoplasmic exon RNA spot represents one
RNA molecule [242]. For further information on details of the sm-
FISH method in non-plant systems we refer to [242]. For the sm-
FISH protocol specific to plants and automated image analysis algo-
rithm we refer to [243].

We observed that exon RNA was mostly cytoplasmic and abundant,
indicating that FLC mRNA can be readily detected with the exonic
probes (Figure 3.1B). The unspliced RNA was only detected in the
nucleus (Figure 3.1B) with counts ranging from 0 up to 4 per cell
(Figure 3.2A). Since the observed root cells (in the meristematic re-
gion) are not expected to be endoreduplicated, these spots likely in-
dicate the FLC loci with splicing occurring at the locus as the gene
copy number increases from 2 to 4 throughout the cell cycle. The
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cellular distribution of exon FLC (Ncells = 438) is monomodal with
a mean (±s.e.m.) of 59±2 molecules (Figure 3.1C). This distribution
is a pool of 8 roots arising from 3 different experiments. Variation
between replicates is present withmeans ranging from 43 to 71, how-
ever in each replicate the wide variation in cellular RNA counts was
observed. The measurement error in spot detection algorithm does
not exceed this biological variation. In the absence of a positive con-
trol we cannot complely rule out that we do not detect all RNAs
present in the cell, however that would only lead to systematic un-
derestimation of the RNA quantities. Unless stated otherwise, this
caveat does not affect our conclusions as long as the fraction of un-
observed RNAs remains constant between samples.

By comparing the exon RNA levels to a Poisson distribution (Fig-
ure 3.1C), we found that the RNA distribution is super-Poissonian
(KS test, p = 3⋅10−51): its variance is∼ 16x larger than themean of the
distribution. A Poisson distribution would be expected if the RNA
levels are determined by a birth-death process. This continuous-time
Markov process counts the number of RNAs and is a generalization
of a deterministic situation of a constant RNA production and first
order degradation rate. A birth-death process assumes that RNA
production occurs as a Poisson process: production events occur
(1) independently of each other and (2) with constant probability
per unit time p [244–246]. The same conditions (1) and (2) are im-
posed on degradation with a constant degradation probability per
unit time d. Even though RNA degradation does not strictly satisfy
the mathematical definition of a Poisson process [244], we still refer
to it here as a Poisson process because it does satisfy the above char-
acteristic features (see subsection 3.4.1 for more details). To illus-
trate how to interpret these conditions: if RNA would be produced
in transcriptional ’bursts’, assumption (1) would break down. In a
scenario where the production rate is time-dependent (see subsec-
tion 3.2.3), assumption (2) would no longer be true. In those cases
the expression variation can be broader and even bimodal [222, 238–
240]. In subsection 3.4.1 we show that this conclusion is not depen-
dent on the (simplest) assumption that RNA production and degra-
dation are modeled as single step processes (one stage birth-death
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process). There, by considering a nascent RNA species that can be
processed into amature RNA species (two stage birth-death process),
we show that both the nascent and mature RNA distributions would
still be Poissonian. This result can be extended to multiple interme-
diate RNAs. So we conclude that either assumption (1) or (2), un-
derlying the Poisson distribution, is not true for FLC exon RNA pro-
duction or degradation. Below we further investigate what aspects
of regulation cause an enhanced variation in FLC expression.

3.2.2 FLC degradation satisfies Poisson characteristics

To determine if FLC exon RNA degradation is responsible for the
observed super-Poissonian variation in FLC in expression, we hy-
pothesized what might happen to the distributions after transcrip-
tion were inhibited. Intuitively, at first the RNA distribution would
be as observed in Figure 3.1C, but as time progresses we expect the
RNA levels to drop. From themean RNA levels ⟨R(t)⟩ over time, the
(mean) degradation rate d (units: s−1) is often calculated by fitting
these to an exponential function ⟨R(t)⟩ = ⟨R(0)⟩ exp(−dt) [244, 247,
248]. This function arises under the assumption that RNA degrada-
tion is well described by a first order reaction. The stochastic process
describing a first order degradation reaction would be a pure death
process {R(t)}t≥0 characterized by the constant probability per unit
time d and the Poisson criteria as described above [244]. To test
whether RNA degradation satisfies these Poisson characteristics, we
derived the expected probability distribution as a function of time
P(r, t) ∶= P(R(t) = r) given the observed initial distribution P(r, 0)
before transcription inhibition (subsection 3.4.1). This resulted in:

P(r, t) =
M
∑
b=r
(b
r
) (exp(−dt))r (1 − exp(−dt))b−r P(b, 0), (3.1)

where M ∶= max{r ∶ P(r, 0) > 0} indicates the maximum amount
of cellular RNA observed in the initial distribution. This result can
also be obtained in a more intuitive manner. For each RNA that was
present initially the probability that it has not been degraded yet after
a given time t follows an exponential distribution and is thus equal
to exp(−dt). The probability to still have r RNAs left after time t out
of b ≥ r RNA initially is then binomially distributed with parameter
exp(−dt). The resulting binomial probability multiplied by the prob-
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ability to have b RNA initially and summed over all possible b then
also gives the desired result.

We then tested this hypothesis experimentally by treating plant seedlings
with Actinomycin D (ActD) and subsequently performing smFISH
in a time series. ActD is well established as a transcription elonga-
tion inhibitor in plants and other organisms [247, 249]. We observed
that unspliced RNA signal was almost completely gone compared to
amock (DMSO) treated sample after 4 and 6 hours of ActD addition,
indicating that transcription inhibition was succesful (Figure 3.2A).

We used themean exonic RNA levels after 4 and 6h treatment to esti-
mate d: ⟨R(4h)⟩⟨R(6h)⟩ = exp(d(6h−4h)). This resulted in d = 3.25 ⋅10−5s−1,
equivalent to a half life of t1/2 = ln(2)

d = 5.9h. We then compared
the model distributions (Equation 3.1) with the experimentally ob-
served RNA distributions after 4 and 6 hours (Figure 3.2), by tak-
ing the pooled mock treated RNA distributions as initial distribu-
tions in the model to minimize the influence of variation between
experiments (Figure 3.2B). The variation in the mock treated distri-
bution resembled the untreated distribution well, but the former had
slightly higher mean levels (68 as compared to 59 in Figure 3.1C).
The cumulative distribution functions of the model and experimen-
tal levels were similar, as shown in Figure 3.2B (KS test, p = 0.66 and
0.21 for 4h and 6h respectively). This good fit is under the assump-
tion that degradation started after a time lag τ of 1h after ActD treat-
ment (through replacing t by t−τ in Equation 3.1 for t = 4, 6h). Such
a time lag is not unreasonable considering theActDpenetration time
into the plant tissue. We also performed the same procedure using
the 4h distribution as the initial condition. There we could correctly
predict the 6h distribution with the same degradation rate and no
time lag (KS test, p = 0.48). We conclude that FLC exonic RNA
degradation is well described by a Poisson process with a mean half
life of 5.9h and that the observed super-Poissonian distribution (Fig-
ure 3.1) is not caused by fluctuations in the degradation process.
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3.2.3 A constant transcription rate per locus is not
sufficient to explain FLC variation

We proceeded with investigating potential sources of variation in
FLC transcription. InArabidopsis the cell cycle formeristematic root
cells (the cells analysed in our smFISH assay) is on average 17h [250,
251]. In these cells FLC copy number increases from 2 in G1 to 4
by the end of S phase and during G2. During mitosis, transcription
seems not to occur so that the copy number is effectively zero [243].
Together with the (simplest) assumption that each locus produces
RNA with a constant rate p, this copy number variation could give
rise to a time-dependence in the overall (mean) RNA production
rate. To investigate this hypothesis further we developed an ODE
model to describe the temporal dynamics for the (mean) exon RNA
levels R(t) as a function of time in the cell cycle. We used cell cycle
stage time period estimates determined by [250, 251]. Let Nloci(t)
represent the copy number throughout the cell cycle for 0 ≤ t ≤ 17h:

Nloci(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2 if 0 ≤ t < 7h,

3 if 7h ≤ t < 8h,

4 if 8h ≤ t < 14.5h

0 if 14.5h ≤ t ≤ 17h.

(3.2)

Then the ODE can be described as:
dR(t)
dt
= pNloci(t) − dR(t). (3.3)

To obtain the solution R(t) we solved the ODE piecewise analyti-
cally. To ensure continuity we assume that upon cell division, the
RNA levels are halved (see subsection 3.4.2 for further details). R(t)
is a function of two parameters: p (a priori unknown) and d (esti-
mated in the previous section). Note that in this model steady state
is reached exponentially quickly (see Equation 3.9). However, in
our particular solution, RNA levels are never constant and vary ∼ 3x
throughout the cell cycle (Figure 3.3A). These features arise because
the associated time scale to reach steady state is dictated by the rel-
atively long FLC half life of 5.9h (see subsection 3.2.2). By equating
the experimental mean exonic RNA levels ⟨R⟩exp with the model cell
cycle average ⟨R(t)⟩Tcell

= 1
Tcell ∫

Tcell
0 R(τ)dτ, we can estimate the pro-

duction rate per locus to be p = 1
17min−1.
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Now thatwe have estimated this parameter p, we can test whether the
observed FLC variation could be explained by a birth-death process
with a time-dependent (mean) production rate pNloci(t) and (mean)
degradation rate d, through stochastic simulations. As before we as-
sume stochastic events occur independently of each other. We im-
plemented a Gillespie algorithm [218] in C++with the reactions and
corresponding propensities pt described in Table 3.1. Parameter val-
ues used are listed in Table 3.2. After every Tcell we halved the RNA
levels. This is justified because of the relatively high copy number
of FLC mRNA. Furthermore in this way we also ensure that varia-
tion in FLC levels in the model only arise from RNA production and
degradation.

To compare the model with the experimental FLC distribution we

Reactions Propensities pt
∅→ R p ⋅Nloci

R→ ∅ d ⋅ R

Table 3.1: Reactions and propensities used in the birth-death

model with varying FLC copy number

Parameter Description Value Notes
p production probability 10−3s−1 Constrained by experiment,

per unit time per locus see subsection 3.2.3.

Nloci FLC copy number 2 if 0 ≤ t < 7h, Constrained by experiment [250, 251],

3 if 7h ≤ t < 8h, see subsection 3.2.3

4 if 8h ≤ t < 14.5h
0 if 14.5h ≤ t ≤ 17h.

d degradation probabiliy 3.25 ⋅ 10−5s−1 Constrained by experiment,

per unit time see subsection 3.2.2.

Table 3.2: Parameter values used in the birth-death model with

varying FLC copy number

sampled RNA levels at randomly chosen time points throughout the
cell cycle (Figure 3.3A). To achieve this we sampled (using a uni-
form distribution) a time point T between 0 and Tcell. We started
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without any initial RNA and then ran the simulation for duration
100Tcell + T (in simulated time). The amount of FLC present at the
end of the simulation provided the sampled RNA value correspond-
ing to time point T. We performed 3000 simulations to give rise to
the temporal variation shown in Figure 3.3A. The histogram of all
sampled model RNAs (Figure 3.3B) is more variable than a Poisson
distribution (λ = 60, KS test p = 5 ⋅10−228), but still less variable than
the experimental one (KS test p = 3 ⋅ 10−9). We conclude that copy
number variation throughout the cell cycle could contribute to FLC
variation, but together with a constant transcription rate per locus,
this is not sufficient to explain the observed FLC variation.

3.2.4 A transcription rate scaling with cell volume can
explain FLC variation

Recently it has been shown that cellular RNA levels can correlate
with cell volume in mammals [235]. Visual inspection suggested
this might also be the case for FLC in plant cells (Figure 3.1). We
performed a systematic unbiased analysis to quantify this effect. By
extending our computational segmentation algorithm to output the
cell area in pixels, we compared this with the corresponding exon
RNA counts (Figure 3.4A). We found a strong linear correlation be-
tween cell area and RNA levels (R2 = 0.91). The intercept α = 6 ± 2
molecules (p = 4 ⋅10−3) of the linear fit (F-statistic: p = 2 ⋅10−66, with
slope β = 3.7 ± 0.1 ⋅ 10−3pixel−1) suggested that per cell only a very
small fraction is present independently of cell area. Arabidopsis roots
are radially symmetric and the depth of the cells along the radial axis
is relatively constant between cell layers [252]. So our cell area es-
timate can be considered a proxy for cell volume. Given that FLC
degradation is well described by a Poisson process with a (volume-
independent) constant degradation rate d (subsection 3.2.2), we con-
clude that the FLC production rate needs to scale with volume in or-
der to explain the scaling of exon RNA levels with volume.

Interestingly, we did not find a correlation (R2 = 0.02, F-statistic:
p = 0.12) between cell area and the number of unspliced RNA per
cell (Figure 3.4B). This is not necessarily inconsistent with a tran-
scription rate scaling with volume because the number of unspliced
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RNA is also a function of FLC copy number. Although cell cycle
stage might have a correlation with cell volume, given our observed
large variation in area (∼ 10x), we consider it highly likely that small
cells can be in any stage of the cell cycle. A proportion of small cells
will then be in G2, so that 4 unspliced spots could be observed, de-
spite their small cell volume. Likewise, bigger cells also spend a frac-
tion of the time in G1, so that only 2 spots can be observed. These
restrictions might mask a correlation between the unspliced signal
and volume.

To disentangle how much of the variation in FLC is governed by
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tion of the cell area (pixels) together with a least squares fit (red).
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cycle, no significant correlation is observed. Experiments per-

formed by Stefanie Rosa, Zhe Wu.

the cell size and how much due to other sources of variability, we
can consider the cellular exon RNA levels as a random variable R(A)
such that its expectation given the cell areaA is given by the observed
linear relationship [235]: E [R∣A] = α + βA. Here, α and β are the
respective intercept and slope of the fit in Figure 3.4A. A volume cor-
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rected noisemeasure can be defined asNR ∶= Var[R]−Var[R∣A]
E[R]2 . In [235],

it was shown that NR can be expressed as:

NR =
Var [R]
E [R]2

− βE [A]
α + βE [A]

Cov [R,A]
E [R]E [A]

The right hand side can be readily calculated using the experimental
data. If volume is the major source of variation, then we expect NR

to be small. In fact, if volume is the major determinant of the vari-
ation, then we expect the residual variation to be caused merely by
(intrinsic) Poisson fluctuations: P [R∣A] ∼ Pois(λ = α + βA). This is
the so called Poisson limit [235]. In that case it can be shown that:
NR = 1

E[R] . We estimated the volume corrected noise measure for
our FLC levels and indeed findingNR = 0.017, very close to the Pois-
son limit 1

⟨Re⟩ = 0.014. This is strong evidence in support of the no-
tion that, for given a cell volume, FLC transcriptional regulation in
ColFRI can be described by a Poisson process. As explained in sub-
section 3.2.1, a Poisson transcription process contrasts with a sce-
nario where RNA is produced in transcriptional ’bursts’, as the latter
is characterized by a larger variation in RNA levels.

3.2.5 FLC RNA accumulates little at the locus

A feature of transcriptional bursting is the accumulation of multiple
RNAs at a locus [239, 240]. To further investigate whether sense FLC
transcription occurs in bursts or uncorrelated events, we performed
quantitative image analysis on the exon spot intensities [253] to see
if there is RNA accumulation at FLC loci. We extended our compu-
tational algorithm that determined diffraction-limited spots [243]
to also calculate spot intensity values as the sum of the pixel values
that lie within the spots. Accumulation of multiple RNAs should
result in higher intensity values, assuming there is no saturation of
the signal, and a larger spot size [254]. However, manual inspection
suggested that there were no large spots visible in our sample (see
Figure 3.1B for representative examples). An unbiased systematic
acquisition of all spots resulted in a distribution of exon RNA inten-
sities (Figure 3.5A). The intensity variation is most likely affected by
different numbers of probes binding to cytoplasmic RNAs. Com-
pared to the median of the distribution (median = 6.5 ⋅ 105 in ar-
bitrary units (A.U.)), the maximal values were only 2 − 3x higher
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(max = 19 ⋅ 105(A.U.)). So under the assumptions that the median
value (Figure 3.5A) resembles the average intensity of a single RNA,
and that the variation is completely generated by multiple RNAs ac-
cumulating, there would still only be accumulation of 2−3molecules
in rare events. It could be that the intensity values are suffering from
a high background, such that the variation due to differences in RNA
accumulation are not transferred into a linear scaling of intensity val-
ues. A control experiment that can determine whether the intensity
scales with number of RNAs and/or probes, would be beneficial to
dissect this issue. However given that the size of the spots do not
change, we currently do not favour this scenario.

Unspliced RNA spots likely indicate FLC loci (subsection 3.2.1). We
identified which exon RNA spots (if any) were within a 3 pixel prox-
imity to these unspliced RNA locations. Compared to themedian in-
tensity of all exon RNAs, a range of intensities was observed for these
locus-associated exon RNAs (Figure 3.5B). A large proportion of the
loci did not have a spot associated, indicated in the histogram with
intensity 0 (Figure 3.5B).We conclude that at FLC loci, likely at most
∼ 3 exonRNAs are present, but these cases seem rare. It could also be
that these high intensity cases reflect the clustering of FLC loci [255],
so that the observed RNA accumulation is not due to an increased
transcriptional activity per locus. For the overall majority of loci,
only 0 or 1 exon RNA seem to be present. Unlike for exon RNA, we
lack a benchmark intensity value for the unspliced RNA to indicate
a single RNA. However, we observed little intensity variation, which
might suggest that unspliced RNA would not significantly accumu-
late at the locus either (Figure 3.5C). We conclude that our intensity
analysis provides some evidence that FLC transcription does not oc-
cur in bursts within a time scale of exon RNA export from the locus,
which could be on the order of ∼ 10min as found in other systems
[41]. Further conclusive evidence is needed to unequivocally deter-
mine the number of RNAs accumulating at the locus and whether
the times between FLC transcription events are really uncorrelated.
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3.2.6 Estimation of FLC and COOLAIR production and
splicing rates

Since we have determined absolute cellular RNA levels, we can uti-
lize this data to infer absolute RNA production rates. This is not pos-
sible with methods that rely on amplification of signals such as RT-
qPCR or RNA-seq. Absolute rate estimates are useful to dissect regu-
latory mechanisms that occur only in certain parameter regimes, for
instance transcriptional interference or traffic jams in case of high
Pol II initiation events. We will investigate these features in the fol-
lowing sections. Recall from chapter 2 that (assuming steady state)
population averaged RNA levels are a ratio of RNA production and
degradation ⟨R⟩ = p

d . In this expression the FLC copy number is
implicitly incorporated in the value of p. We have determined the
degradation rate d experimentally (subsection 3.2.2). Here, we con-
sider a cell cycle averaged copy number arising from Equation 3.2:
Nloci ∶= ⟨Nloci(t)⟩Tcell

= 2.5. The production rate per locus in ColFRI

would then be p = ⟨R⟩expdNloci
= 7.7 ⋅ 10−4s−1 = 1

22min−1. This production
rate estimate should be interpreted as an average over the cell cycle.
This value is also dependent on the assumption that we observe all
the RNA in the system (subsection 3.2.1). If some exonRNA remains
undetected, this value is an underestimation for the FLC production
rate. However, it is unlikely that this underestimation exceeds the
error arising from the simplifications assumed in our analysis with
respect to the cell cycle, i.e. up to a factor of 2. Note that this estimate
is based on a cell cycle averaged FLC copy number and the assump-
tion that RNA levels are in steady state. The value is not significantly
different from our previous estimate of once per 17min, which as-
sumed a constant production rate per locus throughout the cell cycle
with a varying FLC copy number and without assuming steady state
conditions (subsection 3.2.3). Our current estimate should also be
interpreted as the transcription rate for a cell of average volume be-
cause we found in subsection 3.2.4 a scaling with volume. So taking
into account our observed variation in RNA levels, we can estimate
that the FLC production rate per locus ranges from once every 2.5h
in the smallest cells to once per 7min in the largest cells.

To relate sense with antisense transcription, we performed smFISH
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in ColFRI with one probe set covering sense intron1 (as above) and
one covering the distal antisense intron (Figure 3.6A). By measur-
ing the number of unspliced sense Us and antisense Uas spots (Fig-
ure 3.6B), we found cellular averages of ⟨Us⟩ = 0.54±0.05 and ⟨Uas⟩ =
0.11 ± 0.03. Similar to above, the cellular unspliced RNA levels U
are, in steady state, a ratio of production rate to the intron1 splicing
rate: ⟨U⟩ = pNloci

ks . In this analysis, we assume one unspliced spot cor-
responds to one unspliced molecule, which seems likely from our
intensity analysis (subsection 3.2.5). By using the above sense pro-
duction rate p this then results in an estimate for the sense intron1
splicing rate ks = 3.5 ⋅10−3s−1 ≈ 1

5min−1. Interestingly, this only devi-
ates ∼ 3x from the literature value we used in chapter 2 and is another
line of evidence that splicing occurs co-transcriptionally. When us-
ing this intron1 splicing rate as a proxy for distal antisense splicing,
we can utilize the above formula to estimate the distal antisense pro-
duction rate: pdistal = 1.5 ⋅ 10−4s−1 ≈ 1

2h
−1. Below we will make use

of these estimates to predict mechanistic features of FLC transcrip-
tional regulation.

3.2.7 Estimation of Pol II elongation rates

In the following sections we combine our results from the quantita-
tive smFISH analysis in ColFRI with those from the previous chap-
ter that utilized population average measurements with the aim to
further quantitatively characterize the transcriptional regulation of
FLC by the autonomous pathway and FRI. We first use the analytic
coordination model described in subsection 2.2.6 together with the
parameter estimates from the previous section to infer absolute Pol
II elongation rates in Col and the autonomous pathway mutant fca-
9. That model does not specifically include cell volume, and thus
resembles transcription at a locus in a cell of mean volume with av-
erage copy number. We now revisit the analysis in subsection 2.2.4
where we used nonlinear regression to fit Equation 2.11 to the fca-9
chromatin-bound RNA fold changes to directly estimate the elonga-
tion rate changes between fca-9 and Col. In that analysis, we found
that vfold ∶= vfca-9

vCol = 9.8 ± 3.8 (mean±s.e.m., p = 2.6 ⋅ 10−2) and we
also estimated the ratio of the absolute elongation rate in Col to the
splicing rate vCol

ks = 550 ± 140 bp (p = 2.1 ⋅ 10−3). Now we insert
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our splicing rate estimate (ks = 3.5 ⋅ 10−3s−1) that we experimen-
tally observed through our smFISH measurements in ColFRI (sub-
section 3.2.6). It is justified to use the same value for the Col splicing
rate, because the splicing efficiency seems unaffected between Ara-
bidopsis accessions with and without an active FRI allele (data not
shown). By doing this we estimate the elongation rate in Col to be
vCol = 0.12 ± 0.03 kb/min. Combining this with the vfold estimates,
vfca-9 can then range between 0.5 kb/min and 2.0 kb/minbased on the
chromatin-bound RNA data. The Pol II ChIP fitting procedure pre-
dicted vfold = 8− 12x, leading to a range of 0.7 kb/min to 1.8 kb/min
for vfca-9, which agrees well.

3.2.8 FRI-mediated coordination of transcription
initiation and elongation

We next proceed by investigating quantitative transcriptional regu-
lation of FLC by FRIGIDA. First, we fit our analytical coordination
model that we developed for the autonomous pathway to the FLC
mRNA fold changes (Figure 3.7A) and Pol II ChIP fold changes (Fig-
ure 3.7B, published in [256]) between ColFRI and Col, in order to
determine their respective FLC transcription rates. A transcription-
based model is justified because FRI is a transcriptional activator
[111, 112, 257].

The methodology is the same as described in subsection 2.2.4 unless
stated otherwise. Recall that this analytical model does not take into
account transcriptional interference, an assumption that we will re-
visit in the next section. Instead, we here set the sense initiation rate
equal to the respective production rate: FFRIs = pFRIs = 7.7 ⋅ 10−4s−1.
Using the observed FLC mRNA fold change in Figure 3.7A of ∼ 30x,
we estimate the sense initiation rate to be FCols ≈ 1

11h
−1.

The analytical model has the following remaining a priori unknown
parameters: the antisense initiation rates FCol

as , FFRIas and the ColFRI
elongation rate vFRI. The model unspliced distal RNA levels equal:

UFRI
as ∶=

NlocipFRIas
ks

= NlociFFRIas
ks

exp(−
kpA,prox
vFRI

LPII) .
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The proximal and distal fold changes are equal to Equation 2.7 and
Equation 2.6 respectively with the label fca-9 replaced by FRI, and
likewise for the model Pol II levels from subsection 2.2.4. We per-
formed a parameter sweep to determine the unknown parameters.
In here, we fix the value of kpA,s = kpA,prox = kpA,distal = 1

50 s
−1 as found

in [41]. Furthermore, as estimated above, we set vCol = 0.1 kb/min,
ks = 3.5 ⋅10−3s−1, FFRIs = 7.7 ⋅10−4s1, FCols = 2.9 ⋅10−5s1. The following
criteria all needed to be met for a set of parameters to be considered
as being able to fit the data:

• log (F(distal)) within mean±s.e.m. of experimental log-fold
change of distal COOLAIR Figure 3.7A.

• log(0.5) ≤ log (F(proximal)) ≤ mean+s.e.m. of experimental
log-fold change of proximal COOLAIR Figure 3.7A.

• UFRI
as withinmean±s.e.m. of experimental values (subsection 3.2.6).

• No 5’ Pol II peak observable in ColFRI despite frequent distal
antisense termination, using convoluted Pol II levels:
CFRI(x=0)
CCol(x=100) ≤ 1.1.

• For comparison of gene body Pol II upregulation, using convo-
luted Pol II levels:
log (C

FRI(x=23)
CCol(x=23)) within mean±s.e.m. of experimental Pol II log-

fold change at corresponding primer (x = 23×30 = 690bp from
TSS) in Figure 3.7C.

• Limited 3’ Pol II fold change, where, using convoluted Pol II
levels:
mean−s.e.m. of experimental log-fold upregulation at corre-
sponding primer ≤ log (C

FRI(x=204)
CCol(x=204)) ≤ log(4.5).

Using this procedure, we found that the parameters values within the
following ranges could fit our data.

FCol
as = 2.3 − 3.2 ⋅ 10−5s−1

FFRIas = 1.4 − 1.9 ⋅ 10−4s−1

vFRI = 1.1 − 1.3 kb/min, leading to:

vfold = 11 − 13
FFRIas
FCol
as
= 6 − 8
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Figure 3.7: (A) Total RNA

fold upregulation in fca-9

mutant and ColFRI com-

pared to Col. Values are

mean±s.e.m. from 3 to

6 independent samples.

The analytic model and

stochastic simulations val-

ues are fits to the experi-

mental data. (B) Total Pol

II levels in Col and fca-9

across FLC from the an-

alytic model convolved

with experimental Pol II

ChIP fragment size distri-

bution. Stochastic simu-

lations values look simi-

lar (data not shown). (C)

Experimental Pol II fold

upregulation in fca-9mu-

tant and ColFRI compared

to Col. Experimental data

for fca-9 as in Figure 2.4D,

ColFRI data as published

in [256]. Analytic model

and stochastic simulation

fold changes are ratio of

profiles shown in (B). See

subsection 3.2.8 and sub-

section 3.2.9 for detailed

parameter fitting proce-

dures. (D) FLC intron1 total

RNA fold change, accord-

ing to analytical model and

stochastic simulations, as

well as the experimentally

observed profiles for fca-

9mutant and ColFRI (for

fca-9 as in Figure 2.6 ). Ex-

periments performed by

Zhe Wu, Peijin Li.
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The values used for the fits in Figure 3.7 are: FCol
as = 2.3 ⋅ 10−5s−1,

FFRIas = 1.8 ⋅ 10−4s−1, vFRI = 1.3 kb/min. This results in F(proximal) =
0.7, F(distal) = 11 and UFRI

as = 0.13, consistent with the experimen-
tal values (Figure 3.7A and subsection 3.2.6). This shows that the
antisense initiation rates are relatively constrained by this fitting pro-
cedure.

ThePol IIChIPfit (Figure 3.7B,C) predicts that elongation rate changes
also occur between Col and ColFRI with an estimated elongation
rate in ColFRI of vFRI = 1.3 kb/min. It must be noted that the Col-
FRI and fca-9 Pol II fold changes differ in some aspects (Figure 3.7C),
with the FRI assays consisting of fewer replicates [256]. We cannot
rule out that some of these differences are technical in nature. Us-
ing the above parameters, we then also predicted the total intronic
RNAprofile (Figure 3.7D) employing only the lariat degradation rate
kl = 1.5 bp/s, with the same value as for the fca-9 and fld-4 analy-
sis (subsection 2.2.6). The intronic fold changes provide further ev-
idence that elongation rate changes, as predicted by the Pol II ChIP
fitting procedure, also occur between Col and ColFRI.

In this section we estimated absolute (mean) Pol II initiation and
elongation rates in Col and ColFRI from a combination of smFISH
and population average measurements. We conclude that it is highly
likely that FRI mediates coordinated changes in transcription initia-
tion and elongation, as observed between Col and autonomous path-
way mutants.

3.2.9 Stochastic coordination model predicts that fast
Pol II elongation enables a high FLC expression
state

Our absolute quantitative rate estimates enabled us to investigate fea-
tures of FLC regulation that would otherwise remain unclear. Here
we describe the potential involvement of transcriptional interference
and the functionality of elongation rate changesmediated byFRIGIDA.

We performed stochastic simulations respresenting transcription at
one FLC locus (using a Gillespie algorithm [218] in C++) in a low
(Col) and high expression FLC state (ColFRI). Our simulations did
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not specifically include cell volume, and thus resemble transcription
at one locus in a cell of mean volume with average copy number. The
reactions and reactants are identical to the model described in sub-
section 2.2.10 with the exception that we did not simulate FLD, A
mark and unbound Pol II dynamics. Instead, initiation and elonga-
tion occurred with constant rates as described below. All reactions
and reactants in this model are illustrated in Figure 3.8. All parame-
ters are either constrained by the data described in the previous sec-
tions or taken to be literature values (Table 3.3).

In case of an unoccupied sTSS, the propensity is:

pt = Fs.

Similar rules apply for antisense with initiation rate Fas at the asTSS.
The propensity for a sense (antisense) Pol II at site i, Pi, to elongate
to an unoccupied site i + 1 (i − 1) is given by:

pt = kelonPi.

We also modelled FLC mRNA (species sFLC in the model) degrada-
tion as a first order reaction with rate d, a first order splicing reaction
with rate ks for full length distal RNA (unasFLCdistal) at the locus to
result in spliced distal COOLAIR (asFLCdistal) (Figure 3.8).

The amount of simulations and model output methodology were as
described in subsection 2.2.10, with the addition that we would like
to compare our model with the experimental values for the number
of unspliced sense Us and antisense Uas spots per cell (Figure 3.6B),
as detailed below. Therefore from the model, we also output the
amount of unspliced sense intron1 RNA residing at the locus. Sense
intron1 RNA is a sum of full length (intron1 containing) RNA and
Pol II bound RNA:Us ∶= unsFLC+s2FLC+∑L−1

i=I1A sPi+sS2i. We refer
to subsection 2.2.10 for a description of the reactantsmentioned here.
We also output the amount of unspliced distal antisense RNA resid-
ing at the locus, as a sum of full length unspliced RNA and antisense
Pol II that has transcribed beyond site I1A: Uas ∶= unasFLCdistal +
∑I1A

i=0 aPi. The site I1A is chosen because all unspliced antisense sm-
FISH probes are located more upstream towards the antisense TSS
(Figure 3.1). Therefore elongating Pol II that have transcribed this
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Parameter Description Value Notes
LPII Length of a Pol II site along the FLC gene 30bp This length corresponds to the size of a Pol II footprint [219].

L Length of FLC gene in sites 209 For simulation purposes FLC is divided into L sites of length LPII .

At most one Pol II can reside at each site.

Fs Sense initiation rate 2.9 ⋅ 10−5s−1Col, Constrained by experiment subsection 3.2.8.

7.8 ⋅ 10−4s−1 (ColFRI),

7.8 ⋅ 10−4s−1 (ColFRI+slow)

Fas Antisense initiation rate 2.3 ⋅ 10−5s−1 Col, Constrained by experiment subsection 3.2.8.

1.8 ⋅ 10−4s−1 (ColFRI),

1.8 ⋅ 10−4s−1 (ColFRI+slow)

kelon Elongation rate 0.056s−1 Col, Constrained by experiment, subsection 3.2.7

0.73s−1 (ColFRI), and subsection 3.2.8 .

0.056s−1 (ColFRI+slow)

ks Splicing (cleavage) rate 0.0035s−1 Constrained by experiment subsection 3.2.6

kl Intronic RNA degradation rate 0.05s−1 Constrained by experiment [44], 5’to 3’ degradation

assumed in line with [214], corresponds to 1.5bps−1.

kpA Pol II termination rate at poly(A) site 0.02s−1 Constrained by experiment [41].

kcol Pol II termination rate due to 0.02s−1 Taken to be the same value as kpA in absence of further information.

sense/ antisense Pol II collision

kx mRNA export rate 1.7 ⋅ 10−3s−1 Constrained by experiment [41].

d degradation rate 3.25 ⋅ 10−5s−1 Constrained by experiment subsection 3.2.2.

Table 3.3: Parameter values used in the stochastic coordination model in ColFRI. (Col) and (Col-

FRI) indicate parameter values that are specific for simulations of those genotypes. ’ColFRI+slow’

indicates the simulations of a high FLC expression, as in ColFRI, in the presence of a slow Pol II

elongation rate.

upstream part could in principle be detected.

In the simulations (Figure 3.7, Figure 3.9), we set the initiation and
elongation rates the same as for the corresponding analytical model
fits. In this way we could test whether effects that were not taken into
account in our analytical effects, for instance transcriptional interfer-
ence, would affect FLC regulation. In the simulations, one of the two
Pol II terminates as a consequence of a sense/antisense Pol II colli-
sion, leading to a lower overall sense and distal antisense production
rate. The model mean cellular FLC levels, ⟨FLC⟩sim = Nloci ⟨sFLC⟩ =
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57 (with ⟨sFLC⟩ representing the average over 1000 simulation val-
ues) resemble the experimental values 59 ± 2 (subsection 3.2.1) and
analytical model values ⟨FLC⟩model = Nloci

FFRIas
d = 59 well. This indi-

cates that transcriptional interference plays a marginal role in FLC
regulation in ColFRI, most likely due to the relatively low absolute
COOLAIR initiation rate and the relatively fast elongation rates.

Ourmean cellular unspliced senseRNA levels ⟨UFRI
s ⟩sim = Nloci ⟨UFRI

s ⟩ =
0.46 resembled the analytical model values ⟨FLC⟩model = Nloci

FFRIas
ks =

0.55 reasonably well. They were also similar to the experimentally
determined range of the mean cellular sense unspliced spot count
⟨Us⟩exp = 0.54 ± 0.05 (subsection 3.2.6). Under the assumption that
one spot resembles one RNA, these values are comparable. We found
a similarly good correspondence for unspliced antisense RNA lev-
els: ⟨UFRI

as ⟩sim = Nloci ⟨UFRI
as ⟩ = 0.11, ⟨Uas⟩model = Nloci

FFRIas
ks = 0.13 and

⟨Uas⟩exp = 0.11±0.03. We could also fit all other previously described
population average data with analytical model and stochastic simu-
lations, which resembled each other well (Figure 3.7).

Given that our Gillespie algorithm models initation, elongation and
degradation as a sequence of first order reactions, we expect Poisson
distributions for the various FLC forms (subsection 3.4.1). Indeed
simulation FLC mRNA levels are well approximated by a Poisson
distribution with mean ⟨sFLC⟩ = 23, a mean very similar to FFRIs

d = 24
(Figure 3.9A,B). This is in accordance with our experimental obser-
vations that the volume corrected noise levels are close to the Pois-
son limit. Furthermore, the simulations resemble well the expected
Poisson distributions of unspliced RNA (with mean FFRIs

ks = 0.2) and

sense exon RNA (with mean FFRIs
kx = 0.5) at the locus (Figure 3.9B,C)

with the latter based on a literature mRNA export value of 1
10min−1.

Consistent with our quantitative image analysis (subsection 3.2.5)
we find that accumulation of multiple RNAs only occurs in a small
fraction of cells (Figure 3.9B,C).

Lastly, we tested whether the elongation rate increase in the high ex-
pression state had any functional consequence on the FLC produc-
tion rate, by simulating a scenario with initiation rates as in ColFRI,



132 variation in flc transcription, processing and degradation

0 10 20 30 40 50
0

50

100

150

200

0 1 2 3 4 5 6
0

500

1000

1500

2000

0 1 2 3 4 5 6
0

500

1000

1500

A.

B.

C.

# 
of

 c
el

ls
# 

of
 c

el
ls

# 
of

 c
el

ls

Exonic sense
RNA at locus 

mRNA per cell per locus 

Unspliced sense
RNA at locus 

Figure 3.9: (A) Histograms of cellular exon RNA per locus predicted by ColFRI stochastic simula-

tions (blue) and a Poisson distribution fit (red) with mean ⟨sFLC⟩ = 23, a value very similar to
FFRIs
d = 24. (B) As in (A) for unspliced RNA at a locus, Poisson distribution mean FFRIs

ks = 0.2. (C) As in

(A) for exon RNA at a locus, Poisson distribution mean FFRIs
kx = 0.5.



results 133

but an elongation rate as in Col (0.1kb/min). The resulting mean
mRNA levels ⟨sFLC⟩ dropped ∼ 15% compared to the ColFRI levels.
This suggests that fast elongation rates could be functionally impor-
tant to prevent transcriptional interference and thereby enable a high
FLC expression state.

3.3 Discussion

Gene expression is a fundamentally stochastic process, with random-
ness in transcription and translation leading to significant cell-to-
cell variations in mRNA and protein levels [234]. Here, we have
quantitatively characterized the variation in Arabidopsis FLC expres-
sion throughout the complete RNA life cycle. We find that cellular
FLC transcription variation scales predominantly with cell volume,
a feature that has recently been observed for several genes in mam-
malian cells [235]. Furthermore we found that, when corrected for
volume, FLC transcription, processing and degradation are well de-
scribed by Poisson processes. This is relevant, because it indicates
that these stochastic events occur in an uncorrelated manner, in con-
trast to regulation by transcriptional bursts [222], which are observed
in organisms ranging from bacteria and yeast to mammals [238–
240]. We characterized for the first time the kinetics of transcription
events in plants, which seem, at least for FLC , to be more similar to
certain transcriptionally active loci in yeast that also exhibit uncorre-
lated initiation events [258]. The Poisson characteristic also suggests
that for a given volume, the expression variation is dominated by
intrinsic noise, with little influence from any other factors (besides
volume) which could in principle contribute to extrinsic variation.
Lastly, our results do not favour cellular bistability in non-vernalized
conditions, contrasting with the epigenetic regulation during and af-
ter cold [138, 139, 259].

Our findings significantly advance our understanding of expression
variation in plants, which possess intricate regulatorymechanisms to
ensure proper development and adequate responses to environmen-
tal stimuli [90]. FLC gene expression quantitatively correlates with
flowering time both in various natural accessions and mutants [89,
260–266]. We propose that transcriptional regulation could have
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evolved to generate quantitatively fine-tuned FLC expression with
relatively little cellular concentration variation in a given genotype.
Such fine-tuned FLC expression could then ensure a precisely timed
floral transition. Consistently, the FLC half life is one of the longest
among Arabidopsis transcription factors [248], potentially to buffer
against fluctuations that are associated with faster kinetics [267]. A
large volume-independent variation would leave certain cells with
a low FLC concentration. In those cells, that could result in an un-
timely induction of a floral activator such as FT. The FT protein is
known to be mobile [231–233], so that such aberrant FT induction
in those cells could have concommitant downstream consequences
on the timing of flowering.

Our findings also contribute to our mechanistic understanding of
FLC regulation. COOLAIR 3’ processing can occur at a proximal
poly(A) site and a distal poly(A) site as reviewed in chapter 1. In
the stochastic model developed in subsection 2.2.10, FCA-mediated
proximal processing results in FLDaction to repressFLC andCOOLAIR
transcription initiation. Distal processing did not directly affect tran-
scriptional regulation. It has been proposed that the act of antisense
transcription to the distal site could result in activation of sense ini-
tiation [97]. We concluded that this mechanism is not sufficient to
the explain the data (subsection 2.2.10). However, we do not rule
out that readthrough or distal COOLAIR processing could activate
FLC transcription [256]. In yeast, a genetic toggle involving lncR-
NAs leads to variegated gene expression (see chapter 1 for details).
This has raised the hypothesis that a toggle between proximal and
distal poly(A) sites could also lead to varied FLC expression [127].
In contast, we find here that FLC transcription seems tightly con-
trolled rather than variegated. We conclude that a poly(A) site tog-
glingmechanism, if at all present, contributes little to FLC expression
variation. Moreover, our stochastic coordination model did gener-
ate FLC distributions that are well approximated by a Poisson distri-
bution (Figure 3.9). Therefore we still favour a mechanism where
FCA-mediated proximal COOLAIR processing leads to chromatin
regulation.
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Global transcriptional activity scaling with cell volume is most likely
caused by Pol II abundance [235]. It remains a interesting question
what then determines the gene-specific transcription rate per unit
of volume. Certain histone modifications, e.g. H3K4me2/3, have
been proposed to provide a short-term memory for transcription
events [20]. At FLC, for an average cell volume, we have found the
mean production rate (per locus) in ColFRI to be around once per
∼ 22min and that elongation in this state would typically take sev-
eral minutes. So there is often one, but most likely not multiple Pol
II engaged in FLC transcription at a given time. Given the turnover
time scales of histones [220] and its specific modifications [268, 269]
histone modifications such as H3K4me2/3 and H3K36me3 remain
interesting candidates to determine the transcription rate. Activity
of autonomous pathway components such as FLD could result in re-
moval of these histonemodifications [120], whilst FRI induces active
placement of these marks [111, 112] resulting in a quantitative bal-
ance in non-vernalized conditions. Potentially the chromatin state
could affect elongation through a Pol II gearing mechanism where
the chromatin state determines the speed of elongation, either di-
rectly or through recruitment of elongation factors. Fast elongation
could then enable fast (re)-initiation. Consistently, our modelling
suggests fast elongation helps to minimize transcriptional interfence
and enable a fast RNA production rate.

3.4 Materials and Methods

3.4.1 Probability distributions arising from birth-death
processes

In this sectionwe investigate the probability distributionswhenRNA
production and degradation are modelled by birth-death processes.
We start with a one stage process {R(t)}t≥0 with constant transition
probability per unit time for production (p) anddegradation (d) [244]:

p d
∅ → R → ∅

Thus R(t) indicates the (exon) RNA levels at time t and p and d re-
semble the mean RNA production and degradation rates that would
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occur in the analogous deterministic system described by

dR(t)
dt
= p − dR(t).

Let P(r, t) ∶= P(R(t) = r), the probability of having R(t) = r exon
RNAs at time t. Then the master equation for P(r, t) is given by
[244]:

dP(r, t)
dt

= pP(r−1, t)−pP(r, t)+d(r+1)P(r+1, t)−drP(r, t). (3.4)

In steady state (dP(r,t)
dt = 0), the stationary solution Ps(r) is straight-

forwardly obtained by solving Equation 3.4 recursively [244]:

Ps(r) = Ps(0)
r
∏
b=1

p
db
= Ps(0)

( pd)
r

r!
.

Because {Ps(r)}r≥0 is a probability measure, its normalization deter-
minesPs(0) so thatwe obtainPs(r) =

( pd )
r

r! exp (− p
d), a Poisson distri-

bution with mean p
d . More generally, the probability measure P(r, t)

is a (time-dependent) Poissondistributionwithmean p
d (1 − exp(−dt))

in the casewhere there is no initial exonRNApresent (P(r, 0) ∶= δ0,r),
as derived in [245] using themethod of characteristics (see below for
more details). We conclude that a one stage birth-death process gen-
erates a Poisson distribution.

To model RNA levels after transcription inhibition, we consider a
pure death process by setting the production rate p to zero in Equa-
tion 3.4:

d
R → ∅

dP(r, t)
dt

= d(r + 1)P(r + 1, t) − drP(r, t). (3.5)

To derive the probability distribution P(r, t) given any distribution
{P(r, 0)}r≥0 as an initial condition we define the generating function
G (w, t) ∶= ∑∞b=0 wbP(b, t) [244]. We then convert Equation 3.5 into
a partial differential equation (PDE) for G(w, t):

∂G(w, t)
∂t

= d∂G(w, t)
∂w

− dw∂G(w, t)
∂w

. (3.6)

Using themethods of characteristics [270], we can solve Equation 3.6
analytically forG(w, t), given theDirichlet boundary conditionsG(w, 0) =
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∑∞b=0 wbP(b, 0). The aim is to find the solution (w, t,G(w, t)), re-
sembling a surface S in R3. To construct S, let us consider a curve C
on S:

C ∶ [0,∞]→ R3, q↦ (w(q), t(q),G(w(q), t(q))).

Recall fromcalculus that the tangent toC is given by ( dw(q)dq ,
dt(q)
dq ,

dG(w(q),t(q))
dq )

and the normal to C equals (∂G(w,t)
∂w , ∂G(w,t)

∂t ,−1). Because these vec-
tors are orthogonal at each point along the curve, we find that:

dw(q)
dq

∂G(w, t)
∂w

+ dt(q)
dq

∂G(w, t)
∂t

− dG(q)
dq

= 0.

By equating the above equation to Equation 3.6 we find:

dw(q)
dq

= d(w − 1)

dt(q)
dq
= 1

dG(q)
dq

= 0.

This equation can straightforwardly be solved analytically. Now we
impose the boundary conditions: t(q = 0) = 0, w(q = 0) = w0, then
we have:

w(q) = 1 − exp(dq) +w0 exp(dq)

t(q) = q

G =
∞
∑
b=0

wb
0P(b, 0).

(3.7)

Combining the expressions leads to the desired expression forG(w, t):

G(w, t) =
∞
∑
b=0
(w exp(−dt) + 1 − exp(−dt))b P(b, 0).

Now by the definition of the generating function we can make use of
its Taylor series expansion to obtain P(r, t):

P(r, t) = 1
r!

∂r

∂wrG(w, t)∣
w=0

.

LetM ∶= max{r ∶ P(r, 0) > 0}, finite in our case. Then we obtain the
desired result:

P(r, t) =
M
∑
b=r
(b
r
) (exp(−dt))r (1 − exp(−dt))b−r P(b, 0)
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Lastly we have investigated a two-stage birth-death process:

p k d
∅ → U → R → ∅.

The analogous determistic system is described by:

dU(t)
dt
= p − kU(t)

dR(t)
dt
= kU(t) − dR(t).

This analysis is relevant, because it is a priori not clear if the ex-
pected RNA distribution would still be Poissonian if the RNA life
cycle would be considered as a multi step process, a much more real-
istic scenario. By considering a two-stage birth-death process (Equa-
tion 3.8), we show that both RNA species, for instance resembling
unspliced RNA and exon RNA are both Poisson distributed. This
shows that our conclusion that the experimentally observed super-
Poissonian distribution cannot be explained by a birth-death process
with constant rates is not dependent on the fact that RNAproduction
and degradation are modeled as one step processes.

We straightforwardly generalize to a joint probability distribution
P(u, r, t) ∶= P(U(t) = u,R(t) = r) for both exon RNA R(t) and
U(t), that we label for convenience as unspliced RNA. We refer to
parameter k as the RNA processing rate. It is clear that these two
variables can represent other species, for instance U could represent
an exon RNA at the locus and k the export rate. The master equation
is then given by [244]:

dP(u, r, t)
dt

=pP(u − 1, r, t) − pP(u, r, t)

+ k(u + 1)P(u + 1, r − 1, t) − kuP(u, r, t)

+ d(r + 1)P(u, r + 1, t) − drP(u, r, t).

(3.8)

We state in brief here our derivation to obtain P(u, r, t), again using
themethod of characteristics. Let G (v,w, t) ∶= ∑∞a,b=0 vawbP(a, b, t)
be the moment generating function. Then the PDE for G (v,w, t)
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corresponding to Equation 3.8 is:

∂G(v,w, t)
∂t

=p(v − 1)G(v,w, t)

+ k(w − v)∂G(v,w, t)
∂v

+ d(1 −w)∂G(v,w, t)
∂w

.

Now we consider the parameterization

C ∶ [0,∞]→ R4, q↦ (v(q),w(q), t(q),G(v(q),w(q), t(q)))

along a characteristic curve. Then we obtain the corresponding sys-
tem of ODEs:

dv(q)
dq

= k(v −w)

dw(q)
dq

= d(w − 1)

dt(q)
dq
= 1

dG(q)
dq

= p(v − 1)G.

Solutions for w(q) and t(q) are as found in Equation 3.7. We can
insert the expression for w(q) into the first order ODE for v(q) and
solve it analytically to obtain:

v(q) = 1−exp(kq)+ k
d − k

[1 −w0] [exp(dq) − exp(kq)]+v0 exp(kq).

The first order ODE for G(q) can be solved as:

G(q) = G0 exp(p∫
q

0
[v(q′) − 1]dq′) .

Assuming the boundary condition that there are no RNAs present
initially, P(u, r, 0) = δu,0δr,0, then G0 = G(v,w, t = 0) = 1. When we
insert the above expression for v(q), integrate and then replace v0
andw0 by their respective expressions in terms of v andw, we obtain
the desired expression for the generating function:

G(v,w, t) = exp{p
k
[v − 1] [1 − exp(−kt)]}

× exp{ p
k − d

[w − 1] [k
d
− 1 + exp(−kt) − k

d
exp(−dt)]}

Again by invoking the Taylor expansion for G(v,w, t)

P(u, r, t) = 1
u!r!

∂u

∂vu
∂r

∂wrG(v,w, t)∣
v,w=0

,
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we then find that the levels of R(t) and U(t) are independently dis-
tributed and both follow (time-dependent) Poisson distributions:

P(u, r, t) = λ(t)u

u!
exp(−λ(t))μ(t)

r

r!
exp(−μ(t))

with means

λ(t) = p
k
(1 − exp(−kt))

μ(t) = p
d
(1 + d

k − d
exp(−kt) − k

k − d
exp(−dt)) .

Theexpression for λ(t)was expected given the results for a one-stage
birth-death process stated above [245]. To find the steady state distri-
butions we take the limit of t → ∞. This results in Poisson distribu-
tions for U with mean p

k and for R with mean p
d . This procedure can

in principle be generalized to a multi-step birth-death process. We
conclude that with constant rates the distributions of the variables
are both Poissonian.

In subsection 3.2.1 we found that the observed exon RNA distribu-
tion is super-Poissonian. That could arise either because RNA pro-
duction and/or degradation rates are not constant or because the
stochastic events giving rise to the exon RNA distribution are not
uncorrelated. In subsection 3.2.2 we found that degradation is well
described by a pure death process (Equation 3.5). Thus degradation
does satisfy the above conditions. Then in subsection 3.2.4 we found
that the production rate correlates with volume, so that indeed the
RNA production rate appears not to be constant. This volume scal-
ing satisfactorily explains the observed super-Poissonian variation.

3.4.2 Model with constant production rate and varying
FLC copy number

Here we derive the solution to the ODE model (Equation 3.3) de-
scribing the mean cellular RNA levels R(t) over time by modelling
production and degradation throughout the cell cycle as described
in subsection 3.2.3. Recall that we assume that the production rate
per locus p is assumed to be constant. Throughout the cell cycle the
FLC copy number increases from 2 to 4, according to Equation 3.2,
in line with experimentally observed cell cycle time scales [250, 251].
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We use a constant degradation rate d (unit: hour−1) as found in sub-
section 3.2.2. Therefore the ODE model can be described as (with t
in hours):

dR(t)
dt
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2p − dR(t) if 0 ≤ t < 7,

3p − dR(t) if 7 ≤ t < 8,

4p − dR(t) if 8 ≤ t < 14.5

−dR(t) if 14.5 ≤ t ≤ 17.

Solving these first order ODEs on their domain and assuming R(t)
to be continuous within the cell cycle, we obtain:

R(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p
d [2 + exp(−dt)(K0 − 2)] if 0 ≤ t < 7,
p
d [3 + exp(−d(t − 7)) (−1 + (K0 − 2) exp(−7d))] if 7 ≤ t < 8,
p
d [4 + exp(−d(t − 8)) (−1 − exp(−d) + (K0 − 2) exp(−8d))] if 8 ≤ t < 14.5
p
d exp(−d(t − 14.5)) if 14.5 ≤ t ≤ 17.

× (4 − exp(−6.5d) − exp(−7.5d) + (K0 − 2) exp(−14.5d)) .
(3.9)

Here K0 ∶= R(t=0)
p
d

is a priori unknown. When we assume that RNA
levels halve upon cell division at t = Tcell = 17 (hours), so that

2R(t = 0) = 2p
d
K0 = R(Tcell),

we find:

K0 =
4 exp(−2.5d) − exp(−9d) − exp(−10d) − 2 exp(−dTcell)

2 − exp(−dTcell)
.

ThesolutionR(t) is visualized in Figure 3.3A.Note that in thismodel
steady state is reached exponentially fast (Equation 3.9). However, in
our particular solution, RNA levels never reach steady state through-
out the cell cycle (Figure 3.3A).This feature arises because the associ-
ated time scale to reach steady state is the relatively long FLC half life
of 5.9h (see subsection 3.2.2). By setting the model RNA levels, av-
eraged over the cell cycle ⟨R(t)⟩Tcell

= 1
Tcell ∫

Tcell
0 R(τ)dτ, equal to the

observed experimental mean RNA levels ⟨R⟩exp = 59 we estimate the
production rate per locus to be p = 1

17min−1.
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4EQUAL SPACING OF BACTERIAL
PLASMIDS

4.1 Introduction

After the description of our primary research results on FLC regula-
tion in the previous two chapters, we now proceed with our primary
results on regular plasmid positioning in bacteria. Although the bi-
ological topics of the research have been different, the mathematical
modelling techniques used have been very similar.

Low copy number plasmids in bacteria require segregation for stable
inheritance through cell division. As discussed in chapter 1, this is of-
ten achieved by a parABC locus, comprising an ATPase ParA, DNA-
binding protein ParB and a parC region, encodingParB-binding sites.
These components space plasmids equally over the nucleoid, yet the
underlying mechanism has not been understood. In this chapter,
we begin by showing mathematically that competition between dy-
namic ParA concentrations on either side of a plasmid can lead to
equal plasmid spacing. This mechanism relies on an ability of a plas-
mid tomove towards higher ParA concentrations, but the exactmeans
of such movement is not important.

Several mechanisms have been proposed to explain ParA-mediated
plasmid movement. We therefore also investigate which aspects of
the polymer and gradient mechanisms are required and sufficient to
explain the observed plasmid translocation and equal spacing over
the nucleoid. We then examine whether predictions from such mod-
els are borne out experimentally. We define a computational dif-
fusion/immobilization model where nucleoid-bound ParA-ATP can
anchor diffusing plasmids. We show that diffusion/immobilization
can in principle space mobile plasmids equally over the nucleoid.
However, experiments measuring increased plasmid mobility in the
presence of the pB171 parABC locus (par2), lead us to disfavor this
model. Instead we favour a directed motion mechanism in which
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ParA structure formation provides directionality to plasmid motion
thereby speeding up plasmidmovement. Thedirectedmotionmodel
produces robust equal plasmid spacing with, on average, relatively
symmetric ParAdistributions, a predictionwe also verify experimen-
tally. Furthermore, we show experimentally that ParA organization
is dependent on the underlying nucleoid structure, with nucleoid dis-
ruption resulting in perturbed plasmid positioning. Our combina-
tion of modeling and experiments has for the first time uncovered a
robust mechanism for plasmid spacing that unifies previous propos-
als.

4.2 Results

4.2.1 ParB-GFP foci are spaced equally over the nucleoid.

To study par2-mediated plasmid segregation, we investigated ParB-
GFP localization, expressed from a par2-carrying test plasmid (see
[271] in appendix for details on strains and plasmids used). The par2
locus containing the parB::sfGFP fusion is fully functional as judged
by loss-frequency assays [271]. As previously described, usage of
the ParA-GFP and the tetO-TetR-mCherry labeling system also does
not affect plasmid stability, indicating full functionality [156, 159].
ParB-GFP forms foci that are regularly positioned along the long cell
axis in vivo (Figure 4.1A), consistent with ParB-binding to plasmid-
encoded parC regions [170, 171].

Since plasmid dynamics occur primarily over the nucleoid, we rea-
soned that plasmid positioning with respect to the nucleoid rather
than cell length is most informative. Therefore we measured ParB-
GFP foci localization, together with Hoechst (DNA) stain to deter-
mine the nucleoid boundaries. Using the MATLAB-based software
suiteMicrobeTracker (MT) [272], we determined E. coli cell outlines
from phase contrast (PC) images. Linear projections of ParB-GFP
and Hoechst signal distributions along the long cell axis were also
determined using the MT software package. The positions of the
half-maxima of the linear Hoechst signal distribution in every cell
were then determined. We defined the nucleoid length as the length
between the two half-maxima of the Hoechst stain. The cell out-
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Figure 4.1: Plasmid foci are equally spaced over the nucleoid. (A) Fluorescence localization of

plasmid-binding protein ParB-GFP (green) and Hoechst DNA stain (blue) in representative WT

E. coli cells. Scale bars: 1μm; plasmid: pFS21 (mini-R1, parC1+, parA+, parB::sfGFP, parC2+). (B)

Scatter plot of plasmid foci positions (blue, red) with respect to nucleoid edges (purple) and cell

edges (black) for wild-type cells with np = 1, 2 plasmid foci. (C) Histograms of plasmid foci po-

sitions shown in (B) relative to nucleoid length. (D) Scatter plot (blue) of the interplasmid focus

distance as a function of nucleoid length in cells exhibiting two plasmid foci. A least square fit

(black line) indicates a slope of 0.5. Experiments performed by Florian Szardenings.
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lines were used together with the MATLAB tools spotFinderZ and
spotFinderM [272] to determine ParB-GFP foci positions. The lin-
ear ParB-GFP distribution was used to control the peak detection
method for false positives/negatives. This analysis allowed us to de-
termine the positions of plasmid foci with respect to the nucleoid.
As expected ParB-GFP foci colocalized exclusively with the Hoechst
stain, and were equally spaced over the nucleoid (Figure 4.1B,C,D
for np = 1, 2, Figure 4.2A,B for np = 3, 4).

4.2.2 Mathematical analysis shows that dynamic,
competitive ParA concentrations can generate
equal plasmid spacing.

Several studies have proposed that plasmid positioning is controlled
by a concentration gradient of ParA over the nucleoid [166, 173, 176,
177, 180, 186]. Intuitively in this mechanism, ParB bound to plas-
mid parC (ParB-parC complex) interacts with nucleoid associated
ParA-ATP, which effectively anchors the plasmid to the nucleoid. At
the same time, the ParB-parC complex stimulates ParA-ATP hydrol-
ysis causing a local ParA-ATP depletion. These processes could then
generate a ParA-ATP gradient which a plasmid is able to follow. Re-
organization of ParA gradients under the influence of multiple ParB-
parC complexes might then lead to equal plasmid spacing. To rigor-
ously understand if, and with what requirements, equal spacing can
be achieved we develop here a minimal mathematical model based
on the above principles.

Wemodel the nucleoid as a 1d system of length L (along the long axis
of the cell) onwhichParA-ATP andplasmids can interact. A(x, t)de-
notes the nucleoid-associated ParA-ATP concentration at position
x relative to one nucleoid edge at time t. Let x1(t)..xnp(t) be the
positions of the np plasmids. At each plasmid, ParA-ATP can be
hydrolyzed with rate kB, turning Par-ATP into a cytoplasmic ParA
form, with copy number Ac(t). After sufficiently long timescales,
the cytoplasmic ParA becomes competent to bind the nucleoid again,
with flux J(Ac(t)). Once bound to the nucleoid, ParA-ATP can dif-
fuse along the nucleoid with diffusion constant D. This system can
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Figure 4.2: Plasmid foci are equally spaced over the nucleoid irrespective of nucleoid length or

plasmid focus copy number. (A) Scatter plot of plasmid foci positions (blue, green, red, cyan)

with respect to nucleoid edges (purple) and cell edges (black) for wild-type cells. Strains and

plasmids used for Figure 4.2 are as described in Figure 4.1. (B) Histograms of plasmid foci posi-

tions shown in (A) relative to nucleoid length. Experiments performed by Florian Szardenings.
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be described by the deterministic reaction-diffusion equations:

∂A(x, t)
∂t

= D∂2A(x, t)
∂x2 − kB

np
∑
i=1

A(xi(t))δ (x − xi(t)) +
J(Ac(t))

L
dAc(t)

dt
= kB

np
∑
i=1

A(xi(t)) − J(Ac(t))

Boundary Conditions ∶∂A(x, t)
∂x

∣
x=0
= 0 = ∂A(x, t)

∂x
∣
x=L

for all t.
(4.1)

Assuming a given (time-independent) total ParA copy number AT

in the system, we find that J is determined implicitly:
AT = Ac(t)+∫

L
0 A(J(Ac(t)), x, t)dx. Note that the dimensions of kB

are length/time due to the dimensionality of the Dirac delta function
δ(x).

For simplicity, we first assume that the ParA-ATP concentration at
each plasmid is zero due to a high ParA-ATPhydrolysis rate kB. Later
on we will relax this assumption. We now use separation of time
scales to obtain the steady-state solution for A(x): we assume that
plasmid motion is much slower than the time for individual ParA-
ATP molecules to diffuse over the nucleoid and generate a concen-
tration profile. In this way, the plasmid positions x1..xnp are time-
independent and a prioriunknown. Also J(Ac) is now time-independent
and effectively a constant J. The equation for Equation 4.1 then sim-
plifies to:

d2A(x)
dx2 = − J

LD
Boundary Conditions ∶A(xi) = 0 for 1 ≤ i ≤ np

dA(x)
dx
∣
x=0
= 0 = dA(x)

dx
∣
x=L

(4.2)

Equation 4.2 can be solved for A(x) by integrating twice using the
boundary conditions. The solution is given by:

A(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

J
2LD (x

2
1 − x2) if 0 ≤ x ≤ x1,

J
2LD (−x

2 + (xi + xi+1) x − xixi+1) if xj ≤ x ≤ xj+1, 1 ≤ j < np,
J

2LD ((L − xnp)
2 − (L − x)2) if xnp ≤ x ≤ L.

(4.3)
Next we use these equations to compute the diffusive fluxes of ParA-
ATP, ji =∣DdA

dx ∣, at a plasmid location xi, where the+ and superscripts
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below refer to the flux from the right (+) and left (−) respectively. We
find:

j−1 =
Jx1

L
,

j+i = j−i+1 =
J(xi+1 − xi)

2L
,

j+np =
J(L − xnp)

L
.

Clearly, a symmetric ParA concentration profile, where fluxes from
either side balance, is only possible for x1 = L − xnp = 1

2 (xi+1 − xi).
The plasmids are then equally distributed with

xj =
L

2np
+ L
np
(j − 1) .

Wenote that the predicted inter-plasmid spacing L
np arising from this

analysis is consistent with our experimental findings (Figure 4.1D,
Figure 4.2B).

Importantly, the above analysis provides insight into the equal spac-
ing mechanism. The key is that the above fluxes depend on the dis-
tances either between the plasmid andnucleoid end, or betweenneigh-
boring plasmids. This feature is a consequence of ParA binding to
the nucleoid anywhere, but with ParA release only occurring at a
plasmid. In order for these on and off fluxes to balance at steady-
state, the off-flux at a plasmid must scale with the inter-plasmid or
plasmid-nucleoid-end distance. In this way, non-local information
about lengths is converted into local spacing information encoded
in the slope of ParA-ATP concentration. For non-equal plasmid
spacing, the competing ParA concentrations on either side of a plas-
mid will be unequal, with one gradient steeper than the other. The
steeper gradient corresponds to the side with the greater available
space for ParA binding. If a plasmid can preferentially move (on the
appropriate slow time scale) towards the side with the locally steep-
est ParA-ATP concentration, the plasmids are then progressively re-
stored towards equal spacing. As this process occurs, the ParA-ATP
concentrations will dynamically reorganize such that a symmetric
configuration around a plasmid is reached only when the plasmids
are equally spaced. In this state, where the competing ParA-ATP
concentrations are symmetric, plasmid movement would no longer



150 equal spacing of bacterial plasmids

have a directional preference andwould thus remain, on average, sta-
tionary.

So far, we have assumed that the ParA-ATP concentration vanishes
at a plasmid, corresponding to very fast ParA-ATP hydrolysis. How-
ever, our results also hold true when we only assume that this hydrol-
ysis occurs with a finite rate kB, leading to a non-zero concentration
of ParA-ATP at a plasmid. This ParA-ATP can then anchor a plas-
mid to the nucleoid before being hydrolysed. This more general and
realistic case is presented in the Materials and Methods section, but
our overall conclusions reached above remain unchanged.

From the above analysis, we see that the following conditions are
required for equal plasmid spacing: (1) movement of a plasmid to-
wards higher ParA-ATP concentrations. (2) diffusion of (at least a
fraction of) ParA-ATP over the nucleoid to ensure formation of com-
petitive concentration gradients. Single molecule tracking experi-
ments in vitro support this assumption [177, 180]. (3) ParA-ATP
hydrolysis must occur (predominantly) by plasmid-associated ParB-
parC complexes, again to ensure gradient formation. (4) ParA-ATP
must adopt a 1d-like configuration, as previously claimed [157–159].
If ParA were not organized in this fashion, it would be possible for
ParA to diffuse around the sides of a plasmid without encountering
the hydrolyzing effect of the ParB-parC complex. This would equal-
ize the ParA concentrations on both sides even in the case of asym-
metrically placed plasmids, leading to failure of the equal spacing
mechanism. This assumption is in line with our subsequent experi-
ments (see below). Due to this proposed 1d-like nature, we will from
now on refer to the ParA distributions away from a plasmid as ParA
structures. (5) There must be a separation of time scales between
plasmid movement and ParA concentration reorganization, as dis-
cussed above.

Importantly, this overall mechanism is not reliant on a specific type
of plasmid translocation. Any process that would allow a plasmid to
move into regions of higher ParA concentration will suffice. In the
following sections we therefore analyze different means of plasmid
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movement and compare them with our experimental data to deter-
mine which is used in our par2 segregation system.

4.2.3 Diffusion/immobilization model could space highly
mobile plasmids equally over the nucleoid.

In the previous section themechanistic details of plasmidmovement
towards a higher ParA concentration were not specified. We now ex-
amine a specific implementation involving a diffusion-immobilization
mechanism. Using a minimal modelling approach, we assume that
nucleoid-associated ParA-ATP can immobilize freely diffusing plas-
mids through its interaction with the ParB-parC complex and that
ParA-ATP does not polymerize (Figure 4.3A). Since the plasmid will
tend to become immobilized in regions of higher ParA-ATP concen-
tration, this process allows for effective plasmid translocation up a
ParA-ATP concentration gradient. We also incorporate ParB-parC
-stimulated ParA-ATP hydrolysis at a plasmid, in accordance with
prior experimental data. Here we use standard diffusion for the plas-
mid movement; below we discuss the potential impact of subdiffu-
sivemotion. To further investigate thismechanism, given the known
physiological and biochemical constraints, we developed stochastic
simulations, implemented in C++, using a Gillespie algorithm [218].

In our simulation, a one dimensional lattice with sites of size
dx = 5nm represents the nucleoid, sites are numbered 0...(L − 1).
The reactions and corresponding propensities pt are fully described
in Table 4.1. Parameter values used are listed in Table 4.2. Reactants
are:
Ai: ParA-ATP at site i with number A[i] ≥ 0;
Pj,i: plasmids with j ParA-ATP bound to it at site i with number
P[j][i](≥ 0);
AADP: cytoplasmic ParA-ADP with number AADP (≥ 0);
Acyto: cytoplasmic ParA-ATP with number ACYTO (≥ 0) .

ParA-ATP and plasmids can diffuse on the lattice with diffusion co-
efficient DA and DP respectively. Up to 35 ParA-ATP can bind to a
plasmid at the same site with reaction parameter kAB reflecting the
binding interaction of ParA-ATP and the ParB-parC complex [171].
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Figure 4.3: Diffusion/immobilization model can move and maintain plasmids at equally spaced

positions. (A) Schematic illustration of par2 diffusion/immobilization model. The clock indicates

the slow conversion of cytoplasmic ParA-ADP into cytoplasmic ParA-ATP that is competent to

bind to the nucleoid. The corresponding reactions and propensities pt are fully described in Ta-

ble 4.1. (B) Typical simulation kymograph of diffusion/immobilization model for growing cell,

where plasmid (red) diffusion influenced by the local ParA-ATP (green) concentration leads

to immobilization initially at mid cell. After plasmid duplication, the system dynamically self-

organizes to reacquire equal plasmid spacing. (C) Time-averaged plasmid position distributions

for diffusion/immobilization model with np = 1 − 4 on a simulated nucleoid growing from 1.5μm
to 3μm in 40minwithout plasmid duplication. Plasmid distributions were obtained by sampling

positions every 5s in 36 independent simulations.
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Description Reactions Propensities pt
ParA-ATP diffusion Ai → Ai+1, i = 0..(L − 2)

DA
dx2 ⋅A[i]

Ai+1 → Ai, i = 0..(L − 2)
DA
dx2 ⋅A[i + 1]

Plasmid diffusion / DP
dx2 ⋅ P[j][i] if j = 0

immobilization Pj,i → Pj,i+1, i = 0..(L − 2), j = 0..35
DA
dx2 ⋅ P[j][i] if j = 1

0 if j > 1
DP
dx2 ⋅ P[j][i + 1] if j = 0

Pj,i+1 → Pj,i, i = 0..(L − 2), j = 0..35
DA
dx2 ⋅ P[j][i + 1] if j = 1

0 if j > 1
Plasmid anchoring Pj,i +Ai → Pj+1,i, i = 0..(L − 1), j = 0..34 kAB ⋅ P[j][i] ⋅A[i]

ParA-ATP unbinding Pj+1,i → Pj,i +AADP, kB ⋅ P[j + 1][i]
from plasmid i = 0..(L − 1), j = 0..34

Cytoplasmic ParA-ADP AADP → Acyto kW ⋅AADP
to ParA-ATP conversion

ParA-ATP nucleoid binding Acyto → Ai, i = 0..(L − 1)
kon
L ⋅ACYTO

Table 4.1: Reactions and propensities used in the diffusion/immobilization model

More than one ParA-ATP bound to a plasmid reduces the plasmid
diffusion constant to zero. We varied the exact number of ParA-ATP
molecules forming a complex that are required to completely immo-
bilize the plasmid and this variation does not alter the qualitative
behavior of the system. Plasmid-bound ParA-ATP can be hydrol-
ysed with reaction parameter kB. Whenever a ParA-ATP hydrolysis
event occurs, ParA unbinds from the nucleoid and becomes a cyto-
plasmic ParA-ADP. ParA-ADP can then be converted into a cyto-
plasmic ParA-ATP that is competent in DNA binding (cytoplasmic
ParA-ATP for short) with a slow reaction parameter kW [166]. We do
not keep track of the spatial positions of ParA-ADP and ParA-ATP
in the cytoplasm. Instead we merely keep track of their number. In-
troduction of a low spontaneous ParA-ATP hydrolysis parameter koff
also does not alter the behaviour of the system. Cytoplasmic ParA-
ATP can then bind anywhere along the nucleoid with parameter kon.
See subsection 4.4.4 for further details on the simulation duration
and model outputs.

Prior work has demonstrated plasmid displacement along the long
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Parameter Description Value Notes
DA Nucleoid bound ParA-ATP diffusion constant 10−2μm2/s Fitted, can be increased without loss of qualitative behaviour of system.

Nevertheless, it is difficult to physically reconcile more mobile nucleoid-bound

ParA-ATP with the ability to immobilize a plasmid with a lower diffusion constant.

Therefore we have assumed that ParA-ATP diffuses 10x slower than the plasmid,

ensuring that the assumption that ParA-ATP can immobilize plasmids is physically

justified.

DP Plasmid diffusion constant 10−1μm2/s A relatively high value is needed for compatibility with previous

experiments[159]. An upper bound on the plasmid diffusion

constant from experiments (Figure 4.4C) turned out to be too low for this model

to fit our experimental observations.

kon ParA-ATP nucleoid binding 50s−1 Constrained by experiment [166].

kAB ParA-ATP to plasmid binding 100s−1 Fitted, should be high enough to allow for plasmid immobilization.

kB Plasmid bound ParA-ATP hydrolysis 68.5s−1 Fitted together with DA and kW to ensure equal plasmid spacing.

(into ParA-ADP) stimulated by ParB.

kW (Cytoplasmic) ParA-ADP 1/15s−1 Constrained by experiment [166],

to ParA-ATP conversion this value should be low enough to ensure that

cytoplasmic ParA diffusion can generate a uniform cytoplasmic

ParA-ATP and ParA-ADP concentration.

Table 4.2: Parameter values used in the diffusion/immobilization model

cell axis of up to 3 − 4μm within 10min [159, 183]. With a diffu-
sion/immobilization mechanism all plasmid movement in between
immobilization events is generated by (unbiased) free diffusion, for
whichwehave (in 1d) amean square displacement (MSD)of ⟨r2(t)⟩ =
2DPt. By inserting the above length and time scales into this equa-
tion, we conclude that a plasmiddiffusivity of at leastDP ∼ 10−2μm2s−1

would be required to generate sufficiently rapid diffusive movement
in accordance with previous experiments. We therefore chose DP =
10−1μm2s−1. In order to physically justify that ParA can immobilise
the plasmids, we chose the nucleoid bound ParA-ATP diffusivity to
be lower than DP, with DA = 10−2μm2s−1 (Table 4.2). We exper-
imentally constrained the overall copy number of ParA for pB171
par2 by semi-quantitative Western blots, which revealed that there
were approximately 8 ⋅ 103 ParA monomers per cell [271]. This dif-
fusion/immobilization model could produce equal plasmid spacing
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on simulated growing nucleoids with varying numbers of plasmids
(Figure 4.3B,C). This result demonstrates that using a sufficiently
high (low) plasmid (ParA) diffusivity, respectively, the equal plasmid
spacing seen in our experiments (Figure 4.1B,C,D, Figure 4.2A,B)
and previously [159], could in principle be achieved using a diffu-
sion/immobilization mechanism.

4.2.4 Free plasmid mobility is too low for a
diffusion/immobilization mechanism.

To test whether the requirement of a relatively high free plasmid mo-
bility is met in vivo, we compared the movement of test-plasmids
with and without par2. We analyzed trajectories of labeled plasmid
foci using the tetO-TetR-mCherry labeling system, measuring the
positions over time (Figure 4.4A) andMSDs for each time lag τ. Plas-
mid motion will be biased by a functional par2+ partitioning system,
in contrast to the random motion of par-. Nevertheless comparing
MSDs can still be informative in comparing relative overall mobili-
ties.

Cell outlines and linear projections of tetO-TetR-mCherry andHoechst
signal distributions along their long axiswere determined as described
in subsection 4.2.1, as well as the distribution of tetO-TetR-mCherry-
labeled plasmids along the long axis of cells. tetO-TetR-mCherry foci
detection was also performed using the methods described above in
par- time-lapses of 1min (short) or 15min (long) in duration with
images taken at intervals of 4s or 30s respectively. For the short time-
lapses we analysed cells with one or more foci, although all our re-
sults were unchanged if analysis was restricted to one focus cells to
prevent potential foci labelling errors. For the long time-lapses, we
only analysed cells exhibiting one focus. This was due to difficul-
ties in distinguishing between multiple foci due to merging/splitting
events, out of focus plane movement and photobleaching when ac-
quiring images using a time interval of 30s. These effects could have
resulted in biases in the analysis due to labelling errors. We were
unable to lower the time interval and simultaneously image for long
time periods due to TetR-mCherry photobleaching.
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At every timepoint the two-dimensional squared foci displacements
r2(τ) after time lag τ were determined. All measured displacements
for the same time lag were then averaged together to obtain theMSD
⟨r2(τ)⟩with time lags from 4s to 15min (Figure 4.4B,C, Figure 4.5A).

On time scales up to aminute we found that the par2+ MSD is higher
than in par- (Figure 4.4B), showing that, on average, par2+ plasmids
are more mobile than their par- counterparts. Note that the num-
ber of data points for the short time lags far exceeds the number of
trajectories (npar− = 747,npar2+ = 763) , since every trajectory con-
tains multiple short time lags. Consequently our estimates for the
mean are relatively precise for short time lags. It is true that the er-
ror on themean does not reflect inaccuracy due to experimental lim-
itations in determining the actual plasmid position. The measured
plasmid displacement r(τ) can report the true plasmid displacement
rp(τ) at a resolution no greater than our measurement error, which
can be up to 0.1μm due to microscope drift. Our measurements
are also limited by a finite pixel size of 0.066μm. We therefore have:
r(τ) = rp(τ)+ ε, where ε is the error due to both of the above effects.
Squaring and averaging over many plasmid trajectories results in an
MSD: ⟨r2(τ)⟩ = ⟨r2p(τ)⟩ + ⟨ε2⟩ + ⟨2εrp(τ)⟩. The last term vanishes
due to averaging, but the second term remains and generates a small
time independent value for τ > 0. However, that error is the same
for both par2+ and par-.

Overall, these results are hard to reconcilewith a diffusion/immobilization
mechanism where the par2 system can only immobilize plasmids,
and thus lower their MSD. These MSD values could in principle be
limited due to cellular confinement. However, we found that MSD
saturation only starts to occur at much larger length scales at times
of up to 10min (Figure 4.4C).

In the presence of par2, plasmids generally residewithin the nucleoid
region, while in its absence they tend to become somewhat more po-
lar localized, although they can still sample the entire cell volume on
long enough timescales [199]. Consistently we still find many par-

plasmids located within the nucleoid region (Figure 4.5A). Restrict-
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Figure 4.4: The par2 segregation system increases plasmid mobility. (A) Time lapses showing

the localization of par- pMH82tetO120 (mini-R1, par-, tetO120) and par2+ pSR236 (mini-R1,

parC1+, parA-, parB+, parC2+, tetO120, Plac::parA::eGFP) plasmids in E. coli cells harboring pSR124

(PBAD::tetR::mCherry). The par2+ time lapse, with ParA-GFP localization, shows a segregation

event where two foci segregate ≥ 0.8μm further apart within 20s. PC=phase contrast, scale bar:
1μm. (B) Mean square displacements after time lag τ were extracted from plasmid trajectories

(npar− = 747, npar2+ = 763) using strains specified in (A), par- (red) and par2+ (black), error bars:

standard error of the mean. (C) Log-log plot of experimental mean square displacements after

time lag τ (red) were extracted from plasmid trajectories over 1 min as in (A,B) and (inset, linear

scales, n = 50) over 15min from par- pMH82tetO120 (mini-R1, par-, tetO120) plasmids in E. coli

cells harboring pSR124 (PBAD::tetR::mCherry). At timescales on the order of 10min saturation of

the MSD occurs due to cellular confinement. A nonlinear least square fit (black line) using the

function was used to estimate parameter values: α = 0.73 ± 0.02, Dp = 9.7 ± 1.3 ⋅ 10−4μm2s−α,
β = 1.6 ± 2.4 ⋅ 10−3μm2, (R2 = 0.99, p-values: 8 ⋅ 10−15, 8 ⋅ 10−3 and 0.50 respectively). Error bars:
standard error of the mean. Experiments performed by Florian Szardenings.
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ing the mobility analysis to par- plasmids within the nucleoid region
did not alter the resulting MSD curves significantly (Figure 4.5A).
We conclude that the presence of par2 can increase plasmid mobility
in the nucleoid region, which is inconsistentwith a diffusion/immobilization
mechanism. We emphasize that this conclusion can be made irre-
spective of the underlying (par-) plasmid transport processes, which
we now describe in more detail.

It has been reported that chromosomal loci and RNA-protein par-
ticles exhibit subdiffusive, rather than diffusive, behavior in the cy-
toplasm [273, 274]. Therefore it is possible that plasmids without a
segregation mechanism could also exhibit subdiffusive motion. Fur-
ther analysis is required to fully distinguish subdiffusion from the ad-
ditional effects of cellular confinement or glass-like properties of the
bacterial cytoplasm [199, 274]. Nevertheless such additional analysis
is not required for the conclusions on par- plasmid mobility relevant
to this study, as we now explain. Subdiffusion results in an expected
MSD displacement of the form ⟨r2(t)⟩ = 4DPtα, with α < 1 and DP

the apparent diffusion constant (in units of μm2s−α). Even at short
timescales of up to a minute, the MSD has a nonlinear shape, as has
been reported before [161]. This is fully consistent with subdiffu-
sive motion on these timescales. Taking into account our time lag
independent measurement error, we thus expect the experimentally
observed planar MSD for free particle subdiffusion in three dimen-
sions to have the form:

⟨r2(t)⟩ = 4DPtα + β.

We performed a nonlinear least squares fit (weighted by the stan-
dard error of the mean (SEM): 1/SEM(τ)) resulting in the values
α = 0.78 ± 0.04,DP = 6.8 ± 1.2 ⋅ 10−4μm2s−α, β = 6 ± 1 ⋅ 10−3μm2

(R2 = 0.99, p-values: 4 ⋅ 10−10, 1 ⋅ 10−4 and 8 ⋅ 10−4 respectively).
On longer timescales up to 15min (Figure 4.4C), plasmid mobility
also showed subdiffusive behaviour with a similar analysis giving α =
0.78±0.05,DP = 6.2±2.1⋅10−4μm2s−α, β = 4±1⋅10−2μm2 (R2 = 0.99,
p-values: 8⋅10−15, 8⋅10−3 and 2⋅10−3 respectively). Analysing the two
datasets combined (Figure 4.4C) also generated consistent results, al-
though the constant β was not significantly different from zero in
this case: α = 0.73± 0.02,DP = 9.7± 1.3 ⋅ 10−4μm2s−α, β = 1.6± 2.4 ⋅
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10−3μm2, (R2 = 0.99, p-values: 8 ⋅10−15, 8 ⋅10−3 and 0.50 respectively,
fit shown in Figure 4.4C). Fitting ⟨r2(t)⟩ = 4DPtα instead to this com-
bined data set did not alter our estimates for α and DP significantly.
We conclude that our MSD displacements on both short and long
timescales are well described by subdiffusion with α = 0.7 − 0.8 and
an apparent diffusion constantDP = 5−10⋅10−4μm2s−α(Figure 4.4C).
This is consistent with other recent reports on par- plasmid mobility
[161, 199].

On all observable timescales (i.e. 4s and longer) the experimentally
found par- MSD is bounded from above by the function 4Dfτ, with
Df = 10 ⋅ 10−4μm2s−1. Moreover, free diffusion with diffusion con-
stant Df inside a box of cellular dimensions still exceeds the experi-
mental subdiffusive mobility (data not shown). So the experimental
MSD is lower on all observed timescales than a hypothetical particle
that would perform free diffusion inside a cell with a diffusion con-
stant Df. This upper limit is already much lower than that needed
to be consistent with the previously reported plasmid displacement
data discussed above. We will further exploit this upper limit in our
analysis below.

To further investigate the effect of par2 on plasmid positioning, we
also studied rapid plasmid segregation events. We defined these as
cases where two plasmid foci whose separation is initially ≤ 0.3μm,
movewithin 20s at least another 0.8μm apart (Figure 4.4A, Figure 4.5B).
We also allowed for the two foci to be initially merged. Using these
criteria, despite equally large data sets, we found 13 such events in
par2+ and only one such case in par-. Furthermore, we only retrieved
2 further par2+ segregation events when we relaxed the criterion
to separation within 60 s instead of 20 s. This analysis shows that
most segregation events occur rapidly. When we investigated the
26 plasmid trajectories involved they showed larger maximal MSDs
compared to sets of 26 trajectories that were repeatedly randomly
sampled from the whole par2+ dataset (p < 10−6). This finding in-
dicates that the par2 system can particularly enhance the mobility
of plasmids when they are in close proximity. We then simulated
300 plasmid duplication events with our diffusion/immobilization
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Figure 4.5: Plasmid mobility analysis in absence and presence of par2 segregation system. (A)

Plots as in Figure 4.4B except with experimental par- (red, green, blue) plasmid trajectories

in which plasmid location is within a region of normalized Hoechst stain intensity I equal to

or higher than the values indicated in the legend. The corresponding plasmid copy numbers

(npar2+ = 763, npar−,I≥0 = 747,npar−,I≥0.5 = 592,npar−,I≥0.75 = 401) indicate that a large fraction of

par- plasmids do indeed reside in the nucleoid region; error bars: standard error of the mean. (B)

Plots of 13 segregation events of par+ pSR236 (mini-R1, parC1+, parA-, parB+, parC2+, tetO120,

Plac::parA::eGFP) plasmids in E. coli cells harboring pSR124 (PBAD::tetR::mCherry). Shown is the ad-
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apart and subsequently segregate ≥ 0.8μm further apart within 20s. The horizontal line (black)
indicates 0.8μm. Experiments performed by Florian Szardenings.
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model to determine the magnitude of diffusion constant required
to generate the experimentally observed segregation. Note that we
used diffusion rather than subdiffusion here because we have already
determined that par- plasmid movement is slower on all observed
timescales than free diffusion with a diffusion constant Df = 10 ⋅
10−4μm2s−1. Hence, if the required diffusion constant is larger than
Df then we have also ruled out a subdiffusion/immobilizationmodel.
We required that 5% (15 out of 300) of segregated distanceswithin 20
s were at least 0.8μm (a very conservative requirement, since the cri-
terion was satisfied by 13 of our 15 experimental segregation events).
This requirement necessitated a free plasmid diffusion constant on
the order of 10−1μm2s−1, about two orders of magnitude higher than
our experimentally observed upper bound Df on the experimental
par- plasmid mobility. Hence, we conclude that the plasmids are
generally too immobile for a diffusion/immobilization (or subdiffu-
sion/immobilization)mechanism to explain these segregation events.
Also the qualitative behaviour of segregation events in the diffusion/
immobilization model appears different, since experimental segre-
gation events (Figure 4.4A, Figure 4.5B) show more directionally
biased motion, while the diffusion/immobilization model generates
more sustained random, diffusive motion during segregation, prior
to immobilization at equally spaced positions (Figure 4.3B). Never-
theless, these segregation events were sufficiently rare not to signif-
icantly alter the overall MSD behaviour of the entire dataset shown
in Figure 4.4B. Thus the increased average mobility in the presence
of par2+ cannot only be ascribed to these segregation events.

It is possible that the tetO-TetR-mCherry labeling system caused re-
duced plasmid mobility as compared to unlabelled plasmids. How-
ever, as we used the same labeling method for both par2+ and par-

cases, our above conclusions on relativemobility are unaffected. More-
over, our tetO-TetR-mCherry labeled plasmids still exhibited rapid
segregation events (such as in Figure 4.4A), underscoring the ability
of par2 to overcome low plasmid mobility. Overall, we find that dif-
fusion/immobilization cannot explain our data on par2+ versus par-

plasmid mobility, as well as on rapid par2+ plasmid segregation.
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4.2.5 ParA structures competing to direct plasmid
motion can space plasmids equally over the
nucleoid.

Given the shortcomings of the diffusion/immobilization model, we
next tested models based on directed motion, allowing more rapid
directed rather than unbiased diffusive plasmid movement. More
specifically, we tested models based on the formation of competing
ParApolymers, with ParB-parC -stimulated ParA-ATPhydrolysis di-
recting plasmid movement. By modulating the length of these poly-
mers, we thereby tested the robustness of directed motion models to
generate equal plasmid positioning.

We again used a Gillespie algorithm to simulate ParA dynamics
on the nucleoid (see Figure 4.6A for illustration). The reactions and
corresponding propensities pt are described in Table 4.3. The nu-
cleoid was represented as a rectangular lattice (dx = 5nm in both di-
mensions), with a much shorter width (30nm) than length (several
μm). Thus every site had a coordinate along the long axis (labelled as
0...L−1) aswell as a coordinate along the short axis (labelled 0...S−1).
Reactants are:
Ami,j: mobile ParA-ATP at site (i, j) with number Am[i][j] ≥ 0 ;
Ai,j: polymeric ParA-ATP at site (i, j)with numberA[i][j](= 0 or 1);
Pi: plasmids at site i with number P[i](≥ 0);
AADP: cytoplasmic ParA-ADP with number AADP (≥ 0);
Acyto: cytoplasmic ParA-ATP with number ACYTO (≥ 0).
Parameter values used are listed in Table 4.4.

Similar reactions as in the diffusion/immobilizationmodel described
the cytoplasmic dynamics of ParA-ADP andParA-ATP (compare Ta-
ble 4.1 and Table 4.3). Nucleoid-associated ParA-ATP could also still
diffuse across the nucleoid in a mobile state in all four directions
to neighbouring sites with diffusion constant DA. However, two of
these molecules at sites neighboring each other along the long nu-
cleoid axis could interact to form a ParA polymer of two subunits,
with reaction parameter kp. Further ParA-ATPpolymerization could
occur by attachment of mobile ParA-ATP, located at a site imme-
diately next to the tip of an existing ParA polymer, but only along
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the long axis. ParA-ATP polymers were assumed to be immobile.
A ParA-ATP polymeric subunit could depolymerize spontaneously
with reaction parameter kdp, i.e. be converted into a mobile ParA-
ATP at the same site. Given that its size is similar to the width of the
lattice, we only took into account the plasmid position along the long
axis and we assumed that it occupied all sites along the short axis si-
multaneously. The plasmid could diffuse with our experimentally es-
timated diffusion coefficient DP along the long axis when polymeric
ParA-ATP was not present either at any of the sites that the plasmid
occupied or sites neighbouring the plasmid. In the presence of poly-
meric ParA-ATP, the plasmid was assumed to be tethered to such a
polymer (via a ParB-parC complex), which prevented plasmid dif-
fusion. At sites with a plasmid present, polymeric ParA-ATP could
be converted into cytoplasmic ParA-ADP with reaction parameter
kB. Reflecting directedmotion, at sites neighbouring a plasmid occu-
pied by polymeric ParA-ATP, a plasmid could with reaction parame-
ter kdm move to the coordinate along the long axis of that ParA-ATP
subunit, coinciding with conversion of that ParA-ATP into cytoplas-
mic ParA-ADP. Forwild-type simulations, any plasmid in the system
formed a hard wall to mobile ParA-ATP diffusion so that diffusing
ParA-ATP molecules could not diffuse past a plasmid. See subsec-
tion 4.4.5 for details for further details on the simulation duration
and model outputs.

We first adjusted the ParA-ATP polymerization rate to generate
short filaments, of approximately 10 subunits in length (see Table 4.4
for parameters). Simulations again faithfully reproduced the equal
spacing of plasmids along simulated growing nucleoids with varying
numbersnp of plasmids (Figure 4.6B,C,np = 1−4) in good agreement
with our experiments (Figure 4.1, Figure 4.2). By adjusting the ParA-
ATP polymerization rate (Table 4.4), long continuous ParA polymer
bundles could also be generated. In that case equal spacing could
also be achieved (Figure 4.7). Intuitively, in both short and long fila-
ment cases, this occurs because in an irregularly spaced plasmid con-
figuration, the unequal ParA concentrations on either side of a plas-
mid result in an unequal degree of ParA polymerization. This in turn
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Reactions / Description Propensities pt
ParA-ATP diffusion DA

dx2 ⋅Am[i][j] if P[i + 1] = 0

Ami,j → Ami+1,j,i = 0..(L − 2), j = 0..(S − 1) 0 otherwise

Ami+1,j → Ami,j,i = 0..(L − 2), j = 0..(S − 1)
DA
dx2 ⋅Am[i + 1][j] if P[i] = 0

0 otherwise

Ami,j → Ami,j+1, i = 0..(L − 1), j = 0..(S − 2)
DA
dx2 ⋅Am[i][j]

Ami,j+1 → Ami,j, i = 0..(L − 1), j = 0..(S − 2)
DA
dx2 ⋅Am[i][j + 1]

Plasmid diffusion / immobilization DP
dx2 ⋅ P[i], if ∑

k=i,i±1,j=0..S−1
A[k][j]

Pi → Pi+1, i = 0..(L − 2) 0 otherwise

Pi+1 → Pi, i = 0..(L − 2)
DP
dx2 ⋅ P[i + 1], if ∑

k=i,i+1,i+2,j=0..S−1
A[k][j]

0 otherwise

Spontaneous ParA-ATP depolymerization kdp ⋅A[i][j] if P[i] = 0

Ai,j → Ami,j, i = 0..(L − 1), j = 0..(S − 1) 0 otherwise

ParA-ATP polymerization kp ⋅Am[i][j] ⋅Am[i + 1][j] if P[i] = P[i + 1] = A[i][j] = A[i + 1][j] = 0

Ami,j +Ami+1,j → Ai,j +Ai+1,j,i = 0..(L − 2), j = 0..(S − 1) 0 otherwise

Ai,j +Ami+1,j → Ai,j +Ai+1,j, i = 0..(L − 2), j = 0..(S − 1) kp ⋅A[i][j] ⋅Am[i + 1][j] if P[i] = P[i + 1] = A[i + 1][j] = 0

0 otherwise

Ami,j +Ai+1,j → Ai,j +Ai+1,j, i = 0..(L − 2), j = 0..(S − 1) kp ⋅Am[i][j] ⋅A[i + 1][j] if P[i] = P[i + 1] = A[i][j] = 0

0 otherwise

ParA-ATP unbinding from plasmid
Pi +Ami,j → Pi +AADP, i = 0..(L − 1), j = 0..(S − 1) kmB ⋅ P[i] ⋅Am[i][j]
Pi +Ami+1,j → Pi +AADP,i = 0..(L − 2), j = 0..(S − 1) kmB ⋅ P[i] ⋅Am[i + 1][j]
Pi+1 +Ami,j → Pi+1 +AADP,i = 0..(L − 2), j = 0..(S − 1) kmB ⋅ P[i + 1] ⋅Am[i][j]

Pi +Ai,j → Pi +AADP, i = 0..(L − 1), j = 0..(S − 1) kB ⋅ P[i] ⋅A[i][j]
Directed plasmid motion

Pi +Ai+1,j → Pi+1 +AADP, i = 0..(L − 2), j = 0..(S − 1) kdm ⋅ P[i] ⋅A[i + 1][j]
Pi+1 +Ai,j → Pi +AADP,i = 0..(L − 2), j = 0..(S − 1) kdm ⋅ P[i + 1] ⋅A[i][j]

Cytoplasmic ParA-ADP to ParA-ATP conversion

AADP → Acyto kW ⋅AADP
ParA-ATP nucleoid binding
Acyto → Ami,j, i = 0..(L − 1), j = 0..(S − 1)

kon
LS ⋅ACYTO

Table 4.3: Reactions and propensities used in the directed motion models.

results in an unequal amount of competitive directed motion events
to each side, resulting in effective directed translocation over longer



166 equal spacing of bacterial plasmids

length scales back towards an equally positioned state. Plasmid sep-
aration occurs when two nearby plasmids encounter two ParA-ATP
structures extending in opposite directions away from the plasmids.
The twoParA-ATP structureswill thennecessarilymediate a segrega-
tion event. The effect of directed movement in this model is clearest
in the case of plasmid segregation events (Figure 4.6B, Figure 4.7A),
where we see rapid segregation consistent with the fast segregation
events observed experimentally (Figure 4.4A).
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4.2.6 ParA-GFP oscillations are not continuously
required for equal plasmid spacing.

Intriguingly, simulations of the directedmotionmodel did not gener-
ally produce sustained spatiotemporal oscillations of ParA across the
nucleoid (short polymers: Figure 4.6B, long polymers: Figure 4.7A).
A lack of sustained oscillations would therefore appear to be a com-
mon feature of models where competitive ParA structures generate
equal plasmid spacing. This absence was unexpected, as prior ex-
perimental work had emphasized the oscillatory aspect of the ParA
dynamics [156–158].

To experimentally test this keymodel prediction in an unbiased fash-
ion, we experimentally measured the degree of ParA asymmetry in
the par2 system in a large dataset (n = 134) of snapshots of ParA-GFP
across the nucleoid. We summed 6 planes that are in focus from a
Z-stack of ParA-GFP fluorescence signal images (dz = 0.2μm), al-
though the results are not different when using the ParA-GFP signal
obtained from single confocal planes focused at mid-cell. Cell out-
lines, linear projections of ParA-GFP, tetO-TetR-mCherry andHoechst
stain fluorescence signal distributions, and tetO-TetR-mCherry foci
positionswere determined as described above for ParB-GFP.We con-
firmed that positioning of the tetO-TetR-mCherry foci from this dataset
was similar to that measured previously [159]. We examined only
cellswith a single plasmid tetO-TetR-mCherry focus, where sustained
oscillations should be easiest to infer. In those cells, the ParA-GFP
fluorescence signal from pole to plasmid position was summed and
divided by the respective pole-to-plasmid distance. This generates
two ParA-GFP fluorescence densities IL and IR for either side extend-
ing to the two cell poles. This allows us to compute the normalized
ParA asymmetry measure ∣IL − IR∣/∣IL + IR∣ (Figure 4.8A,B).

Irrespective of the plasmid position, a completely uniform fluores-
cence distribution would give an asymmetry value of zero. On the
other hand, if all the ParA-GFP was located on one side of the plas-
mid the asymmetry measure would be one. Using a single confocal
plane focused at mid-cell, we also computed theHoechst asymmetry
measure with respect to the plasmid position in the same manner.
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Note that the ParA-GFP exposure time used here was 1.5s; clearly,
we cannotmeasure asymmetries that occur on a timescale faster than
this exposure time. However, the timescales of the plasmid andParA-
GFP dynamics are on the order of tens of seconds or longer and it is
therefore unlikely that any significant asymmetry is being missed by
our measurements.

As shown in [272] by using the same MT software package for
analysis, the MinD-YFP asymmetry measure with respect to mid-
cell follows an approximate sinusoidal oscillation over time, with a
cell-length-dependent oscillation amplitude. In large cells theMinD-
YFP oscillations are clearest with an amplitude ∣IL − IR∣/∣IL + IR∣ of
around 0.6. To generate an asymmetry measure appropriate for the
MinD-YFP oscillations, we sampled 103 time points t uniformly in
[0, 2π] (which constitutes one period). We then computed for ev-
ery time point ∣IL − IR∣/∣IL + IR∣ = ∣0.6 ⋅ sin(t)∣.The resulting asym-
metry distribution (Figure 4.8B) therefore reflects the experimental
MinD-YFP asymmetry with respect to mid-cell in large cells [272].
In this way, we can directly compare the asymmetry present in the
ParA-GFP and Hoechst signal distributions with that induced by
the spatiotemporal oscillations of MinD-YFP. When we examined
our whole distribution of cells exhibiting single plasmid tetO-TetR-
mCherry foci, we found that the degree of ParA-GFP asymmetry
(Figure 4.8A,B)was low in comparisonwith thewell-establishedMinD
spatiotemporal oscillator. Furthermore, the ParA-GFP asymmetry
did not correlate with cell length Figure 4.9A, R2 = 0.08), unlike the
case of MinD-YFP [272].

We then generated asymmetry measures using our directed motion
model. In simulation outcomes shown in Figure 4.6B (directed mo-
tion model with short polymers) and Figure 4.7A (directed motion
model with long polymers), the plasmid position, cytoplasmic ParA-
ADP, cytoplasmic ParA-ATP, nucleoid-boundmobile ParA-ATP and
polymeric ParA-ATP levels on either side of the plasmid were out-
put at regular time intervals of dt = 5s during a time period prior to
plasmid duplication (first 2min and 1.5min of simulated time for di-
rectedmotionmodel with short and long polymers respectively). Cy-
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toplasmic ParAwas assumed to be uniformly distributed throughout
the cell (independently of the plasmid position), thus effectively only
contributing to the denominator ∣IL + IR∣. With this information we
computed the ParA asymmetry using the same method as described
for the experimental data. Results are shown in Figure 4.8B (short
polymers) and Figure 4.9B (long polymers). It should be noted that
according to both models, the ParA asymmetry remains very low
once a plasmid is stably positioned at mid-cell, pushing the asym-
metry distribution further towards zero over time. This is consistent
with time lapses where stable equally spaced plasmid foci position-
ing correlates with ParA-GFP on either side of a plasmid focus (Fig-
ure 4.8C and [159]).

We also compared the ParA-GFP asymmetry to the Hoechst signal.
This DNA stain labels the nucleoid itself, which is relatively uniform
along the long cell axis [189–191]. Here, any asymmetry is not ex-
pected to depend on the plasmid foci positions. The Hoechst asym-
metry distribution was indeed concentrated around relatively small
values, butwas apparentlymeasurablewithin our approach (Figure 4.8B,
Figure 4.9B). Importantly, we found that the ParA-GFP asymme-
try measure had a similarly low value as for the Hoechst case (Fig-
ure 4.8B, Figure 4.9B, no significant difference, Kolmogorov-Smirnov
test), and that for both the asymmetry is uncorrelated to the plasmid
focus position (Figure 4.9C). We therefore conclude that for a single
plasmid focus, ParA-GFP typically resides on both sides of a plasmid,
with relatively little asymmetry or oscillation, as predicted by the di-
rected motion model, irrespective of a weak (Figure 4.8B) or strong
(Figure 4.9B) degree of polymerization.

Previous analyses had focused on plasmids migrating in the wake
of retracting ParA-GFP structures [159]. Such events can transiently
give rise to relatively high ParA-GFP asymmetries (see, for example,
Figure 4.4A, Figure 4.8C). Accordingly, we conclude that ParA asym-
metry or oscillations are not continuously required for par2 medi-
ated plasmid positioning. Transient asymmetry, including oscilla-
tions, instead likely arises from the dynamics needed to bring about
equal plasmid spacing following a spatial perturbation or plasmid
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duplication event (Figure 4.8C). Once the ParA distribution has re-
turned to being relatively symmetric, this coincides with an equally
spaced plasmid configuration (Figure 4.8C). Such dynamics can be
seen in our model simulations (Figure 4.6B, Figure 4.7A): asymmet-
ric during plasmid segregation events, but relatively symmetric oth-
erwise. This analysis can therefore accommodate both our findings
of a relatively symmetric ParA distributionwith previous reports em-
phasizing asymmetry and oscillations. Overall, our finding of pre-
dominantly symmetric, non-oscillatory ParA dynamics may help to
reconcile similar findings for ParA in other plasmid partitioning sys-
tems, such as for plasmid P1 [173, 183].

4.2.7 ParA-GFP forms structures within the nucleoid
region.

One required feature to achieve equal plasmid spacing is that the
ParA-ATP should be organized in a 1d-like structure along the nu-
cleoid as concluded above. However, it is unclear why ParA-ATP on
either side of a plasmid would align in a coherent 1d-like structure
with their ends coinciding with a plasmid. One potential explana-
tion for this 1d-like behavior is that the ParA-ATP structures are sen-
sitive to the overall nucleoid architecture. To test these features, we
examined the localization of ParA-GFP and Hoechst signal simulta-
neously using optical sectioning in WT cells (n = 678) without par2-
carrying plasmids to prevent dynamic ParA-GFP structure disassem-
bly. ParA-GFP intensity correlated well with the DNA stain (Fig-
ure 4.10A,B, Figure 4.11, Pearson’s correlation coefficient r = 0.81),
indicating that ParA-GFP localization was indeed dependent on the
underlying nucleoid. Importantly, by a Manders overlap coefficient
analysis (see subsection 4.4.6 for details) we found that ParA-GFP
overlaid more with Hoechst than the reverse (Figure 4.10C), indi-
cating that ParA forms structures within the nucleoid region rather
than uniformly covering the nucleoid. Although the resolution of
our techniques does not allow identification of potential individual
ParA polymers, inmany cases we did observe extended 1d-like ParA-
GFP structures on the nucleoid (Figure 4.10B, Figure 4.11). Care
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must be taken in interpreting fluorescent localization studies due to
potential artifacts, for example GFP-induced polymerization [275].
However, wild-type plasmid loss rates and plasmid foci positioning
in cells expressing ParA-GFP argue against localization or polymer-
ization artifacts in our case [156, 159].

4.2.8 Equal plasmid spacing is compromised in cells with
a perturbed nucleoid.

We reasoned that if ParA structures are reliant on the nucleoid mor-
phology for their organization, then mutants/treatments that per-
turb the overall nucleoid structure should also exhibit alterations
in ParA localization and therefore plasmid focus positioning (Fig-
ure 4.12A). We measured plasmid focus positioning inmukE,mukF
andmatP mutant strains, as well as in cells treated with the DNA gy-
rase inhibitor nalidixic acid (Nal), all of which exhibit defects in nu-
cleoid organization [195, 196, 276]. Nucleoid length distributions
were altered in all of these cases (Figure 4.12B) and, consistent with
our hypothesis, there was in each case a similar deterioration in the
fidelity of plasmid focus positioning (np = 1, 2 in Figure 4.12C, Fig-
ure 4.13, np = 3, 4 in Figure 4.13 and Figure 4.14) towards a random
distribution (Figure 4.15). The latter was obtained as follows. For
a given plasmid copy number np ranging from 1 to 4, we sampled
a set of np independent plasmid positions from a one dimensional
uniform distribution on [0, 100]. Each plasmid position set was or-
dered from small to large. We repeated this process 105 times and
subsequently generated histograms of the ordered plasmid positions
(Figure 4.15). Note that the experimental plasmid focus positioning
histograms are significantly more ordered than these (compare Fig-
ure 4.1C and Figure 4.2B). Additionally, the expected interplasmid
distance for randomly positioned plasmid pairs (np = 2) is 1/3 of
the nucleoid length, while the observed spacing is 0.5 (Figure 4.1D).
These results demonstrate the effectiveness of the parABC plasmid
positioning system. The deterioration in our nucleoid perturbed
cells may not have been large enough to detect in stability assays
[197, 198]. Similarly, in E. coli,mukBmutants perturbed plasmid po-
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formed by Florian Szardenings.
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sitioning but without compromising plasmid stability, as found for
the segregation mechanism mediated by ParM [277]. The deteriora-
tions in plasmid positioning could have resulted from other effects,
such as an induction of the SOS response in Nal-treated cells. How-
ever, the similarity of the altered plasmid positioning in all four cases
instead suggests a commonpositioning defect based on nucleoid per-
turbation. This deterioration could also be due to an altered plasmid
structure. However, at least for the case ofmatP we do not favor this
hypothesis, due to the absence of MatP target sites (matS) on our
test-plasmid.

To provide evidence that the above deterioration in plasmid posi-
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with 50μg/ml nalidixic acid (Nal). Experiments performed by Florian Szardenings.

tioning arose from an altered ParA distribution, we systematically ex-
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amined localization of ParA-GFP and Hoechst stain simultaneously
in WT and Nal-treated cells (n = 862). Visual comparison of the nu-
cleoid shape between WT and nalidixic acid (Nal) treated cells (Fig-
ure 4.10A,B, Figure 4.11) revealed clear differences. In Nal-treated
cells, the nucleoid signals, where present inside a cell, were more
uniform along the long cell axis than in the WT (Figure 4.11 and
Figure 4.16). Shape differences were also visible in the raw Z-stacks
suggesting they were not artefacts of the deconvolution method. To
quantify these shape differences in an unbiased and systematic man-
ner, we performed the following analysis (Figure 4.16, for the prepara-
tory image processing steps see subsection 4.4.6). We reasoned that
a more uniform pattern would result in a profile along the long axis
that resembled a first harmonic (first non-constant term of a Fourier
expansion) between the nucleoid edges. Such a harmonic would not
fit so well to a more spatially oscillating pattern that would arise, for
example, from helical structures. We defined the maximal intensity
value in the whole cell (Imaxcell) and the maximal values at every z
height (Imax(z)). Using the Hoechst stain Imaxcell and the Imax(z)
arising from the 9 relevant focus planes, we determined the half-
maximum intensity locations along the long cell axis closest to the
cell poles xL and xR at every z height. At every focus plane z height
we could then define the ’first harmonic’ function for xL ≤ x ≤ xR:

H(x, z) = Imax(z)
Imaxcell

[1
2
+ 1

2
sin(π(x − xL)

xR − xL
)] .

For every (x, z)we calculated the squared error SE(x, z) between the
actual intensity value I(x, z) andH(x, z): SE(x, z) = [I(x, z) −H(x, z)]2.
Lastly we summed over the SEs at every (x, z) and divided by the
number of position points (x, z) to obtain a single measure of devia-
tion SEcell in a cell that is independent of the number of data points
(and thus nucleoid size) and expression level variation between cells
(because of normalization to Imaxcell). We thenperformed aWilcoxon
rank sum test on the set of SEcell comparing a population of WT cells
with nucleoid-perturbed cells (nWT = 678 and nNal = 862). Nu-
cleoid shapes in Nal-treated cells were indeed altered (p < 10−149).
This method did not detect a notable shape change in matP cells
(nmatP = 579), potentially due to our techniques not being sufficiently
sensitive.
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Moreover, visual inspection showed that the ParA-GFP distribution
followed the nucleoid structure less closely in Nal treated cells than
in WT (Figure 4.10A, Figure 4.11). To quantitate the colocalization
of ParA-GFP and Hoechst signal in each cell, we also calculated, for
every cell, the Pearson’s correlation coefficient r using all the inten-
sity values IParA−GFP(x, z) and IHoechst(x, z) [278]. Indeed the ParA-
GFP distribution followed the nucleoid structure less closely because
in Nal-treated cells the mean correlation coefficient (r = 0.68) de-
creased from its WT value of 0.81 (p < 10−34). Note that in matP
cells, however, we did not observe any significant alteration in inten-
sity correlation (r = 0.80 for matP).

We observed a decrease in the ParA-GFP overlap coefficient in Nal-
treated as compared to WT cells (Figure 4.12D, see subsection 4.4.6
for details), which provided further evidence that the above deteri-
oration in plasmid positioning arose from an altered ParA distribu-
tion. We did not observe any significant alteration in ParA-GFP over-
lap coefficient in matP as compared to the WT. This result was ex-
pected given that we could not detect any significant nucleoid struc-
ture alteration, as described above. Altogether, our findings sup-
port our hypothesis that the nucleoid provides a template for 1d-
like ParA-ATP structure formation, which is partially compromised
when the nucleoid structure is perturbed.

To reproduce this behavior in the directed motion model, we as-
sumed that mobile DNA-bound ParA-ATP could now diffuse past a
plasmid (see subsection 4.4.5 for details). This could be due to the
disordered nucleoid structure resulting in a deteriorated ParA-ATP
structure organization, thereby allowing ParA-ATP to spatially by-
pass ParB-parC complexes and compromise the ParA concentration
differences between either side of a plasmid. The directed motion
model with a weak or strong (Figure 4.17) degree of polymerization
could then reproduce the observed plasmid focus distributions (Fig-
ure 4.12C).
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Figure 4.15: Histograms of 105 datasets for each of np = 1 − 4, where for each dataset plas-

mids are positioned in [0, 100]with a uniform distribution, independent from each other and

consequently labeled 1..np according to their position. This protocol induces an inherent spa-

tial ordering. By comparing these distributions with the WT experimental data shown in Fig-

ure 4.1C (np = 1, 2) and Figure 4.2B (np = 3, 4) it is clear that the parABC system positions plas-

mid foci much more precisely, although the effect of active positioning becomes less clear as np
increases.
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4.3 Discussion

Stable DNA inheritance is important for the viability of essentially
all organisms. In bacteria, the parABC genes have a major role in
this process for plasmid DNA [155]. In this study, we have investi-
gated how E. coli utilizes the par2 partitioning system from plasmid
pB171. We have for the first time provided a robust mechanistic ex-
planation for how plasmids are equally spaced over the nucleoid, a
process vital for the fidelity of low copy number plasmid inheritance.
We propose that competing ParA structures function to direct plas-
mid movement over the nucleoid to equally spaced positions. This
mechanism is likely relevant to other parABC systems that move and
position sub-cellular objects.

It has previously beenproposed that plasmid positioning is controlled
by concentration gradients of ParA-ATP over the nucleoid, caused
by plasmid-associated ParB-parC complexes mediating ParA-ATP
hydrolysis [166, 173, 176, 177, 180, 186]. In this so-called diffusion-
ratchetmechanism [166, 176, 177, 180], it has remainedunclearwhether
such amechanismcould actuallymediate equal plasmid spacing, and
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plasmid (see subsection 4.4.5 for details).
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if so, which specific properties of the system were key. In particular,
it was left unclear how ParA actually influenced plasmid movement
[166, 177, 180], e.g. through immobilizing plasmids or actively di-
recting their motion through a chemophoresis force [176, 186]. Fur-
thermore, although the diffusion-ratchet mechanism did not strictly
preclude some degree of ParA polymerization, its gradient-aspect
was emphasized as opposed to polymerization [166, 173, 176, 177,
180], leaving open the potential importance of polymerization. To
provide elucidation of these key issues, we have therefore performed
a mathematical analysis, which has led to predictions that we have
experimentally verified.

We found that ParA-ATP nucleoid-binding, followed by diffusion
over the nucleoid, and subsequent ParB-parC-stimulated ParA un-
binding in a 1d model, is sufficient to generate dynamic ParA-ATP
concentration gradients on either side of a plasmid. We have further
shown that these ParA concentrations on either side of a plasmid are
only symmetric in the case of equally spaced plasmids; unequally-
spaced plasmid configurations will cause the ParA gradient to be
steeper on one side rather than the other. Fundamentally, this asym-
metry arises from two key properties: (i) a greater space for binding
of ParA on one side as opposed to the other in unequally-spaced
configurations, and (ii) ParA only being returned to the cytoplasm
at discrete plasmid positions occupied by ParB-parC . The combina-
tion of these two features leads to the ParA density being increased
in larger versus smaller inter-plasmid regions and hence to asym-
metric ParA concentrations in unequally spaced plasmid configura-
tions. According to our analysis, all that is then required for equal
plasmid spacing is that the plasmids have a means to preferentially
move up the locally steepest ParA concentration gradient and thus
locate the equally spaced configuration with symmetric, competitive
ParA concentrations around each plasmid. The exact means of plas-
mid translocation is therefore not critical; all that is important is that
such movement can occur.

With this general framework established, we then investigated which
specific means of plasmid movement up a concentration gradient
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were possible, and which was implemented for the par2 segregation
system. We first developed a diffusion/immobilization model and
found that such a model could indeed lead to plasmid movement
up a ParA gradient, as the plasmid tends to become trapped in re-
gions of higher ParA concentration. However, when we tested this
model experimentally, its predictions did not verify: in particular,
plasmid mobility was higher in the presence rather than the absence
of par2, and overall free plasmid mobility was too low to allow the
experimentally-observed rapid plasmid segregation following dupli-
cation events. This intrinsically lowmobility agrees with earlier mea-
surements [161, 199, 200] and is likely a general feature for relatively
large intracellular components, given the glass-like properties of the
cytoplasm [199].

We then considered active means of ParA-mediated plasmid move-
ment. In particular, we assumed that ParA-ATP could form poly-
meric filaments, which could subsequently depolymerize through
the action of plasmid-associated ParB-parC . In this case, ParA-ATP
could bind to the nucleoid, diffuse and then subsequently polymer-
ize to form ParA polymers, with the degree of polymerization influ-
enced by the overall ParA concentration at a particular location. We
found that ParA polymer models could naturally explain enhanced
plasmidmobility in the presence of par2, as well as rapid plasmid seg-
regation events,muchmore satisfactorily than the diffusion-immobilization
model, regardless ofwhether long or short ParApolymerswere formed.
This finding in particular shows that our directed motion model is
sufficiently general to explain equal plasmid spacing as found in var-
ious parABC systems with different extents of ParA polymerization
[159, 166, 180]. In addition, we note that this mechanism does not
critically depend on ParA-ATP binding to the nucleoid as a dimer. A
scenario where ParA polymerizes to a certain extent cytoplasmically,
and subsequently binds and diffuses on the nucleoid before polymer-
izing further into immobile filaments, could also suffice.

A key aspect of our models is competition between ParA structures
on either side of a plasmid to direct plasmid movement. Therefore
our model predicts a comparatively symmetric ParA distribution on



186 equal spacing of bacterial plasmids

average, a predictionwhichwe experimentally verified. Wenote here
that such competition makes the system dynamics robust to alter-
ations in ParA expression levels, since it is only the relative rather
than absolute ParA levels on either side of a plasmid that are critical.
This analysis potentially explains why cells with variable amounts
of ParA-GFP (Figure 4.18A), still possess functional segregation sys-
tems with low plasmid loss rates [159].

In the above polymermodels, themovement of a plasmid is assumed
to be directed by retracting ParA structures. The precise nature of
this short-ranged directed motion is not specified by our analysis,
and could include locally biased plasmid diffusion along a retracting
polymer in a ’burnt-bridge’ mechanism [167] or even direct pulling
[185]. This arbitrariness is a special case of our more general result
that the mechanism by which a plasmid is able to move up a ParA
concentration gradient is not important, only that such movement
is possible. Other mechanisms of directed motion are also plausi-
ble. One possibility is that ParA-ATP does not polymerize at all, but
nevertheless forms dense structures on the nucleoidwithmanyParA-
ATP contacting a plasmid at any given time. In this variant, biased
diffusion through an analog of a ’burnt-bridge’ mechanism is still
possible. Another possibility is a DNA-relay, where directed motion
is generated by the elastic dynamics of the nucleoid DNA to which
ParA-ATP dimers are bound [169]. Moreover, plasmid diffusion
seems not always required for directed plasmid movement. Brow-
nian dynamics simulations based on ParB-parC-mediated disassem-
bling ParA polymer bundles can both tether and pull plasmids simul-
taneously without the need for plasmid diffusion [185]. We propose
that distinct underlying translocation mechanisms, as exemplified
above, could be responsible for directed motion in different parABC
systems and yet still attain similar equal plasmid spacing.

For our models to generate equal plasmid spacing, ParA should be
organized into a 1d-like configuration along the nucleoid. If ParA
were not organized in this way, it would be possible for ParA to
diffuse around the sides of a plasmid without encountering the hy-
drolyzing effect of the ParB-parC complex. This would equalize the
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ParA concentrations on both sides even in the case of asymmetrically
placed plasmids, leading to failure of the equal spacing mechanism.
Potentially such ParA structures could consist of long ParA polymer
bundles, or an extended region containing short ParA polymers or
dimers. Importantly, in this work, we have provided experimental
evidence for such ParA structure formation within the nucleoid re-
gion. Interestingly, it has been reported that the E. coli chromosome
adopts a helical shape [189, 190]. Potentially the ParA structures
could be preferentially located within a ’valley’ in this configuration,
thereby naturally generating a 1d-like appearance, even for dimers
or short polymers. Consistent with these concepts, we found exper-
imentally that plasmid positioning is compromised in nucleoid per-
turbed strains. ParA structures could also provide a high enough
ParA concentration to ensure plasmid tethering and directed plas-
mid motion, whilst preventing plasmids from diffusing away from
the nucleoid, a process which would compromise regular position-
ing. Further investigation of the exact involvement of the nucleoid in
intracellular cargo positioning is therefore an important future goal.

4.4 Materials and Methods

4.4.1 Mathematical derivation that dynamic ParA
concentrations can generate equal plasmid spacing.

Expression for A(x)

In an earlier section we described how ParA symmetry results in
equal plasmid spacing. There we assumed that the ParA concentra-
tion at each plasmid is zero in order to gain understanding of the
mechanism and keep the analysis concise. Here we show that equal
plasmid spacing can also be achieved in cases where the ParA con-
centration at each plasmid is not zero, a more realistic scenario. In
fact all that is required is the less stringent condition that ParB-parC
complexes mediate ParA turnover at the plasmid.

We recall thatwemodel the nucleoid as a 1d systemof lengthL (along
the cell long axis) on which ParA-ATP and plasmids can interact.
A(x, t) denotes the nucleoid-associated ParA-ATP concentration at
position x relative to one nucleoid edge at time t. Let x1(t)..xnp(t) be
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the positions of the np plasmids. At each plasmid, ParA-ATP can be
hydrolyzed with rate kB, turning Par-ATP into a cytoplasmic ParA
form, with copy number Ac(t). After sufficiently long timescales,
the cytoplasmic ParA becomes competent to bind the nucleoid again,
with rate J(Ac(t)). Once bound to the nucleoid, ParA-ATP can dif-
fuse along the nucleoid with diffusion constant D. This system can
be described by the deterministic reaction-diffusion equations:

∂A(x, t)
∂t

= D∂2A(x, t)
∂x2 − kB

np
∑
i=1

A(xi(t))δ (x − xi(t)) +
J(Ac(t))

L
dAc(t)

dt
= kB

np
∑
i=1

A(xi(t)) − J(Ac(t))

Boundary Conditions ∶ ∂A(x, t)
∂x

∣
x=0
= 0 = ∂A(x, t)

∂x
∣
x=L

for all t.
(4.4)

Here δ(x) indicates the Dirac delta function. In line with the ex-
perimental evidence we assume that cytoplasmic ParA binds to the
nucleoid with a slow rate kW after becoming cytoplasmic: J(Ac(t)) =
kWAc(t). Assuming a given (time-independent) total ParA copynum-
ber AT in the system, we will find that J is determined implicitly:
AT = Ac(t) + ∫

L
0 A(J(Ac(t)), x, t)dx. We will use this relation to

calculate the steady state (∂A(x,t)
∂t = 0 = dAc(t)

dt ) solution A(x) for any
given plasmid configuration x1...xnp with plasmid copy number np =
1, 2 in terms of AT and the other parameters L,D, kB and kW. Note
that the dimensions of kB are length/time due to the dimensionality
of the Dirac delta function δ(x). The procedure described here gen-
eralizes to any np.

Recall from the main text that by invoking a separation of timescales
between ParA diffusion and plasmid motion, Equation 4.4 reduces
in steady state to:

Dd2A(x)
dx2 = kB

np
∑
i=1

A(xi)δ (x − xi) −
J
L

Boundary Conditions ∶ dA(x)
dx
∣
x=0
= 0 = dA(x)

dx
∣
x=L

kWAc = J = kB
np
∑
i=1

A(xi) (flux balance.)

(4.5)
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Equation 4.5 can be solved for A(x) in terms of J and A(x1)...A(xnp)
by using the Neumann boundary conditions:

A(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

J
2LD (x

2
1 − x2) +A(x1) if 0 ≤ x ≤ x1,

kB
D ∑

j
i=1 A(xi) (x − xj) +

J
2LD (x

2
j − x2) +A(xj) if xj ≤ x ≤ xj+1, 1 ≤ j < np,

J
2LD ((L − xnp)

2 − (L − x)2) +A(xnp) if xnp ≤ x ≤ L.
(4.6)

Note that in order to be physically relevant we assume our solution
A(x) to be a continuous function of x. This generates the following
recursive relations between the concentrations at the plasmids:

A(xj) =
kB
D

j−1

∑
i=1

A(xi) (xj − xj−1)+
J

2LD
(x2

j−1 − x2
j )+A(xj−1) for 1 < j ≤ np.

(4.7)
Now we focus on obtaining A(x1) in the case np = 1 for any plasmid
position x1. Integration over the nucleoid results in ∫

L
0 A(x)dx =

A(x1)L + J
D [

L2

3 − x1L + x2
1]. From conservation of total ParA in the

system, J is determined implicitly in terms of A(x1): J = kWAc =
kW (AT − [A(x1)L + J

D [
L2

3 − x1L + x2
1]]). Solving for J results in: J =

AT−A(x1)L
1

kW
+ 1

D [
L2
3 −x1L+x2

1]
. Now we use the flux balance constraint in Equa-

tion 4.5 to obtain the desired A(x1):

for np = 1: A(x1) =
AT

L + kB
kW +

kB
D [

L2

3 − x1L + x2
1]
.

Now that J and A(x1) are obtained, the ParA distribution on the nu-
cleoid as described by Equation 4.6 is fully determined. For np > 1
this procedure can be repeated to find A(x1). Due to the continuity
constraint, Equation 4.7, all the otherA(xj) are then also determined.
We illustrate this for np = 2: piecewise integration over the nucleoid
results in: ∫

L
0 A(x)dx = A(x1)L+ J

D (
2
3L

2 + 3
2x

2
2 − 2Lx2 − 1

3Lx
3
2 + 1

2x
2
1)+

kB
2DA(x1) (x2 − x1) (2L − x1 − x2). Now we use the conservation of

total ParA again to obtain J in terms ofA(x1): J =
AT−A(x1)L−

kB
2DA(x1)(x2−x1)(2L−x1−x2)

1
kW
+ 1

D [
2
3L2+ 3

2 x
2
2−2Lx2− 1

3L x
3
2+

1
2 x

2
1]

.
Again turning to the flux balance condition, whilst realizing that by
Equation 4.7 A(x2) is known in terms of A(x1) and J, we find: J =
kB [A(x1) + kB

D A(x1) (x2 − x1) + J
2LD (x

2
1 − x2

2) +A(x1)]. Nowwe solve
for A(x1):

A(x1) =
AT

L + kB
2D (x2 − x1) (2L − x1 − x2) + [2kB +

k2
B
D (x2 − x1)]B

,
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with B =
1

kW
+ 1

D [
2
3L

2+ 3
2 x

2
2−2Lx2− 1

3L x
3
2+ 1

2 x
2
1]

1+ kB
2LD (x

2
2−x2

1)
.

This determines A(x) for np = 2 completely.

Derivation that ParA symmetry implies equal
plasmid spacing

In this section we derive that for any np ≥ 1 for our steady state solu-
tion A(x), the following statement holds:

for all j and x such that xj−1 ≤ xj − x ≤ xj and xj ≤ xj + x ≤ xj+1 ∶

A(xj − x) = A(xj + x)Ô⇒ for all j ∶ xj =
L

2np
+ L
np
(j − 1)

Here it is understood that 1 ≤ j ≤ np, indicating the label of the jth

plasmid that are assumed to be ordered (without loss of generality):
x1 ≤ .. ≤ xnp . Furthermore we define x0 = 0 and xnp+1 = L. To show
this we use the expressions for A(x) described in Equation 4.6. First
we focus on j = np. Let xnp−1 ≤ xnp − x ≤ xnp and xnp ≤ xnp + x ≤ L and
A(xnp − x) = A(xnp + x):

kB
D

np−1

∑
i=1

A(xi) ((xnp − x) − xnp−1) +
J

2LD
(x2

np−1 − (xnp − x)
2) +A(xnp−1) =

J
2LD
((L − xnp)2 − (L − (xnp + x))2) +A(xnp)⇒

⎛
⎝
kB
D

np−1

∑
i=1

A(xi) +
J
D
⎞
⎠
x = 2J

LD
xnpx for all x⇒

xnp =
L
2
⎛
⎝
1 + kB

J

np−1

∑
i=1

A(xi)
⎞
⎠
.

(4.8)
Note that we used the continuity requirement (Equation 4.7) here for
A(xnp) on the right hand side. In the special case of np = 1, the left
hand side of the equation can be replaced by J

2LD (x
2
1 − (x1 − x)2) +

A(x1), which using the same procedure leads straightforwardly to
the desired result x1 = L

2 . Now in the case of np > 1, we proceed with
j = 1. Let 0 ≤ x1−x ≤ x1 and x1 ≤ x1+x ≤ x2 andA(x1−x) = A(x1+x):

J
2LD
(x2

1 − (x1 − x)2) +A(x1) =

kB
D

A(x1) ((x1 + x) − x1) +
J

2LD
(x2

1 − (x1 + x)2) +A(x1)⇒

2 J
L
x1x = kBA(x1)x for all x⇒

x1 =
LkB
2J

A(x1).
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Proceeding with 1 < j < np, we let xj−1 ≤ xj − x ≤ xj and xj ≤ xj + x ≤
xj+1 and use again Equation 4.7 to replace A(xj):

kB
D

j−1

∑
i=1

A(xi) ((xj − x) − xj−1) +
J

2LD
(x2

j−1 − (xj − x)2) +A(xj−1) =

kB
D

j

∑
i=1

A(xi) ((xj + x) − xj) +
J

2LD
(x2

j − (xj + x)2) +A(xj)⇒

J
2L
(4xjx) = kB

⎡⎢⎢⎢⎣
2
j−1

∑
i=1

A(xi) +A(xj)
⎤⎥⎥⎥⎦
x for all x⇒

xj =
LkB
J

j−1

∑
i=1

A(xi) +
LkB
2J

A(xj).

Now we have direct relations between the concentrations at each
plasmid and the position of the plasmids for symmetric concentra-
tions. Note that by mathematical induction, it is straightforward to
show that for 1 ≤ j < np:

A(xj) =
2J
LkB
⎛
⎝
xj + 2

j−1

∑
i=1
(−1)j−ixi

⎞
⎠
. (4.9)

Now we define the plasmid spacings zj ∶= xj − xj−1. Note that by
Equation 4.9 for 1 < j < np: zj = LkB

2J (A(xj) +A(xj−1)). We can
then replace all A(xi) in Equation 4.7 in terms of the xj and zj and
subsequently solve for the spacing and positions. First we rewrite
Equation 4.7 as:

A(xj) +A(xj−1) =
kB
D

j−1

∑
i=1

A(xi)zj −
J

2LD
zj (zj + 2xj−1) + 2A(xj−1)⇒

2
kB

zj =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

2
D(∑

j
2−1
m=1 z2m+1 + x1)zj − 1

2Dzj (zj + 2xj−1) + 4
kB (xj−1 + 2∑j−2

i=1(−1)j−1−ixi) if j even
2
D ∑

j−1
2

m=1 z2mzj −
1
2Dzj (zj + 2xj−1) + 4

kB (xj−1 + 2∑j−2
i=1(−1)j−1−ixi) if j odd

These equations are essentially quadratic equations in zj. Usingmath-
ematical induction we will now show that zj = 2x1 for all 2 ≤ j < np.
We start with the base case j = 2: z2 [ 2

kB −
2
Dx1 + 1

2D(z2 + 2x1)] = 4
kB x1.

The only physical solution is indeed z2 = 2x1. Now assume that the
induction hypothesis holds true for all i such that 2 ≤ i < j. Then for
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j odd:

zj
⎡⎢⎢⎢⎢⎣

2
kB
− 2
D

j−1
2

∑
m=1

z2m +
1
2D
(zj + 2xj−1)

⎤⎥⎥⎥⎥⎦
= 4
kB
⎛
⎝
xj−1 + 2

j−2

∑
i=1
(−1)j−1−ixi

⎞
⎠
⇒

zj [
2
kB
− 2
D
j − 1
2

2x1 +
1
2D
(zj + 2(2(j − 1) − 1)x1)] =

4
kB
⎛
⎝
(2(j − 1) − 1)x1 + 2

j−2

∑
i=1
(−1)j−1−i(2i − 1)x1

⎞
⎠
⇒

zj = 2x1

For j even, the same procedure also results in zj = 2x1. This con-
cludes the induction argument. Now we have for 1 ≤ j < np ∶ xj =
(2j − 1)x1. Lastly we focus on j = np: first note that we can now
simplify Equation 4.8 to: xnp = L

2 + (np − 1)x1. This means that
znp = xnp − xnp−1 = L

2 + (2 − np)x1. Finally, by flux balance (Equa-
tion 4.5): kBA(xnp) = J− kB∑

np−1
i=1 A(xi). Invoking continuity (Equa-

tion 4.7) for A(xnp) and replacing∑np−1
i=1 A(xi) for plasmid spacings,

we obtain:

L
kB
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

[ 2
kB +

2
Dznp] [∑

np
2 −1
m=1 z2m+1 + x1] − 1

2Dznp (znp + 2xnp−1) + 2
kB x1 if np even

[ 2
kB +

2
Dznp]∑

np−1
2

m=1 z2m −
1
2Dznp (znp + 2xnp−1) + 2

kB x1 if np odd

⇒ L
kB
= [ 2

kB
+ 2
D
znp] (np − 1)x1 −

1
2D

znp (znp + 2(2(np − 1) − 1)x1) +
2
kB

x1

Now we insert our expression znp = L
2 + (2 − np)x1 to find that x1 =

L
2np . We conclude that a symmetric ParA concentration leads to equal
plasmid spacing: 1 ≤ j ≤ np ∶ xj = L

2np + (j − 1) L
np .

4.4.2 Total ParA fluorescence analysis

Using the same data set as for the ParA asymmetry analysis, we also
computed the total ParA-GFP intensity in every cell by summing
over the linear projection values along the long axis. The cell volume
(in pixels3) was determined by MicrobeTracker. We then multiplied
this by the pixel size cubed to compute the total volume. Results are
shown in Figure 4.18A.

4.4.3 Total ParB fluorescence analysis

Using the same data set (consisting of single confocal planes) as for
the determination of plasmid foci positioning in WT cells, we com-
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puted the total ParB-GFP intensity per cell as described in the pre-
vious section. Results are shown in Figure 4.18B and are similar for
summed ParB-GFP Z-stacks.

4.4.4 Diffusion/Immobilization model

Further to the description of the diffusion/immobilization model in
subsection 4.2.3 we describe here more details. The ParA concentra-
tion is assumed to be constant throughout the cell cycle, consistent
with the total ParA-GFP fluorescence as a function of cell volume
when expressed from an inducible promoter (Figure 4.18A). In ac-
cordance with estimates for average ParA copy numbers obtained
by semi-quantitative Western blots [271], the ParA concentration is
assumed to be 2400 ParA (dimers) per μm of nucleoid. Simulations
start at time t = 0 and run until time t, updated according to the
Gillespie algorithm, exceeds a predefined time T. To simulate nu-
cleoid growth during the cell cycle the nucleoid lattice is extended
by two sites of size dx (not containing any ParA or plasmids), at one
randomly chosen position along the nucleoid length. Such a growth
event occurs at regular time intervals. Reaction propensities are then
updated in accordance with the new state.

In Figure 4.3B the nucleoid grows from 1.5μm to 3μm in T = 40min,
reflecting one cell cycle. Initially a quarter of the total ParA in the sys-
tem is in the cytoplasmic ParA-ADP form, 11 ParA-ATP are bound
to each plasmid to ensure initial anchoring, and the rest are bound
randomly to the nucleoid. In Figure 4.3B the plasmid is initially lo-
cated at site 0. In the simulations used to generate the histograms
shown in Figure 4.3C, all plasmids are initially distributed randomly
across the nucleoid. At regular time intervals of 5s the simulation
state is output along with the plasmid positions to generate a time-
averaged probability distribution for the plasmid positions along the
long axis of the cell. In cases where the total number of plasmids (np)
is more than one, the plasmids are ordered and labeled 1...np accord-
ing to their positions (by increasing site number) along the nucleoid.
Their position is then used to generate distributions for every plas-
mid label 1...np for that particular overall number of plasmids np.
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Figure 4.18: par2 protein expression levels. (A) Scatter plot of ParA-GFP total fluorescence signal

in single WT cells as a function of cell volume, when expressed from an inducible promoter (Plac).

The different color labels indicate the number of plasmid foci. Plasmids: pSR233 (mini-R1, par2+,

Plac::parA::eGFP, tetO120) and pSR124 (PBAD::tetR::mCherry). (B) Scatter plot of ParB-GFP total flu-

orescence signal in single WT cells as a function of cell volume, when expressed from its native

promoter. Plasmid: pFS21 (parC1+, parA+, parB::sfGFP, parC2+); color labeling as in (A). Experi-

ments performed by Florian Szardenings.



materials and methods 195

In the event of plasmid duplication at a particular site where an ex-
isting plasmid is located, a new plasmid without any bound ParA
is added to the same site and the reaction propensities are updated
accordingly. In case of two or more existing plasmids, one is cho-
sen randomly for duplication. Plasmid duplication events in Fig-
ure 4.3B occur at regular time intervals T/3, although the model
behaves equally well with duplication at any time as it dynamically
segregates the plasmids to equally spaced positions.

4.4.5 Directed motion model

The long axis could grow from 1.5μm to 3μm in length in T = 40min
in length, while the short axis of the nucleoid lattice remained fixed.
Forwild-type directedmotionmodel simulations the short axis length
was 30nm (directed motion model with short polymers) and 25nm
(directedmotionmodelwith longpolymers). In the perturbed-nucleoid
simulations, mobile ParA-ATP can diffuse past a plasmid with 10%
(short) or 100% (long) of the normal diffusion rate and the short
axis length of the nucleoid is altered to 10nm in the long polymer
model. Lastly, to allow for mobile ParA-ATP to move past the plas-
mid without being hydrolyzed, kmB is reduced 10-fold compared to
its standard value.

As for the diffusion/immobilizationmodel, the total ParA concentra-
tion was constrained to be 2400 ParA (dimers) per μm of nucleoid
(long axis) and the total length of simulated time was T = 40min.
Initially a quarter of the total number of ParA in the system was in
the cytoplasmic ParA-ADP form, with the rest distributed randomly
on the nucleoid in the mobile ParA-ATP form. Initial plasmid posi-
tioning, state output, plasmid position distribution generation and
plasmid duplication rules were also as described above. Nucleoid
growth was implemented as described previously, with one general-
ization: a position along the long axis of the nucleoidwas first chosen
randomly. Then two nucleoid slices of 1 site (along the long axis) by
S sites (along the short axis) were inserted.
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4.4.6 Three dimensional nucleoid and ParA structure
analysis

To compare the extent of overlay and 3D structure of Hoechst (nu-
cleoid DNA) stain and ParA-GFP, we first had to align the appro-
priate Z-stack pairs in an unbiased manner. To achieve this, one
phase contrast (PC) image (at mid z height) of the Hoechst signal
sections was aligned with one GFP section PC image (at the same
z position) using the TurboReg ImageJ plugin (option: translation)
[279], after cropping both PC images to match the output size of the
deconvolved Z-stacks. Using the same translation as for the Hoechst
PC image, Hoechst Z-stacks were then translated in ImageJ to align
them with the ParA-GFP Z-stacks. We determined cell outlines in
MT as described above using the PC image acquired with the GFP
channel and excluded cells that did not show visible ParA-GFP and
Hoechst stain simultaneously. We then computed the linear distri-
butions (for every z height) along the long cell axis for the decon-
volved Hoechst and ParA-GFP Z-stacks. We next determined for
the ParA-GFP and Hoechst signals separately in every cell the maxi-
mal intensity value in the whole cell (Imaxcell) and themaximal values
at every z height (Imax(z)). To find the 9 z planes from the Z-stacks
(dz = 0.1μm) that are in-focus for each cell in an automated fash-
ion, we summed Imax(z) over 9 consecutive z positions including a
given starting plane and determined the starting plane that gave the
largest associated summed value. This starting plane and its 8 con-
secutive planes formed the in focus plane set. We verified that this
method generated the right focus planes by inspecting the chosen
planes visually for several cells. This method circumvents the prob-
lem of different focus planes for cells on the same image stack as well
as alignment inaccuracies in the z direction between ParA-GFP and
Hoechst signals which are difficult to control for manually.

To determine the fraction of ParA-GFP intensity signal that overlaps
withHoechst signal and vice versa we computedManders overlap co-
efficients [278]. This method requires a choice of threshold TManders

to distinguish between positions (x, z) that are considered to con-
tain or lack sufficient intensity signal. We therefore performed our
analyses for the complete range of threshold values to show that our
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qualitative conclusions are insensitive to the choice of a particular
TManders (Figure 4.10C, Figure 4.12D). Manders overlap coefficients
of ParA-GFP and Hoechst were calculated as follows:

MParA−GFP =
∑x,z IParA−GFP,coloc(x, z)
∑x,z IParA−GFP(x, z)

with

IParA−GFP,coloc(x, z) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

IParA−GFP(x, z) if IHoechst(x,z)
IHoechst,maxcell

≥ TManders

0 otherwise
.

(4.10)
Likewise theManders overlap coefficient of Hoechst onto ParA-GFP
is defined as:

MHoechst =
∑x,z IHoechst,coloc(x, z)
∑x,z IHoechst(x, z)

with

IHoechst,coloc(x, z) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

IHoechst(x, z) if IParA−GFP(x,z)
IParA−GFP,maxcell

≥ TManders

0 otherwise
.

(4.11)
Note that taking TManders = 0, will generate an overlap coefficient of
one by construction. The normalization to Imaxcell in determining the
colocalizing positions allows the overlap coefficients to be compara-
ble between cells.

In a small fraction of cells the alignment procedure described above
did not result in proper alignment. This is clearly reflected in the cor-
relation coefficient r values being considerably lower for these cases
than for the cell population mean r value. However, without exclud-
ing these few, possibly false negative, cases the population mean r
value is still high (0.81 and 0.68 for WT and Nal-treated cells respec-
tively), indicating that ParA-GFP and Hoechst signals generally cor-
relate strongly at a population level. Poor alignment affects Manders
overlap coefficients for the ParA-GFP and Hoechst signals on aver-
age equally and is not biased towards a particular strain/treatment.
Therefore the observedmisalignment of a small fraction of cells does
not affect the qualitative conclusions that we state in this study.
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Parameter Description Value Notes

DA Nucleoid bound ParA-ATP diffusion constant 1μm2/s Constrained by experiment [180],

value can be varied by several orders of magnitude without loss of qualitative

behaviour of system. Note that this form of ParA-ATP does not have an effect

on the mobility of plasmids, since only polymeric ParA-ATP, immobile due to

the interaction with the nucleoid, can direct the motion of a plasmid.

DP Plasmid diffusion constant 3 ⋅ 10−4μm2/s Constrained by experiment (Figure 4.4C).

kon ParA-ATP nucleoid binding 50s−1 Constrained by experiment [166].

kB Plasmid bound polymeric ParA-ATP 68.5s−1 Chosen to be the same as kB in diffusion/immobilization model

hydrolysis (into ParA-ADP) for consistency; constrained by kB ≫ kdm which

stimulated by ParB. ensures that all the ParA-ATP at the location of a plasmid is

converted into cytoplasmic ParA-ADP before the plasmid moves to a

neighboring site. Value can be varied within a wide range without loss

of qualitative behaviour of system.

kmB Plasmid bound mobile ParA-ATP 40s−1 Fitted, value can be varied within a wide range without loss of qualitative

hydrolysis (into ParA-ADP) behaviour of system. Setting this rate too high depletes ParA-ATP locally

stimulated by ParB. around a plasmid, which inhibits directed plasmid motion events.

kW (Cytoplasmic) ParA-ADP 1/15s−1 Constrained by experiment [166], this value should

to ParA-ATP conversion be low enough to ensure that cytoplasmic ParA diffusion can

generate a uniform cytoplasmic ParA-ATP and ParA-ADP concentration.

kdm Plasmid directed motion rate (in 0.8s−1 Constrained by experiment (Figure 4.4A). If interpreted as biased

presence of one neighboring plasmid diffusion along the polymer, this would result effectively in a

plasmid) maximal plasmid diffusion constant of 1 ⋅ 10−4μm2/s(short) and

1.2 ⋅ 10−4μm2/s (long). These values are consistent with the free diffusion

constant DP (see above), since the interaction with immobile ParA-ATP

polymers could lower the plasmid mobility.

kp Polymerization: mobile ParA-ATP 800s−1 (short) Fitted together with kdm and kW to ensure equal plasmid spacing.

to polymeric ParA-ATP 106s−1(long) kp and kdp together with the total ParA-ATP concentration

conversion determine the extent of ParA-ATP polymerization.

kdp Spontaneous depolymerization: ParA-ATP to 10s−1 (short) Fitted. See notes on kp parameter above.

mobile ParA-ATP conversion 10−4s−1 (long)

S Short axis length of the nucleoid region where 30nm (short) Fitted, values should be small compared to the long nucleoid axis

nucleoid bound ParA-ATP can polymerize. 25nm (long) length to ensure that segregation occurs along the long nucleoid axis.

Perturbed nucleoid Parameter values as above unless specified below. See also

simulations subsection 4.2.5 for further details.

kmB Plasmid bound mobile ParA-ATP hydrolysis (into 4s−1 Fitted, value is chosen to simulate the effect of a disordered nucleoid

ParA-ADP) stimulated by ParB. structure, allowing mobile ParA-ATP to diffuse past plasmids.

S Short axis length of the nucleoid region where 30nm (short) Fitted, values are chosen to ensure a sufficient

nucleoid bound ParA-ATP can polymerize. 10nm (long) amount of mobile ParA-ATP.

Table 4.4: Parameter values used in the directed motion models, short (long) indicates short

(long) polymer model.



5CONCLUSIONS & DISCUSSION

To conclude this thesis we summarize how through cycles of mathe-
matical modelling and experiments we have advanced our quantita-
tive understanding of two separate topics: transcriptional regulation
of the floral repressor FLOWERING LOCUS C (FLC) in Arabidopsis
thaliana and spatial positioning of low copy number plasmids in Es-
cherichia coli. Despite the diversity in biological subjects, the mod-
elling approach in the two different projects showed many similari-
ties. Therefore I conclude this thesis with a discussion of the com-
monalities in theoretical methodology used in my research.

5.1 Autonomous pathway regulation of FLC

A major aim of this PhD project has been to quantitatively dissect
FLC regulation by the autonomous pathwayusingmathematicalmod-
elling. A qualitative mechanism in the form of chromatin silencing
by FLD and FCA promoting COOLAIR proximal polyadenylation
formed the starting point of my research [98, 114, 120]. The kinetic
coupling between splicing and RNA Polymerase II (Pol II) elonga-
tion rates was suggested as a hypothesis to explain the differential up-
regulation of the proximal and distal COOLAIR isoforms [98, 127].
However, it was unclear what caused the sense FLC expression upreg-
ulation in autonomous pathway mutants. Several initial analytical
models, based on regulation of transcription initiation, premature
termination or nascent RNA degradation were able to explain the
existing FLC fold upregulations. Pol II Chromatin immunoprecipi-
tation (ChIP) experiments then qualitatively falsified models based
on premature termination. Surprisingly, Pol II levels showed little
increase across the gene, which led to the hypothesis of coordinated
initiation and elongation. This also naturally explained the differ-
ential COOLAIR isoform upregulation in fca-9 and fld-4 mutants.
Both a relatively simple analytical model and more detailed mecha-
nistic stochastic simulations could reproduce this Pol II upregulation
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alongside the observed RNA upregulations. A further mathematical
analysis succesfully predicted the chromatin-bound and total sense
intron1 RNA upregulation, thus providing an experimental valida-
tion for the coordinationmodel. In order to fit the available data, the
model predicts similar coordinated changes to occur for antisense
transcription, however we have not been able to validate these pre-
dictions specifically for the antisense strand.

Nascent 5’-3’ RNA degradation had initially been an alternative to
the coordination model, however in addition to its qualitative in-
validation by Pol II ChIP, it could not quantitatively fit the data ei-
ther, unlike the coordination model. An expression analysis of xrn
mutants provided further genetic evidence against this model. 3’-
5’ degradation after endonucleolytic cleavage of Pol II-bound RNA
has also been investigated. However besides the Pol II upregulation
being inconsistent, an extensive experimental mapping of RNA 3’
end sided against this mechanism playing a major role in FLC regu-
lation. RNA degradation at the locus after elongation is also quan-
titatively inconsistent with the experimental data for the same rea-
sons as the nascent 5’-3’ RNA degradation model. Our chromatin-
bound RNA data reconfirms the assumption that FLC upregulation
is chromatin-based, ruling out any post-transcriptionalmechanisms.
We conclude that we have found decisive experimental evidence in
favour of a model with coordinated initiation and elongation rate
changes and systematically ruled out alternative, a priori possible
modes of regulation.

Despite continued efforts we have not provided sufficient evidence
to elucidate the molecular mechanism behind coordination of tran-
scriptional initiation and elongation. Mechanistic simulations based
on FCA-mediated COOLAIR proximal termination leading to FLD
activity at the FLC locus are quantitatively consistent with all avail-
able data. However, the exact connection between FCA and FLD ac-
tivity remains unclear. In the author’s opinion, these questions are,
at least in the short term, better addressed through further biochem-
ical and genetic investigations. It is possible that the R-loop, found
around the proximal COOLAIR polyadenylation site, is involved in
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this process. Also, how FLD activity affects transcriptional coordina-
tion remains to be resolved. It likely works through histone demethy-
lation leading to an altered chromatin state that then affects initi-
ation and elongation together. However, we cannot currently rule
out if FLD has other targets that affect FLC regulation. COOLAIR
splicing and transcription are clearly functionally important for re-
pression [127, 128]. However, FLC upregulation in an fca-9 mutant
is not epistatic to COOLAIR disruption (Z. Wu & C. Dean, unpub-
lished). So the involvement ofCOOLAIR in autonomous pathway re-
pression remains to be fully understood. We conclude that this thesis
provides evidence supportive of a role for chromatin and COOLAIR
in FLC repression by the autonomous pathway.

5.2 Cellular variation of FLC expression

Our investigations of cellular FLC variability were initially inspired
by a mechanism found in yeast whereby non-coding RNA transcrip-
tion toggles, resulting in variegated gene expression [63, 145]. At
FLC the proximal and distal poly(A) sites could then provide such
a toggle, potentially with opposite effects on sense expression: the
proximal sitewould enhanceFLC repressionwhile the distal sitewould
enhance FLC activation [127, 256]. Indeed we found that FLC shows
a broad range of cellular expression levels. However, we also found
that cellular volume correlates strongly with RNA levels. The magni-
tude of the residual variance indicates that, for a given volume, tran-
scription is well described by a Poisson process. This contrasts with
variegated expression as found for the genetic toggle mechanism in
yeast. Instead it suggests that the cellular FLC concentration is tightly
maintained at a constant value. This could be important to prevent a
scenario where a low cellular FLC concentration due to fluctuations
would lead to an untimely induction of floral activators such as FT,
whose protein ismobile between cells [231–233]. Such premature ac-
tivation of floral activators in certain parts of the plant, for instance
the leaves, could then have consequences on the timing of the floral
transition in the shoot apical meristem.

Our results also shed light on the connection between autonomous
pathway repression and Polycomb repression, which is critical for
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epigenetic silencing after prolonged cold. It was a priori possible
that cell autonomous epigenetic silencing by Polycomb would also
occur in non-vernalized (NV) conditions. This should then result
in a bimodal FLC concentration distribution. Genetic evidence indi-
cates that Polycomb does contribute toNV FLC repression [280], but
without affecting the functionality of the autonomous pathway (H.
Yang & C. Dean, unpublished). To reconcile these features, it could
be that prior to prolonged cold, the positive feedback required for
epigenetic silencing by Polycomb is absent. This would then result
in an analog NV repression by both the autonomous pathway and
Polycomb, whilst the cold induces the required feedback to ensure
maintainance of epigenetic silencing by Polycomb after cold. A com-
bination of further experimental and theoretical investigations could
further elucidate how the actions of different pathways are integrated
at the locus before, during and after cold to generate a comprehensive
understanding of FLC regulation. This synthesis is important for an
overall understanding of flowering time in Arabidopsis. Flowering
is of course an important trait for crop breeders. The development
of crop varieties, either through conventional breeding technologies
or genetic modification, with a quantitatively tuned flowering time
through modulation of conserved FLC regulators such as FRIGIDA
and the autonomous pathway, could help to further improve crop
yields.

5.3 Equal plasmid spacing over the nucleoid

Regular plasmid spacing has been known to occur for several low
copy number plasmids in a variety of prokaryotes for a over decade
[155]. Despite substantial genetic and biochemical investigations, it
remained unclear how such equal spacing was generated [159]. At
the time this project started, in the autumn of 2010 for my Masters
research project [153], several competing qualitative mechanisms
were posed in the literature [159, 166, 173, 184]: some based on
ParA polymerization, others on a gradient of ParA. Furthermore sev-
eral parABC loci exhibit oscillations [159, 175], whilst others do not
[166, 173]. It was also unclear whether polymerization was impor-
tant for segregation [184]. During my masters project we developed
initial versions of the diffusion/immobilization model and the long
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polymer model (with directed motion) and showed that both could
position plasmids under certain conditions [153]. The experiments
and further modelling, including all final model versions that were
eventually published in [271] and described in this thesis, were per-
formed during my PhD research. We showed that the essential com-
ponents responsible for equal plasmid spacing are non-specific ParA-
ATP nucleoid binding, ParA-ATP diffusion over the nucleoid and
ParA-ATP to ADP conversion predominantly locally at the plasmid
through the ParB-parC complex. We realized through the analytical
mathematical analysis that themeans by which plasmidsmove is not
critical to achieve equal spacing, as long as plasmids can displace to-
ward a higher ParA concentration.

The strongest prediction of the diffusion/immobilization model was
that it required a high intrinsic mobility of plasmids. Presence of
an active parABC segregation system would then only slow down
plasmid movement. By a time series monitoring of plasmid posi-
tions over time, we found instead that the parABC system activates
plasmid mobility. This falsified the diffusion/immobilization and
favoured the polymermodel. Critical referees rightfully commented
that we assumed ParA polymers to be responsible for pulling plas-
mids, in line with earlier work [159]. However the minimal require-
mentwas only that ParA can direct plasmidmotion on a small length
scale. Polymers pulling was only one specific mechanism that could
generate this directed motion. So the degree of polymerization is
not essential for positioning and we relabeled our polymer model to
the directedmotionmodel, without further specifying what underly-
ing mechanism would cause the directed motion. We simulated two
versions of directed motion, one with short polymers and one with
strong polymerization kinetics, to clarify that our model is general
enough to explain positioning in several segregation systems with
varying degrees of polymerization.

Ourmodelling had also suggested that ParA competition, rather than
oscillations were key to positioning. This was quite a surprise at the
time since pB171 ParA had been repeatedly shown to oscillate [156,
159]. A systematic unbiased experimental analysis confirmed, how-
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ever, that the ParA asymmetry was relatively low, consistent with
the ParA competition mechanism and contrasting with continued
oscillations. We resolved this paradox by showing that oscillations
do occur when plasmids are not stably positioned. Rather plasmids
move along in the wake of retracting ParA structures, a behaviour
that can give rise to pole-to-pole ParA oscillations. However once
plasmids are stably positioned, ParA asymmetry is low and oscilla-
tions cease.

Tomaintain a concentration gradient over the nucleoid that can spec-
ify equal plasmid spacing, the one dimensionality of ParA structures
seems important. It remains unclear what constitutes these ParA
structures, at least for plasmid pB171: long polymer bundles, amulti-
tude of shorter filaments, or no polymerization at all in vivo . The lat-
ter would contrast with in vitro polymerization of pB171 ParA [158].
We also showed that plasmid positioning depends on the nucleoid
structure, likely through an effect on ParA structure formation. It re-
mains an interesting and open question how nucleoid organization
mechanistically connects to ParA and plasmid dynamics.

5.4 Mathematical modelling methodology

In both the plant and bacterial projects, the starting point ofmymod-
elling has been an experimental observation that required a quanti-
tative explanation. For the FLC project this was the RNA fold up-
regulation in autonomous pathway mutants, whilst for the plasmids
it was the key observation that plasmids are spaced equally along
the long cell axis irrespective of cell length or plasmid copy number
[159]. Throughout both projects I made use of similar spatiotempo-
ral modelling techniques such as partial differential equations, the
theory of stochastic processes and numerical Gillespie simulations
to perform detailed mechanistic modelling. In both cases we repeat-
edly utilized the considerable prior knowledge base of genetic and
biochemical evidence that had already elucidated a qualitative un-
derstanding of several aspects of the mechanisms. Based on that in-
formation, we developed dynamicmodels, that were then connected
and compared with the often non-dynamic experimental evidence
by assuming steady state conditions. This resulted in multiple ini-
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tial models that could explain the available data. For the plasmids
we had the diffusion/immobilizationmodel competingwith directed
motion to explain the mode of plasmid movement. Also, FLC ex-
pression could be regulated through transcriptional initiation, pre-
mature termination or nascent RNA degradation. Subsequent exper-
iments were needed to distinguish between the models: the plasmid
mobility assay and Pol II ChIP. Models were then adjusted or refined
where needed to be made consistent with the new observations and
then utilized to make further key model predictions. These predic-
tions were then experimentally validated where possible. The ParA
asymmetrymeasurements validated that competing ParA structures,
rather than oscillations were key to plasmid positioning. The in-
tronic RNA experiments confirmed the elongation rate changes, a
novel feature of transcriptional regulation in plants. We conclude
that iterative cycles of modelling and experiments have substantially
advanced our quantitative understanding of plasmid spacing over
the nucleoid and FLC transcriptional regulation.

5.5 Outlook

Over the last decade predictive mathematical modelling in biology
has matured as a scientific discipline. It is increasingly accepted to
usemathematical analysis as part of a study. However,muchprogress
is still to be made to make biology a truly quantitative science. As
stated above, predictive modelling seems most fruitful when it goes
hand in hand with experiments. In the author’s opinion this is where
both its strengths and weaknesses lie. Strengths because mathemat-
ics can be used to generate counterintuitive predictions that in com-
binationwith experimental validation can lead to novel findings. How-
ever, scientific advancement proceeds through convincing fellow sci-
entists that the presented evidence is in favour of a particular hy-
pothesis. To convince a less mathematically sophisticated scientific
peer of a mathematical argument, or even the value of certain exper-
imental data as evidence in favour of a mathematical model, forms a
challenge. Presence of a larger community of quantitative biologists
should help to reduce this problem. Moreover, further mathematics
education is needed to better equip future generations of biologists.
Likewise for scientists with a quantitative background like myself,
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sufficient domain knowledge and interest in biology is essential in
order to make a useful contribution to the field.

Skeptics may ask what benefits a quantitative understanding brings
over a description in words. I would like to counter this argument
with the question: in what case is a qualitative understanding suffi-
cient? Not to build a nuclear power plant, a train, a house, a car, a
computer, or even a telephone. For nearly all present day technol-
ogy, a mathematical description is essential. I do not see why biol-
ogy and its applications, such as food production and disease treat-
ment, should be any different. Some say the complexity in biology is
such that quantitative understanding is still beyond the reach of our
ability. I am convinced that it only takes interest and a quantitative
mindset to perform the research and technological development re-
quired for progress in this area. I hope to have convinced the reader
that the results described in this thesis form an example of a small
step towards a quantitative understanding of life.
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Glossary

Autonomous pathway: genetic pathway that controls flowering time in

Arabidopsis. It is thought to contain several parallel activities all repressing

FLC, independently of day length.

Cis-NATs: natural antisense transcripts transcribed from the same locus or a

convergently transcribed locus.

COLDAIR: lncRNA expressed from within FLC intron 1 in the sense direction.

COOLAIR: lncRNA fully encompassing FLC in the antisense direction. It is

alternatively polyadenylated and alternatively spliced.

FCA: RNA-binding protein in Arabidopsis, stimulating alternative polyadenyla-

tion genome-wide, and in particular of COOLAIR.

FLD: an Arabidopsis homolog of human histone demethylase LSD1. It

represses FLC sense expression through reducing H3K4me2 levels in the body

of the gene.

FLO11: a flocullin gene in yeast (�4 kb) with a variegated expression pattern

due to the involvement of ICR1 and PWR1 sense and antisense lncRNAs,

respectively.

FLOWERING LOCUS C (FLC): a well-studied Arabidopsis gene (�7 kb) that

encodes a MADS-box transcription factor. This is a key repressor of the floral

transition and is targeted by several regulatory pathways.

FRIGIDA (FRI): an Arabidopsis protein determining the need for vernalization

through establishment of high FLC expression.

FY: Arabidopsis homolog of yeast Pfs2p and mammalian WDR33, components

of the well-characterized pre-mRNA 30 end cleavage and polyadenylation

stimulating factor complex (CPSF).

Nonsense-mediated decay (NMD): RNA decay pathway that targets aberrantly

processed mRNAs. In plants it has recently been shown to target lncRNAs as

well [22].

Paf1C: RNA polymerase II (RNAPII)-associated complex that resides at the C-

terminal domain of RNAPII throughout transcription elongation. Conserved

throughout eukaryotes, it has multiple functions in transcription, for example

the recruitment of RNA processing factors and the facilitation of transcription

elongation.

Plant homeodomain (PHD): a protein domain that is generally associated with

the ability to recognize particular post-translationally modified histones.

PHD–PRC2: PRC2 accompanied by several PHD domain-containing proteins. It

is required for establishing high H3K27me3 at FLC during vernalization.

PHO84: encodes a phosphate transporter gene in yeast (�2 kb), and is

epigenetically silenced through the stabilization of asRNA during chronological

aging.

Polycomb repressive complex 2 (PRC2): a widely conserved protein complex

consisting of E(Z) (a histone methyltransferase), extra sex combs (ESC), p55,

and Su(z)12. PRC2 catalyzes the methylation of histone tails at H3K27, leading

to high levels of the repressive H3K27me3 mark.

Tsix: mammalian asRNA of Xist that regulates Xist expression in the process of

X-chromosome inactivation.

Vernalization: a process in plants whereby flowering is accelerated by

prolonged exposure to cold, ensuring that plants align their flowering with

spring.

Xist: a mammalian non-coding RNA (�18 kb) that is key to female X-
A high proportion of all eukaryotic genes express
antisense RNA (asRNA), which accumulates to varying
degrees at different loci. Whether there is a general
function for asRNA is unknown, but its widespread
occurrence and frequent regulation by stress suggest
an important role. The best-characterized plant gene
exhibiting a complex antisense transcript pattern is
the Arabidopsis floral regulator FLOWERING LOCUS C
(FLC). Changes occur in the accumulation, splicing, and
polyadenylation of this antisense transcript, termed
COOLAIR, in different environments and genotypes.
These changes are associated with altered chromatin
regulation and differential FLC expression, provoking
mechanistic comparisons with many well-studied loci
in yeast and mammals. Detailed analysis of these spe-
cific examples may shed light on the complex interplay
between asRNA and chromatin modifications in differ-
ent genomes.

Widespread antisense transcription
The transcriptome analysis of the Arabidopsis thaliana
genome nearly a decade ago revealed, surprisingly, that
approximately 30% of all the annotated genes exhibited
significant asRNA expression [1]. This level of antisense
transcript production has been a consistent observation in
other whole-genome analyses, including Drosophila, hu-
man, and rice [2]. More recently, the application of next-
generation sequencing methodologies has revealed the
presence of pervasive transcription and long non-coding
RNAs (lncRNAs, non-protein-coding RNA molecules at
least 200 nt in length) in many genomes [3–6]. Transcrip-
tion is clearly not limited to protein-coding genes and can
be antisense to genes, divergent from promoters, conver-
gent into genes, and completely intergenic [2]. The extent
of lncRNAs in a genome seems to correlate with an increase
in the complexity of the organism. For example, the pro-
tein-coding part constitutes only 1.5% of the human tran-
scriptome, whereas in prokaryotes it accounts for over 75%.
This has led to the suggestion that non-coding parts of a
genome serve a gene regulatory role, which becomes in-
creasingly important in higher organisms [7]. lncRNA can
play important roles in gene regulation by acting as mo-
lecular signals, decoys, guides, and scaffolds [4]. It is
Corresponding author: Dean, C. (caroline.dean@jic.ac.uk)
Keywords: antisense RNA; gene expression; chromatin regulation; FLC; non-coding
RNA.COOLAIR.

0168-9525/$ – see front matter � 2012 Elsevier Ltd. All rights reserved. http://dx.doi.org/10.101
unclear at present whether cis-localized antisense tran-
scripts, a subset of the more general long non-coding
transcripts, play a functionally distinct role [8]. asRNAs
have been proposed to function through transcriptional
chromosome inactivation. Located on an X chromosome, it blankets that

chromosome in a cis-limited fashion and is required for silencing.

Xrn1: conserved cytoplasmic 50–30 exoribonuclease in yeast required for mRNA

and ncRNA turnover.
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Figure 1. The FLC gene. (a) FLC controls the transition from vegetative to

reproductive development in Arabidopsis [25–28]. FLC expression is regulated by

many pathways [61]: vernalization, a cold-induced epigenetic silencing that occurs

during winter; FRIGIDA, a coiled-coil protein that upregulates FLC expression; the

autonomous pathway, which is composed of many independent repressive

activities; Arabidopsis Trithorax-like pathway, which stimulates FLC gene

expression; RNA interference suppresses FLC in different Arabidopsis accessions

[31,81]. (b) The FLC locus (�7 kb in length) expresses multiple types of transcripts.

FLC mRNA encodes a MADS box transcription factor. COOLAIR is a non-coding

transcript that fully encompasses FLC in the antisense direction. It is alternatively

polyadenylated, with a proximal poly(A) site in sense intron 6 and a distal poly(A)

site in the sense promoter region, and is differentially expressed in warm and cold

conditions. COLDAIR, expressed under cold conditions from within intron 1 of FLC

in the sense direction, is a capped but non-polyadenylated lncRNA.
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interference mechanisms [9], mediate chromatin modifica-
tions [10], or be involved in RNA interference mechanisms
[11]. In Saccharomyces cerevisiae (yeast), they have been
implicated in stress responsiveness and the regulation of
inducible genes [12,13]. In addition, as a result of having
lower baseline levels, genes expressing asRNA generally
exhibit a wider expression range than those genes which do
not express asRNA [14]. These characteristics and their
abundance in a range of organisms suggest they could play
a role in the plasticity of gene expression. In plants, this
could be of profound importance for responses to environ-
mental cues and adaptation. However, until we determine
more mechanistic details for a range of examples from
different organisms that will enable us to make inferences
about generic mechanisms, their widespread role in genome
regulation will remain an interesting possibility only.

In this review we introduce examples where the mech-
anism of antisense transcription has been analyzed and
shown to play an important role in chromatin regulation.
We focus on the best-characterized example in plants, the
regulation of the floral repressor FLC, and then review
specific examples in yeast and mammals to highlight
conceptual parallels. Lastly, we speculate on the broader
genomic roles of asRNAs and consider why some genes
seem to have evolved into targets for asRNA regulation.

FLC and antisense-mediated regulation in plants
The presence of extensive antisense transcription in sev-
eral whole-genome transcriptome analyses was initially
viewed with some skepticism and concern that the meth-
odologies were subject to technical artifacts resulting from
spurious second-strand complementary DNA synthesis in
the reverse transcription reaction. This issue has been
addressed directly in several studies [15,16] and extensive
antisense transcription is still observed (although less so
than in the early studies). The need for plants to constantly
adapt to changing conditions makes a role for asRNA in
gene regulation an attractive hypothesis [17], and it is
clear from a genome-wide study that antisense transcripts
in Arabidopsis show developmental, clock-related, or
stress-related changes in expression [8,18]. The presence
of asRNA has also been detected in rice, wheat, and
legumes [19–21], but apart from an analysis of the role
of the nonsense-mediated decay pathway (see Glossary) on
their stability, relatively little mechanistic understanding
is available [22]. Given the extensive understanding of
small RNA (sRNA) pathways in plants, initial studies
addressed whether natural antisense transcripts (NATs)
transcribed from either the same locus or a convergently
transcribed gene – so-called cis-NATs – triggered a double-
stranded RNA mechanism involving sRNA production.
However, cis-NATs do not show an increased sRNA signa-
ture compared to other genomic regions, and any correla-
tion of presence of asRNA with low sense expression must
therefore involve a different mechanism [23,24].

To date, the best-understood example of the role of
antisense transcripts in plants is the regulation of the
Arabidopsis floral repressor gene FLC. Here, the antisense
expression independently intersects with two pathways
that repress FLC expression (Figure 1). Below we detail
our current understanding of this regulation.
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FLC encodes a MADS box-type transcriptional repres-
sor that prevents the activation of a suite of genes required
for the floral transition [25–28]. The FLC antisense tran-
scription unit fully encompasses the FLC gene (�7 kb in
size), initiating from immediately downstream of the major
sense poly(A) site, and terminating upstream of the sense
initiation site (Figure 1). This led to the question of wheth-
er its initiation depends on the termination of the sense
transcript. A fusion of the COOLAIR promoter to a lucif-
erase coding region demonstrated that antisense tran-
scription could be initiated and regulated independently
of the sense transcript [29]. A similar independence of
sense and antisense transcription has been found for yeast
genes [30]. The RNA starts from several positions within a
chromatin region marked by chromatin modification his-
tone H3 lysine 9 dimethylation (H3K9me2) that is normal-
ly associated with heterochromatin in Arabidopsis and
other organisms. This region also shows homology to
sRNAs: a Dicer-dependent (24-mer) and a Dicer-indepen-
dent 30-mer [31]. Analysis of the origin of these sRNAs led
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to the identification of an antisense transcript that, owing
to its upregulation by cold, was named COOLAIR, as a
parallel to the lncRNA HOTAIR in Drosophila [29,32].
COOLAIR is now used to describe the FLC antisense
transcript generally, both in warm- and cold-treated
plants. COOLAIR transcription is generally positively cor-
related with sense transcription in a range of flowering
mutants that both upregulate (late-flowering mutants) and
downregulate (early-flowering mutants) FLC expression.
However, this symmetry is broken during cold treatment –
after 2 weeks of cold treatment, antisense levels increase
10-fold, whereas the FLC transcription is downregulated.

The FLC genetic regulatory network is complex, but a
schematic illustration of the multiple activating and
repressing pathways is shown in Figure 1. The activating
pathways are conserved chromatin regulators including
homologs of the Paf1 complex [33], RAD6-BRE1 [34–36],
and the protein complex COMPASS [37–39] carrying Ara-
bidopsis Trithorax homologs (FLC activating mechanisms
are reviewed in [40]). SWR1, a conserved chromatin remo-
deler implicated in histone H2A.Z deposition, is also re-
quired for FLC upregulation [41]. In addition, the activator
FRIGIDA contributes strongly to natural variation of FLC
expression, and thus flowering. This is a coiled-coil, lysine-
rich protein that interacts with a CAP-binding complex
subunit in vivo and is required for the recruitment of
chromatin modification machinery to the FLC locus [42–
44]. These activators are antagonized by several repressors
identified by genetic analysis of late-flowering mutants.
These were grouped into the so-called autonomous path-
way. However, instead of functioning in a linear genetic
pathway, they constitute several parallel mechanisms that
all repress FLC.

Autonomous pathway
The autonomous pathway has been known to involve RNA
regulation since FCA was shown to encode an RNA recog-
nition motif (RRM) protein nearly 15 years ago [45]. FCA
also has a WW protein interaction domain and this was
used to identify the interacting protein FY, previously
characterized through genetic analysis of a late-flowering
mutant. FY is homologous to Pfs2p (yeast) and WDR33
(mammals), components of the well-characterized pre-
mRNA 30-end cleavage and polyadenylation stimulating
factor (CPSF) [46–48]. FCA and FY were shown to be
functionally important in RNA 30 processing as evidenced
by their role in autoregulation of FCA polyadenylation site
choice [49] and their genome-wide effect on polyadenyla-
tion [50]. However, mutations in FCA and FY do not
influence FLC sense transcript 30 processing.

To understand how FCA activity results in a �30-fold
reduction in FLC expression, a suppressor mutagenesis
was undertaken to identify all the required factors [51]. So
far this has identified FLD, a homolog of the human lysine
specific demethylase 1 (LSD1) [51,52], and two canonical
30-processing factors, CstF64 and CstF77 [53]. Surprising-
ly, mutation of these conserved cotranscriptional machin-
ery components, generally required to process RNA, did
not reduce FLC production but instead increased it [53].
Analysis of 30 processing of COOLAIR provided insight
into the mechanism; these mutations were affecting the
processing of the antisense transcript, which in turn in-
creased FLC expression. COOLAIR is alternatively poly-
adenylated (Figure 1), as are many transcripts in the
Arabidopsis genome [54], with both a proximal poly(A) site
(within sense intron 6) and a distal poly(A) site (overlap-
ping the sense promoter). FCA and FY function to promote
the use of the proximal site, and FCA associates with FLC
chromatin in this region [51]. Perhaps FCA interacts with
COOLAIR through its RRMs, bringing that transcript to
the RNA 30-processing machinery through the interaction
with FY [55,56], thereby stimulating use of the proximal
poly(A) site (Figure 2). FPA, another RRM protein that acts
independently of FY [57], also promotes usage of the
proximal site [58]. The choice of the proximal poly(A) site
then triggers FLD demethylation to reduce the levels of
dimethylated histone H3 lysine 4 (H3K4me2) in the body of
FLC, leading to a repressed chromatin state and reduced
sense and antisense expression [51,53]. How use of the
proximal poly(A) site stimulates FLD activity remains to
be elucidated. A relative increase in use of the distal
poly(A) site in fca, fpa, or fy mutants (Figure 2) has led
to the suggestion that increased antisense transcription
through the sense promoter could stimulate sense tran-
scription [58,59]. Opposing proximal poly(A) and distal
poly(A) site choice could thus function antagonistically
as an FLC repressor and activator, respectively. In this
way regulated 30 processing of the FLC antisense tran-
script, COOLAIR, might modulate FLC expression. Fur-
ther investigation is ongoing to dissect how changes in
COOLAIR processing are linked to changes in transcrip-
tion and chromatin structure. The conserved nature of
several involved proteins suggests this could be a mecha-
nism generally relevant for the many loci with antisense
transcription.

Vernalization
The autonomous pathway functions in parallel with ver-
nalization, a second pathway repressing FLC expression
[60]. Vernalization is a process whereby flowering is accel-
erated by prolonged cold, and it ensures that plants align
their flowering with spring [61]. Prolonged cold represses
FLC transcriptionally and induces epigenetic silencing
that is mediated by a conserved Polycomb (PcG) mecha-
nism [62,63]. FLC expression decreases in the cold in a
quantitative manner, scaling with the length of cold the
plants experience, and it remains epigenetically silenced
during subsequent development after return to the warm
[60,64]. Mutational analysis revealed that this process
requires a modified PcG silencing complex including pro-
teins containing a plant homeodomain (PHD). A core Poly-
comb repressive complex 2 (PRC2) associates with FLC
chromatin independently of temperature [65]. After sever-
al weeks of cold, levels of histone H3 lysine 27 trimethyla-
tion (H3K27me3), which is associated with PcG silencing,
accumulate at an intragenic site covering (sense) exon 1
and the 50 end of intron 1, referred to as the nucleation
region (Figure 3). This correlates with accumulation of the
modified PHD–PRC2 complex and its association with the
nucleation site. H3K27me3 accumulates quantitatively
at the nucleation region with increasing weeks in the
cold [62,66]. Upon return to warm temperatures, the
447



K4 K4 K4 K4

(A)
FLC

(A)
(A)
(A)

FLC

K4me2 K4me2 K4me2 K4me2

Proximal p(A)

COOLAIR

Distal p(A)

CstF

FY

Proximal p(A)

COOLAIR

CstF

FY

FCA

FLD

(b)

(a)

TRENDS in Genetics 

Figure 2. The autonomous pathway represses FLC expression through antisense RNA (asRNA)-mediated chromatin modifications. (a) In the absence of endogenous FCA,

COOLAIR transcripts (red) are polyadenylated under the influence of FY, CstF64, and CstF77 at a distal poly(A) site. This is associated with high H3K4me2 (me2 in blue)

levels in the body of the FLC gene, and with high levels of functional FLC mRNA (green) and COOLAIR expression. (b) FCA promotes alternative polyadenylation of

COOLAIR through targeting FY and CstF activity to a proximal poly(A) site. This event is likely to trigger FLD-dependent demethylation in the body of FLC, leading to a

transcriptionally repressed state and low levels of functional FLC mRNA [53].
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PHD–PRC2 complex spreads across the whole FLC locus
raising H3K27me3 to high levels, which are required to
maintain the epigenetic stability of repression through
subsequent cell divisions and environmental noise. This
switch to the fully epigenetically silenced state is digital: it
either occurs, and the gene is fully silenced; or it does not
occur, and the gene is reactivated upon return to warm
temperatures [67]. The probability of this cell-autonomous
switch increases with length of cold such that the quanti-
tative accumulation of epigenetic silencing by cold repre-
sents an increasing fraction of cells that have switched to
the epigenetically silenced state [67]. How does COOLAIR
function in this mechanism?

Using a custom microarray with single-nucleotide reso-
lution of both strands of the FLC locus, changes in FLC
transcripts at several phases of the vernalization process
were identified [29]. The most striking difference was the
accumulation of FLC antisense transcripts after plants
had experienced cold (which peaked after 14 days).
Unspliced and proximally polyadenylated COOLAIR
448
increased most significantly (�10-fold), but the distally
polyadenylated form also increased slightly. The increase
in antisense transcripts coincides with suppression of
unspliced sense FLC levels, but not functional FLC mRNA
levels, which take several more weeks of cold to decrease
significantly. This led to the idea that COOLAIR may
facilitate the decrease in FLC transcription during the
first few weeks in the cold (Figure 3). Supporting this
hypothesis, a transgene that contains the COOLAIR pro-
moter fused downstream of a constitutively expressed
green fluorescent protein (GFP) showed cold-induced
antisense transcript production and cold-induced down-
regulation of GFP expression [29]. Increased stability of
the spliced FLC mRNA versus nascent transcripts might
explain the observation that FLC mRNA levels remain
unaffected during a two-week period of cold. When verna-
lized for longer, COOLAIR expression and FLC mRNA
decrease over time and remain stably silenced after return
to the warm [29,68]. In plants where T-DNA insertions
attenuate production of COOLAIR, PcG silencing was not
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Figure 3. Vernalization silences FLC epigenetically. Vernalization is the process whereby flowering is accelerated in response to the prolonged cold of winter. Time runs

from left to right. Before exposure to cold, FLC (green) is expressed in higher amounts than COOLAIR (red). During the first 2 weeks of cold, COOLAIR is upregulated

whereas unspliced FLC RNA, commonly thought to reflect sense transcription, decreases [29]. However, the functional FLC mRNA levels are still similar to non-vernalized

conditions, possibly due to differences in lifetimes between nascent and processed RNAs. During prolonged cold, FLC is progressively epigenetically silenced via a

Polycomb-dependent mechanism correlating with COLDAIR expression [62,67,68]. Functional PHD–PRC2 complexes associate with the nucleation region slightly

downstream of the sense promoter leading to an upregulation in the repressive histone mark H3K27me3 at this site. After returning to warm conditions, the PHD–PRC2

complex associates across the whole locus, leading to high levels of H3K27me3 across the gene. The high H3K27me3 levels are required for the epigenetic stability of FLC

throughout the rest of development.
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disrupted after 4 weeks of cold treatment, showing that
antisense transcripts are not required for vernalization
[69]. However, this does not preclude a possible function for
COOLAIR during the first 2 weeks of vernalization pre-
ceding epigenetic silencing [29]. Indeed, antisense tran-
scripts seem to influence the dynamics of transcriptional
repression in this early cold period (Q. Sun and C. Dean,
unpublished). This might be explained by the model dis-
cussed in the previous section: a relative increase in a
repressive proximal antisense transcript compared to an
activating distal transcript would result in the overall
repression of sense FLC.

A sense lncRNA (�1 kb), termed COLDAIR, has been
detected within FLC intron 1 (Figure 1). It contains a 50 cap
but is not polyadenylated and is induced by cold, but later
than COOLAIR – reaching maximum levels after 3 weeks
of cold. COLDAIR was found to be associated with the core
PRC2 components, and its knockdown led to attenuation of
epigenetic silencing, suggesting that it plays an important
role in triggering PcG silencing [68]. In summary, there
appears to be a complex interplay between antisense tran-
scripts, other lncRNAs, and chromatin-modifying com-
plexes in the various steps of the vernalization process
(Figure 3). It will take integration of genetic, biochemical,
and modeling approaches to unravel the mechanistically
redundant functions contributing to this mechanism.

The understanding of antisense-mediated gene regula-
tion is much further advanced in yeast and mammals. We
discuss some well-studied examples below, which provide
important concepts for the broader roles of asRNA in
chromatin regulation and, to gain further insight into this
connection, we suggest some possible mechanistic links
between FLC and these systems.
Genetic toggle mechanism
A universal issue in asRNA-chromatin regulation is to
understand whether the RNA molecule itself or the act
of transcription is important for the regulation [70]. The
dissection of the regulation of the yeast FLO11 gene sug-
gests that for some examples it is the latter. FLO11
encodes a glycoprotein important for adhesion, and it is
regulated by a pair of antagonistic lncRNAs – resulting in a
variegated gene expression pattern that is likely to give
considerable selective advantage to cells as the environ-
ment changes [71–73]. A sense lncRNA (ICR1) is tran-
scribed upstream of the FLO11 promoter. Antisense to this
is another lncRNA, PWR1 (Figure 4). Competitive binding
of the activator (Flo8) or repressor (Sfl1) to the FLO11
promoter determines which of the two lncRNAs is tran-
scribed. Binding of Flo8 stimulates PWR1 transcription
and inhibits ICR1 expression, establishing a basal expres-
sion state of FLO11, which can be upregulated by conven-
tional transactivating factors. ICR1 transcription is
thought to clear the FLO11 promoter, enabling binding
of Sfl1, which then recruits a histone deacetylation complex
(HDAC) to silence the gene fully. The overall effect is
variegated transcription in individual cells, monitored in
a recent study using single-molecule RNA fluorescence in
situ hybridization (FISH) [71,73], with three expression
states: silenced, basal, or active expression. The promoter-
localized lncRNAs – one of course antisense to the other –
thus provide a genetic toggle that contributes to the ob-
served variegated expression of FLO11. This concept is
appealing in the FLC context: instead of a toggle mecha-
nism determining which promoter lncRNA is expressed as
in the case of FLO11, the choice of either the proximal or
distal antisense poly(A) site could be a toggle mechanism
449
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Figure 4. Antisense RNA can regulate gene expression in yeast and mammals. (a) FLO11 (red gene) expression in yeast can be in three states: silent, basal, or active. The

silent state is associated with binding of repressor Sfl1 (yellow protein), which recruits an HDAC (purple protein) to the promoter, leading to transcriptional silencing of

FLO11, the sense ncRNA ICR1 (green gene), and asRNA PWR1 (antisense direction, blue gene). In the basal state, expression of the ncRNAs toggles between ICR1 and

PWR1, which is associated with basal low expression of FLO11. ICR1 overlaps with the FLO11 promoter, and its transcription is thought to clear the promoter of binding

proteins, allowing competitive binding between Sfl1 and the activator Flo8 (pink protein). Conversely, PWR1 expression interferes with ICR1 and is associated with FLO11

activation because it can coalesce with Flo8 binding and recruit more transcriptional machinery. This results in an active state with high FLO11 levels [71,73]. (b) Another

yeast gene, PHO84 (blue gene), is epigenetically silenced in the process of chronological aging. Sense expression (sPHO84) is initially high. As a result of reduced nuclear

exosome activity over time, higher antisense PHO84 (asPHO84) expression induces recruitment of HDACs (purple protein) to the sense promoter. This epigenetically

silenced state is inherited by the progeny [10]. (c) Before the initiation of female X-chromosome inactivation (XCI), the Xist (blue gene) is silenced because Tsix (green gene)

expression induces DNA methylation at the Xist promoter. At the initiation of XCI on the chromosome that is to be inactivated, Tsix is downregulated, and it is proposed

that RepA, an lncRNA located within Xist in the sense direction, targets PRC2 complexes (red protein) to the locus. At the inactivated X chromosome, Xist is expressed and

associates with PRC2 complexes and spreads in a cis-limited fashion across the inactivated X chromosome [77,78].
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for FLC. This switch may then be the signal for recruit-
ment of chromatin machinery necessary for low and high
FLC expression states.

RNA turnover linked to histone modifications
Another classic example of a functionally important
antisense transcript in yeast is that of the PHO84 gene,
which encodes a phosphate transporter. PHO84 asRNA
originates from a convergent promoter at the 30 end of the
gene (Figure 4). Chronological aging of yeast cells, a pro-
cess influenced by cold, was found to induce this asRNA,
and this resulted in silencing of PHO84 sense transcription
in an epigenetically stable manner [10]. This arose from
inactivation of the nuclear exosome over time, which en-
abled the asRNA transcripts to accumulate and mediate
HDAC recruitment to the PHO84 promoter, leading to
epigenetic silencing. These data suggest that the RNA
itself is important for this mechanism. Introduction of
an ectopic PHO84 gene copy led to silencing of both the
450
endogenous and ectopic gene mediated by its asRNA.
However, this was via a somewhat different mechanism,
not requiring HDACs but involving the H3K4 methyltrans-
ferase Set1, that stimulates antisense transcription [74].
In yeast, chronological aging reduces exosome activity,
stabilizing antisense transcripts. This raises the question:
could environmental factors alter exosome function there-
by triggering chromatin modifications and gene expression
changes? It will be interesting to determine if cold during
the first few weeks of vernalization functions through such
a mechanism to upregulate COOLAIR.

Different RNA turnover mechanisms appear to delin-
eate functional ncRNA groups in yeast [75]. One class of
over 1000 ncRNAs antisense to yeast open reading frames
(ORFs) are degraded by the cytoplasmic 50–30 exoribonu-
clease Xrn1 [12]. These Xrn1-sensitive unstable tran-
scripts (XUTs) are polyadenylated and transcribed by
RNA polymerase II, for example at the TIR1 locus and
retrotransposon TY1 [76]. In xrn1 mutants, TIR1axut and
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RTL (the antisense transcripts of TIR1 and TY1, respec-
tively) are stabilized, and this correlates with decreased
sense gene expression. RTL also mediates chromatin si-
lencing in trans, partially through histone deacetylation
and histone methylation [76], with H3K4me and H3K4me2
being important for XUT-mediated silencing [12].
H3K4me3 antagonizes XUT activity, and this may result
in the antisense transcripts mediating gene silencing in a
chromatin-dependent manner: in the presence of elevated
H3K4me3 levels at the sense promoter, a hallmark of
active chromatin, stabilization of XUTs seems to have less
of an effect on sense gene expression [12]. This reinforces
the suggestion that asRNA-mediated repression predomi-
nates when sense expression is already low, leading to an
increased expression range due to lower baseline levels in
the repressed state [14].

Antisense RNA in Polycomb silencing
There has also been a large amount of analysis on the role of
specific sense/antisense lncRNAs in chromatin regulation in
mammals, the most well-known pair being Xist and Tsix
that play a central role in the choice of which X chromosome
is inactivated in female mammals [77,78]. Xist encodes an
18 kb nuclear RNA essential for X-chromosome inactivation
(XCI). Before the initiation of XCI, Xist is antagonized by
biallelic transcription of Tsix, its antisense counterpart
(Figure 4). This silencing is not due to occlusion of the
transcription machinery at the Xist promoter by Tsix tran-
scription (as suggested in the genetic toggle mechanism
described above) but instead by Tsix RNA associating with
DNA methylation machinery to stably silence the Xist pro-
moter. It is proposed that, during X-chromosome pairing,
downregulation of Tsix on the future inactive X chromosome
allows RepA, a sense lncRNA located within an Xist exon, to
target PRC2 to Xist. Xist–PRC2 complexes tethered to the
chromatin then spread in a cis-limited fashion to cover the
whole X chromosome, resulting in its inactivation. Similar
principles of transcription from both strands, chromosome
coating, and association with chromatin machinery, have
also been demonstrated for lncRNAs involved in genomic
imprinting in mammals [70,79,80]. These RNAs silence a set
of genes in an allele-specific manner such that these genes
inherited through the maternal and paternal gametes are
differentially expressed. A well-characterized example is
Kcnq1ot1, which encodes a 91 kb transcript antisense to
the Kcnq1 gene cluster. This RNA coats a �1 Mb region of
the paternal chromosome, resulting in the epigenetic silenc-
ing of 8–10 genes in this Kcnq1 domain that remain
expressed from the maternal alleles.

From the discussion above, describing Xist, Tsix, RepA,
and Kcnq1ot1, as well as the involvement of COOLAIR and
COLDAIR in regulating FLC during vernalization, it is
clear that sense and antisense lncRNAs are involved in
PcG-mediated silencing of genes in both plants and mam-
mals. Although the details of each regulatory system ap-
pear different at this stage, additional conceptual parallels
are likely to emerge from further investigation.

Concluding remarks
The emerging view is that many genes will show some
non-coding transcription. A key question is now whether
different kinds of ncRNAs represent different functional
groups, defined by long versus short, antisense versus
sense, or through their type of degradation pathway. We
have focused in this review on the function of antisense
lncRNAs in plant gene regulation with comparison to well-
characterized examples in yeast and mammals. The in-
volvement of asRNA in multiple pathways regulating FLC
raises the question of why some genes become targets for
asRNA regulation. Could these be genes where expression
heterogeneity provided a very strong selective advantage,
or where very low expression levels are required? asRNAs
seem to play a major role in generating expression hetero-
geneity at their corresponding loci. The genetic toggle
mechanism, elaborated for FLO11 [71], is an attractive
model to account for this. The quantitative variation in
expression that antisense regulation confers could be
very important in many natural contexts. With respect
to flowering-time control, subtle changes in timing have
large implications for seed yield and thus reproductive
success. We might see many environmental inputs influ-
encing the antisense-mediated regulation of FLC in specif-
ic genotypes, and also find extensive variation in this
mechanism in natural populations adapted to very differ-
ent climates.

The evidence for pervasive transcription suggests that
transcriptionally silenced states are not the default,
raising the need for active repression mechanisms. asR-
NAs may enhance repressive chromatin to reduce low
sense transcription to a fully repressed state [14]. Dis-
section of the complexity of antisense-mediated regula-
tion of FLC and other important plant targets, aided by
concepts from many other systems, will be key areas for
future investigations.
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26 Bäurle, I. and Dean, C. (2006) The timing of developmental transitions
in plants. Cell 125, 655–664

27 Fornara, F. et al. (2010) SnapShot: control of flowering in Arabidopsis.
Cell 141 550-550.e2

28 Deng, W. et al. (2011) FLOWERING LOCUS C (FLC) regulates
development pathways throughout the life cycle of Arabidopsis.
Proc. Natl. Acad. Sci. U.S.A. 108, 6680–6685

29 Swiezewski, S. et al. (2009) Cold-induced silencing by long antisense
transcripts of an Arabidopsis Polycomb target. Nature 462, 799–802

30 Murray, S.C. et al. (2011) A pre-initiation complex at the 30-end of genes
drives antisense transcription independent of divergent sense
transcription. Nucleic Acids Res. 40, 2432–2444

31 Swiezewski, S. et al. (2007) Small RNA-mediated chromatin silencing
directed to the 30 region of the Arabidopsis gene encoding the
developmental regulator, FLC. Proc. Natl. Acad. Sci. U.S.A. 104,
3633–3638

32 Rinn, J.L. et al. (2007) Functional demarcation of active and silent
chromatin domains in human HOX loci by noncoding RNAs. Cell 129,
1311–1323

33 Oh, S. et al. (2004) A mechanism related to the yeast transcriptional
regulator Paf1c is required for expression of the Arabidopsis FLC/
MAF MADS box gene family. Plant Cell 16, 2940–2953

34 Cao, Y. et al. (2008) Histone H2B monoubiquitination in the chromatin
of FLOWERING LOCUS C regulates flowering time in Arabidopsis.
Plant Cell 20, 2586–2602

35 Xu, L. et al. (2009) The E2 ubiquitin-conjugating enzymes, AtUBC1
and AtUBC2, play redundant roles and are involved in activation of
FLC expression and repression of flowering in Arabidopsis thaliana.
Plant J. 57, 279–288

36 Gu, X. et al. (2009) Repression of the floral transition via histone H2B
monoubiquitination. Plant J. 57, 522–533

37 Pien, S. et al. (2008) ARABIDOPSIS TRITHORAX1 dynamically
regulates FLOWERING LOCUS C activation via histone 3 lysine 4
trimethylation. Plant Cell 20, 580–588

38 Tamada, Y. et al. (2009) ARABIDOPSIS TRITHORAX-RELATED7 is
required for methylation of lysine 4 of histone H3 and for
452
transcriptional activation of FLOWERING LOCUS C. Plant Cell 21,
3257–3269

39 Jiang, D.H. et al. (2011) Arabidopsis COMPASS-Like complexes
mediate histone H3 lysine-4 trimethylation to control floral
transition and plant development. PLoS Genet. 7, e1001330

40 Crevillén, P. and Dean, C. (2011) Regulation of the floral repressor gene
FLC: the complexity of transcription in a chromatin context. Curr.
Opin. Plant Biol. 14, 38–44

41 Deal, R.B. et al. (2005) The nuclear actin-related protein ARP6 is a
pleiotropic developmental regulator required for the maintenance of
FLOWERING LOCUS C expression and repression of flowering in
Arabidopsis. Plant Cell 17, 2633–2646

42 Johanson, U. et al. (2000) Molecular analysis of FRIGIDA, a major
determinant of natural variation in Arabidopsis flowering time.
Science 290, 344–347

43 Choi, K. et al. (2011) The FRIGIDA complex activates transcription of
FLC, a strong flowering repressor in Arabidopsis, by recruiting
chromatin modification factors. Plant Cell 23, 289–303

44 Ko, J.H. et al. (2010) Growth habit determination by the balance
of histone methylation activities in Arabidopsis. EMBO J. 29,
3208–3215

45 Macknight, R. et al. (1997) FCA, a gene controlling flowering time in
Arabidopsis, encodes a protein containing RNA-binding domains. Cell
89, 737–745

46 Simpson, G.G. et al. (2003) FY is an RNA 30 end-processing factor that
interacts with FCA to control the Arabidopsis floral transition. Cell
113, 777–787

47 Ohnacker, M. et al. (2000) The WD-repeat protein Pfs2p bridges two
essential factors within the yeast pre-mRNA 30-end-processing
complex. EMBO J. 19, 37–47

48 Shi, Y.S. et al. (2009) Molecular architecture of the human pre-mRNA
30 processing complex. Mol. Cell 33, 365–376

49 Quesada, V. et al. (2003) Autoregulation of FCA pre-mRNA
processing controls Arabidopsis flowering time. EMBO J. 22,
3142–3152

50 Sonmez, C. et al. (2011) RNA 30 processing functions of Arabidopsis
FCA and FPA limit intergenic transcription. Proc. Natl. Acad. Sci.
U.S.A. 108, 8508–8513

51 Liu, F. et al. (2007) The Arabidopsis RNA-binding protein FCA requires
a lysine-specific demethylase 1 homolog to downregulate FLC. Mol.
Cell 28, 398–407

52 Shi, Y.J. et al. (2004) Histone demethylation mediated by the nuclear
amine oxidase homolog LSD1. Cell 119, 941–953

53 Liu, F. et al. (2010) Targeted 30 processing of antisense transcripts
triggers Arabidopsis FLC chromatin silencing. Science 327, 94–97

54 Wu, X. et al. (2011) Genome-wide landscape of polyadenylation
in Arabidopsis provides evidence for extensive alternative
polyadenylation. Proc. Natl. Acad. Sci. U.S.A. 108, 12533–12538

55 Henderson, I.R. et al. (2005) An allelic series reveals essential roles for
FY in plant development in addition to flowering-time control.
Development 132, 3597–3607

56 Manzano, D. et al. (2009) Altered interactions within FY/AtCPSF
complexes required for Arabidopsis FCA-mediated chromatin
silencing. Proc. Natl. Acad. Sci. U.S.A. 106, 8772–8777

57 Baurle, I. and Dean, C. (2008) Differential interactions of the
autonomous pathway RRM proteins and chromatin regulators in the
silencing of Arabidopsis targets. PLoS ONE 3, e2733

58 Hornyik, C. et al. (2010) The Spen family protein FPA controls
alternative cleavage and polyadenylation of RNA. Dev. Cell 18,
203–213

59 Rosonina, E. and Manley, J.L. (2010) Alternative polyadenylation
blooms. Dev. Cell 18, 172–174

60 Sheldon, C.C. et al. (2000) The molecular basis of vernalization: The
central role of FLOWERING LOCUS C (FLC). Proc. Natl. Acad. Sci.
U.S.A. 97, 3753–3758

61 Kim, D-H. et al. (2009) Vernalization: winter and the timing of
flowering in plants. Annu. Rev. Cell Dev. Biol. 25, 277–299

62 De Lucia, F. et al. (2008) A PHD–polycomb repressive complex 2
triggers the epigenetic silencing of FLC during vernalization. Proc.
Natl. Acad. Sci. U.S.A. 105, 16831–16836

63 Buzas, D.M. et al. (2011) Transcription-dependence of histone H3
lysine 27 trimethylation at the Arabidopsis polycomb target gene
FLC. Plant J. 65, 872–881



Review Trends in Genetics September 2012, Vol. 28, No. 9
64 Sheldon, C.C. et al. (2002) Different regulatory regions are required
for the vernalization-induced repression of FLOWERING LOCUS C
and for the epigenetic maintenance of repression. Plant Cell 14,
2527–2537

65 Wood, C.C. et al. (2006) The Arabidopsis thaliana vernalization
response requires a polycomb-like protein complex that also
includes VERNALIZATION INSENSITIVE 3. Proc. Natl. Acad. Sci.
U.S.A. 103, 14631–14636

66 Finnegan, E.J. and Dennis, E.S. (2007) Vernalization-induced
trimethylation of histone H3 lysine 27 at FLC is not maintained in
mitotically quiescent cells. Curr. Biol. 17, 1978–1983

67 Angel, A. et al. (2011) A Polycomb-based switch underlying
quantitative epigenetic memory. Nature 476, 105–108

68 Heo, J.B. and Sung, S. (2011) Vernalization-mediated epigenetic
silencing by a long intronic noncoding RNA. Science 331, 76–79

69 Helliwell, C.a. et al. (2011) Vernalization-repression of Arabidopsis
FLC requires promoter sequences but not antisense transcripts. PLoS
ONE 6, e21513

70 Mohammad, F. et al. (2009) Epigenetics of imprinted long noncoding
RNAs. Epigenetics 4, 277–286

71 Tuck, A.C. and Tollervey, D. (2012) An RNA reset button. Mol. Cell 45,
435–436

72 Bumgarner, S.L. et al. (2009) Toggle involving cis-interfering
noncoding RNAs controls variegated gene expression in yeast. Proc.
Natl. Acad. Sci. U.S.A. 106, 18321–18326
73 Bumgarner, S.L. et al. (2012) Single-cell analysis reveals that
noncoding RNAs contribute to clonal heterogeneity by modulating
transcription factor recruitment. Mol. Cell 45, 470–482

74 Camblong, J. et al. (2009) Trans-acting antisense RNAs mediate
transcriptional gene cosuppression in S. cerevisiae. Genes Dev. 23,
1534–1545

75 Tisseur, M. et al. (2011) Pervasive transcription – lessons from yeast.
Biochimie 93, 1889–1896

76 Berretta, J. et al. (2008) A cryptic unstable transcript mediates
transcriptional trans-silencing of the Ty1 retrotransposon in S.
cerevisiae. Genes Dev. 22, 615–626

77 Lee, J.T. (2011) Gracefully ageing at 50, X-chromosome inactivation
becomes a paradigm for RNA and chromatin control. Nat. Rev. Mol.
Cell Biol. 12, 815–826

78 Augui, S. et al. (2011) Regulation of X-chromosome inactivation by the
X-inactivation centre. Nat. Rev. Genet. 12, 429–442

79 Redrup, L. et al. (2009) The long noncoding RNA Kcnq1ot1 organises a
lineage-specific nuclear domain for epigenetic gene silencing.
Development 136, 525–530

80 Pandey, R.R. et al. (2008) Kcnq1ot1 antisense noncoding RNA mediates
lineage-specific transcriptional silencing through chromatin-level
Regulation. Mol. Cell 32, 232–246

81 Liu, J. et al. (2004) siRNAs targeting an intronic transposon in the
regulation of natural flowering behavior in Arabidopsis. Genes Dev. 18,
2873–2878
453



Competing ParA Structures Space Bacterial Plasmids
Equally over the Nucleoid
Robert Ietswaart1., Florian Szardenings2., Kenn Gerdes2,3, Martin Howard1*

1 Computational and Systems Biology, John Innes Centre, Norwich, United Kingdom, 2 Centre for Bacterial Cell Biology, Newcastle University, Newcastle upon Tyne,

United Kingdom, 3 Department of Biology, University of Copenhagen, Copenhagen, Denmark

Abstract

Low copy number plasmids in bacteria require segregation for stable inheritance through cell division. This is often
achieved by a parABC locus, comprising an ATPase ParA, DNA-binding protein ParB and a parC region, encoding ParB-
binding sites. These minimal components space plasmids equally over the nucleoid, yet the underlying mechanism is not
understood. Here we investigate a model where ParA-ATP can dynamically associate to the nucleoid and is hydrolyzed by
plasmid-associated ParB, thereby creating nucleoid-bound, self-organizing ParA concentration gradients. We show
mathematically that differences between competing ParA concentrations on either side of a plasmid can specify regular
plasmid positioning. Such positioning can be achieved regardless of the exact mechanism of plasmid movement, including
plasmid diffusion with ParA-mediated immobilization or directed plasmid motion induced by ParB/parC-stimulated ParA
structure disassembly. However, we find experimentally that parABC from Escherichia coli plasmid pB171 increases plasmid
mobility, inconsistent with diffusion/immobilization. Instead our observations favor directed plasmid motion. Our model
predicts less oscillatory ParA dynamics than previously believed, a prediction we verify experimentally. We also show that
ParA localization and plasmid positioning depend on the underlying nucleoid morphology, indicating that the
chromosomal architecture constrains ParA structure formation. Our directed motion model unifies previously contradictory
models for plasmid segregation and provides a robust mechanistic basis for self-organized plasmid spacing that may be
widely applicable.
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Introduction

parABC loci generate equally spaced positioning of many

bacterial low copy number plasmids, thereby ensuring stable

plasmid inheritance [1]. However, the underlying mechanism of

action is not satisfactorily understood. In contrast, plasmid

segregation mediated by actin homolog ParM is increasingly well

explained and involves filaments that push plasmids apart in a

mitotic-like process [2]. Understanding of the parABC mechanism

is important, as it belongs to the most common class of DNA

segregation systems in prokaryotes, used by chromosomes and

antibiotic-resistance-carrying plasmids [1,3–5]. Moreover, it is

used in other conceptually similar processes, such as chemotactic

cluster positioning and partitioning of carbon-fixing carboxysomes

[6,7].

The parABC locus present in Escherichia coli plasmids such as

pB171 and P1 encodes two proteins: ParA, a P-loop ATPase that

binds DNA non-specifically in its dimeric ATP-bound form (ParA-

ATP for short) [8,9], and the DNA-binding protein ParB that

binds site-specifically to the parC region [10,11]. Fluorescence

microscopy has provided evidence for ParA movement over the

nucleoid with spatiotemporal oscillations in helix-like structures

[12–14]. ParB and parC are required for these dynamics [12], with

ParB promoting the conversion of ParA-ATP to dimeric ParA-

ADP (ParA-ADP for short), causing ParA to unbind from the

nucleoid [8,9]. The time period required for nucleoid-disassoci-

ated ParA to regain the ability to bind the nucleoid is sufficiently

long in vitro to ensure that the relative locations of ParA-ADP

unbinding and later ParA-ATP rebinding would be uncorrelated

due to cytoplasmic ParA diffusion [8]. However, once nucleoid-

bound, whether ParA-ATP then polymerizes to form long

filaments in vivo is currently controversial. Furthermore, the

means by which plasmids move under the influence of ParA, and

whether ParA polymerization is important for this movement, are

also unclear. Nevertheless, the outcome of these ParA dynamics in

E. coli is equally spaced positioning of plasmid foci over the

nucleoid [9,13–15]. This state is achieved regardless of the plasmid

focus number np or cell length, with plasmid foci repositioned in

the wake of retracting ParA structures [9].

Several mechanisms have been proposed to explain ParA-

mediated plasmid movement. One hypothesis proposes that ParA-

ATP polymerizes on the nucleoid to form long filaments and that
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plasmid translocation is achieved by ParB-stimulated retraction of

the polymers, generating effective plasmid-pulling [3,9]. Other

proposals are based on ParA-ATP forming a gradient-like

distribution on the nucleoid, without a necessity for polymerization

[8,16–21]. It is currently unclear whether any of these mechanisms

can explain equal plasmid spacing given the known physiological

and biochemical constraints. Here, we therefore investigate which

aspects of the polymer and gradient mechanisms are required and

sufficient to explain the observed plasmid translocation and equal

spacing over the nucleoid.

We begin by showing mathematically that competition between

dynamic ParA concentrations on either side of a plasmid can lead

to equal plasmid spacing. This mechanism relies on an ability of a

plasmid to move towards higher ParA concentrations, but the

exact means of such movement is not important. We then

investigate theoretically specific means of plasmid movement and

examine whether predictions from such models are borne out

experimentally. We define a computational diffusion/immobiliza-

tion model where nucleoid-bound ParA-ATP can anchor diffusing

plasmids. We show that diffusion/immobilization can in principle

space mobile plasmids equally over the nucleoid. However,

experiments measuring increased plasmid mobility in the presence

of the pB171 parABC locus (par2), lead us to disfavor this model.

Instead we favour a directed motion mechanism in which ParA

structure formation provides directionality to plasmid motion

thereby speeding up plasmid movement. The directed motion

model produces robust equal plasmid spacing with, on average,

relatively symmetric ParA distributions, a prediction we verify

experimentally. Furthermore, we show experimentally that ParA

organization is dependent on the underlying nucleoid structure,

with nucleoid disruption resulting in perturbed plasmid position-

ing. Our combination of modeling and experiments has for the

first time uncovered a robust mechanism for plasmid spacing that

unifies previous proposals.

Results

ParB-GFP foci are spaced equally over the nucleoid
To study par2-mediated plasmid segregation, we investigated

ParB-GFP localization, expressed from a par2-carrying mini-R1

test plasmid. The par2 locus containing the parB::sfGFP fusion is

fully functional as judged by loss-frequency assays (S1A Fig.). As

previously described, usage of ParA-GFP and the tetO-TetR-

mCherry labeling system also does not affect plasmid stability,

indicating full functionality [9,12]. ParB-GFP forms foci that are

regularly positioned along the long cell axis in vivo (Fig. 1A),

consistent with ParB-binding to plasmid-encoded parC regions

[10,11]. Since plasmid dynamics occur primarily over the

nucleoid, we reasoned that plasmid positioning with respect to

the nucleoid rather than cell length is most informative. Therefore

we measured ParB-GFP foci localization, together with Hoechst

(DNA) stain to determine the nucleoid boundaries. As expected

ParB-GFP foci colocalized exclusively with the Hoechst stain, and

were equally spaced over the nucleoid (Fig. 1B,C,D for np = 1,2,

S2A,B Fig. for np = 3,4).

Mathematical analysis shows that dynamic, competitive
ParA concentrations can generate equal plasmid spacing

Several studies have proposed that plasmid positioning is

controlled by a concentration gradient of ParA over the nucleoid

[8,16–20]. Intuitively in this mechanism, ParB bound to plasmid

parC (ParB-parC complex) interacts with nucleoid associated

ParA-ATP, which effectively anchors the plasmid to the nucleoid.

At the same time, the ParB-parC complex stimulates ParA-ATP

hydrolysis causing a local ParA-ATP depletion. These processes

could then generate a ParA-ATP gradient which a plasmid is able

to follow. Reorganization of ParA gradients under the influence of

multiple ParB-parC complexes might then lead to equal plasmid

spacing. To rigorously understand if, and with what requirements,

equal spacing can be achieved we develop here a minimal

mathematical model based on the above principles.

We model the nucleoid as a 1d system of length L (along the

long axis of the cell) on which ParA-ATP and plasmids can

interact. Let A x,tð Þ denote the nucleoid-associated ParA-ATP

concentration at position x relative to one nucleoid edge at time t.
Let x1 tð Þ:::xnp

tð Þ be the positions of the np plasmids. ParA can

bind to the nucleoid with flux J. Once bound, ParA-ATP can

diffuse along the nucleoid with diffusion constant D. For

simplicity, we first assume that the ParA-ATP concentration at

each plasmid is zero due to a high ParA-ATP hydrolysis rate.

Later on we will relax this assumption. This system can be

described by the deterministic reaction-diffusion equations:

LA x,tð Þ
Lt

~D
L2A x,tð Þ

Lx2
z

J

L

Boundary Conditions : A xi tð Þð Þ~0 for 1ƒiƒnp

LA x,tð Þ
Lx D

x~0
~0~

LA x,tð Þ
Lx D

x~L
for all t:

We now use separation of time scales to obtain the steady-state

solution for A xð Þ: we assume that plasmid motion is much slower

than the time for individual ParA-ATP molecules to diffuse over

the nucleoid and generate a concentration profile. In this way, the

plasmid positions x1:::xnp
are effectively time-independent and a

priori unknown. The equation for A xð Þ then simplifies to:

d2A xð Þ
dx2

~{
J

LD

Boundary Conditions : A xið Þ~0 for 1ƒiƒnp

dA xð Þ
dx D

x~0
~0~

dA xð Þ
dx D

x~L

ð1Þ

This equation can be solved by integrating twice using the

boundary conditions. The solution is given by:

Author Summary

How DNA is stably inherited through cell division is a
fundamental question in cell biology. The most common
system that mediates plasmid DNA inheritance in bacteria
is through a parABC locus, encoding proteins ParA and
ParB, and DNA sequence parC. These components can
position plasmids at equally spaced positions throughout
a cell to ensure plasmids are present in both daughter cells
when the cell divides into two. Here we study the
mechanism by which ParA structures achieve this precise
positioning. We show that ParA can direct relatively
immobile plasmids over the bacterial chromosome using
self-organizing, competitive ParA structures, whose disas-
sembly is induced by plasmid parC-bound ParB. More
generally these findings will help us to understand
transport and regular positioning of intracellular cargo.

ParA Competition Leads to Equal Plasmid Spacing
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Next we use these equations to compute the diffusive fluxes of ParA-

ATP, ji~DD
dA

dx
D, at a plasmid location xi, where the + and –

superscripts below refer to the flux from the right (+) and left (-)

respectively. We find:

j{1 ~
Jx1

L
,

jzi ~j{iz1~
J xiz1{xið Þ

2L
,

jznp
~

J L{xnp

� �
L

Clearly, a symmetric ParA concentration profile, where fluxes

from either side balance, is only possible for x1~

L{xnp
~

1

2
xiz1{xið Þ. The plasmids are then equally distributed

with xj~
L

2np

z
L

np

j{1ð Þ. We note that the predicted inter-

plasmid spacing
L

np

arising from this analysis is consistent with our

experimental findings (Fig. 1D, S2B).

Importantly, the above analysis provides insight into the equal

spacing mechanism. The key is that the above fluxes depend on

the distances either between the plasmid and nucleoid end, or

between neighboring plasmids. This feature is a consequence of

ParA binding to the nucleoid anywhere, but with ParA release

only occurring at a plasmid. In order for these on and off fluxes to

balance at steady-state, the off-flux at a plasmid must scale with the

inter-plasmid or plasmid-nucleoid-end distance. In this way, non-

local information about lengths is converted into local spacing

information encoded in the slope of ParA-ATP concentration. For

non-equal plasmid spacing, the competing ParA concentrations on

either side of a plasmid will be unequal, with one gradient steeper

than the other. The steeper gradient corresponds to the side with

Fig. 1. Plasmid foci are equally spaced over the nucleoid. (A) Fluorescence localization of plasmid-binding protein ParB-GFP (green) and
Hoechst DNA stain (blue) in representative WT E. coli cells. Scale bars: 1 mm; plasmid: pFS21 (mini-R1, parC1+, parA+, parB::sfGFP, parC2+). (B) Scatter
plot of plasmid foci positions (blue, red) with respect to nucleoid edges (purple) and cell edges (black) for wild-type cells with np = 1,2 plasmid foci.
(C) Histograms of plasmid foci positions shown in (B) relative to nucleoid length. (D) Scatter plot (blue) of the interplasmid focus distance as a
function of nucleoid length in cells exhibiting two plasmid foci. A least square fit (black line) indicates a slope of 0.5.
doi:10.1371/journal.pcbi.1004009.g001
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the greater available space for ParA binding. If a plasmid can

preferentially move (on the appropriate slow time scale) towards

the side with the locally steepest ParA-ATP concentration, the

plasmids are then progressively restored towards equal spacing. As

this process occurs, the ParA-ATP concentrations will dynamically

reorganize such that a symmetric configuration around a plasmid

is reached only when the plasmids are equally spaced. In this state,

where the competing ParA-ATP concentrations are symmetric,

plasmid movement would no longer have a directional preference

and would thus remain, on average, stationary.

So far, we have assumed that the ParA-ATP concentration

vanishes at a plasmid, corresponding to very fast ParA-ATP

hydrolysis. However, our results also hold true when we only

assume that this hydrolysis occurs with a finite rate kB, leading to a

non-zero concentration of ParA-ATP at a plasmid. This ParA-

ATP can then anchor a plasmid to the nucleoid before being

hydrolysed. This more general and realistic case is presented in the

S1 Text, but our overall conclusions reached above remain

unchanged.

From the above analysis, we see that the following conditions

are required for equal plasmid spacing: (1) movement of a plasmid

towards higher ParA-ATP concentrations. (2) diffusion of (at least

a fraction of) ParA-ATP over the nucleoid to ensure formation of

competitive concentration gradients. Single molecule tracking

experiments in vitro support this assumption [17,18]. (3) ParA-

ATP hydrolysis must occur (predominantly) by plasmid-associated

ParB-parC complexes, again to ensure gradient formation. (4)

ParA-ATP must adopt a 1d-like configuration, as previously

claimed [9,13,14]. If ParA were not organized in this fashion, it

would be possible for ParA to diffuse around the sides of a plasmid

without encountering the hydrolyzing effect of the ParB-parC
complex. This would equalize the ParA concentrations on both

sides even in the case of asymmetrically placed plasmids, leading to

failure of the equal spacing mechanism. This assumption is in line

with our subsequent experiments (see below). Due to this proposed

1d-like nature, we will from now on refer to the ParA distributions

away from a plasmid as ParA structures. (5) There must be a

separation of time scales between plasmid movement and ParA

concentration reorganization, as discussed above.

Importantly, this overall mechanism is not reliant on a specific

type of plasmid translocation. Any process that would allow a

plasmid to move into regions of higher ParA concentration will

suffice. In the following sections we therefore analyze different

means of plasmid movement and compare them with our

experimental data to determine which is used in our par2
segregation system.

Diffusion/immobilization model could space highly
mobile plasmids equally over the nucleoid

In the previous section the mechanistic details of plasmid

movement towards a higher ParA concentration were not

specified. We now examine a specific implementation involving

a diffusion-immobilization mechanism. Using a minimal model-

ling approach, we assume that nucleoid-associated ParA-ATP can

immobilize freely diffusing plasmids through its interaction with

the ParB-parC complex and that ParA-ATP does not polymerize

(Fig. 2A). Since the plasmid will tend to become immobilized in

regions of higher ParA-ATP concentration, this process allows for

effective plasmid translocation up a ParA-ATP concentration

gradient. We also incorporate ParB-parC-stimulated ParA-ATP

hydrolysis at a plasmid, in accordance with prior experimental

data. To further investigate this mechanism, given the known

physiological and biochemical constraints, we developed stochastic

simulations using a Gillespie algorithm [22]. Here we use standard

diffusion for the plasmid movement; below we discuss the potential

impact of subdiffusive motion.

In our simulation, a one dimensional lattice with sites of size

dx = 5 nm represents the nucleoid. ParA-ATP and plasmids can

diffuse on the lattice with diffusion coefficient DA and DP

respectively. Up to 35 ParA-ATP can bind to a plasmid at the

same site with reaction parameter kAB reflecting the binding

interaction of ParA-ATP and the ParB-parC complex [11]. More

than one ParA-ATP bound to a plasmid reduces the plasmid

diffusion constant to zero. Plasmid-bound ParA-ATP can be

hydrolysed with reaction parameter kB. Whenever a ParA-ATP

hydrolysis event occurs, ParA unbinds from the nucleoid and

becomes a cytoplasmic ParA-ADP. ParA-ADP can then be

converted into a cytoplasmic ParA-ATP that is competent in

DNA binding (cytoplasmic ParA-ATP for short) with a slow

reaction parameter kW [8]. Cytoplasmic ParA-ATP can then bind

anywhere along the nucleoid with parameter kon (see Materials

and Methods and Tables 1,2 for details).

Prior work has demonstrated plasmid displacement along the

long cell axis of up to 3–4 mm within 10 min [9,15]. With a

diffusion/immobilization mechanism all plasmid movement in

between immobilization events is generated by (unbiased) free

diffusion, for which we have (in 1d) a mean square displacement

(MSD) of Sr2 tð ÞT~2DPt. By inserting the above length and time

scales into this equation, we conclude that a plasmid diffusivity of

at least DP,1022 mm2s21 would be required to generate

sufficiently rapid diffusive movement in accordance with previous

experiments. We therefore chose DP = 1021 mm2s21. In order to

physically justify that ParA can immobilise the plasmids, we chose

the nucleoid bound ParA-ATP diffusivity to be lower than DP,

with DA = 1022 mm2s21 (Table 2). We experimentally constrained

the overall copy number of ParA for pB171 par2 by semi-

quantitative Western blots, which revealed that there were

approximately 86103 ParA monomers per cell (S1B Fig.). This

diffusion/immobilization model could produce equal plasmid

spacing on simulated growing nucleoids with varying numbers of

plasmids (Fig. 2B,C, S3A). This result demonstrates that using a

sufficiently high (low) plasmid (ParA) diffusivity, respectively, the

equal plasmid spacing seen in our experiments (Fig. 1B,C,D,

S2A,B Fig.) and previously [9], could in principle be achieved

using a diffusion/immobilization mechanism.

Free plasmid mobility is too low for a diffusion/
immobilization mechanism

To test whether the requirement of a relatively high free

plasmid mobility is met in vivo, we compared the movement of

test-plasmids with and without par2. We analyzed trajectories of

labeled plasmid foci using the tetO-TetR-mCherry labeling system,

measuring the positions over time (Fig. 3A) and MSDs for each

time lag t. Plasmid motion will be biased by a functional par2+

partitioning system, in contrast to the random motion of par-.

Nevertheless comparing MSDs can still be informative in

comparing relative overall mobilities. On time scales up to a

minute we found that the par2+ MSD is higher than in par-

(Fig. 3B), showing that, on average, par2+ plasmids are more

mobile than their par- counterparts. Note that the number of data

points for the short time lags far exceeds the number of trajectories

(npar- = 747, npar2+ = 763), since every trajectory contains multiple

short time lags. Consequently our estimates for the mean are

relatively precise for short time lags. It is true that the error on the

mean does not reflect inaccuracy due to experimental limitations

in determining the actual plasmid position, for instance due to a

finite pixel size. However, that error is the same for both par2+

and par-. Moreover, since the error is also time lag independent, it
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is taken into account in our fitting procedure as a time lag

independent term (for more details see below and Materials and

Methods). Overall, these results are hard to reconcile with a

diffusion/immobilization mechanism where the par2 system can

only immobilize plasmids, and thus lower their MSD. These MSD

values could in principle be limited due to cellular confinement.

However, we found that MSD saturation only starts to occur at

much larger length scales at times of up to 10 min (Fig. 3C). In the

Fig. 2. Diffusion/immobilization model can move and maintain plasmids at equally spaced positions. (A) Schematic illustration of par2
diffusion/immobilization model. The clock indicates the slow conversion of cytoplasmic ParA-ADP into cytoplasmic ParA-ATP that is competent to
bind to the nucleoid. (B) Typical simulation kymograph of diffusion/immobilization model for growing cell, where plasmid (red) diffusion influenced
by the local ParA-ATP (green) concentration leads to immobilization initially at mid cell. After plasmid duplication, the system dynamically self-
organizes to reacquire equal plasmid spacing. (C) Time-averaged plasmid position distributions for diffusion/immobilization model with np = 1–2 on a
simulated nucleoid growing from 1.5 mm to 3 mm in 40 min without plasmid duplication. Plasmid distributions were obtained by sampling positions
every 5 s in 36 independent simulations.
doi:10.1371/journal.pcbi.1004009.g002

Table 1. Reactions and propensities used in the diffusion/immobilization model.

Reactions Propensities pt

Ai?Aiz1 , i~0::: L-2ð Þ DA

dx2
:A½i�

Aiz1?Ai , i~0::: L-2ð Þ DA

dx2
:A½iz1�

Pj,i?Pj,iz1 , i~0::: L-2ð Þ, j~0:::35 DP

dX
2
:P j½ � i½ �, if j~0

DA

dX
2
:P j½ � i½ �, if j~1

0, if jw1

Pj,iz1?Pj,i , i~0::: L-2ð Þ, j~0:::35 DP

dX
2
:P j½ � i½ �, if j~0

DA

dX
2
:P j½ � i½ �, if j~1

0, if jw1

Pj,izAi?Pjz1,i , i~0::: L-1ð Þ, j~0:::34 kAB
:P j½ � i½ �:A i½ �

Pjz1,i?Pj,izAADP , i~0::: L-1ð Þ, j~0:::34 kB
:P½jz1�½i�

AADP?Acyto kW
:AADP

Acyto?Ai , i~0::: L-1ð Þ kon=L:ACYTO

doi:10.1371/journal.pcbi.1004009.t001
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presence of par2, plasmids generally reside within the nucleoid

region, while in its absence they tend to become somewhat more

polar localized, although they can still sample the entire cell

volume on long enough timescales [23]. Consistently we still find

many par- plasmids located within the nucleoid region (S3B Fig.).

Restricting the mobility analysis to par- plasmids within the

nucleoid region did not alter the resulting MSD curves signifi-

cantly (S3B Fig.). We conclude that the presence of par2 can

increase plasmid mobility in the nucleoid region, which is

inconsistent with a diffusion/immobilization mechanism. We

emphasize that this conclusion can be made irrespective of the

underlying (par-) plasmid transport processes, which we now

describe in more detail.

It has been reported that chromosomal loci and RNA-protein

particles exhibit subdiffusive, rather than diffusive, behavior in the

cytoplasm [24,25]. Therefore it is possible that plasmids without a

segregation mechanism could also exhibit subdiffusive motion.

Further analysis is required to fully distinguish subdiffusion from

the additional effects of cellular confinement or glass-like

properties of the bacterial cytoplasm [23,25]. Nevertheless such

additional analysis is not required for the conclusions on par-

plasmid mobility relevant to this study, as we now explain.

Subdiffusion results in an expected MSD displacement of the form

Sr2 tð ÞT~4Dta, with a,1 and D the apparent diffusion constant

(in units of mm2s-a). We find that our MSD displacements on both

short and long timescales are well described by subdiffusion with

a= 0.7–0.8 and an apparent diffusion constant D = 5–

1061024 mm2s2a (Fig. 3C and Materials and Methods for details).

This is consistent with other recent reports on par- plasmid

mobility [23,26]. Importantly the experimental MSD is lower on

all observed timescales than a hypothetical particle that would

perform free diffusion inside a cell with a diffusion constant

Df = 1061024 mm2s21. This upper limit is already much lower

than that needed to be consistent with the previously reported

plasmid displacement data discussed above. We will further exploit

this upper limit in our analysis below.

To further investigate the effect of par2 on plasmid positioning,

we also studied rapid plasmid segregation events. We defined these

as cases where two plasmid foci whose separation is initially #

0.3 mm, move within 20 s at least another 0.8 mm apart (Fig. 3A,

S3C). We also allowed for the two foci to be initially merged.

Using these criteria, despite equally large data sets, we found 13

such events in par2+ and only one such case in par-. Furthermore,

we only retrieved 2 further par2+ segregation events when we

relaxed the criterion to separation within 60 s instead of 20 s. This

analysis shows that most segregation events occur rapidly. When

we investigated the 26 plasmid trajectories involved they showed

larger maximal MSDs compared to sets of 26 trajectories that were

repeatedly randomly sampled from the whole par2+ dataset (p,

1026). This finding indicates that the par2 system can particularly

enhance the mobility of plasmids when they are in close proximity.

We then simulated 300 plasmid duplication events with our

diffusion/immobilization model to determine the magnitude of

diffusion constant required to generate the experimentally

observed segregation. Note that we used diffusion rather than

subdiffusion here because we have already determined that par-

plasmid movement is slower on all observed timescales than free

diffusion with a diffusion constant Df = 1061024 mm2s21. Hence,

if the required diffusion constant is larger than Df then we have

also ruled out a subdiffusion/immobilization model. We required

that 5% (15 out of 300) of segregated distances within 20 s were at

least 0.8 mm (a very conservative requirement, since the criterion

was satisfied by 13 of our 15 experimental segregation events).

This requirement necessitated a free plasmid diffusion constant on

the order of 1021 mm2s21, about two orders of magnitude higher

than our experimentally observed upper bound Df on the

experimental par- plasmid mobility. Hence, we conclude that

the plasmids are generally too immobile for a diffusion/

immobilization (or subdiffusion/immobilization) mechanism to

explain these segregation events. Also the qualitative behaviour of

segregation events in the diffusion/immobilization model appears

different, since experimental segregation events (Fig. 3A, S3C)

show more directionally biased motion, while the diffusion/

immobilization model generates more sustained random, diffusive

motion during segregation, prior to immobilization at equally

spaced positions (Fig. 2B). Nevertheless, these segregation events

were sufficiently rare not to significantly alter the overall MSD

behaviour of the entire dataset shown in Fig. 3B. Thus the

increased average mobility in the presence of par2+ cannot only be

ascribed to these segregation events.

Table 2. Parameter values used in the diffusion/immobilization model.

Parameter Description Value Notes

DA Nucleoid bound ParA-ATP
diffusion constant

1022 mm2/s Fitted, can be increased without loss of qualitative behaviour of system.
Nevertheless, it is difficult to physically reconcile more mobile nucleoid-bound
ParA-ATP with the ability to immobilize a plasmid with a lower diffusion constant.
Therefore we have assumed that ParA-ATP diffuses 10x slower than the plasmid,
ensuring that the assumption that ParA-ATP can immobilize plasmids is physically
justified.

DP Plasmid diffusion constant 1021 mm2/s A relatively high value is needed for compatibility with previous experiments [9].
An upper bound on the plasmid diffusion constant from experiments (Fig. 3C)
turned out to be too low for this model to fit our experimental observations.

kon ParA-ATP nucleoid binding 50 s21 Constrained by experiment [8].

kAB ParA-ATP to plasmid binding 100 s21 Fitted, should be high enough to allow for plasmid immobilization.

kB Plasmid bound ParA-ATP hydrolysis
(into ParA-ADP) stimulated by ParB.

68.5 s21 Fitted together with DA and kW to ensure equal plasmid spacing.

kW (Cytoplasmic) ParA-ADP to
ParA-ATP conversion

1/15 s21 Constrained by experiment [8], this value should be low enough to ensure that
cytoplasmic ParA diffusion can generate a uniform cytoplasmic ParA-ATP and
ParA-ADP concentration.

doi:10.1371/journal.pcbi.1004009.t002
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It is possible that the tetO-TetR-mCherry labeling system

caused reduced plasmid mobility as compared to unlabelled

plasmids. However, as we used the same labeling method for both

par2+ and par- cases, our above conclusions on relative mobility

are unaffected. Moreover, our tetO-TetR-mCherry labeled plas-

mids still exhibited rapid segregation events (such as in Fig. 3A),

underscoring the ability of par2 to overcome low plasmid mobility.

Overall, we find that diffusion/immobilization cannot explain our

data on par2+ versus par- plasmid mobility, as well as on rapid

par2+ plasmid segregation.

ParA structures competing to direct plasmid motion can
space plasmids equally over the nucleoid

Given the shortcomings of the diffusion/immobilization model,

we next tested models based on directed motion, allowing more

rapid directed rather than unbiased diffusive plasmid movement.

More specifically, we tested models based on the formation of

competing ParA polymers, with ParB-parC-stimulated ParA-ATP

hydrolysis directing plasmid movement. By modulating the length

of these polymers, we thereby tested the robustness of directed

motion models to generate equal plasmid positioning.

We again used a Gillespie algorithm to simulate ParA dynamics

on the nucleoid (see Fig. 4A, Materials and Methods and

Tables 3,4 for details). The nucleoid was represented as a

rectangular lattice (dx = 5 nm in both dimensions), with a much

shorter width (30 nm) than length (several mm). Similar reactions

as in the diffusion/immobilization model described the cytoplas-

mic dynamics of ParA-ADP and ParA-ATP. Nucleoid-associated

ParA-ATP could also still diffuse across the nucleoid in a mobile

state in all four directions to neighbouring sites with diffusion

constant DA. However, two of these molecules at sites neighboring

each other along the long nucleoid axis could interact to form a

ParA polymer of two subunits, with reaction parameter kp. Further

ParA-ATP polymerization could occur by attachment of mobile

ParA-ATP, located at a site immediately next to the tip of an

existing ParA polymer, but only along the long axis. ParA-ATP

polymers were assumed to be immobile. A ParA-ATP polymeric

subunit could depolymerize spontaneously with reaction param-

eter kdp, i.e. be converted into a mobile ParA-ATP at the same

site. Given that its size is similar to the width of the lattice, we only

took into account the plasmid position along the long axis and we

assumed that it occupied all sites along the short axis simulta-

neously. The plasmid could diffuse with our experimentally

estimated diffusion coefficient DP along the long axis when

polymeric ParA-ATP was not present either at any of the sites that

the plasmid occupied or sites neighbouring the plasmid. In the

presence of polymeric ParA-ATP, the plasmid was assumed to be

tethered to such a polymer (via a ParB-parC complex), which

prevented plasmid diffusion. At sites with a plasmid present,

polymeric ParA-ATP could be converted into cytoplasmic ParA-

ADP with reaction parameter kB. Reflecting directed motion, at

sites neighbouring a plasmid occupied by polymeric ParA-ATP, a

plasmid could with reaction parameter kdm move to the coordinate

Fig. 3. The par2 segregation system increases plasmid mobility.
(A) Time lapses showing the localization of par- pMH82tetO120 (mini-
R1, par-, tetO120) and par2+ pSR236 (mini-R1, parC1+, parA-, parB+,
parC2+, tetO120, Plac::parA::eGFP) plasmids in E. coli cells harboring
pSR124 (PBAD::tetR::mCherry). The par2+ time lapse, with ParA-GFP
localization, shows a segregation event where two foci segregate $
0.8 mm further apart within 20 s. PC = hase contrast, scale bar: 1 mm. (B)
Mean square displacements Sr2 tð ÞT after time lag t were extracted from
plasmid trajectories (npar- = 747, npar2+ = 763) using strains specified in
(A), par- (red) and par2+ (black), error bars: standard error of the mean.
(C) Log-log plot of experimental mean square displacements Sr2 tð ÞT
after time lag t (red) were extracted from plasmid trajectories over

1 min as in (A,B) and (inset, linear scales, n = 50) over 15 min from par-

pMH82tetO120 (mini-R1, par-, tetO120) plasmids in E. coli cells harboring
pSR124 (PBAD::tetR::mCherry). At timescales on the order of 10 min
saturation of the MSD occurs due to cellular confinement. A nonlinear
least square fit (black line) using the function Sr2 tð ÞT~4Dtazb was
u s e d t o e s t i m a t e p a r a m e t e r v a l u e s : a = 0 . 7 3 6 0 . 0 2 ,
D = 9.761.361024 mm2s2a, b= 1.662.461023 mm2, (R2 = 0.99, p-values:
8610215, 861023 and 0.50 respectively). See Materials and Methods for
details; error bars: standard error of the mean.
doi:10.1371/journal.pcbi.1004009.g003
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along the long axis of that ParA-ATP subunit, coinciding with

conversion of that ParA-ATP into cytoplasmic ParA-ADP. For

wild-type simulations, any plasmid in the system formed a hard

wall to mobile ParA-ATP diffusion so that diffusing ParA-ATP

molecules could not diffuse past a plasmid.

We first adjusted the ParA-ATP polymerization rate to

generate short filaments, of approximately 10 subunits in length

(Table 4 for parameters). Simulations again faithfully reproduced

the equal spacing of plasmids along simulated growing nucleoids

with varying numbers np of plasmids (Fig. 4B, np = 1,2 in Fig. 4C,

np = 3,4 in S4A Fig.) in good agreement with our experiments

(Fig. 1, S2). By adjusting the ParA-ATP polymerization rate

(Table 4), long continuous ParA polymer bundles could also be

generated. In that case equal spacing could also be achieved

(S4B,C Fig.). Intuitively, in both short and long filament cases,

this occurs because in an irregularly spaced plasmid configura-

tion, the unequal ParA concentrations on either side of a plasmid

result in an unequal degree of ParA polymerization. This in turn

results in an unequal amount of competitive directed motion

events to each side, resulting in effective directed translocation

over longer length scales back towards an equally positioned

state. Plasmid separation occurs when two nearby plasmids

encounter two ParA-ATP structures extending in opposite

directions away from the plasmids. The two ParA-ATP structures

will then necessarily mediate a segregation event. The effect of

directed movement in this model is clearest in the case of plasmid

segregation events (Fig. 4B, S4B), where we see rapid segregation

consistent with the fast segregation events observed experimen-

tally (see Fig. 3A).

ParA-GFP oscillations are not continuously required for
equal plasmid spacing

Intriguingly, simulations of the directed motion model did not

generally produce sustained spatiotemporal oscillations of ParA

across the nucleoid (short polymers: Fig. 4B, long polymers: S4B

Fig.). A lack of sustained oscillations would therefore appear to be

a common feature of models where competitive ParA structures

generate equal plasmid spacing. This absence was unexpected, as

prior experimental work had emphasized the oscillatory aspect of

the ParA dynamics [12–14]. To experimentally test this key model

prediction in an unbiased fashion, we experimentally measured

the degree of ParA asymmetry in the par2 system in a large dataset

(n = 134) of snapshots of ParA-GFP across the nucleoid. We

examined only cases with a single plasmid tetO-TetR-mCherry

focus, where sustained oscillations should be easiest to infer. The

ParA-GFP fluorescence signal from pole to plasmid position was

summed and divided by the respective pole-to-plasmid distance.

This generated two ParA-GFP fluorescence densities IL and IR for

either side extending to the two cell poles. This allowed us to

compute the normalized asymmetry measure |IL-IR|/|IL+IR|

[27] for ParA (see Materials and Methods for details). Asymmetric

ParA-GFP distributions, arising for example from oscillations,

where for example IL<0, IR<1, will give asymmetry values closer

to one, whereas symmetric ParA-GFP distributions, where IL<IR,

will give values closer to zero. Note that the ParA-GFP exposure

time used here was 1.5 s; clearly, we cannot measure asymmetries

that occur on a timescale faster than this exposure time. However,

the timescales of the plasmid and ParA-GFP dynamics are on the

order of tens of seconds or longer and it is therefore unlikely

Fig. 4. The directed motion model can move and maintain plasmids at equally spaced positions. (A) Schematic illustration of par2
directed motion model. The clock indicates the slow conversion of cytoplasmic ParA-ADP into cytoplasmic ParA-ATP that is competent to bind to the
nucleoid. (B) Typical simulation kymograph of directed motion model with short polymers for a simulated growing cell where a plasmid (red) is
initially directed from a nucleoid edge to mid-cell by ParA (green) filament competition. After plasmid duplication, the system dynamically self-
organizes to attain equal spacing. (C) Time-averaged plasmid position distributions for directed motion model with short polymers for np = 1,2
plasmids on a simulated nucleoid growing from 1.5 mm to 3 mm in 40 min without plasmid duplication. Plasmid distributions were obtained by
sampling positions every 5 s in 36 independent simulations.
doi:10.1371/journal.pcbi.1004009.g004
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that any significant asymmetry is being missed by our

measurements.

When we examined our whole distribution of cells exhibiting

single plasmid tetO-TetR-mCherry foci, we found that the degree

of ParA-GFP asymmetry (Fig. 5A,B) was low in comparison with

the well-established MinD spatiotemporal oscillator [27]. Further-

more, the ParA-GFP asymmetry did not correlate with cell length

(S5A Fig., R2 = 0.08), unlike the case of MinD-YFP [27]. We also

compared the ParA-GFP asymmetry to the Hoechst signal. This

DNA stain labels the nucleoid itself, which is relatively uniform

along the long cell axis [28–30]. Here, any asymmetry is not

expected to depend on the plasmid foci positions. The Hoechst

asymmetry distribution was indeed concentrated around relatively

small values, but was apparently measurable within our approach

(Fig. 5B, S5B). Importantly, we found that the ParA-GFP

asymmetry measure had a similarly low value as for the Hoechst

case (Fig. 5B, S5B, no significant difference, Kolmogorov-Smirnov

test), and that for both the asymmetry is uncorrelated to the

plasmid focus position (S5C Fig.). We therefore conclude that for a

single plasmid focus, ParA-GFP typically resides on both sides of a

plasmid, with relatively little asymmetry or oscillation, as predicted

by the directed motion model, irrespective of a weak (Fig. 5B) or

strong (S5B Fig.) degree of polymerization.

Previous analyses had focused on plasmids migrating in the

wake of retracting ParA-GFP structures [9]. Such events can

transiently give rise to relatively high ParA-GFP asymmetries (see,

for example, Fig. 3A, 5C). Accordingly, we conclude that ParA

asymmetry or oscillations are not continuously required for par2
mediated plasmid positioning. Transient asymmetry, including

oscillations, instead likely arises from the dynamics needed to bring

about equal plasmid spacing following a spatial perturbation or

plasmid duplication event (Fig. 5C). Once the ParA distribution

has returned to being relatively symmetric, this coincides with an

equally spaced plasmid configuration (Fig. 5C). Such dynamics

can be seen in our model simulations (Figs. 4B, S4B): asymmetric

during plasmid segregation events, but relatively symmetric

otherwise. This analysis can therefore accommodate both our

findings of a relatively symmetric ParA distribution with previous

reports emphasizing asymmetry and oscillations. Overall, our

finding of predominantly symmetric, non-oscillatory ParA dynam-

ics may help to reconcile similar findings for ParA in other plasmid

partitioning systems, such as for plasmid P1 [15,16].

ParA-GFP forms structures within the nucleoid region
One required feature to achieve equal plasmid spacing is that

the ParA-ATP should be organized in a 1d-like structure along the

Table 3. Reactions and propensities used in the directed motion models.

Reactions Propensities pt

Ami,j?Amiz1,j , i~0::: L-2ð Þ, i~0::: S-1ð Þ DA

dx2
:Am½i�½j�, if P½iz1�~0

0, otherwise

Amiz1,j?Ami,j , i~0::: L-2ð Þ, j~0::: S-1ð Þ DA

dx2
:Am½iz1�½j�, if P½i�~0

0, otherwise

Ami,j?Ami,jz1 , i~0 . . . (L{1), j~0 . . . (S-2) DA

dx2
:Am½i�½j�

Ami,jz1?Ami,j , i~0 . . . (L-1), j~0 . . . (S-2) DA

dx2
:Am½i�½jz1�

Pi?Piz1 , i~0 . . . (L-2) DP

dx2
:P½i�,if

X
k~i,i+1,j~0::S-1

A½k�½j�~0

0, otherwise

Piz1?Pi , i~0 . . . (L-2) DP

dx2
:P½i�,if

X
k~i,i+1,j~0::S-1

A½k�½j�~0

0, otherwise

Ai,j?Ami,j , i~0 . . . (L-1), j~0 . . . (S-1) kdp
:A½i�½j�, if P½i�~0

0, otherwise

Ami,jzAmiz1,j?Ai,jzAiz1,j , i~0 . . . (L-2), j~0 . . . (S-1) kp
:Am½i�½j�:Am½iz1�½j�, if P½i�~P½iz1�~A½i�½j�~A½iz1�½j�~0

0, otherwise

Ai,jzAmiz1,j?Ai,jzAiz1,j , i~0 . . . (L-2), j~0 . . . (S-1) kp
:A½i�½j�:Am½iz1�½j�, if P½i�~P½iz1�~A½iz1�½j�~0

0, otherwise

Ami,jzAiz1,j?Ai,jzAiz1,j , i~0 . . . (L-2), j~0 . . . (S-1) kp
:Am½i�½j�:A½iz1�½j�, if P½i�~P½iz1�~A½i�½j�~0

0, otherwise

PizAmi,j?PizAADP , i~0 . . . (L-1), j~0 . . . (S-1) kmB
:P½i�:Am½i�½j�

PizAmiz1,j?PizAADP , i~0 . . . (L-2), j~0 . . . (S-1) kmB
:P½i�:Am½iz1�½j�

Piz1zAmi,j?Piz1zAADP , i~0 . . . (L-2), j~0 . . . (S-1) kmB
:P½iz1�:Am½i�½j�

PizAi,j?PizAADP , i~0 . . . (L-1), j~0 . . . (S-1) kB
:P½i�:A½i�½j�

PizAiz1,j?Piz1zAADP , i~0 . . . (L-2), j~0 . . . (S-1) kdm
:P½i�:A½iz1�½j�

Piz1zAi,j?PizAADP , i~0 . . . (L-2), j~0 . . . (S-1) kdm
:P½iz1�:A½i�½j�

AADP?Acyto kW
:AADP

Acyto?Ami,j , i~0 . . . (L-1), j~0s(S-1) kon=(L:S):ACYTO

doi:10.1371/journal.pcbi.1004009.t003
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nucleoid as concluded above. However, it is unclear why ParA-

ATP on either side of a plasmid would align in a coherent 1d-like

structure with their ends coinciding with a plasmid. One potential

explanation for this 1d-like behavior is that the ParA-ATP

structures are sensitive to the overall nucleoid architecture. To

test these features, we examined the localization of ParA-GFP and

Hoechst signal simultaneously using optical sectioning in WT cells

(n = 678) without par2-carrying plasmids to prevent dynamic

ParA-GFP structure disassembly. ParA-GFP intensity correlated

well with the DNA stain (Fig. 6A,B, S6A, Pearson’s correlation

coefficient rP = 0.81), indicating that ParA-GFP localization was

indeed dependent on the underlying nucleoid. Importantly, ParA-

GFP overlaid more with Hoechst than the reverse (Fig. 6C),

indicating that ParA forms structures within the nucleoid region

rather than uniformly covering the nucleoid. Although the

resolution of our techniques does not allow identification of

potential individual ParA polymers, in many cases we did observe

extended 1d-like ParA-GFP structures on the nucleoid (Fig. 6B,

S6A). Care must be taken in interpreting fluorescent localization

studies due to potential artifacts, for example GFP-induced

polymerization [31]. However, wild-type plasmid loss rates and

plasmid foci positioning in cells expressing ParA-GFP argue

against localization or polymerization artifacts in our case [9,12].

Equal plasmid spacing is compromised in cells with a
perturbed nucleoid

We reasoned that if ParA structures are reliant on the nucleoid

morphology for their organization, then mutants/treatments that

perturb the overall nucleoid structure should also exhibit

alterations in ParA localization and therefore plasmid focus

positioning (Fig. 7A). We measured plasmid focus positioning in

mukE, mukF and matP mutant strains, as well as in cells treated

with the DNA gyrase inhibitor nalidixic acid (Nal), all of which

exhibit defects in nucleoid organization [32–34]. Nucleoid length

Table 4. Parameter values used in the directed motion models.

Parameter Description Value Notes

DA Nucleoid bound ParA-ATP
diffusion constant

1 mm2/s Constrained by experiment [18], value can be varied by several orders of
magnitude without loss of qualitative behaviour of system. Note that this
form of ParA-ATP does not have an effect on the mobility of plasmids,
since only polymeric ParA-ATP, immobile due to the interaction with the
nucleoid, can direct the motion of a plasmid.

DP Plasmid diffusion constant 361024 mm2/s Constrained by experiment (Fig. 3C).

kon ParA-ATP nucleoid binding 50 s21 Constrained by experiment [8].

kB Plasmid bound polymeric
ParA-ATP hydrolysis (into
ParA-ADP) stimulated by ParB.

68.5 s21 Chosen to be the same as kB in diffusion/immobilization model for
consistency; constrained by kB & kdm which ensures that all the ParA-ATP
at the location of a plasmid is converted into cytoplasmic ParA-ADP
before the plasmid moves to a neighboring site. Value can be varied
within a wide range without loss of qualitative behaviour of system.

kmB Plasmid bound mobile
ParA-ATP hydrolysis (into
ParA-ADP) stimulated by ParB.

40 s21 Fitted, value can be varied within a wide range without loss of qualitative
behaviour of system. Setting this rate too high depletes ParA-ATP locally
around a plasmid, which inhibits directed plasmid motion events.

kW (Cytoplasmic) ParA-ADP to
ParA-ATP conversion

1/15 s21 Constrained by experiment [8], this value should be low enough to
ensure that cytoplasmic ParA diffusion can generate a uniform
cytoplasmic ParA-ATP and ParA-ADP concentration.

kdm Plasmid directed motion rate
(in presence of one neighboring
plasmid)

0.8 s21 Constrained by experiment (Fig. 2A). If interpreted as biased plasmid
diffusion along the polymer (burnt-bridge mechanism [4]), this would
result effectively in a maximal plasmid diffusion constant of
161024 mm2s21(short) and 1.261024 mm2s21 (long). These values are
consistent with the free diffusion constant DP (see above), since the
interaction with immobile ParA-ATP polymers could lower the plasmid
mobility.

kp Polymerization: mobile ParA-ATP
to polymeric ParA-ATP conversion

800 s21 (short),
106 s21(long)

Fitted together with kdm and kW to ensure equal plasmid spacing. kp and
kdp together with the total ParA-ATP concentration determine the extent
of ParA-ATP polymerization.

kdp Spontaneous depolymerization:
ParA-ATP to mobile ParA-ATP
conversion

10 s21(short),
1024 s21(long)

Fitted. See notes on kp parameter above.

S Short axis length of the nucleoid
region where nucleoid bound
ParA-ATP can polymerize.

30 nm (short),
25 nm (long)

Fitted, values should be small compared to the long nucleoid axis length
to ensure that segregation occurs along the long nucleoid axis.

Perturbed nucleoid simulations Parameter values as above unless specified below. See also Materials and
Methods for further details.

kmB Plasmid-bound mobile ParA-ATP
hydrolysis (into ParA-ADP)
stimulated by ParB.

4 s21 Fitted, value is chosen to simulate the effect of a disordered nucleoid
structure, allowing mobile ParA-ATP to diffuse past plasmids.

S Short axis length of the nucleoid
region where nucleoid bound
ParA-ATP can polymerize.

30 nm (short),
10 nm (long)

Fitted, values are chosen to ensure a sufficient amount of mobile ParA-
ATP.

doi:10.1371/journal.pcbi.1004009.t004
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distributions were altered in all of these cases (S7A Fig.) and,

consistent with our hypothesis, there was in each case a similar

deterioration in the fidelity of plasmid focus positioning (np = 1,2 in

Fig. 7B, S7B,C, np = 3,4 in S7B,C,D Fig.) towards a random

distribution (S7E Fig.). This deterioration may not have been large

enough to detect in stability assays [35,36]. Similarly, in E. coli
mukB mutants, perturbed plasmid positioning without compro-

mising plasmid stability has also been observed, although for the

segregation mechanism mediated by ParM [37]. The deteriora-

tions in plasmid positioning could have resulted from other effects,

Fig. 5. As predicted by the directed motion model, ParA-GFP distribution is relatively symmetric. (A) Localization of plasmids and
summed Z-stack of ParA-GFP distributions in a field of cells. Scale bar: 1 mm; plasmid: pSR233 (mini-R1, par2+, Plac::parA::eGFP, tetO120) in E. coli cells
harboring pSR124 (PBAD::tetR::mCherry). (B) ParA-GFP (n = 134) asymmetry measure |IL-IR |/|IL+IR| using fluorescence densities IL, IR on left, right sides of
a plasmid focus along long cell axis (see Materials and Methods). Comparison shown to the prediction of directed motion model with short polymers,
Hoechst (n = 134) and MinD-YFP case [27]. Box plots represent minimal, first quartile, median, third quartile and maximal values of asymmetries in all
cases. (C) Time lapses showing localization of par2+ pSR236 (mini-R1, parC1+, parA-, parB+, parC2+, Plac::parA::eGFP, tetO120) plasmids in E. coli cells
harboring pSR124 (PBAD::tetR::mCherry).
doi:10.1371/journal.pcbi.1004009.g005
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such as an induction of the SOS response in Nal-treated cells.

However, the similarity of the altered plasmid positioning in all

four cases instead suggests a common positioning defect based on

nucleoid perturbation. This deterioration could also be due to an

altered plasmid structure. However, at least for the case of matP
we do not favor this hypothesis, due to the absence of MatP target

sites (matS) on our test-plasmid.

To provide evidence that the above deterioration in plasmid

positioning arose from an altered ParA distribution, we system-

atically examined localization of ParA-GFP and Hoechst stain

simultaneously in Nal-treated cells (n = 862), which had the largest

visible perturbations. We were able to quantify (Fig. 7C, S6B, p,

102149, see Materials and Methods) perturbations in nucleoid

structure that were detectable by eye (Fig. 6A, S6A). Moreover,

visual inspection showed that the ParA-GFP distribution followed

the nucleoid structure less closely than in the WT (Fig 6A, S6A).

This finding was quantitatively confirmed by a correlation

coefficient of rP = 0.68, decreased from its WT value of 0.81 (p,

10234), and also by a decrease in the ParA-GFP overlap coefficient

(Fig. 7C). Altogether, these findings support our hypothesis that

the nucleoid provides a template for 1d-like ParA-ATP structure

formation, which is partially compromised when the nucleoid

structure is perturbed.

To reproduce this behavior in the directed motion model, we

assumed that mobile DNA-bound ParA-ATP could now diffuse

past a plasmid (see Materials and Methods for details). This could

be due to the disordered nucleoid structure resulting in a

deteriorated ParA-ATP structure organization, thereby allowing

ParA-ATP to spatially bypass ParB-parC complexes and compro-

mise the ParA concentration differences between either side of a

plasmid. The directed motion model with a weak (Fig. 7D, S7F

Fig.) or strong (S7F Fig.) degree of polymerization could then

reproduce the observed plasmid focus distributions (Fig. 7B).

Discussion

Stable DNA inheritance is important for the viability of

essentially all organisms. In bacteria, the parABC genes have a

major role in this process for plasmid DNA [1]. In this study, we

have investigated how E. coli utilizes the par2 partitioning system

from plasmid pB171. We have for the first time provided a robust

mechanistic explanation for how plasmids are equally spaced over

the nucleoid, a process vital for the fidelity of low copy number

plasmid inheritance. We propose that competing ParA structures

function to direct plasmid movement over the nucleoid to equally

spaced positions. This mechanism is likely relevant to other

parABC systems that move and position sub-cellular objects.

It has previously been proposed that plasmid positioning is

controlled by concentration gradients of ParA-ATP over the

nucleoid, caused by plasmid-associated ParB-parC complexes

mediating ParA-ATP hydrolysis [8,16–20]. In this so-called

diffusion-ratchet mechanism [8,17,18,20], it has remained unclear

whether such a mechanism could actually mediate equal plasmid

spacing, and if so, which specific properties of the system were key.

In particular, it was left unclear how ParA actually influenced

plasmid movement [8,17,18], e.g. through immobilizing plasmids

or actively directing their motion through a chemophoresis force

[19,20]. Furthermore, although the diffusion-ratchet mechanism

did not strictly preclude some degree of ParA polymerization, its

Fig. 6. ParA forms structures within the nucleoid region. (A)
Fluorescence localization of ParA-GFP (green), Hoechst DNA stain (red)
and overlay, at mid-height through cell, taken from deconvolved Z-
stacks showing structures that are disrupted with 50 mg/ml nalidixic
acid treatment (Nal) compared to WT. Scale bar: 1 mm; plasmid: pGE230
(mini-R1, par-, Plac::parA::eGFP). (B) Normalized fluorescence intensity
profiles along the long cell axis for 9 in focus z heights (dz = 0.1 mm)
resulting from deconvolved Z-stacks in representative WT and Nal-
treated strains. (C) Manders overlap coefficients in WT cells (error bars:
standard error of the mean, n = 678) showing the fraction of ParA-GFP
fluorescence intensity that overlaps with Hoechst DNA stain when the
latter is above a threshold TManders (ParA-GFP, green) and the reverse

(Hoechst, red). ParA-GFP overlaps more with Hoechst DNA stain (p-
values ranging from 10212 to 102132, see Materials and Methods) than
the reverse.
doi:10.1371/journal.pcbi.1004009.g006
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Fig. 7. Nucleoid morphology disruption causes aberrant plasmid focus positioning. (A) Fluorescence localization of ParB-GFP (green) and
Hoechst DNA stain (blue) in mukE, mukF, matP mutants and wild-type cells treated with 50 mg/ml nalidixic acid (Nal). Scale bar: 1 mm; plasmid: pFS21
(mini-R1, parC1+, parA+, parB::sfGFP, parC2+). (B) Histograms of plasmid foci positions (np = 1,2) for mutants/treatments described in (A) relative to
nucleoid size. According to Kolmogorov-Smirnov tests, all distributions are broader than WT (Fig. 1C) with p,1022 except Nal np = 1: p,0.05. (C)
Manders overlap coefficients (error bars: standard error of the mean) of ParA-GFP comparing WT (n = 678) and Nal-treated cells (n = 862). Consistent
with a decrease in the Pearson’s correlation coefficient rP (p,10238), ParA-GFP overlaps less with Hoechst in Nal-treated cells as compared to WT (p-
values ranging from 10251 to 102144). (D) Time-averaged plasmid position distributions for directed motion model with short polymers obtained as in
Fig. 2C from 124 independent simulations. Here, mobile DNA-bound ParA-ATP was now able to diffuse past a plasmid.
doi:10.1371/journal.pcbi.1004009.g007
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gradient-aspect was emphasized as opposed to polymerization

[8,16–18,20], leaving open the potential importance of polymer-

ization. To provide elucidation of these key issues, we have

therefore performed a mathematical analysis, which has led to

predictions that we have experimentally verified.

We found that ParA-ATP nucleoid-binding, followed by

diffusion over the nucleoid, and subsequent ParB-parC-stimulated

ParA unbinding in a 1d model, is sufficient to generate dynamic

ParA-ATP concentration gradients on either side of a plasmid. We

have further shown that these ParA concentrations on either side

of a plasmid are only symmetric in the case of equally spaced

plasmids; unequally-spaced plasmid configurations will cause the

ParA gradient to be steeper on one side rather than the other.

Fundamentally, this asymmetry arises from two key properties: (i) a

greater space for binding of ParA on one side as opposed to the

other in unequally-spaced configurations, and (ii) ParA only being

returned to the cytoplasm at discrete plasmid positions occupied

by ParB-parC. The combination of these two features leads to the

ParA density being increased in larger versus smaller inter-plasmid

regions and hence to asymmetric ParA concentrations in

unequally spaced plasmid configurations. According to our

analysis, all that is then required for equal plasmid spacing is

that the plasmids have a means to preferentially move up the

locally steepest ParA concentration gradient and thus locate the

equally spaced configuration with symmetric, competitive ParA

concentrations around each plasmid. The exact means of plasmid

translocation is therefore not critical; all that is important is that

such movement can occur.

With this general framework established, we then investigated

which specific means of plasmid movement up a concentration

gradient were possible, and which was implemented for the par2
segregation system. We first developed a diffusion/immobiliza-

tion model and found that such a model could indeed lead to

plasmid movement up a ParA gradient, as the plasmid tends to

become trapped in regions of higher ParA concentration.

However, when we tested this model experimentally, its

predictions did not verify: in particular, plasmid mobility was

higher in the presence rather than the absence of par2, and

overall free plasmid mobility was too low to allow the

experimentally-observed rapid plasmid segregation following

duplication events. This intrinsically low mobility agrees with

earlier measurements [23,26,38] and is likely a general feature for

relatively large intracellular components, given the glass-like

properties of the cytoplasm [23].

We then considered active means of ParA-mediated plasmid

movement. In particular, we assumed that ParA-ATP could form

polymeric filaments, which could subsequently depolymerize

through the action of plasmid-associated ParB-parC. In this case,

ParA-ATP could bind to the nucleoid, diffuse and then

subsequently polymerize to form gradients of ParA polymers,

with the degree of polymerization influenced by the overall ParA

concentration at a particular location. We found that ParA

polymer models could naturally explain enhanced plasmid

mobility in the presence of par2, as well as rapid plasmid

segregation events, much more satisfactorily than the diffusion-

immobilization model, regardless of whether long or short ParA

polymers were formed. This finding in particular shows that our

directed motion model is sufficiently general to explain equal

plasmid spacing as found in various parABC systems with different

extents of ParA polymerization [8,9,18]. In addition, we note that

this mechanism does not critically depend on ParA-ATP binding

to the nucleoid as a dimer. A scenario where ParA polymerizes to

a certain extent cytoplasmically, and subsequently binds and

diffuses on the nucleoid before polymerizing further into immobile

filaments, could also suffice.

A key aspect of our models is competition between ParA

structures on either side of a plasmid to direct plasmid

movement. Therefore our model predicts a comparatively

symmetric ParA distribution on average, a prediction which we

experimentally verified. We note here that such competition

makes the system dynamics robust to alterations in ParA

expression levels, since it is only the relative rather than absolute

ParA levels on either side of a plasmid that are critical. This

analysis potentially explains why cells with variable amounts of

ParA-GFP (S1C Fig.), still possess functional segregation systems

with low plasmid loss rates [9].

In the above polymer models, the movement of a plasmid is

assumed to be directed by retracting ParA structures. The precise

nature of this short-ranged directed motion is not specified by our

analysis, and could include locally biased plasmid diffusion along a

retracting polymer in a ‘‘burnt-bridge’’ mechanism [4] or even

direct pulling [39]. This arbitrariness is a special case of our more

general result that the mechanism by which a plasmid is able to

move up a ParA concentration gradient is not important, only that

such movement is possible. Other mechanisms of directed motion

are also plausible. One possibility is that ParA-ATP does not

polymerize at all, but nevertheless forms dense structures on the

nucleoid with many ParA-ATP contacting a plasmid at any

given time. In this variant, biased diffusion through an analog of

a ‘‘burnt-bridge’’ mechanism is still possible. Another possibility

is a DNA-relay, where directed motion is generated by the

elastic dynamics of the nucleoid DNA to which ParA-ATP

dimers are bound [21]. Moreover, plasmid diffusion seems not

always required for directed plasmid movement. Brownian

dynamics simulations based on ParB-parC-mediated disassem-

bling ParA polymer bundles can both tether and pull plasmids

simultaneously without the need for plasmid diffusion [39]. We

propose that distinct underlying translocation mechanisms, as

exemplified above, could be responsible for directed motion in

different parABC systems and yet still attain similar equal

plasmid spacing.

For our models to generate equal plasmid spacing, ParA should

be organized into a 1d-like configuration along the nucleoid. If

ParA were not organized in this way, it would be possible for ParA

to diffuse around the sides of a plasmid without encountering the

hydrolyzing effect of the ParB-parC complex. This would equalize

the ParA concentrations on both sides even in the case of

asymmetrically placed plasmids, leading to failure of the equal

spacing mechanism. Potentially such ParA structures could consist

of long ParA polymer bundles, or an extended region containing

short ParA polymers or dimers. Importantly, in this work, we have

provided experimental evidence for such ParA structure formation

within the nucleoid region. Interestingly, it has been reported that

the E. coli chromosome adopts a helical shape [28,30]. Potentially

the ParA structures could be preferentially located within a

"valley" in this configuration, thereby naturally generating a 1d-

like appearance, even for dimers or short polymers. Consistent

with these concepts, we found experimentally that plasmid

positioning is compromised in nucleoid perturbed strains. ParA

structures could also provide a high enough ParA concentration to

ensure plasmid tethering and directed plasmid motion, whilst

preventing plasmids from diffusing away from the nucleoid, a

process which would compromise regular positioning. Further

investigation of the exact involvement of the nucleoid in

intracellular cargo positioning is therefore an important future

goal.
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Materials and Methods

Diffusion/immobilization model
On the one dimensional lattice with sites of size dx = 5 nm, sites

are numbered 0… (L-1). Reactants are Ai: ParA-ATP at site i with

number A½i� ($0), Pj,i: plasmids with j ParA-ATP bound to it at

site i with number P½j�½i� ($0), AADP: cytoplasmic ParA-ADP with

number AADP ($0), Acyto: cytoplasmic ParA-ATP with number

ACYTO ($0) The reactions and corresponding propensities pt

are described in Table 1. Parameter values used are listed in

Table 2.

We varied the exact number of ParA-ATP molecules forming a

complex that are required to completely immobilize the plasmid

and this variation does not alter the qualitative behavior of the

system. Introduction of a low spontaneous ParA-ATP hydrolysis

parameter koff also does not alter the behaviour of the system. We

do not keep track of the spatial positions of ParA-ADP and ParA-

ATP in the cytoplasm. Instead we merely keep track of their

number.

The ParA concentration is assumed to be constant throughout

the cell cycle, consistent with the total ParA-GFP fluorescence as a

function of cell volume when expressed from an inducible

promoter (S1C Fig.). In accordance with estimates for average

ParA copy numbers obtained by semi-quantitative Western blots

(S1B Fig.), the ParA concentration is assumed to be 2400 ParA

(dimers) per mm of nucleoid. Simulations start at time t = 0 and run

until time t, updated according to the Gillespie algorithm, exceeds

a predefined time T. To simulate nucleoid growth during the cell

cycle the nucleoid lattice is extended by two sites of size dx (not

containing any ParA or plasmids), at one randomly chosen

position along the nucleoid length. Such a growth event occurs at

regular time intervals. Reaction propensities are then updated in

accordance with the new state.

In Fig. 2B the nucleoid grows from 1.5 mm to 3 mm in

T = 40 min, reflecting one cell cycle. Initially a quarter of the

total ParA in the system is in the cytoplasmic ParA-ADP form, 11

ParA-ATP are bound to each plasmid to ensure initial anchoring,

and the rest are bound randomly to the nucleoid. In Fig. 2B the

plasmid is initially located at site 0. In the simulations used to

generate the histograms shown in Fig. 2C, S3A, all plasmids are

initially distributed randomly across the nucleoid. At regular time

intervals of 5 s the simulation state is output along with the

plasmid positions to generate a time-averaged probability distri-

bution for the plasmid positions along the long axis of the cell.

In cases where the total number of plasmids (np) is more than

one, the plasmids are ordered and labeled 1…np according to their

positions (by increasing site number) along the nucleoid.

Their position is then used to generate distributions for every

plasmid label 1…np for that particular overall number of

plasmids np.

In the event of plasmid duplication at a particular site where an

existing plasmid is located, a new plasmid without any bound ParA

is added to the same site and the reaction propensities are updated

accordingly. In case of two or more existing plasmids, one is

chosen randomly for duplication. Plasmid duplication events in

Fig. 2B occur at regular time intervals T/3, although the model

behaves equally well with duplication at any time as it dynamically

segregates the plasmids to equally spaced positions.

Directed motion model
The nucleoid was represented as a rectangular lattice divided

into square sites of sides dx = 5 nm. The long axis could grow from

1.5 mm to 3 mm in length, while the short axis of the nucleoid

lattice remained fixed. For wild-type directed motion model

simulations the short axis length was 30 nm (directed motion

model with short polymers) and 25 nm (directed motion model

with long polymers). Thus every site had a coordinate along the

long axis (labelled as 0… L-1) as well as a coordinate along the

short axis (labelled 0… S-1). Reactants are: Ami,j: mobile ParA-

ATP at site (i,j) with number Am½i�½j� ($0), Ai,j : polymeric ParA-

ATP at site (i,j) with number A½i�½j� (0 or 1); Pi: plasmids at site i

with number P½i� ($0); AADP: cytoplasmic ParA-ADP with

number AADP ($0) and Acyto: cytoplasmic ParA-ATP with

number ACYTO ($0). The reactions and corresponding

propensities pt are listed in Table 3. Parameter values used are

listed in Table 4.

In the perturbed-nucleoid simulations, mobile ParA-ATP can

diffuse past a plasmid with 10% (short) or 100% (long) of the

normal diffusion rate and the short axis length of the nucleoid is

altered to 10 nm in the long polymer model. Lastly, to allow for

mobile ParA-ATP to move past the plasmid without being

hydrolyzed, kmB is reduced 10-fold compared to its standard value.

As for the diffusion/immobilization model, the total ParA

concentration was constrained to be 2400 ParA (dimers) per mm of

nucleoid (long axis) and the total length of simulated time was

T = 40 min. Initially a quarter of the total number of ParA in the

system was in the cytoplasmic ParA-ADP form, with the rest

distributed randomly on the nucleoid in the mobile ParA-ATP

form. Initial plasmid positioning, state output, plasmid position

distribution generation and plasmid duplication rules were also as

described previously. Nucleoid growth was implemented as

described previously, with one generalization: a position along

the long axis of the nucleoid was first chosen randomly. Then two

nucleoid slices of 1 site (along the long axis) by S sites (along the

short axis) were inserted.

Plasmids and strains
The ParA-GFP fusion and tetO-TetR-mCherry plasmid labeling

system were described previously [9,12]. To obtain the functional

ParB-GFP fusion, the parB gene in the par2 locus was replaced by

parB::sfGFP and inserted in a mini-R1 test-plasmid. See S2 Text

for more details on the strains and plasmids construction, semi-

quantitative ParA western blotting and supplemental figure data

analysis.

Epifluorescence microscopy
E. coli strains carrying plasmids of interest (see Table S1, S2 in

S2 Text for details on strains and plasmids) were grown to

stationary phase while being shaken at 37uC in LB medium

supplemented with appropriate antibiotics (30 or 50 mg/ml

ampicillin, 25 or 50 mg/ml kanamycin, 15 mg/ml chloramphen-

icol), with the exception of the muk strains, which were grown at

24uC. Cultures were diluted to an OD450 of 0.025 in antibiotic-

free M9 minimal medium containing supplements (0.2% casamino

acids, 0.2% glycerol, 1 mg/ml thiamine, 1 mM MgSO4, 0.1 mM

CaCl2). Inoculated cultures were incubated until an OD450 of

<0.2 was reached, typically taking 3 h.

When nalidixic acid was used to condense the nucleoids, the

antibiotic was added to a growing culture at a final concentration

of 50 mg/ml two hours before imaging. Where appropriate,

culture samples were mixed with Hoechst 33342 (Invitrogen) at a

final concentration of 50 mg/ml for DNA staining immediately

before microscopy.

For imaging, cells were immobilized on 1.5% agarose-M9 pads

mounted on microscopy slides using Gene Frames (Thermo

Scientific). All microscopy experiments, unless specified otherwise

(see below), were carried out using an Olympus IX71 inverted

microscope with a CoolSNAP HQ EMCCD digital camera
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(Photometrics, pixel size = 0.066 mm). A temperature-controlled

incubation chamber (Applied Scientific) fitted to a Weather

Station (Precision Control) kept samples at a constant 30uC.

Images were acquired using SoftWoRx version 5.5.0 with a Zeiss

Plan-Neofluar 100X/1.30 NA oil objective and Olympus Mercury

100 W burner (U-LH100HG) fluorescent light source. Filter set

specifics are given in Table S3 in S2 Text.

Optical sectioning of fluorescence signals from ParA-GFP
and Hoechst-stained nucleoid DNA

Expression of ParA-GFP from plasmid pGE230 (mini-R1, par-,

Plac::parA::eGFP) in E. coli strain KG22 or FS1 (KG22DmatP)

was induced by adding 10 mM IPTG to the culture medium two

hours before microscopy. A 31 image Z-stack with 0.1 mm section

widths was taken for all projections (exposure times Phase Contrast

(GFP channel): 0.05 s, ParA-GFP: 1.5 s, Phase Contrast (Hoechst

channel): 0.1 s, Hoechst: 2 s). Image stacks were subsequently

deconvolved using SoftWoRx v.5.5.0 with the following param-

eters: 10 iterations, medium noise reduction, conservative method.

Measuring asymmetry in ParA-GFP distributions using
optical sectioning

Expression of ParA-GFP from plasmid pSR233 (mini-R1,

par2+, Plac::parA::eGFP, tetO120) in E. coli KG22 cells harboring

pSR124 (PBAD::tetR::mCherry) was induced by adding 10 mM

IPTG to the culture medium one hour before microscopy.

Samples were treated with Hoechst stain and imaged immediately

thereafter. Expression of TetR-mCherry was not induced, as

baseline activity of PBAD produced sufficient amounts of TetR-

mCherry to detect foci in a single image at mid Z-height.

Similarly, a single Hoechst stain image was acquired. For ParA-

GFP, a 21 image Z-stack with 0.2 mm section widths was taken

(exposure times Phase Contrast: 0.1 s, TetR-mCherry 1.5 s, ParA-

GFP: 1.5 s, Hoechst 0.15 s). Images were acquired using a Zeiss

Axiovert 200 M inverted epifluorescence microscope with a Zeiss

Plan-Neofluar 100X/1.3 NA oil objective in a temperature-

controlled room at 22uC. The microscope was controlled using

MetaMorph software version 7.7.5.0 (Molecular Devices, Inc.).

Cells were illuminated using a Lambda LS xenon-arc lamp and

images acquired using a CoolSnap HQ2 EMCCD digital camera

(Photometrics, pixel size = 0.0625 mm). Filter set specifics are

given in Table S3 in S2 Text.

Time-lapse imaging of plasmid foci movement
Plasmid foci of the par- mini-R1 plasmids pMH82tetO120 (par-,

tetO120+) or pSR236 (parC1+, DparA, parB+, parC2+, Plac::par-
A::eGFP, tetO120+) in E. coli strain SR1 (KG22DpcnB) were

visualised by labelling tetO arrays on the plasmid in trans with

TetR-mCherry provided from the pSR124 vector (see [40] for the

original method). TetR-mCherry expression was induced by

adding L-arabinose to a final concentration of 0.02% to growing

cultures for 15 minutes, followed by catabolite repression with 1%

glucose for 10 minutes. In strains harbouring pSR236, expression

of ParA-GFP was induced by the addition of 10 mM IPTG inducer

2 h before microscopy. Time-lapse image series were acquired for

different total durations/time intervals: 1 min/4 s or 15 min/30 s

for pMH82tetO120 (exposure times phase contrast: 0.1 s; TetR-

mCherry: 1.5 s) and 1 min/5 s or 15 min/20 s for pSR236

respectively (exposure times phase contrast: 0.1 s; TetR-mCherry:

1.5 s; ParA-GFP: 1 s). The maximum rate of image acquisition

possible with our imaging system was every 4 s and 5 s (without

and with ParA-GFP channel) for pMH82tetO120 and pSR236

respectively. Sample focus was maintained in the mid-cell plane

throughout the experiment using the UltimateFocus system

(Applied Precision) sampling and refreshing before the acquisition

of each individual frame.

Plasmid focus positioning microscopy
E. coli strains KG22, FS1 (KG22DmatP), FS2 (KG22:

mukE::kan) or FS3 (KG22: mukF::kan) harbouring pFS21 (mini-

R1, parC1+, parA+, parB::sfGFP, parC2+) were grown to an

OD450 of 0.3. Samples were treated with Hoechst stain and

imaged immediately in the mid-cell plane (exposure times ParB-

GFP: 1 s, Hoechst: 0.5 s). Images of muk strains were acquired

using a Zeiss Axiovert 200 M inverted epifluorescence microscope

with a Zeiss Plan-Neofluar 100X/1.3 NA oil objective in a

temperature-controlled room at 22uC. The microscope was

controlled using the MetaMorph software version 7.7.5.0

(Molecular Devices, Inc.). Cells were illuminated using a Lambda

LS xenon-arc lamp and images acquired using a CoolSnap HQ2

EMCCD digital camera (Photometrics, pixel size = 0.0625 mm).

Filter set specifics are given in Table S3. Other strains were

imaged using both the Olympus IX71 and Zeiss Axiovert 200 M

systems described above.

Plasmid foci mobility determination
Using the MATLAB-based software suite MicrobeTracker

(MT) [27], we determined E. coli cell outlines from phase contrast

(PC) images, as well as the distribution of tetO-TetR-mCherry-

labeled plasmids along the long axis of cells. The cell outlines were

used together with the MATLAB tools spotFinderZ and spot-

FinderM [27] to determine tetO-TetR-mCherry foci positions in

par- time-lapses of 1 min (short) or 15 min (long) in duration with

images taken at intervals of 4 s or 30 s respectively. The linear

tetO-TetR-mCherry distribution was used to control the peak

detection method for false positives/negatives. For the short time-

lapses we analysed cells with one or more foci, although all our

results were unchanged if analysis was restricted to one focus cells

to prevent potential foci labelling errors. For the long time-lapses,

we only analysed cells exhibiting one focus. This was due to

difficulties in distinguishing between multiple foci due to merging/

splitting events, out of focus plane movement and photobleaching

when acquiring images using a time interval of 30 s. These effects

could have resulted in biases in the analysis due to labelling errors.

We were unable to lower the time interval and simultaneously

image for long time periods due to TetR-mCherry photobleach-

ing.

At every time point the two-dimensional squared foci displace-

ments r2(t) after time lag t were determined. All measured

displacements for the same time lag were then averaged together

to obtain Mean Square Displacements (MSD) Sr2 tð ÞT with time

lags from 4 s to 15 min (Fig. 3B,C,S3B). The measured plasmid

displacement rp(t) can report the true plasmid displacement rp(t) at

a resolution no greater than our measurement error, which can be

up to 0.1 mm due to microscope drift. Our measurements are also

limited by a finite pixel size of 0.066 mm. We therefore have:

r tð Þ~rp tð Þze, where e is the error due to both of the above

effects. Squaring and averaging over many plasmid trajectories

results in an MSD: Sr2 tð ÞT~Sr2
p tð ÞTzSe2TzS2erp tð ÞT. The last

term vanishes due to averaging, but the second term remains and

generates a small time independent value for t.0. Even at short

timescales of up to a minute, the MSD has a nonlinear shape, as

has been reported before [26]. This is fully consistent with

subdiffusive motion on these timescales. We thus expect the

experimentally observed planar MSD for free particle subdiffusion

in three dimensions to have the form: Sr2 tð ÞT~4Dtazb. We
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carefully measured the par- MSD up to 1 min with short time

intervals between measurements (Fig. 3B). We performed a

nonlinear least squares fit (weighted by the standard error of the

mean (SEM): 1/SEM(t)) for Sr2 tð ÞT~4Dtazb resulting in the

values a= 0.7860.04, D = 6.861.261024 mm2s2a, b= 661

61023 mm2 (R2 = 0.99, p-values: 4610210, 161024 and 861024

respectively). On longer timescales up to 15 min (Fig. 3C), plasmid

mobility also showed subdiffusive behaviour with a similar

analysis giving a= 0.7860.05, D = 6.262.161024 mm2s2a,

b= 46161022 mm2 (R2 = 0.99, p-values: 8610215, 861023 and

261023 respectively). Analysing the two datasets combined

(Fig. 3C) also generated consistent results, although the constant

b was not significantly different from zero in this case:

a= 0.7360.02, D = 9.761.361024 mm2s2a, b= 1.662.461023 mm2,

(R2 = 0.99, p-values: 8610215, 861023 and 0.50 respectively, fit

shown in Fig. 3C). Fitting Sr2 tð ÞT~4Dta instead to this combined

data set did not alter our estimates for a and D significantly. On all

observable timescales (i.e. 4 s and longer) the experimentally found

par- MSD is bounded from above by the function4Df t, with Df =

1061024 mm2s21. Moreover, free diffusion with diffusion constant

Df inside a box of cellular dimensions still exceeds the experimental

subdiffusive mobility.

Determining plasmid foci positions
Cell outlines and linear projections of ParB-GFP and Hoechst

signal distributions along their long axis were determined as

described above using MicrobeTracker (MT) [27]. ParB-GFP foci

detection of snapshots was also performed using the methods

described above. The positions of the half-maxima of the linear

Hoechst signal distribution in every cell were then determined. We

defined the nucleoid length as the length between the two half-

maxima of the Hoechst stain. This analysis allowed us to

determine the positions of plasmid foci with respect to the

nucleoid.

ParA asymmetry analysis
Here, we summed 6 planes that are in focus from a Z-stack of

ParA-GFP fluorescence signal images (dz = 0.2 mm), although the

results are not different when using the ParA-GFP signal obtained

from single confocal planes focused at mid-cell. Cell outlines,

linear projections of ParA-GFP, tetO-TetR-mCherry and Hoechst

stain fluorescence signal distributions, and tetO-TetR-mCherry

foci positions were determined as described above. We confirmed

that positioning of the tetO-TetR-mCherry foci from this dataset

was similar to that measured previously [9]. In cells containing one

plasmid focus (n = 134), the ParA-GFP fluorescence signal from

pole to plasmid position was summed and divided by the

respective pole-to-plasmid distance. This generates two ParA-

GFP fluorescence densities IL and IR for either side extending to

the two cell poles. This allows us to compute the normalized ParA

asymmetry measure |IL-IR|/|IL+IR|. Irrespective of the plasmid

position, a completely uniform fluorescence distribution would

give an asymmetry value of zero. On the other hand, if all the

ParA-GFP was located on one side of the plasmid the asymmetry

measure would be one. Using a single confocal plane focused at

mid-cell, we also computed the Hoechst asymmetry measure with

respect to the plasmid position in the same manner.

As shown in [27] by using the same MT software package for

analysis, the MinD-YFP asymmetry measure with respect to mid-

cell follows an approximate sinusoidal oscillation over time, with a

cell-length-dependent oscillation amplitude. In large cells the

MinD-YFP oscillations are clearest with an amplitude

DIL{IRD=DILzIRD of around 0.6. To generate an asymmetry

measure appropriate for the MinD-YFP oscillations, we sampled

103 time points t uniformly in [0,2p] (which constitutes one

period). We then computed for every time point

DIL{IRD=DILzIRD~D0:6|sin tð ÞD. The resulting asymmetry distri-

bution (Fig. 5B) therefore reflects the experimental MinD-YFP

asymmetry with respect to mid-cell in large cells [27]. In this way,

we can directly compare the asymmetry present in the ParA-GFP

and Hoechst signal distributions with that induced by the

spatiotemporal oscillations of MinD-YFP. We also generated

asymmetry measures using our directed motion model. In

simulation outcomes shown in Fig. 4B (directed motion model

with short polymers) and S4B (directed motion model with long

polymers), the plasmid position, cytoplasmic ParA-ADP, cytoplas-

mic ParA-ATP, nucleoid-bound mobile ParA-ATP and polymeric

ParA-ATP levels on either side of the plasmid were output at

regular time intervals of dt = 5 s during a time period prior to

plasmid duplication (first 2 min and 1.5 min of simulated time for

directed motion model with short and long polymers respectively).

Cytoplasmic ParA was assumed to be uniformly distributed

throughout the cell (independently of the plasmid position), thus

effectively only contributing to the denominator |IL + IR|. With

this information we computed the ParA asymmetry using the same

method as described for the experimental data. Results are shown

in Fig. 5B (short polymers) and S5B Fig. (long polymers). It should

be noted that according to both models, the ParA asymmetry

remains very low once a plasmid is stably positioned at mid-cell,

pushing the asymmetry distribution further towards zero over

time. This is consistent with time lapses where stable equally

spaced plasmid foci positioning correlates with ParA-GFP on

either side of a plasmid focus (Fig. 5C and [9]).

Three dimensional nucleoid and ParA structure analysis
To compare the extent of overlay and 3D structure of Hoechst

(nucleoid DNA) stain and ParA-GFP, we first had to align the Z-

stack pairs in an unbiased manner. To achieve this, one phase

contrast (PC) image (at mid z height) of the Hoechst signal sections

was aligned with one GFP section PC image (at the same z

position) using the TurboReg ImageJ plugin (option: translation)

[41], after cropping both PC images to match the output size of

the deconvolved Z-stacks. Using the same translation as for the

Hoechst PC image, Hoechst Z-stacks were then translated in

ImageJ to align them with the ParA-GFP Z-stacks.

We determined cell outlines in MT as described above using the

PC image acquired with the GFP channel and excluded cells that

did not show visible ParA-GFP and Hoechst stain simultaneously.

We then computed the linear distributions (for every z height)

along the long cell axis for the deconvolved Hoechst and ParA-

GFP Z-stacks. We next determined for the ParA-GFP and

Hoechst signals separately in every cell the maximal intensity

value in the whole cell (Imaxcell) and the maximal values at every z

height (Imax(z)). To find the 9 z planes from the Z-stacks

(dz = 0.1 mm) that are in-focus for each cell in an automated

fashion, we summed Imax(z) over 9 consecutive z positions

including a given starting plane and determined the starting plane

that gave the largest associated summed value. This starting plane

and its 8 consecutive planes formed the in focus plane set. We

verified that this method generated the right focus planes by

inspecting the chosen planes visually for several cells. This method

circumvents the problem of different focus planes for cells on the

same image stack as well as alignment inaccuracies in the z

direction between ParA-GFP and Hoechst signals which are

difficult to control for manually.

Visual comparison of the nucleoid shape between WT and

nalidixic acid (Nal) treated cells (Fig. 6A,B, S6A) revealed clear
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differences. In Nal-treated cells, the nucleoid signals, where

present inside a cell, were more uniform along the long cell axis

than in the WT (S6A,B Fig.). Shape differences were also visible in

the raw Z-stacks suggesting they were not artefacts of the

deconvolution method. To quantify these shape differences in an

unbiased and systematic manner, we performed the following

analysis (S6B Fig.).

We reasoned that a more uniform pattern would result in a

profile along the long axis that resembled a first harmonic (first

non-constant term of a Fourier expansion) between the nucleoid

edges. Such a harmonic would not fit so well to a more spatially

oscillating pattern that would arise, for example, from helical

structures. Using the Hoechst stain Imaxcell and the Imax(z) arising

from the 9 relevant focus planes we determined the half-maximum

intensity locations along the long cell axis closest to the cell poles

xL and xR at every z height. At every focus plane z height we could

now define the ‘first harmonic’ function defined for xL#x#xR:

H x,zð Þ~ Imax zð Þ
Imaxcell

1

2
z

1

2
sin

p x{xLð Þ
xR{xL

� 	� �

.

For every (x,z) we calculated the squared error SE(x,z) between

the actual intensity value I(x,z) and H(x,z): SE x,zð Þ
~ I x,zð Þ{H x,zð Þ½ �2. Lastly we summed over the SEs at every

(x,z) and divided by the number of position points (x,z) to obtain a

single measure of deviation SEcell in a cell that is independent of

the number of data points (and thus nucleoid size) and expression

level variation between cells (because of normalization to Imaxcell).

We then performed a Wilcoxon rank sum test on the set of SEcell

comparing a population of WT cells with nucleoid-perturbed cells

(nWT = 678 and nNal = 862). Nucleoid shapes in Nal-treated cells

were indeed altered (p,10-149). Note that this method did not

detect a notable shape change in matP cells (nmatP =

579), potentially due to our techniques not being sufficiently

sensitive.

To quantitate the colocalization of ParA-GFP and Hoechst

signal in each cell, we also calculated, for every cell, the Pearson’s

correlation coefficient rP using all the intensity values IParA-GFP(x,z)

and IHoechst(x,z) [42].

To determine the fraction of ParA-GFP intensity signal that

overlaps with Hoechst signal and vice versa we computed Manders

overlap coefficients [42]. This method requires a choice of

threshold TManders to distinguish between positions (x,z) that are

considered to contain or lack sufficient intensity signal. We

therefore performed our analyses for the complete range of

threshold values to show that our qualitative conclusions are

insensitive to the choice of a particular TManders (Fig. 6C, 7C).

Manders overlap coefficients of ParA-GFP and Hoechst were

calculated as follows:

MParA{GFP~

P
x,z

IParA{GFP,coloc x,zð ÞP
x,z

IParA{GFP x,zð Þ ,

with

IParA{GFP,coloc x,zð Þ~
IParA{GFP x,zð Þ if

IHoechst x,zð Þ
I
Hoechst maxcell

§TManders

0 otherwise

8<
: :

Likewise the Manders overlap coefficient of Hoechst onto ParA-

GFP is defined as:

MHoechst~

P
x,z

IHoechst,coloc x,zð ÞP
x,z

IHoechst x,zð Þ ,

with

IHoechst,coloc x,zð Þ~
IHoechst x,zð Þ if

IParA{GFP x,zð Þ
IParA{GFP maxcell

§TManders

0 otherwise

8<
: :

Note that taking TManders = 0, will generate an overlap

coefficient of one by construction. The normalization to Imaxcell

in determining the colocalizing positions allows the overlap

coefficients to be comparable between cells.

In a small fraction of cells the alignment procedure described

above did not result in proper alignment. This is clearly reflected

in the rP values being considerably lower for these cases than for

the cell population mean rP value. However, without excluding

these few, possibly false negative, cases the population mean rP

value is still high (0.81 and 0.68 for WT and Nal-treated cells

respectively), indicating that ParA-GFP and Hoechst signals

generally correlate strongly at a population level. Poor alignment

affects Manders overlap coefficients for the ParA-GFP and

Hoechst signals on average equally and is not biased towards a

particular strain/treatment. Therefore the observed misalignment

of a small fraction of cells does not affect the qualitative

conclusions that we state in this study.

Note that in matP cells, we did not observe any significant

alteration in intensity correlation (rP = 0.80 for matP), nor ParA-

GFP overlap coefficient, as compared to the WT. This result was

expected given that we could not detect any significant nucleoid

structure alteration, as described above.

Supporting Information

S1 Fig par2 protein functionality and expression levels. (A)

Plasmid loss-frequency assay showing pFS21 stabilisation to wild-

type levels by the recombinant par2 locus encoding parB::sfGFP,

confirming functionality of the fluorescent fusion protein. Plasmids

used are pRBJ200 (par-, red), pFS19 (par2+, black) and experimen-

tal vector pFS21 (parC1+, parA+, parB::sfGFP, parC2+, green),

n = 2, error bars: standard error of the mean. (B) Representative

section of semi-quantitative Western blot used for approximating

ParA molecule numbers in vivo. Cell lysate samples of strain KG22

carrying a mini-R1 plasmid lacking (pRBJ200) or containing par2
(pGE2) were compared to plasmid-free KG22 cell lysate mixed with

known amounts of purified His6ParA. Standard curve generated

from intensity measurements from this blot has R2 = 0.965. Band

intensities were measured and quantified using the ImageQuant TL

1D Gel Analysis Software, (n = 3). (C) Scatter plot of ParA-GFP

total fluorescence signal in single WT cells as a function of cell

volume, when expressed from an inducible promoter (Plac). The

different color labels indicate the number of plasmid foci. Plasmids:

pSR233 (mini-R1, par2+, Plac::parA::eGFP, tetO120) and pSR124

(PBAD::tetR::mCherry). (D) Scatter plot of ParB-GFP total fluores-

cence signal in single WT cells as a function of cell volume, when

expressed from its native promoter. Plasmid: pFS21 (parC1+, parA+,

parB::sfGFP, parC2+); color labeling as in (C).

(PDF)
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S2 Fig Plasmid foci are equally spaced over the nucleoid

irrespective of nucleoid length or plasmid focus copy number.

(A) Scatter plot of plasmid foci positions (blue, green, red, cyan)

with respect to nucleoid edges (purple) and cell edges (black) for

wild-type cells. Strains and plasmids used for S2 Fig. are as

described in Fig. 1. (B) Histograms of plasmid foci positions shown

in (A) relative to nucleoid length.

(PDF)

S3 Fig Diffusion/immobilization model can move and maintain

plasmids at equally spaced positions. (A) Time-averaged plasmid

position distributions for diffusion/immobilization model with

np = 3,4 on a simulated nucleoid growing from 1.5 mm to 3 mm in

40 min without plasmid duplication. Plasmid distributions were

obtained by sampling positions every 5 s in 36 independent

simulations. (B) Plots as in Fig. 3B except with experimental par-

(red, green, blue) plasmid trajectories in which plasmid location is

within a region of normalized Hoechst stain intensity I equal to or

higher than the values indicated in the legend. The corresponding

plasmid copy numbers (npar2+ = 763, npar-, I$0 = 747, npar-, I$

0.5 = 592, npar-, I$0.75 = 401) indicate that a large fraction of par-

plasmids do indeed reside in the nucleoid region; error bars:

standard error of the mean. (C) Plots of 13 segregation events of

par2+ pSR236 (mini-R1, parC1+, parA-, parB+, parC2+, tetO120,

Plac::parA::eGFP) plasmids in E. coli cells harboring pSR124

(PBAD::tetR::mCherry). Shown is the additionally segregated

distance (colored lines) as a function of time, both with respect

to the start of each segregation event. A segregation event is

defined as two foci that are initially #0.3 mm apart and

subsequently segregate $0.8 mm further apart within 20 s. The

horizontal line (black) indicates 0.8 mm.

(PDF)

S4 Fig The directed motion model can equally space plasmids

over the nucleoid, and is not critically dependent on the extent of

ParA polymerization. (A) Time-averaged plasmid position distri-

butions for directed motion model with short polymers with

np = 3,4 plasmids on a simulated nucleoid growing from 1.5 mm to

3 mm in 40 min without plasmid duplication. Plasmid distributions

were obtained by sampling positions every 5 s in 36 independent

simulations. (B) Typical simulation kymograph of the directed

motion model with long polymers. Long polymers extend from

nucleoid ends in a growing cell, where plasmid (red) is initially

directed from a nucleoid edge to mid-cell by ParA (green) filament

competition. After plasmid duplication, the system dynamically

self-organizes to reacquire equal plasmid spacing. (C) Time-

averaged plasmid position distributions for directed motion model

with long polymers with np = 1–4 plasmids. Simulated nucleoid

growth and plasmid distributions obtained as in (A).

(PDF)

S5 Fig Hoechst DNA stain and ParA-GFP signal asymmetry are

relatively low and uncorrelated to plasmid focus positioning. (A)

Scatter plot of ParA-GFP asymmetry measure as a function of cell

length (n = 134). (B) ParA asymmetry prediction from the directed

motion model with long polymers. Comparison shown to

experimental ParA-GFP (n = 134), Hoechst (n = 134) and MinD-

YFP distributions [7]. (C) Scatter plot of ParA-GFP and Hoechst

asymmetry as a function of (a single) plasmid focus position relative

to cell length.

(PDF)

S6 Fig Correlation between Hoechst and ParA-GFP distribu-

tions. (A) Normalized fluorescence intensity profiles along the long

cell axis for 9 in focus z heights (dz = 0.1 mm) resulting from

deconvolved Z-stacks in representative WT and Nal-treated

strains. Many cases (representative examples shown) support the

existence of linear ParA-GFP structures, although the inherent

optical resolution of the imaging prohibits stronger conclusions

about the presence or absence of narrow linear ParA-GFP

filaments. For every cell having detectable Hoechst and ParA-

GFP signals, the corresponding profiles were used for the

systematic colocalization analyses. (B) Graphical illustration of

the unbiased systematic ‘first harmonic’ analysis of deconvolved 3d

Hoechst signal inside representative cells in WT and Nal-treated

strains. The Hoechst (blue) profiles indicate the signal intensities

(integrated over the cell width) along the long cell axis at 9 in focus

z heights with corresponding ‘first harmonics’ (dotted red curves,

see Materials and Methods). Fluorescence signal distributions

deviate significantly more from the first harmonics in WT

compared to Nal-treated cells (Wilcoxon rank sum test, p,

102149), showing that Hoechst DNA stain distributions are

perturbed in the latter. This analysis is independent of nucleoid

length, which is altered in Nal-treated strains as compared to WT

(S7A Fig.).

(PDF)

S7 Fig Comparison of plasmid foci position histograms in cells

with perturbed nucleoid morphology to completely randomized

plasmid distributions. (A) Mean nucleoid length (error bars:

standard error of the mean) of cells used for the plasmid

positioning analysis shown in Figs. 1B, S2A and (B,C) in different

strains: WT (n = 1695), mukE (n = 1378), mukF (n = 1555), matP
mutants (n = 2995) and cells treated with nalidixic acid (Nal)

(n = 1127). According to unpaired t tests, all mutants and Nal show

a mean differing from WT (p,1023). Although the average

nucleoid length in matP mutants decreased, the average number

of nucleoids per cell increased compared to WT (p,10241) due to

a large fraction of cells exhibiting 2 nucleoids (using our half

maximum criteria). This observation is consistent with the

previously proposed function of MatP in preventing early

segregation of duplicated Ter macrodomains. (B) Scatter plot of

np = 1–4 plasmid foci positions (blue, green, red, cyan) with respect

to nucleoid edges (purple) and cell edges (black) for mukE, mukF
mutant cells. (C) As in (B) for matP mutants and cells treated with

50 mg/ml nalidixic acid (Nal). (D) Histograms of np = 3,4 plasmid

foci positions shown in (B,C) relative to nucleoid size. (E)

Histograms of 105 datasets for each of np = 1–4, where for each

dataset plasmids are positioned in [0,100] with a uniform

distribution, independent from each other and consequently

labeled 1..np according to their position. This protocol induces

an inherent spatial ordering. By comparing these distributions with

the WT experimental data shown in Fig. 1C (np = 1,2) and S2B

Fig. (np = 3,4) it is clear that the parABC system positions plasmid

foci much more precisely, although the effect of active positioning

becomes less clear as np increases. (F) Time-averaged plasmid

position distributions for directed motion model with short and

long polymers for np = 3–4 (short) and np = 1–4 (long) on simulated

growing nucleoids without plasmid duplication. Results obtained

from 124 independent simulations, where ParA-ATP could now

diffuse past a plasmid (see Materials and Methods).
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The basis of quantitative regulation of gene expression is still poorly
understood. In Arabidopsis thaliana, quantitative variation in expres-
sion of FLOWERING LOCUS C (FLC) influences the timing of flowering.
In ambient temperatures, FLC expression is quantitatively modulated
by a chromatin silencing mechanism involving alternative polyadeny-
lation of antisense transcripts. Investigation of this mechanism un-
expectedly showed that RNA polymerase II (Pol II) occupancy changes
at FLC did not reflect RNA fold changes. Mathematical modeling of
these transcriptional dynamics predicted a tight coordination of tran-
scriptional initiation and elongation. This prediction was validated by
detailed measurements of total and chromatin-bound FLC intronic
RNA, a methodology appropriate for analyzing elongation rate
changes in a range of organisms. Transcription initiation was found
to vary ∼25-fold with elongation rate varying ∼8- to 12-fold. Pre-
mature sense transcript termination contributed very little to expres-
sion differences. This quantitative variation in transcription was
coincident with variation in H3K36me3 and H3K4me2 over the FLC
gene body. We propose different chromatin states coordinately in-
fluence transcriptional initiation and elongation rates and that this
coordination is likely to be a general feature of quantitative gene
regulation in a chromatin context.

chromatin | COOLAIR | autonomous pathway | FCA | alternative
polyadenylation

The influence of chromatin on transcription and cotranscrip-
tional processing is of central importance in the regulation of

gene expression (1, 2). An intensively studied example where the
local chromatin state is considered to influence transcription in
Arabidopsis is FLOWERING LOCUS C (FLC). FLC encodes a
MADS-box transcription factor and acts as a floral repressor (3, 4).
FLC expression is tuned by different genetic pathways: FRIGIDA
activates FLC expression through a mechanism requiring Trithorax
homologs, Paf1C, and SET DOMAIN GROUP 8 (SDG8), an
H3K36 methyltransferase (5). FLC expression is repressed by the
autonomous pathway and vernalization (5). Both these re-
pressive pathways involve a group of antisense long noncoding
transcripts collectively termed COOLAIR, which initiate imme-
diately downstream of the poly(A) site at the 3′ end of FLC. These
antisense transcripts terminate at either proximal sites internal to
the FLC gene, or distal sites within the FLC promoter (6, 7).
Mutation of autonomous pathway components, including the RNA
binding proteins FCA and FPA and the conserved components of
the 3′ processing complex FY, Cstf64 and Cstf77, leads to relative
reduction in use of the proximal polyadenylation sites and in-
creased FLC sense expression (reviewed in ref. 8). FCA localizes
to FLC chromatin near the proximal poly(A) sites (9), and this
together with the fact that PRP8 and CDKC;2 (P-TEFb com-
ponent), identified in FCA suppressor screens (10, 11), both
require COOLAIR to repress FLC, supports the idea that pro-
motion of proximal polyadenylation of COOLAIR is directly
linked to reduced FLC expression. FLOWERING LOCUS D
(FLD), an H3K4me2 demethylase, also functions in this mech-
anism and fld is the most effective suppressor of FCA function at
FLC (9). FLD modulates H3K4me2 levels in the gene body of

FLC; however, how FCA functions with FLD to achieve FLC
repression remains to be fully elucidated.
Here, we investigate how FCA and FLD transcriptionally re-

press FLC through analysis of Pol II occupancy. We use these
data together with RNA measurements to parameterize an an-
alytic mathematical model of FLC transcription. Model predic-
tions are then tested through detailed measurements of intronic
total and chromatin-bound RNA levels. This methodology is
very appropriate for evaluating elongation rate changes in whole
organisms where pulse-chase experiments are technically un-
feasible. At FLC, we find that both FCA- and FLD-mediated
repression occurs not only through reduced transcription initia-
tion, but also through a coordinately reduced Pol II elongation
rate. We propose that chromatin modifications at FLC induced
by FCA and FLD, influenced by the antisense transcript pro-
cessing, coordinately change initiation and elongation to quan-
titatively regulate the transcriptional output of the locus.

Results
RNA Fold Changes Do Not Reflect Pol II Occupancy Changes. Mea-
surement of steady-state spliced FLC and unspliced FLC RNA
showed an increase in expression of ∼20- to 25-fold between Col
and fca-9 and fld-4 (Fig. 1A). We reasoned that, if this was
caused by a 25× change in transcription initiation, a 25× increase
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in Pol II levels would be found at FLC, assuming transcript half-
lives, splicing/3′ processing efficiency, Pol II processivity, and
elongation rates are unaffected in fca-9 and fld-4 (Fig. 1B). How-
ever, both total Pol II and productively elongating Pol II (Ser2-P)
showed relatively small changes (2–3×) across FLC in the different
genotypes (Fig. 1 C and D, and Fig. S1 A and B). We ruled out a
number of technical issues with Pol II ChIP that could have led to
an underestimation of Pol II occupancy. First, measurements on a
highly expressed gene (ACT7) and a Pol IV/V transcribed region
(IGN5) showed that a wide dynamic range (>1,000× by comparing
levels at ACT7 to IGN5) could be detected in the Pol II ChIP assay
(Fig. 1 C and D). Pol II levels at FLC were well above background
at IGN5 (Fig. 1 C and D, and Fig. S1). Second, specific dilutions of
FLC chromatin, without changing the overall amount of chromatin,
showed rough linearity between the Pol II ChIP signal and the Pol
II concentration at FLC (Fig. S2). Third, cell-specific FLC ex-
pression variation is also highly unlikely to underlie this difference
in RNA and Pol II up-regulation, as both assays use whole plant
seedlings and thus reflect population averages. Based on these
observations, we conclude that FCA/FLD-mediated changes in
FLC transcription are unlikely to occur solely through changes in
transcription initiation.

FLC Transcriptional Dynamics Can Be Explained by Coordination of
Initiation and Elongation. To further understand how FCA- and
FLD-mediated FLC repression occurs at a transcriptional level, we
developed an analytical mathematical model of the transcriptional
dynamics at FLC by incorporating sense FLC and COOLAIR

initiation, elongation, and termination (Fig. 2A; see Support-
ing Information for complete description). The experimental
data described above were used as model inputs. This strategy
enabled us to assign parameter values for key processes during
transcription (e.g., initiation and elongation). Pol II levels reflect a
density that can be described mathematically as a ratio of the ini-
tiation rate (F) over the elongation rate (v) (12). Because our ChIP
signal is not strand specific, we summed the sense and antisense
model Pol II levels to generate a model total Pol II profile along
FLC (Fig. 2B). The small increase of Pol II ChIP signal in the
transcriptionally active fca-9 and fld-4mutants (Fig. 1 C and D, and
Fig. S1) is explained by the model through a coordinated increase
in initiation and elongation rates (Fig. 2 B and C). The model also
reproduced the FLC spliced, unspliced, and COOLAIR fold up-
regulation in fca-9 and fld-4 (Fig. 1A), where a 25× fold increase in
sense Pol II initiation required an 8–12× fold faster rate of elon-
gation to quantitatively fit the Pol II occupancy increase (Fig. 2D).
Elevated Pol II levels at the 3′ of FLC resulted from sense termi-
nation and proximal antisense transcription (Fig. 2 A–D). Our
model does not take into account transcriptional interference (TI)
between sense FLC and COOLAIR (Discussion). Using an exper-
imentally determined value for the termination rate 1/50 s−1 (13),
absolute elongation rates could be inferred from the model, yielding
0.2–0.4 kb/min (Col) and 1.8–3.6 kb/min (fca-9 and fld-4). These
correspond well to values found in other organisms (14–17). The
excellent fit of the experimental data strongly supports a model
where FLC transcriptional dynamics are governed by coordinated
changes in initiation and elongation.

Cotranscriptional Splicing, Combined with Coordinated Initiation and
Elongation, Generate Distinctive Patterns of RNA Up-Regulation Along FLC
Intron1.We next tested the predicted coordinate increase in initiation
and elongation rates experimentally. Measurement of elongation
rates on a subset of highly expressed, long mammalian genes (>50 kb)
has been achieved using GRO-seq (14). This technique involves
inhibition of elongation and then release and relies on rapid removal
of an inhibitor that is difficult in whole organisms (15, 16). We tried
an alternative approach via generation of an FLC-MS2 fusion (13),
but this was not expressed at a sufficiently high level to be useful. To
overcome these limitations, we used our theoretical model to make
specific predictions with regards to intronic FLC RNA production,
which we then tested experimentally. If introns are spliced cotran-
scriptionally once Pol II has reached the 3′ end of the intron, then
nascent RNA from the 5′ end of the intron resides on the chromatin
longer than that from the 3′ end. This generates a nascent RNA
profile along an intron with declining levels from the 5′ to 3′ end (17,
18). An analytic mathematical analysis (Fig. 3A and Supporting In-
formation) predicts that the ratio of Pol II initiation (F) over the
elongation rate (v) determines the slope of the nascent intronic
RNA levels between the 5′ to 3′ ends, whereas the initiation rate
over the splicing rate (ks) determines the levels of completely
transcribed, unspliced introns (Fig. 3A). This analysis indicates that
nascent RNA levels close to the intron 3′ end will be mostly de-
termined by the ratio of the initiation rate to the splicing rate, and
independent of the elongation rate. Away from the 3′ end of the
intron, transcripts emerging from Pol II still transcribing the intron
will also contribute to nascent RNA levels, and hence the ratio
of the initiation rate to the elongation rate will also be important
(Fig. 3A). Taking into account both increased initiation and elon-
gation rates in the fca-9 mutant compared with Col (Fig. 3B), this
analysis enabled us to predict a spatially varying fold up-regulation
of nascent RNA along FLC intron1 (Fig. 3B).
We tested this key model prediction by measuring the chroma-

tin-bound RNA profile at FLC (Fig. 3C and Fig. S4). Comparing
fca-9 to Col, the chromatin-bound fold up-regulation inside exon1
was much larger than at the exon1–intron1 junction (Fig. S4 A and
G), suggesting that splicing of intron1 does occur mostly cotran-
scriptionally. In the first kilobase of intron1, as predicted by the

A B

C

D

Fig. 1. Large increases in RNA are associated with small changes in Pol II
occupancy. (A) RNA fold up-regulation in fca-9 and fld-4 mutants compared
with Col: spliced and unspliced FLC (∼25×), proximal (∼2×) and distal
COOLAIR (∼13×). The model values are the fits to the experimental data.
Experimental values are mean ± SEM from three to six independent samples.
(B) Schematic illustration of a scenario where transcription initiation is the
only difference between Col and fca-9, so that a 25× fold change in Pol II
occupancy should be observed as illustrated on the Right. (C and D) ChIP
experiments assaying Pol II occupancy across FLC using the antibodies anti
CTD 8WG16 (C) and anti Ser2 P CTD 3E10 (D). The bar charts at the Bottom
indicate Pol II levels at various control genes. Three overlapping primer pairs
are used to measure IGN5 expression (P1–P3). Values are mean ± SEM from
two independent samples, with data presented as the ratio of Pol II at FLC/
input at FLC to Pol II at ACT7 (−995)/input at ACT7 (−995).
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model, there was only a small fold increase in fca-9 compared with
Col (Fig. 3C and Fig. S4A). This is due to the dependence on the
ratios of the initiation and elongation rates and their coordinated
increases in fca-9 (Fig. 3B). By contrast, the fold up-regulation was
much larger close to the intron acceptor site in fca-9. This is in
agreement with the model, where we used the experimentally de-
termined splicing rate of 1/100 s−1 (17) for both Col and fca-9, with
other parameters determined from our prior fitting to the Pol II
ChIP data (Supporting Information). Importantly, the chromatin-
bound RNA profile along intron1 is not flat, which is what would
be predicted without changes to the elongation rates between fca-9
and Col.
We also fitted the model to the chromatin-bound RNA data di-

rectly using nonlinear regression (R2= 0.89, F statistic: P = 3 × 10−14).
This procedure also led to the conclusion that significant elonga-
tion rate changes [fold = 9.8 ± 3.8 (mean ± SEM), P = 0.03] are
required to explain the profile (Supporting Information). Importantly,
this method does not rely on the specific values of splicing and
elongation rates and is independent of Pol II ChIP data, and thus
provides additional evidence for the elongation rate changes.
Interestingly, we observed less increase in fold up-regulation

toward the 3′ end of intron1 in fld-4 compared with fca-9 (Fig. 3C
and Fig. S4A). Given the fold change close to an intron acceptor
site is more sensitive to splicing rather than elongation rate
changes (Fig. 3B), we examined whether a splicing rate change
specific to fld-4 could explain its differential fold up-regulation
pattern from fca-9 (Materials and Methods and Supporting In-
formation). Indeed, we found that we could fit the fld-4 profile in
our model by incorporating a twofold faster splicing rate (1/50 s−1)
in fld-4 (Fig. 3C), while keeping all other parameters unchanged.
We further verified this model prediction of an increased splicing
rate in fld-4 by measuring the splicing efficiency of FLC intron1.
As predicted, the efficiency was increased 1.8-fold in fld-4 (Fig.
3D), but not significantly altered in fca-9 (P = 0.1, two-sided un-
paired t test). A simple alternative model with unchanged splicing
and elongation rates between Col and fld-4 would produce a
constant chromatin-bound RNA fold change across intron1. That
would be consistent with the chromatin-bound RNA dataset in
isolation (Fig. 3C) but implies a change in the initiation rates of
approximately sevenfold (Supporting Information), which is in-
consistent with our earlier spliced and unspliced FLC RNA fold
changes (Fig. 1A).
To further support these conclusions, we investigated the total

intronic RNA profile (Fig. 3 E and F, and Fig. S4). Such mea-
surements include intron lariat degradation intermediates, which
are present in the total but not chromatin-bound RNA fraction
(Fig. 3E) (17). Assuming that lariat degradation occurs from 5′
to 3′, lariat RNA at the 3′ generally exists for longer than that at
the 5′. This generates a lariat RNA profile with increasing levels
from the 5′ to 3′ end (Fig. 3E). Importantly, incorporating this
lariat population into the total intronic RNA fold up-regulation
between fca-9 and Col, without altering the model parameteri-
zation that explained the Pol II and chromatin-bound RNA,
produced a predicted profile that is qualitatively different to that
found for the chromatin-bound RNA (Fig. 3 B and E). This
prediction was also validated experimentally (Fig. 3F). Com-
pared with the chromatin-bound RNA profile, there was a sig-
nificantly larger fold increase in the first 2 kb of the total intronic
RNA profile (P = 8 × 10−7 and 4 × 10−7 for fca-9 and fld-4,
respectively; two-sided Welch’s t test) (Fig. 3 C and F, and Fig.
S4 A and B). In the model, we could generate such a profile, by
solely incorporating 5′ to 3′ intron lariat degradation with a rate
of 1.5 bp/s (19), in line with experimentally determined intron
half-lives (17). Potential additional presence of 3′ to 5′ degra-
dation (19) with a rate up to 1 bp/s did not alter our conclusions
(Supporting Information). The profiles for total intronic RNA
look very similar between fca-9 and fld-4 (Fig. 3F), in contrast to
the chromatin-bound data (Fig. 3C). This similarity is because

A

B

C

D

Fig. 2. Small changes in Pol II occupancy can be explained by coordinated
changes in transcription initiation and elongation. (A) Schematic of FLC locus
and outline of the mathematical model for FLC transcription (details in
Supporting Information). Black boxes indicate sense exons; gray boxes in-
dicate proximal (Upper) and distal (Lower) antisense exons. (B) Total (sum of
sense and antisense) model Pol II levels in Col and fca-9 across FLC. The fld-4
mutant model results are identical to fca-9. Shown on the Right is a sche-
matic of the convolution process with experimental Pol II ChIP fragment size
distribution (shown in Fig. S3). (C) Total Pol II levels in Col and fca-9 across
FLC from the model convolved with experimental Pol II ChIP fragment size
distribution. (D) Experimental and model Pol II fold up-regulation. Experi-
mental values are mean ± SEM from two to five independent samples, in-
cluding data shown in Fig. 1 C and D, and Fig. S1. Model fold changes are
ratio of profiles shown in C.
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the lariat RNA effectively extends the half-life of intronic RNA
and therefore reduces the effect of the differential splicing rates
between fca-9 and fld-4 (Fig. 3F). Taken together, our total and
chromatin-bound intronic RNA profiles provide strong evidence
that repression of FLC involves a coordinated change of both the
initiation and elongation rates. Moreover, the methods we de-
veloped here can be used to infer elongation rate changes in
whole organisms where pulse-chase experiments are not feasible.

Sense Premature Termination Contributes Little to FLC Repression.
Previous reports have linked the elongation rate to either Pol II
processivity (20) or early termination (21). In these scenarios, Pol II
would terminate prematurely as a result of slow elongation. Our
previous analysis did not require any such premature termination.
Moreover, at an intuitive level, premature termination should lead
to declining levels of Pol II from 5′ to 3′ in the repressed case (Col)
(Fig. S5A and Supporting Information). However, we found no ev-
idence for this in our Pol II ChIP assay (Fig. 1 C andD, and Fig. S1)
and no short transcripts had been detected by Northern blot using
an FLC intron1 probe (22). These findings suggest that premature
termination contributes little to FLC repression. To further confirm
this conclusion, we undertook 3′-RACE to map transcripts ending
within the promoter-proximal region of FLC. We could detect
polyadenylated transcripts that terminated within FLC intron1.

These transcripts all contained FLC exon1 and were mostly
alternatively spliced with the same donor site but with a different
acceptor site, compared with the conventional FLC intron1 (Fig.
S5B). By monitoring the alternatively spliced intron associated with
premature termination, we found these transcripts are of lower
abundance than unspliced intron1 in Col, fca-9, and 35S::FCA (Fig.
S5E). Therefore, sense premature termination occurs only occa-
sionally at FLC and is not a major contributor to FLC repression.
Cotranscriptional decay of nascent transcripts by 5′ to 3′

exonucleases has also been proposed to influence transcriptional
output (23, 24). In such a scenario, the degradation of RNA
should also lead Pol II to terminate prematurely, and therefore
to declining levels of Pol II from 5′ to 3′ in the repressed state
(Col), which is again inconsistent with our Pol II ChIP data. In
addition, we analyzed FLC expression in mutants defective for
these functions (xrn2-1, xrn3-3) (25) in Arabidopsis and found no
increase in FLC nascent or fully spliced FLC RNA levels (Fig.
S6). Therefore, such a decay pathway is unlikely to play a major
role in determining the overall transcriptional dynamics at FLC.

FLD Alters the Local Chromatin State to Influence Transcriptional
Output via Coordinated Changes in Initiation and Elongation. We
therefore continued with our investigation of coordinated initiation
and elongation rates by FCA/FLD-mediated changes in chromatin

A B C

D E F

Fig. 3. Combination of increased initiation and elongation, with cotranscriptional splicing and lariat degradation, leads to distinct RNA profiles along FLC
intron1. (A) Schematic indicating intronic nascent RNA, RNAnasc (blue lines), arising from Pol II (blue circles) elongating through the intron and from unspliced
RNAs with full-length intron. Once Pol II has passed the intron acceptor site (IA), splicing can occur. Initiation, elongation, and splicing rates are F, v, and ks,
respectively. Analytic expression for RNAnasc is shown below. (B) Schematic (Left) indicating model profiles of nascent RNA along FLC intron1 in fca-9 and Col.
Between fca-9 and Col, F and v are coordinately increased, but with the same ks. This generates a characteristic pattern of intronic nascent RNA fold changes
between fca-9 and Col (Right) with analytic expression shown. (C) Modeled and experimentally measured chromatin-bound RNA fold changes along FLC
intron1. The lower increase toward the 3′ end in fld-4 is due to increased splicing rate as shown experimentally in D. Crosses indicate positions where data are
from three different, overlapping primer sets that each show similar results (Fig. S4). (D) Estimate of FLC intron1 splicing efficiency (intron cleavage rate) in
fld-4 and fca-9, normalized to the level in Col. Values are mean ± SEM from three independent samples. Asterisks indicate statistical significance: for all of the
figures in this study, *P < 0.05, **P < 0.01, ***P < 0.001, two-sided unpaired t test, unless specified otherwise. (E) Schematic showing effect of 5′ to 3′ intronic
RNA degradation on lariat RNA levels (RNAlariat). Full-length lariat RNA results from splicing and is degraded with rate ki; ID: intron donor site. These
degradation intermediates, together with the nascent RNA described in A, make up total intronic RNA. Fold up-regulation then generates the characteristic
profiles shown. Analytic expressions for RNAlariat and total intronic RNA fold changes are shown. (F) Modeled and experimentally measured total RNA fold
changes along FLC intron1. (C and F) Experimental values are mean ± SEM from at least three independent samples. Absolute levels are shown in Fig. S4.
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modifications. We analyzed the localization of the histone de-
methylase FLD at FLC using a complementing FLD-TAP fusion
expressed from its endogenous regulatory sequences (Fig. S7 A–C).
FLD shows the highest enrichment at FLC ∼1–3 kb downstream

of the transcription start site (TSS) (Fig. 4A). This localization is
consistent with the increased H3K4me2 in the FLC gene body
(1–4 kb beyond the TSS) in the fld-4 mutant (Fig. 4B). Loss of
FLD, and indeed similarly FCA, resulted in changes in a number
of other chromatin modifications (Fig. 4 C–F). H3K4me3 and
H3Ac increased around the FLC sense TSS (Fig. 4 C and D),
coincident with lower H3K4me2 in this region. The relatively
small changes in H3K4me2 were correlated with much larger
changes in H3K36me3 and the mirror modification H3K27me3
(Fig. 4 E and F) along the whole gene. Loss of the H3K36me3
methyltransferase in sdg8 confers early flowering and low FLC
expression (26–28). Combination of fca with sdg8 results in an
FLC level and profile of total RNA across intron1 similar to that
in Col (Fig. 5A and Fig. S8). Therefore, loss of SDG8-directed
H3K36me3 is also likely to coordinately reduce Pol II initiation
and elongation rates at FLC. Taken together, our data suggest
that activities downstream of antisense processing act antago-
nistically to SDG8 function, leading to coordinated changes in
initiation and elongation at FLC (Fig. 5B).

Discussion
Understanding how flowering time in plants is regulated has led
into a detailed mechanistic dissection of the regulation of the
Arabidopsis thaliana floral repressor FLC. Genetic screens have
identified RNA processing factors that target antisense tran-
scripts of FLC and histone modifiers as important components
quantitatively repressing FLC expression. Here, using a combi-
nation of mathematical modeling and experiments, we show FLC
regulation involves coordination of transcription initiation with
elongation. This may be a general feature of gene regulation as
evidenced by genome-wide correlations between gene expression,

A

B

C

D

E

F

Fig. 4. FLD enrichment at the FLC locus is associated with changed histone
modifications. (A) FLD-TAP ChIP enrichment across FLC in Col and FLD-TAP/fld-4.
Values are mean ± SEM from two independent samples, with data presented as
enrichment at FLC relative to enrichment at STM. (B–F) ChIP across FLC in Col,
fca-9 and fld-4 measuring H3K4me2 (B), H3K4me3 (C), H3Ac (D), H3K36me3
(E), and H3K27me3 (F). Values are mean± SEM from two independent samples,
with data normalized to H3. Values at the control genes STM, ACT7, and TUB8
are shown on the Right. H3/input values can be found in Fig. S7.

A

B

Fig. 5. Coordination of initiation and elongation at FLC in the H3K36
methyltransferase-deficient sdg8 mutant. (A) Total RNA levels along FLC
intron1. Model is as described in Fig. 2. All values are relative to fca-9. Ex-
perimental values are mean ± SEM from three independent samples and are
averaged from overlapping primer sets (Fig. S8). (B) Working model of how
FLC expression is quantitatively regulated through coordination of tran-
scription initiation and elongation. In the absence of FCA/FLD, H3K36me3 is
increased at FLC through SDG8 function, and this promotes fast transcription
initiation and elongation. In the presence of FCA/FLD, antisense processing
triggers a reduction of H3K4me2, loss of H3K36me3, and an increase in
H3K27me3, which reduces transcription initiation and slows elongation.
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gene body Pol II levels, and Pol II elongation rates found in yeast
and mammalian cells (14, 29).
How Pol II initiation and elongation are coordinated is still

unclear. In Escherichia coli, newly initiated RNA polymerases can
facilitate elongation of the leading polymerase (30). Such a mech-
anism is unlikely to be the case at FLC, because FLC is not highly
expressed even in its active state (compared with Actin). Elonga-
tion is likely influenced by Pol II CTD modifications and the
chromatin state (31, 32), both directly through nucleosome turn-
over dynamics and indirectly via differential recruitment of elon-
gation factors. In Arabidopsis, elongation factor TFIIS is required
for elongation of many genes but a tfIIs mutant does not show
changed FLC expression (10, 33, 34). However, FLC expression is
particularly sensitive to reduced amounts of the histone chaperone
FACT (35), so it will be interesting to test whether FACT is re-
quired for the fast elongation observed in fca-9 and the co-
ordination mechanism. We have found here that FLD recruitment,
changed H3K4me2, and the resulting changes in H3K36me3 at
FLC are likely important for this coordination. Our analysis of
SDG8 suggests that H3K36me3 is essential to maintain both a fast
initiation and elongation rate at FLC (Fig. 5B). We therefore
propose that changed histone modifications actively influence FLC
regulation and are not just a reflection of transcription.
Our results raise the question whether there is a general need to

coordinate transcription initiation and elongation. Control of gene
expression may necessitate such coordination as, for instance, a slow
elongation rate relative to initiation would cause an accumulation of
Pol II at the promoter that would limit the number of additional Pol
II molecules that can initiate through occlusion (36). Such a limit

might become even more stringent due to bursty initiation or Pol II
pausing/backtracking during elongation (37). Furthermore, antisense
transcription might induce a limit on initiation rates to prevent the
occurrence of TI (38). However, 5′ pausing of Pol II is not a feature
at FLC (as shown by the absence of a 5′ peak in Pol II ChIP), ar-
guing against occlusion effects. The expression of sense and antisense
is positively correlated at FLC, arguing against a major role for TI.
Instead, we suggest that altered elongation rates reinforce selection
of different antisense isoforms, which can then recruit different
chromatin regulators to the gene, thereby modulating coordinated
transcription initiation and elongation (Fig. 5B). An important
question now is to understand how far the lessons from FLC reflect
regulation mechanisms both genome- and organism-wide. Coordi-
nation between initiation and elongation could generally enhance
transcription efficiency, potentially to minimize transcription-
associated genome instability (39). Modulation of the deposition of
different histone modifiers by noncoding transcripts may be a
general mechanism to coordinately affect Pol II initiation and
elongation and thus quantitatively modulate transcriptional output.

Materials and Methods
Experimental procedures and mathematical modeling can be found in
Supporting Information.
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