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Abstract

This paper proposes a method of speech enhancement where a clean speech signal

is reconstructed from a sinusoidal model of speech production and a set of acoustic

speech features. The acoustic features are estimated from noisy speech and comprise,

for each frame, a voicing classification (voiced, unvoiced or non-speech), fundamental

frequency (for voiced frames) and spectral envelope. Rather than using different

algorithms to estimate each parameter, a single statistical model is developed. This

comprises a set of acoustic models and has similarity to the acoustic modelling used in

speech recognition. This allows noise and speaker adaptation to be applied to acoustic

feature estimation to improve robustness. Objective and subjective tests compare

reconstruction-based enhancement with other methods of enhancement and show the

proposed method to be highly effective at removing noise.
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1. Introduction

This work proposes a reconstruction-based approach to speech enhancement that

aims to produce a noise-free signal. This moves away from conventional enhancement

methods that use filtering to remove noise. Instead, the enhanced signal is recon-

structed from a model of speech production and a set of acoustic features that are

estimated from the noisy speech.

Historically, most approaches to speech enhancement are filtering methods im-

plemented as analysis-modification-synthesis systems. Many filtering approaches have

been proposed and have been categorised into spectral subtraction, Wiener filtering,

statistical and subspace methods [1]. Spectral subtraction is the most simple and

requires just a noise spectral estimate but is prone to musical noise and speech distor-

tion and leaving residual noise [2, 3]. Wiener filtering produces higher quality speech,
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[1, Ch.11.2], although its implementation is more complex and requires an estimate

of the SNR in each frequency bin. Iterative approaches, decision directed methods,

nonnegative matrix factorisation and Gaussian mixture models (GMMs) have all been

used to estimate the required a priori SNR [4, 5, 6]. The Wiener filter is the optimal,

in the mean square error sense, linear estimator of the complex speech spectrum.

Statistical methods extend this by identifying optimal non-linear minimum mean

square error (MMSE) estimators of spectral magnitudes or log spectral magnitudes

which give further improvement in speech quality [7, 8]. Extensions use probability

density functions that better model the distribution of the speech spectra [9], and by

taking into account speech presence uncertainty in estimating spectral amplitudes [10].

Subspace methods transform the noisy speech into speech and noise subspaces [11].

Truncation of the vector space aims to retain elements containing speech and remove

noise components, although retaining too few speech components oversmooths the

speech, while retaining too many components leaves residual noise. Evaluation across

a range of speech enhancement methods shows these filtering methods to be effective in

improving speech quality but susceptible to the accuracy of noise and SNR estimates

which can introduce unwanted artefacts into the enhanced speech such as musical

noise, residual noise and distortion [1, Ch.11.2]. Most filtering methods enhance the

magnitude spectrum and combine this with the noisy phase, although some recent

work has considered the importance of phase. Phase spectrum compensation is one

example and adjusts the phase spectrum according to the noise magnitude spectrum

and has been combined with MMSE spectral magnitude estimation [12, 13].

An alternative to filtering the noisy speech is to reconstruct or synthesise a clean

speech signal. This is motivated by a desire to reduce artefacts introduced by the

filtering process. Reconstruction approaches can be loosely divided into those that

reconstruct the speech using a model of speech production and those that use a corpus

or inventory of clean speech segments to synthesise an enhanced speech signal.

The main challenge for model-based approaches is to obtain a set of noise-free

speech parameters that can be applied to a model of speech production. The sinusoidal

model has been used for speech enhancement where an initial set of model parameters

is extracted from the noisy speech and then refined iteratively by Wiener filtering and

smoothing [14]. In [15], noisy speech is first pre-cleaned and then decomposed into
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excitation and vocal tract components. A harmonic plus noise model (HNM) models

clean excitation while formants are tracked using a combined Viterbi/Kalman filter,

which are then combined using a linear predictive model. Chen et al [16] adopted

a similar approach although uses a HNM to model the speech signal rather than

the excitation. The noisy speech is again pre-cleaned and HNM analysis applied

to extract fundamental frequency, spectral envelope and spectral gain with Kalman

filtering tracking the parameters over time. The recent work in hidden Markov model

(HMM)-based speech synthesis, [17], has also been applied to speech enhancement

[18, 19]. These methods use a network of HMMs to decode noisy speech into a model

and state sequence which is then input into an HMM-based synthesiser to output a

clean speech signal.

Corpus-based approaches use a large database of clean speech and assume that

noise varies more slowly than speech [20]. Given noisy speech, the speech corpus is

searched for segments that when added to a stationary noise segment best resembles

the noisy speech. Selected segments are then concatenated to form the enhanced

signal. A related technique is inventory-style enhancement which utilises clean and

noisy codebooks [21]. The two codebooks are created from speech data taken from a

single speaker and are matched as the noisy codebook is formed from the speech data

but with noise added. During enhancement a hidden Markov model (HMM) finds the

optimal sequence of codebook entries from the noisy codebook which in turn identifies

waveform units that are concatenated to form the enhanced speech signal. A similar

method uses two GMMs, one trained on noisy MFCCs and the other on clean MFCCs

[22]. During enhancement the noisy input speech is matched to mixture components

from the noisy GMM and then mapped to the clean GMM which outputs a stream of

MFCC vectors that are inverted to form the enhanced signal.

The work presented here uses the reconstruction approach to speech enhancement

which, given a sufficiently good speech model and a set of noise-free acoustic features,

should produce speech that is free from residual noise and artefacts. This gives rise to

two main challenges: i) to find a sufficiently good model for speech reconstruction

and ii) to develop robust methods to estimate accurately noise-free acoustic speech

features. Our approach is based upon a variant of the sinusoidal model and differs

from previous approaches as no pre-filtering of the speech is needed before parameter
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estimation. Instead we propose an integrated statistical method that estimates the

set of acoustic features needed for reconstruction within a single statistical framework.

This relates to earlier work that reconstructed speech solely from a sequence of MFCC

vectors within a distributed speech recognition (DSR) architecture using a sinusoidal

model [23]. Spectral envelope parameters were obtained by inverting the MFCC

vectors while a maximum a posteriori (MAP) estimate of fundamental frequency

was made from the MFCC vector. This generated good quality speech although was

designed for clean speech input, was speaker-dependent and constrained to operate

on 23-D MFCC vectors. Later work [24], also within a DSR architecture, considered

statistical methods for estimating each acoustic speech feature separately from noisy

MFCC vectors by including some noise compensation. The proposed work now uses a

single statistical model to estimate the set of acoustic features and improves noise

robustness by considering the effect of phase within a mismatch function which is

applied using an unscented transform to adapt the clean model statistics to noisy

speech. Furthermore, speaker adaptation is also applied to adapt model parameters

to the speaker under test which removes the speaker dependence constraint of earlier

systems. This set of robust acoustic speech features is then input into a variant of the

sinusoidal model to reconstruct a speech signal and forms the proposed method of

enhancement.

Section 2 examines speech production models for their suitability in reconstruction-

based speech enhancement. These are driven by excitation and vocal tract features

that include voicing, fundamental frequency, spectral envelope and phase. Estimating

these accurately from noisy speech is problematic and Section 3 develops methods

that are robust to both noise and speaker variability. Experiments are presented

in Section 4 that compare the effectiveness of reconstruction-based enhancement to

other methods of speech enhancement using PESQ and three-way mean opinion score

(MOS) listening tests that evaluate signal quality, background noise intrusiveness and

overall quality [25].

2. Speech enhancement framework

The proposed speech enhancement method aims to reconstruct a noise-free speech

signal from a model of speech production using a set of acoustic features extracted
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from noisy speech. This section first examines candidate models of speech production

and then considers how acoustic features can be estimated robustly from noisy speech.

2.1. Speech reconstruction model

Many engineering models of speech production have been proposed and form

candidates for the model in this work. Source-filter models have found numerous

applications in speech coding and typically use linear predictive coding (LPC) to

model the vocal tract [26]. A variety of methods has been used to represent the

source, which as a minimum require fundamental frequency and voicing, or for more

detailed representations use techniques such as vector quantisation (VQ) codebooks

as employed in algebraic code excited linear prediction (ACELP) [27]. The relatively

small set of parameters lends itself well to low bit-rate speech coding. A variant

of the source-filter model is STRAIGHT which was proposed originally for speech

modification and now has widespread use in HMM-based speech synthesis [28, 29].

Alternative models of speech are the sinusoidal model and HNM [30, 31]. These model

speech as a summation of sinusoids with frequencies equal to harmonic frequencies

while a noise term is introduced by the HNM. These usually require more parameters

than source-filter models and used in text-to-speech synthesis [31].

For speech enhancement there is no requirement to operate at low bit-rates.

Instead the priority is to reconstruct high quality speech from a set of parameters

that can be estimated robustly from noisy speech. In preliminary tests, a comparison

of synthesised speech from a range of speech models found harmonic-type models to

give highest quality speech [32]. Using the HNM a time-domain speech signal, x(n),

is synthesised as

x(n) =

L∑
l=1

al cos(2πfln+ ϑl) + d(n) (1)

where L is the number of sinusoids and al, fl and ϑl are the amplitude, frequency and

phase of each sinusoid, while d(n) is the noise term.

2.2. Application to speech enhancement

For speech enhancement, the parameters of the model must be estimated from

noisy speech. This can be simplified by making various assumptions of the model

to reduce the number of parameters to be estimated. First, for voiced speech, a
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harmonic approximation determines the frequencies of the sinusoids based upon the

fundamental frequency, f0, i.e. fl = lf0. Furthermore, to simplify estimation of

sinusoid amplitudes, al, these are obtained by sampling a spectral envelope function

at sinusoid frequencies, i.e. al = |X̂(lf0)| where |X̂(f)| is an estimate of the clean

speech spectral envelope. The sinusoid phases are obtained by sampling the phase

spectrum of the noisy speech, ∠Y (f), i.e. ϑl = ∠Y (lf0). To synthesise unvoiced

speech, best quality was produced by inputting white noise, w(n), into a filter, ηX(n),

with frequency response determined by the spectral envelope. With these assumptions

the enhanced speech, x̂(n), is reconstructed using a variant of the sinusoidal model

that operates in two states – harmonic for voiced speech or noise for unvoiced speech

x̂(n) =


∑L

l=1 |X(lf0)| cos(2πlf0n+ ϑl) voiced

w(n) ∗ ηX(n) unvoiced
(2)

To allow sinusoid amplitudes to be estimated at specific (integer) harmonic frequencies

the spectral envelope is sampled at 1Hz intervals – this is discussed in Section

3.3. Further improvements in quality were obtained using formant enhancement to

compensate for over-smoothing of formants and sub-frame reconstruction to avoid

discontinuities in fundamental frequency between frames [33, 34].

2.3. Parameter estimation

Given the speech model, the challenge for speech enhancement is to estimate

robustly the voicing, fundamental frequency and spectral envelope. Simple methods

of voicing classification use parameters such as signal energy, spectral slope and

harmonicity, while more advanced methods have used machine learning [35]. Many

methods for fundamental frequency estimation have been proposed and operate in

the time, frequency or cepstral domains [36, 37, 38]. Spectral envelope estimation

seeks a smooth contour that joins spectral peaks and is estimated typically using LPC

analysis, cepstrum processing or filterbank analysis [26, 39, 40]. These methods are

generally accurate in clean conditions but deteriorate as SNRs fall.

To provide robust estimates of the acoustic features, and to have an integrated

method that provides all the acoustic features needed for reconstruction, this work

builds on previous work [23] and uses a statistical framework to estimate voicing,
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fundamental frequency and spectral envelope. The next section presents the integrated

statistical framework and further extends previous work by adapting the models to

the current noise and speaker which is necessary for robust operation across different

noise environments and speakers.

3. Acoustic feature estimation

To estimate voicing, fundamental frequency and spectral envelope a statistical

approach is proposed. Several studies have shown correlation to exist between feature

vectors (MFCCs, filterbank, LPC coefficients) and acoustic features (fundamental

frequency, voicing, spectral envelope and formants) [32, 41, 42]. This correlation can

be exploited and a model of the joint density of feature vectors and acoustic features

created, from which an acoustic feature can be estimated from an input feature vector.

Separate models could be produced to estimate each acoustic feature individually or

a single model produced to estimate all acoustic features. Both methods have been

investigated and slightly higher accuracy was observed when using a single model,

which forms the basis of the acoustic feature estimation used in this work.

Modelling the joint density begins by defining a joint vector, zi, that contains

a feature vector component, xi, and acoustic feature vector, θi, for frame i. The

acoustic feature vector comprises a fundamental frequency value, f0i, and spectral

envelope vector, χi, as needed for speech reconstruction

zi = [xi,θi]
T = [xi, f0i,χi]

T (3)

The spectral envelope vector, χ, contains elements χ(m) which are the log amplitudes

of an M-channel filterbank – note that for simplification of notation the frame subscript

i is now omitted. Several choices exist for the feature vector although tests found

MFCC vectors to give highest estimation accuracy. These were computed from 20ms

frames of Hamming windowed speech, extracted every 10ms, which were transformed

to a power spectrum upon which a mel-scale filterbank, log and DCT were applied.

Previous work on speech reconstruction from MFCC vectors within a DSR architecture

was constrained to the Aurora standard which specifies a 23 channel filterbank and

truncation to a 13-D MFCC vector [23, 43]. With application to speech enhancement
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this restriction is removed. Tests were performed that considered both linear-spaced

and mel-spaced filterbanks with from 16 to 128 channels and found that highest speech

quality was obtained using a 32 channel mel-filterbank and no subsequent truncation

[32, Ch. 3.5.2]. Other variants of MFCC vectors have also been proposed and aim to

provide a more robust representation. These include better modelling of the human

auditory system by including masking effects, and more noise robust representations

[44, 45]. These may give better performance, although at present noise and speaker

robustness is achieved through explicit compensation, introduced in Sections 3.5 and

3.6.

3.1. Voicing classification

Voicing classification begins by creating three training vector pools, Υv, Υuv

and Υns, that contain joint vectors, z, from voiced speech, unvoiced speech and

non-speech respectively. Applying expectation-maximisation (EM) training to each

vector pool creates Gaussian mixture models (GMMs), Φv, Φuv and Φns, that model

voiced, unvoiced and non-speech. The joint vectors used to train the unvoiced and

non-speech GMMs do not have meaningful fundamental frequency components and

these can be set to zero in those vector pools (Υuv and Υns), although a modification

to the EM training is necessary to avoid overflow with the zero-valued variance of the

fundamental frequency. Alternatively, fundamental frequency can be removed from

the joint feature vector with Φuv and Φns trained on the remaining components. Both

approaches were tested with no significant difference in accuracy.

Considering, for example, the voiced GMM, this models the joint density of the

MFCC vector and acoustic feature vector for voiced speech

p(z|Φz
v) =

K∑
k=1

αk,v φ
z
k,v(z) =

K∑
k=1

αk,v N (z;µzk,v,Σ
zz
k,v) (4)

The kth mixture component, φzk,v, within the voiced GMM has mean vector µzk,v and

covariance matrix Σzz
k,v

µzk,v =

 µxk,v
µθk,v

 and Σzz
k,v =

 Σxx
k,v Σxθ

k,v

Σθx
k,v Σθθ

k,v

 (5)
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where the mean vector comprises means of the MFCC vector, µxk,v, and acoustic

feature vector, µθk,v. The covariance matrix contains covariances of the MFCC vector,

Σxx
k,v, and acoustic feature vector, Σθθ

k,v, and their cross-covariances, Σxθ
k,v and Σθx

k,v.

Prior probabilities, αk,v, reflect the proportion of training data in each cluster.

An estimate of the voicing, v̂, of an input feature vector, x, is made from the

probability of the vector being voiced, unvoived and non-speech using each GMM,

marginalised to the MFCC vector component, and selecting the highest probability

v̂ = arg max
vc∈{v,uv,ns}

p(x|Φx
vc) (6)

where Φx
vc is the GMM marginalised to the MFCC vector.

3.2. Fundamental frequency estimation

Fundamental frequency is estimated from the voiced GMM, Φv, marginalised

to MFCC and fundamental frequency components to give Φxf0
v . An estimate of the

fundamental frequency, f̂0k, from the kth mixture component in the GMM is made

from MFCC vector, x, using the conditional mean which is calculated

f̂0k = µf0k,v + Σf0,x
k,v

(
Σxx
k,v

)−1
(x− µxk,v)T (7)

Fundamental frequency estimates from each mixture component of the GMM are

combined by weighting according to the posterior probability, hxk,v(x), of the MFCC

vector from the kth mixture component of the voiced GMM

f̂0 =
K∑
k=1

hxk,v(x)
[
µf0k,v + Σf0,x

k,v

(
Σxx
k,v

)−1
(x− µxk,v)T

]
(8)

where the posterior probability is computed from marginalised distributions φxk,v

hxk,v(x) =
αk,v p

(
x|φxk,v

)
∑J

j=1 αj,v p
(
x|φxj,v

) (9)
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3.3. Spectral envelope estimation

The estimate of the spectral envelope vector, χ, is made from the voiced or

unvoiced GMM, depending on the voicing classification. The GMM is marginalised to

the MFCC vector and spectral envelope components, Φxχ
v or Φxχ

uv , depending on the

voicing. Estimation from the voiced GMM, for example, is given as

χ̂ =

K∑
k=1

hxk,v(x)
[
µχk,v + Σχ,xk,v

(
Σxx
k,v

)−1
(x− µxk,v)T

]
(10)

where φxχk,v is the kth mixture component of the voiced GMM marginalised to the

MFCC vector and spectral envelope components. The procedure for estimation using

the unvoiced GMM is identical. Cubic spline interpolation is applied to the M-channel

spectral envelope vector, χ̂, to give a 1Hz frequency resolution estimate of the spectral

envelope function, |X̂(f)|, used in Eq.(2) to provide the sinusoid amplitudes

|X̂(f)| = interp(χ̂) (11)

3.4. Selection of optimal number of mixture components

To determine the optimal number of mixture components, K, GMMs were

trained with K from 1 to 512 and the accuracy of the resulting voicing classification,

fundamental frequency and spectral envelope estimates measured. Voicing classifica-

tion reached maximum accuracy with K=16, while for the more complex tasks of

fundamental frequency and spectral envelope estimation peak performance was with

K=256. Voicing classification did not deteriorate with K=256 mixture components

and so K is set to 256.

3.5. Adaptation to noise

To reconstruct a clean speech signal the estimates of acoustic features must be

robust to noise. One method would be to pre-filter the noisy speech before estimation,

however this returns to problems faced by conventional speech enhancement. Instead,

it is proposed to adapt the GMMs modelling the joint densities of MFCC vector

and acoustic features to the noise conditions. Noise will affect the MFCC vector

component but not the voicing, fundamental frequency or spectral envelope of the

talker, so it is only the MFCC component of the joint density that must be adapted.
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Several methods for adapting HMM-based speech recognisers to noisy conditions

have been used successfully. These adapt clean speech statistics within the states of

the HMMs to model noisy speech using methods such as parallel model combination,

vector Taylor series (VTS) and the unscented transform [46, 47, 48]. The adaptation

required for acoustic feature estimation differs somewhat, as the joint vector, z,

comprises an MFCC vector component, x, that needs to be adapted to model noisy

MFCC vector, y, and an acoustic feature component, θ, that needs no adaptation – i.e.

transforming the GMM Φxθ into Φŷθ. All three adaptation methods could be applied

to acoustic feature estimation, although initial tests found the unscented transform

to work best. Adaptation is considered as a two stage process that requires first the

derivation of a mismatch function to model the effect of noise on the MFCC vector

and secondly application of the unscented transform to adapt the GMMs to noise.

3.5.1. Derivation of mismatch function

In the power spectral domain the noisy speech, |Y (f)|2, is formed from the

addition of clean speech, |X(f)|2, noise, |D(f)|2, and a phase component

|Y (f)|2 = |X(f)|2 + |D(f)|2+ 2|X(f)||D(f)|cos(ϕ(f))

0 ≤ f ≤ F − 1 (12)

where ϕ(f) is the phase difference between the noise and clean speech in the fth

spectral bin. In many noise adaptation methods this phase-related mismatch is ignored.

Recent studies have, however, shown that retaining the phase component improves

modelling of the noisy speech [49].

Considering the stages of MFCC extraction, M -channel mel-filterbank features,

yfb(m), are obtained by multiplying the power spectrum by an M × F matrix, W ,

with each row corresponding to a mel-filterbank basis function to give

yfb(m) = xfb(m) + dfb(m)+ 2β(m)
√
xfb(m)dfb(m)

0 ≤ m ≤M − 1 (13)

where xfb(m) and dfb(m) are the clean and noise mel-filterbank features and β(m)

is related to the phase difference between the clean speech and noise in the mth
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filterbank channel and is defined

β(m) =

∑F−1
f=0 W (m, f)cos (ϕ(f)) |X(f)||D(f)|√

xfb(m)dfb(m)
(14)

Taking the log of Eq.(13) and multiplying by an M ×M discrete cosine transform

(DCT) matrix, C, where each row corresponds to a cosine basis function, a mismatch

function, g(.), gives noisy MFCC vector, y, from clean speech and noise MFCC vectors,

x and d, and phase term, β,

y = Cyl = Cg(C−1x,C−1d,β) (15)

where the superscript l denotes a log filterbank vector with the mismatch function,

g(.), defined

g(xl,dl,β) = xl + log

(
1 + expd

l−xl +2β

√
expdl−xl

)
(16)

An explicit value of β is not known, however following [49], an estimate is made using

a lookup table that is computed offline during a training stage. For a given x and

d, the lookup table outputs a phase averaged estimate of β that is used in Eq. 16.

If the phase component is ignored, i.e. β = [0], the mismatch function becomes the

conventional phase-independent mismatch function.

3.5.2. Adapting model parameters

The unscented transform is applied to the voiced, unvoiced and non-speech

GMMs to adapt them to the joint density of noisy MFCC vectors and acoustic speech

features. The unscented transform is an effective method for estimating the statistics

of a distribution that has undergone a non-linear transformation as is the case of

speech and noise addition in the MFCC domain [48]. As noise affects only the MFCC

vector and not the acoustic feature, the unscented transform adapts only the statistics

of the MFCC component of the joint vector.

For each GMM and for each mixture component, k, a set of 2× (M +Mθ) sigma

points, szi,k, are chosen

szi,k =
[
sxi,k, s

θ
i,k

]T
(17)
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where Mθ is the dimensionality of the acoustic feature vector. The sigma points are

chosen so that their mean and covariance equal the mean and covariance of the kth

mixture component in the GMM, i.e. µzk and Σzz
k .

A single Gaussian is also trained on MFCC vectors extracted from noise which

has mean and covariance µd and Σdd. A new mean and covariance, µ̃d and Σ̃dd, are

then created which have the same dimensionality as the joint vector, i.e. M +Mθ

µ̃d =

 µd(M)

0(Mθ)

 and Σ̃dd =

 Σdd
(M×M) 0(M×Mθ)

0(Mθ×M) 0(Mθ×Mθ)

 (18)

A set of 2× (M +Mθ) sigma points, sd̃i , representing noise are now generated from

the noise distribution and chosen to have the same mean and covariance as Eq.(18)

sd̃i =
[
sdi ,0

]T
(19)

Using the mismatch function, g(.), in Eq.(16) the clean MFCC sigma points, sxi,k, and

noise MFCC sigma points, sdi , are combined to give a set of noisy MFCC sigma points,

sŷi,k. These then replace the clean MFCC points in the joint vector

sẑi,k =
[
sŷi,k, s

θ
i,k

]T
=
[
g(sxi,k, s

d
i , β), sθi,k

]T
(20)

For each mixture component the mean and covariance of the new set of sigma points,

sẑi,k, are computed and these provide the estimate of the noise adapted statistics for

the GMM that now models the joint density of noisy MFCC vector and acoustic

feature, i.e. φŷθk .

Adaptation requires statistics of the noise and many methods have been proposed

to provide these which include voice activity detection, minimum statistics and speech

presence probability methods [50, 51, 52, 53]. In this implementation 50 frames of

noise (0.5 seconds) are taken from the start of the utterance, with the assumption

that there is a period of non-speech prior to the speech, and these provide estimates

of the noise mean and covariance, µd and Σdd. Tests found that the noise estimate

from using only 50 frames was able to give a substantial reduction in acoustic feature

estimation error as the mismatch between the clean acoustic models and noisy MFCC
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vectors was largely removed. In a practical implementation, particularly for longer

duration continuous speech, other noise estimation methods could be used to provide

updated noise estimates such as those discussed in [54, Ch. 6].

3.6. Adaptation to speaker

When acoustic models are trained on the speaker under test, feature estimation

accuracy is high, but to achieve accurate estimation across all potential speakers

it is necessary adapt the acoustic models. Speaker adaptation has been successful

in HMM-based speech recognition where speaker-independent acoustic models are

adjusted to match the speaker under test. The close similarity between the statistical

modelling used in acoustic feature estimation and that in the states of HMMs for speech

recognition allows speaker adaptation methods to be applied. In speech recognition,

adaptation is needed to adapt the statistics of the many hundreds or thousands of

GMMs within the states of the HMMs to a new speaker. In comparison, for acoustic

feature estimation it is only the voiced and unvoiced GMMs that need to be adapted.

Several approaches to speaker adaptation have been developed and applied

successfully to HMM-based speech recognition and include MAP and maximum

likelihood linear regression (MLLR) methods [55, 56, 57]. Of these methods, early

investigations found MAP adaptation to be more effective than MLLR even with small

amounts of adaptation data as there was sufficient coverage of the voiced and unvoiced

classes [32]. This approach is similar to speaker adaptation used in GMM-based

speaker identification based on a universal background model (UBM) that is trained

on a large number of speakers. This models all speakers while a MAP adapted version

of the UBM models the speaker under test [58]. The remainder of this section explains

the application of MAP speaker adaptation to acoustic feature estimation.

3.6.1. Application of MAP speaker adaptation

MAP adaptation is applied to the means, covariances and prior probabilities

of the GMMs to adapt them to model the speaker under test. From this speaker a

set of adaptation vectors is extracted, A = {a1,a2, . . . ,aN}. These take the same

form as the joint feature vector defined in Eq.(3). For each adaptation vector, ai,

the probability of each mixture component in the GMM, γk(i), is computed (the
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procedure is explained for the voiced GMM but is identical for the unvoiced GMM)

γk(i) =
αk p(ai|φzk,v)∑K
j=1 αjp(ai|φzj,v)

(21)

The MAP adapted mean, µẑk,v, for the kth mixture component in the GMM is

calculated as a weighted combination of the prior mean from the original speaker-

independent model, µzk,v, and the estimated mean of the adaptation data in the kth

mixture component [56]

µẑk =
τµzk,v +

∑N
i=1 γk(i)ai

τ +
∑N

i=1 γk(i)
(22)

τ is a tuneable parameter that determines the weighting between the mean of the

adaptation data and the prior mean. With larger amounts of adaptation data τ can

be increased.

Similarly the covariances, Σẑz
k,v, and mixture weights, α̂k,v, can be updated using

the adaptation vectors as

Σẑz
k,v =

Σzz
k,v +

∑N
i=1 γk(i)(ai − µẑk)(ai − µẑk)T + Ψ

ωk − (M +Mθ) +
∑N

i=1 γk(i)
(23)

where Ψ = τ(µzk − µẑk)(µzk − µẑk)T

α̂k,v =
αk,v − 1 +

∑N
i=1 γk(i)∑K

j=1

(
αk,v − 1 +

∑N
i=1 γj(i)

) (24)

ωk relates to the summed probability of adaptation vectors for the kth mixture

component and is defined in [56]. The means and covariances can be calculated using

the same or independent values of τ , with values typically in the range two to twenty

[55]. For the experiments in Section 4, a value of τ=12 was used throughout as this

was found to give best performance.

3.6.2. Practical considerations

An important difference between adaptation for speech recognition and its

application to acoustic feature estimation is the joint feature vector. In speech

recognition the feature vector is typically an MFCC vector that needs to be adapted
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to the new speaker. For feature estimation the joint feature vector comprises both an

MFCC component and an acoustic feature component. This leads to two approaches

that have been considered for adaptation: to adapt only the MFCC component or to

adapt both the MFCC and acoustic feature components.

Adaptation of only the MFCC component of the GMMs is achieved by marginal-

ising Eq.(21) so only the MFCC vector determines the contribution of each mixture

component in the GMM. Similarly Eqs.(22), (23) and (24) are marginalised so only the

MFCC vector components of the GMM are adapted. Adapting the acoustic feature

component of the GMM as well can be more difficult as voicing and fundamental fre-

quency errors can occur in the adaptation data which may affect adaptation accuracy.

Tests comparing both approaches found that full adaptation gave lower estimation

errors than marginalised adaptation. Consequently, for the experimental evaluation

presented in Section 4 the full adaptation method is used.

In this work adaptation is supervised and applied statically using 20 seconds of

data for each new speaker under test. Adaptation was found to be faster than reported

for application to speech recognition, primarily as fewer Gaussians require adaptation.

After 20 seconds of adaptation data, 75% of the performance gain that is attained

with fully adapted models was reached, and after even a few seconds of adaptation

data, improvement was considerable. Adaptation could also be unsupervised and

applied dynamically, and the models updated continuously as increasing amounts of

speaker data are processed during the utterance [59].

4. EXPERIMENTAL RESULTS

Experiments first examine the effect that voicing, fundamental frequency and

spectral envelope parameters have on speech quality and establish the configuration

of the speech reconstruction model. A second set of experiments then compares

reconstruction-based enhancement with a range of conventional methods of enhance-

ment using PESQ, subjective listening tests and spectrogram analysis. Speech data is

taken from the WSJCAM0 database and is downsampled to 8kHz [60]. Forty-eight

female speakers and 63 male speakers provide training data and a further 5 female

and 5 male speakers are used for testing with utterances ranging from 5 to 10 seconds

in duration. Each training speaker provides approximately 100 sentences and each
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Table 1: Spectral envelope, voicing and f0 configurations.

Method Spectral envelope Voicing and f0
REC(noisy, noisy) Noisy Noisy
REC(adapt, adapt) Adaptation Adaptation
REC(adapt, noisy) Adaptation Noisy
REC(noisy, adapt) Noisy Adaptation

testing speaker provides 45 sentences.

4.1. Voicing, fundamental frequency and spectral envelope

Using the speech reconstruction model, four configurations of voicing, fundamen-

tal frequency and spectral envelope estimation are examined as shown in Table 1.

The first configuration, REC(noisy,noisy), extracts spectral envelope and fundamental

frequency from noisy speech with no adaptation of the acoustic models to speaker

and noise and represents a basic system. Conversely, REC(adapt, adapt) extracts

parameters from noisy speech but adapts the acoustic models to the speaker and noise

and represents a fully adapted system. REC(adapt, noisy) and REC(noisy, adapt)

examine the effect when estimation of one of the acoustic features is degraded, by ap-

plying adaptation to only the spectral envelope or the fundamental frequency/voicing

components and leaving the other unadapted. Specifically REC(adapt, noisy) adapts

the spectral envelope component of the acoustic models but leaves voicing and fun-

damental frequency unadapted, while REC(noisy, adapt) adapts the voicing and

fundamental frequency components, but leaves the spectral envelope component un-

adapted. The four configurations were analysed using three-way mean opinion score

(MOS) tests. Twenty listeners took part in the tests which were conducted in a

sound-proof room with utterances played through headphones in accordances with

the ITU-T recommendations [25]. Each utterance was played three times, and after

each instance listeners rated the sample in terms of first signal quality, then noise

intrusiveness and finally overall quality on a scale of 1 to 5 with five indicating good

performance. Table 4 shows results in car noise at SNRs of 20dB, 10dB and 5dB.

Extracting spectral envelope and voicing/fundamental frequency from noisy

speech, REC(noisy,noisy), gave lowest quality which was expected. Applying adap-

tation to both spectral envelope and voicing/fundamental frequency estimation,

REC(adapt, adapt), improved overall quality and in particular reduced background
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Table 2: Three-way MOS scores for different speech enhancement configurations in car noise at SNRs
of 20dB, 10dB and 5dB showing signal quality, background noise intrusiveness and overall quality. .

SNR REC(noisy,noisy) REC(adapt, adapt) REC(adapt, noisy) REC(noisy, adapt)

Signal 20dB 3.20 3.40 3.45 3.95
10dB 2.95 2.90 2.80 2.80
5dB 2.30 2.15 1.95 2.15

Noise 20dB 2.60 4.20 4.10 2.50
10dB 1.80 3.95 3.50 1.80
5dB 1.30 3.50 3.40 1.20

Overall 20dB 2.90 3.70 3.65 3.05
10dB 2.30 3.10 2.90 2.20
5dB 1.50 2.25 2.00 1.50

noise. Changing to using the noisy fundamental frequency, REC(adapt, noisy), intro-

duced a small deterioration in performance. However, using the noisy spectral envelope,

REC(noisy, adapt), caused a larger reduction in overall quality and background noise.

These tests confirm that adaptation improves acoustic features and consequently the

reconstructed speech. The speech is more sensitive to spectral envelope errors than

fundamental frequency errors. These often lead to artifacts or distortion, while errors

in fundamental frequency tend to be small variations in f0 that do not introduce such

perceptible changes to the speech.

Investigating adaptation times, by measuring acoustic feature estimation errors,

found that adapting to noise was fast, requiring between 1 and 3 seconds of noise data

to be fully adapted. Speaker adaptation required more data and converged after 120

seconds. However, after only 5-10 seconds of speaker adaptation data, performance

reached around 50% of that of the fully adapted model [32, Ch. 5.4.1].

4.2. Comparative objective evaluation

Experiments now compare reconstruction-based enhancement with other methods

of enhancement using PESQ analysis. Tests were carried out in car noise, babble

noise and destroyer operations room noise at SNRs from 0dB to +15dB [61] and

shown in Table 3. Three variants of reconstruction-based enhancements are considered

with the aim of further investigating the impact that noise and speaker adaptation

has on speech quality. The first variant (REC0) has no noise or speaker adaptation,

the second variant (REC1) includes noise adaptation while the third variant (REC2)

uses both noise and speaker adaptation. Baseline performance is given with no noise

compensation (NNC) and seven other enhancement methods are also included that

cover a range of different techniques:
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1. LOG: MMSE log spectral magnitude estimation with speech probability uncer-

tainty [10]

2. MPC: MMSE spectral magnitude estimation with phase spectrum compensation

[13]

3. SUB: Generalised subspace method [11]

4. CSM: Enhancement using a constrained iterative sinusoidal model [14]

5. WNR: Wiener filter using GMM gain estimation [6]

6. INV: GMM mapping of noisy MFCCs to clean MFCCs followed by inversion to

time-domain [22]

7. NMF: Non-negative matrix factorisation [5].

These cover broadly the various methods discussed in the Introduction although the

HMM-based enhancement has not been included. Tests found this method to be

sensitive to the decoding accuracy of the HMMs which was rather high for the noisy

WSJCAM0 task. In many cases at lower SNRs, the model sequence had too many

errors to synthesise sufficiently intelligible speech. Methods LOG, MPC, SUB and

CSM are considered unsupervised techniques that have no prior model of the speech

or noise, and in these tests obtain noise estimates using unbiased MMSE-based noise

power estimation [53]. Conversely the WNR, INV, NMF and REC methods can be

considered as being supervised as they require some kind of prior model of the speech

that is obtained during a training stage.

The results show unadapted reconstruction-based enhancement (REC0) to per-

form relatively poorly and in some instances below that of NNC. The acoustic models

are trained on clean speech but, with noisy speech input, are poorly matched which

results in acoustic feature estimates that are highly erroneous leading to low speech

quality. For example, in babble noise at an SNR of 5dB, voicing classification error is

44%. Applying noise adaptation (REC1) gives a substantial increase in speech quality

which is attributed to more accurate estimates of acoustic features as the models

are now more closely matched to the input speech – voicing classification error in

babble noise at 5dB is reduced to 13%. Finally, applying noise and speaker adaptation

(REC2) sees more improvements in speech quality, although the gains are smaller,

and are again attributed to the acoustic models better matching the input speech –

voicing classification error in babble noise at 0dB is now reduced to 11%.
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Table 3: PESQ results in car noise, babble noise and destroyer noise at SNRs of 15dB, 5dB and 0dB.
SNR NNC LOG MPC SUB CSM WNR INV NMF REC0 REC1 REC2

Car 15dB 2.47 2.72 2.82 2.85 2.76 2.70 2.74 2.85 2.40 2.87 2.94
5dB 1.86 1.84 2.14 2.06 2.25 2.13 2.24 2.24 1.90 2.35 2.39
0dB 1.60 1.43 1.71 1.59 1.85 1.75 1.88 1.83 1.65 1.83 1.89

Babble 15dB 2.57 2.85 2.89 2.87 2.75 2.72 2.72 2.82 2.57 2.86 2.91
5dB 1.91 1.98 2.18 2.13 2.28 2.16 2.20 2.20 1.96 2.19 2.37
0dB 1.56 1.59 1.72 1.68 1.81 1.78 1.74 1.76 1.65 1.78 1.87

Dest. 15dB 2.64 2.97 3.09 3.08 2.85 2.81 2.76 2.97 2.64 2.90 2.99
5dB 1.91 2.04 2.39 2.30 2.38 2.25 2.23 2.34 2.03 2.28 2.41
0dB 1.75 1.76 2.01 1.87 2.00 1.91 1.87 1.97 1.64 1.85 2.10

Comparing reconstruction-based enhancement with the other methods shows the

proposed method (REC2) to give the largest increase in PESQ score over no noise

compensation in eight out of the nine noise and SNR combinations, with an average

increase of 0.40 over NNC. With only noise adaptation (REC1) the increase over NNC

is 0.29 while with no adaptation (REC0) the increase is 0.02. The enhancement method

giving next best performance varies depending on noise type and SNR, although

averaged across all conditions the next best methods were MPC and NMF which

both attained an average increase of 0.30 over NNC. Interestingly, these represent

one unsupervised method (MPC) and one supervised method (NMF), and have

performance approximately equivalent to the REC1 method.

4.3. Comparative subjective evaluation

Subjective tests are now used to compare the reconstruction-based enhancement

with competing methods of enhancement under the same noise and SNR conditions as

in Section 4.2. Three-way MOS listening tests are used, but with a different set of 20

listeners from those in Section 4.1. Tables 4, 5 and 6 show MOS results for car noise,

babble noise and destroyer noise, with each table showing scores for signal quality,

background noise and overall.

Considering first noise removal, all methods reduce noise intrusiveness in compar-

ison to no compensation. Reconstruction-based enhancement (REC2) achieves highest

levels of noise removal in six out of the nine noise and SNR combinations. In four

of these six configurations (car at 15dB, babble at 15dB and 5dB, and destroyer at

5dB), REC2 is statistically better than all other methods at the 95% confidence level,

while in the other two configurations one other method is within the 95% confidence

interval for REC2 – LOG in car noise at 10dB and INV in babble noise at 0dB. In the
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Table 4: Three-way MOS results in car noise showing signal quality, background noise intrusiveness
and overall quality.

SNR NNC WNR LOG MPC SUB INV CSM REC2

Signal 15dB 4.73 4.19 4.38 4.23 4.15 3.65 3.92 3.88
5dB 4.50 3.04 2.54 2.65 3.04 2.85 2.92 3.00
0dB 4.08 1.88 1.15 1.73 1.88 1.92 1.98 1.88

Noise 15dB 2.88 3.38 4.09 3.65 3.58 3.81 3.35 4.59
5dB 1.54 2.46 3.27 2.58 2.42 2.92 2.58 3.53
0dB 1.15 1.65 2.46 2.19 1.88 2.23 1.89 2.42

Overall 15dB 3.35 3.54 4.23 3.88 3.85 3.46 3.58 3.96
5dB 2.65 2.73 2.31 2.58 2.69 2.62 2.79 3.04
0dB 1.69 1.54 1.27 1.65 1.77 1.58 1.77 1.73

Table 5: Three-way MOS results in babble noise showing signal quality, background noise intrusiveness
and overall quality.

SNR NNC WNR LOG MPC SUB INV CSM REC2

Signal 15dB 4.81 4.04 4.46 4.23 4.50 3.58 3.63 3.92
5dB 4.35 2.77 2.85 2.81 3.42 2.92 3.15 2.85
0dB 4.12 1.81 1.81 1.88 2.08 1.77 2.38 2.04

Noise 15dB 2.65 3.23 3.31 3.15 3.42 3.71 3.62 4.35
5dB 1.88 2.19 2.23 2.23 2.31 2.67 2.31 3.39
0dB 1.23 1.73 1.88 1.69 1.42 2.46 1.54 2.54

Overall 15dB 3.50 3.69 3.77 3.77 3.81 3.65 3.88 4.00
5dB 2.77 2.38 2.46 2.58 2.58 2.46 2.96 2.96
0dB 2.19 1.54 1.58 1.58 1.77 1.69 1.62 1.77

Table 6: Three-way MOS results in destroyer operations room noise showing signal quality, background
noise intrusiveness and overall quality.

SNR NNC WNR LOG MPC SUB INV CSM REC2

Signal 15dB 4.58 4.04 4.54 4.31 4.50 3.62 4.33 4.15
5dB 4.65 2.88 2.69 3.00 3.12 2.69 3.18 3.08
0dB 4.27 2.23 1.69 2.23 2.35 1.88 2.31 2.31

Noise 15dB 3.00 3.31 4.31 4.00 4.08 4.04 3.92 4.19
5dB 1.88 2.23 3.15 2.81 2.69 2.92 2.76 3.73
0dB 1.38 1.96 2.54 2.69 2.23 2.31 2.17 2.62

Overall 15dB 3.77 3.58 4.46 4.27 4.23 3.73 4.23 4.19
5dB 2.69 2.50 2.65 2.77 2.71 2.62 2.69 3.38
0dB 2.38 2.00 1.73 2.04 2.38 1.69 2.18 2.31
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three remaining conditions REC2 is ranked second of the enhancement methods and is

significantly better than many of the other methods tested. This is attributed to the

underlying speech production model that is constrained to output a speech-like signal,

which, when given robust parameters should be largely free from the original noise.

An interesting observation with reconstruction-based enhancement is that the MOS

for noise removal at a given SNR is almost constant across the three different types of

noise. This suggests that the reconstruction removes successfully the original noise

and then introduces a fairly consistent, SNR-dependent noise which can be likened to

an artefact of the reconstruction process. Listening to reconstructed speech across all

SNRs reveals no evidence of the original noise and confirms that a wideband-like noise

is introduced, which becomes more noticeable at lower SNRs. This arises mainly from

errors in spectral envelope estimation and also from voicing errors, typically occurring

at word boundaries, which can introduce a short, but audible, burst of noise.

The filtering methods (LOG, MPC, SUB and WNR) all leave increasing amounts

of residual noise from the original noise as SNRs reduce. These methods also introduce

artefacts, which for log MMSE (LOG) and MMSE with phase spectrum compensation

(MPC) is musical noise, for Wiener filtering (WNR) is a wideband-like noise and for

the subspace method (SUB) is a swirling-like noise. The MFCC inversion method

(INV) is often better at noise removal than filtering methods and leaves little residual

noise but instead introduces a wideband-like noise which has similarities to that

introduced by reconstruction-based enhancement. In fact, both methods reconstruct a

new speech signal, for INV by inverting clean MFCC vectors estimated using a GMM,

which accounts for the similar characteristics of the enhanced speech they produce.

The constrained iterative sinusoidal model (CSM) method is also based upon a model

of speech production although has less constraints in its parameter estimation than

the proposed (REC2) method. This was found to leave more residual noise in the

enhanced speech which led to lower scores for noise intrusiveness compared to REC2.

In terms of signal quality, reconstruction-based enhancement (REC2) performs

slightly worse than the best performing filtering methods at 15dB but at lower SNRs

has similar performance to the better performing filtering methods. The compara-

tively lower signal quality at higher SNRs is again attributed to the underlying speech

production model, where in cleaner conditions the imperfect reconstruction from the
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model is more evident. Conversely, at lower SNRs the distortion introduced by the

model is masked by the increased level of noise and is no more apparent than with

the other methods of enhancement. When applied to clean speech, reconstruction

introduces a distortion above that of filtering methods which leave the signal un-

changed given a sufficiently low amplitude noise estimate. There is no method that

gives consistently highest signal quality, with SNR and noise type causing the best

performing method to change.

For overall quality, the enhancement methods perform similarly, again with

variations across noise type and SNR. At 5dB, reconstruction-based enhancement

performs slightly better across all noise types, and is statistically best in destroyer

noise at 95% confidence. This is attributed to its superior noise removal over other

methods at that SNR and that at 5dB the signal distortion introduced is beginning

to be masked.

4.4. Spectrogram analysis

Reconstruction-based enhancement is demonstrated in figure 1 which shows four

spectrograms of the utterance ‘Look out of the window and see if it’s raining ’. The

spectrograms show a) clean speech, b) speech contaminated by street noise at an

SNR of 5dB, c) reconstruction-based enhancement, d) log MMSE enhancement with

speech presence uncertainty (LOG). Figure 1b, shows street noise to be complex,

containing several stationary and non-stationary noises coming from sources such

as passing cars, people talking and a warning siren from a pedestrian crossing. The

warning siren is visible on the spectrogram as tones in the first two-thirds of the

utterance. Figure 1d shows LOG to be effective in removing stationary components of

the noise although not as effective at removing the non-stationary noises. In contrast,

reconstruction-based enhancement shown in figure 1c reconstructs an almost noise-free

signal with none of the stationary or non-stationary noises which correlates closely to

the listening test results. Some differences between the reconstructed speech and clean

speech can be seen in the spectrograms and these are perceived as speech distortion.

4.5. Discussion

The PESQ analysis showed reconstruction-based enhancement to perform best

in eight out of the nine configurations. Adaptation of the acoustic models to noise
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Figure 1: Spectrograms of a) clean, b) noisy, c) REC2 enhancement and d) LOG enhancement of the
utterance ‘Look out of the window and see if it’s raining ’.
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improved their match to the input noisy speech and gave substantial gains in speech

quality due to the improved estimates of the acoustic features. Further adapting the

models to the speaker gave more improvement in quality, although the gain was less

than from noise adaptation. This suggests that noise adaptation is more important

than speaker adaptation, and needed to provide at least some match between the

the original noise-free models and the noise conditions. Matching to the specific

speaker under test is less critical in terms of speech quality as the acoustic models are

matched to some extent to the speaker through the speaker-independent training.

The more detailed breakdown of performance made in the listening tests has given

some insight into the attributes of reconstruction-based enhancement and found its

strongest aspect to be its ability to reduce noise. This is attributed to the constraints

imposed in reconstruction in terms of parameter estimation and by the sinusoidal

model. The strength in noise reduction is also clearly evident in the spectrogram

analysis which showed REC2 to leave very little residual noise. Some differences

between the reconstructed speech and clean speech were observed in the spectrograms

and are perceived as speech distortion which is also revealed in the listening tests

where signal quality can be reduced at higher SNRs.

The pattern of these results is generally in line with a detailed investigation

made into the effectiveness of speech enhancement algorithms [1, Ch. 11.2]. Although

somewhat different enhancement methods were used in that work, and we consider

lower SNRs, both studies found that relatively few methods made significant increases

in overall quality. For noise reduction, both studies showed that significant reductions

in background noise can be achieved by enhancement. In terms of signal quality, the

study in [1, Ch. 11.2] suggested that a positive result is when the enhancement method

introduces no reduction compared to the noisy signal quality and reported several

enhancement methods able to achieve this. Our studies have shown comparable signal

quality at high SNRs but a reduction at lower SNRs in comparison to the noisy signal.

This we attribute to the scores for the noisy signal in our tests being significantly

higher than reported in [1] making them more difficult to equal after enhancement.
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5. Conclusion

This work has proposed a method of speech enhancement that reconstructs a

clean speech signal from a sinusoidal model and a set of acoustic speech features

estimated from noisy speech. The motivation is that by constraining the enhanced

signal to be produced by a model of speech production, the resulting signal should be

free from the original noise. Listening tests have confirmed this and comparing the

proposed method to six other methods of speech enhancement has found it to be the

most effective at removing noise from the noisy speech signal with only small amounts

of residual noise apparent. Analysis has revealed two weaknesses of the proposed

method. First, although residual noise is largely eliminated, errors in estimating the

spectral envelope and voicing classification can lead to artefacts being introduced in

the reconstructed speech. Secondly, the reconstructed signal quality can be slightly

lower than filtering methods at higher SNRs. This is attributed to the speech model

being unable to reconstruct the speech signal without introducing some distortion

over the original clean speech. The difference is however slight and the relative

difference becomes unnoticeable as SNRs reduce. Audio examples are available at

www.uea.ac.uk/computing/speech-language-and-audio-processing/se-results.
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