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Enclosed is our revised manuscript entitled “Response control networks are selectively 
modulated by attention to rare events and memory load regardless of the need for 
inhibition”, submitted to NeuroImage.  

Recent evidence has sparked debate about the neural basis underlying response selection 
and inhibition. The current study examines how activation within a fronto-cortical- striatal 
network was modulated by manipulations of attention and memory load in two reactive 
control tasks. A network composed of the insula, thalamus, and putamen responded to the 
need for control on rare, salient events rather than the need for inhibition per se. In 
addition, a broad motor planning and control network including right IPL showed decreasing 
activation as the memory load increased suggesting that this pattern reflects selection of 
particular responses from associative memory, with enhanced competition and slower 
reaction times as the number of stimulus-response mappings increased. The current study 
also found task-specific differences reflective of differences in visuo-spatial attention, 
number of stimulus-response mappings and motor output.  

I assert that all coauthors are in agreement with the content of the manuscript. The 
material presented in this manuscript has not been published and is not under 
consideration for publication elsewhere. Thank you for considering our revised paper for 
publication in NeuroImage.  If you have any questions, please contact me via e-mail 
(sobanawartiny-wijeakumar@uiowa.edu) or phone (319-383-1514). 

Sincerely, 

 

Sobanawartiny Wijeakumar 
Postdoctoral Research Scholar, Department of Psychology and Delta Center 
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- Insula, putamen, and thalamus showed greater activation on infrequent 

events. 

 

- Inferior parietal lobule showed decreasing activation with increasing SR 

mappings. 

 

- Bilateral lingual gyri were engaged with shifts of visuo-spatial attention. 

 

- Distributed cortico-subcortical system is engaged by motor output 

demands. 
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Dear Editor and Reviewers 

 

Thank you for the reviews and providing us with insightful suggestions. Below, we have 
addressed the reviewers’ comments in a point-by-point fashion and made changes in 
the manuscript accordingly. We have also made some minor changes throughout the 
manuscript including a few corrections to the tables. 

 

Reviewer #1: The authors have presented a sophisticated study of the neural substrates of reactive 
selective and global inhibition, as well of non-inhibitory trials matched in frequency and load. As the 
authors note, frequency confounds have caused nearly a decade of confusion in our field about the 
substrates of these inhibitory functions and their specificity for said functions. As a result, the elegant 
design directly speaks to a crucial outstanding question and a rapidly-evolving, high-profile debate. The 
data resulting from this design appear quite remarkable, revealing a number of complicated and 
surprising effects that could substantially enrich our view of inhibitory control, functions involved in 
monitoring for or detecting salient events, the relationships between these, and the nature of cortical 
representation in the implicated areas more generally. I cannot under-emphasize the potential importance 
the core approach and findings of the manuscript. 

We thank the reviewer for the words of encouragement. 

However, my fear is that the authors' introduction and discussion will prevent this work from fulfilling its 
potential. Progress in this area of research has often been thwarted due to grossly incomplete 
descriptions of prior work on relevant topics, confusions across levels of analysis (cognitive or motoric 
inhibitory functions, inhibition at the level of a reduced BOLD response, and inhibition at the level of the 
neural substrate driving BOLD), and debate about the proper ROIs to analyze for these questions. The 
authors occasionally commit several of these (addressable) errors. My overall recommendation is 
therefore that the authors rephrase or circumscribe their arguments and terminology to make the level of 
analysis more clear; that they provide a more comprehensive set of references to the prior evidence on 
this topic; that they adopt both more relevant ROIs as well as a more flexible small-volume corrected 
approach; and that they consider moving their model-based analysis to another paper where this model 
can be treated more fully. I justify and elaborate on each of these recommendations below. 

(1) Errors of levels of analysis lead to red herrings 

The authors are unfortunately swimming upstream in a literature rife with level-crossing confusion and 
reverse inference, so it is understandable that they occasionally commit these errors themselves. 
Unfortunately these errors have a compounding effect: they leave the manuscript open to a number of 
substantive criticisms related to interpretation. Because these issues will directly affect readers' 
comprehension of the work (potentially including my own understanding of the claims), and can be 
guaranteed to obfuscate the important contributions of the data and design, these issues absolutely must 
be addressed. Specific examples:  

- the words "inhibitory" and "excitatory" reify the simplistic notion that "go/compatible" trials in the GnG 
and Simon tasks respectively rely on excitatory neurotransmission, and vice versa for nogo/incompatible 
trials. The use of terms defined at multiple levels of analysis (as is common in inhibitory theorizing; 
MacLeod et al 2003) is problematic for many reasons, not least of which is that circuits involved in overt 
behavior critically rely on neural inhibition (e.g., as in the direct and indirect pathways of cortico-
subcortical projections) as well as motoric inhibition (see e.g., the work of Rich Ivry and colleagues in 
inhibition preceding movement in "all go" tasks). While it would be unfair to ascribe a lack of sophistication 
to the authors (the elegance of their design surely demonstrates otherwise), it is important that these 
levels of analysis are conceptually separated, so that the posited links between them (which may 
ultimately prove highly counterintuitive) can themselves be evaluated, rather than taken as a given.  

After careful consideration, we agree that using the terms ‘excitatory’ and ‘inhibitory’ is 
open to mis-interpretation in that this usage could span the levels of behavior and 

*6. Response to Reviews



neural function. Thus, we have chosen to divide the factor Trial type into 
‘Go/Compatible’ and ‘Nogo/Incompatible’. This creates a simplistic naming convention 
with one-to-one mapping from the label to the type of trial in each task and eliminates 
any confusion with previous connotations in the literature. We note that this grouping of 
trials is motivated by our analysis of the nature of these tasks. In particular, both Go and 
Compatible trials require motoric responses following simple one-to-one SR mappings 
and do not require any form of inhibition. On the other hand, both Nogo and 
Incompatible trials require some form of inhibition: withholding a response in the Nogo 
trials in the GnG task and inhibiting the incorrect SR mapping in the Incompatible trials 
of the Simon task. We have applied this change throughout the manuscript, and 
explained this labeling convention on page 14 under section 2.4. 

In further agreement with the reviewer, we think that those regions showing an 
interaction between Task and Trial Type (for instance) followed by statistical analyses 
on the averaged percent signal change across the Tasks and Trial types will allow for 
differences to be evaluated, rather than taken as a given.  

- A second issue follows from the first. The authors appear to assume that "excitation" of a BOLD 
response (in terms of greater percent signal change) may somehow reflect neural excitation rather than 
inhibition. Indeed this assumption appears formalized in their model, in contradiction to evidence that 
inhibitory neurotransmission may not only contribute to the BOLD response but may in fact be a greater 
driver of it than excitatory neurotransmission (Buzsako, Kaila & Raichle, 2007). If the model deals with 
this issue in a more complex way, I would recommend it be split into a different manuscript. 

As described above, we have renamed our factors to remove this source of confusion. 
Further, we have removed the model. It was clear from the reviews that the model 
needs a more detailed treatment, so we will move this to another paper. Note, however, 
that the reviewer is incorrect about this excitatory assumption in the model: the 
simulated hemodynamics includes both excitatory and inhibitory contributions. Indeed, 
we have several papers using this approach that suggest inhibitory contributions play a 
dominant role in the BOLD response.  

- Other overly-simplistic mappings leave the manuscript vulnerable to easy dismissal by critics, for 
reasons that are ultimately irrelevant to the authors' primary contribution. For example, at one point the 
authors argue that " there are brain regions selectively involved in the GnG or Simon task (i.e., brain 
regions showing Task main effects), we would expect to see these areas active regardless of whether we 
are manipulating Proportion (omnibus ANOVA one) or Load (omnibus ANOVA two)." I see no reason that 
an area involved in GnG or Simon may not also show sensitivity to proportion or load, unless the authors 
can prove that there is a 1:1 mapping between the functions such manipulations require and continguous 
neural substrates. Clearly none of this is likely to be true, so the claim comes across as simplistic, and 
invites unfair dismissal of the work. 

We agree that the statement in question was overly simplistic. Therefore we have 
removed this line from Page 19 under the Overview of fMRI Analysis Approach. We 
have also carefully reviewed the revised text to avoid simplistic statements that might be 
misleading or lead people to disregard our important findings. 

(2) Lack of consideration of relevant prior work 

One of the key impediments to progress in this area, unfortunately inherited by this manuscript, is an 
insufficient background in the relevant prior literatures. Arguably the frequency confound in classic tests 
of response inhibition escaped widespread notice for so long because most of the executive function 
community was unfamiliar with the much longer history of very similar findings in the lowly oddball task. 
Even subsequent demonstrations from Braver, Garavan, Mostofsky, and others (who I am gratified to see 



cited here) failed to be incorporated into key papers introducing modern conceptions of inhibitory control 
(chiefly the work of Adam Aron, Trevor Robbins, Russ Poldrack, and others).  

This manuscript likewise has a very narrow view of key papers in this and closely related realms, as I 
describe below: 

- The authors must review and cite the developments in Aron's thinking (Aron, Poldrack & Robbins 2014 
in TICS, and their subsequent revisions, as described in their "response to rebuttals" Frontiers paper). 

We thank the reviewer for pointing out these articles. We have cited Aron et. 2014, 2015 
and Swick 2015 on page 6. Further, we have discussed the points raised by Aron in his 
responses to rebuttals from Erica-Florence et al. 2014 and Swick et al. 2015 on pages 
39-40. 

- The authors must also cite the bolus of recent prior evidence showing which have shown frequency 
effects dominate in key regions like the RIFC/rAI (Not only Hampshire et al Neuroimage 2010 but also 
Sharp et al PNAS 2011 and Chatham et al PLoS One 2012). In many cases these papers report findings, 
models, and broader theories that anticipate the authors' current results. More interestingly, several of 
these papers actually report data that substantiate the manuscript's speculations (for example, see 
Chatham et al for detailed evidence bearing on the authors supposition that insula might be slowing down 
response processes in the face of rare events).  

We thank the reviewer for pointing us in the direction of these very relevant references. 
We have now discussed and cited these findings on page 39-40. 

- A related oversight with substantive effects on the paper's analysis methods is the neglect of Hampshire 
2015 ("Putting the brakes on inhibitory models of frontal lobe function," NeuroImage). This paper reports a 
re-analysis of the Erika-Florence et al data using the ROI specified by Aron et al as putatively inhibition 
specific. Arguably this is the ROI which the authors should focus on, in the vicinity of the AI and RIFC. I 
strongly recommend they do so. 

We thank the reviewer for the reference to Hampshire (2015).  

Further, we have obtained the coordinates for RIFC/pars opercularis from this paper 
and have used it in the ROI mask the reviewer suggests to create an improved ROI-
based analysis. 

- The authors also fail to make note of the voluminous literature on time-on-task effects on BOLD, and the 
manner in which those findings circumscribe their claim that increased load yields a reduction in the 
BOLD response while increasing reaction time.  

The reviewer raises a valid issue about time-on-task effects that are common with 
lengthy tasks. As mentioned in the Methods section of the manuscript, our runs were 
randomized across subjects such that they were either in the order 6,4 and 2 or 2,4 and 
6. Further, the order of the runs were randomized across tasks such that if runs with 
load 6, 4 and 2 for the GnG task were presented on Day 1, the same subject 
encountered runs with load 2, 4 and 6 on Day 2 for the Simon task.  In this context, we 
think it is unlikely that time-on-task effects would have survived this counter-balancing of 
the load conditions across subjects, tasks, and days.  

Nonetheless, we investigated whether the main effect of load and the load x type 
interactions might reflect time on task. In particular, if time-on-task effects were 
dominant, we would not expect to see decreasing activation with an increasing effect of 
load in the right IPL, for instance, for participants who completed load 6, followed by 4 
and then, 2. Results from an analysis of these participants showed the same effect as 



reported in the paper, that is, decreasing activation with increasing load (p<0.05). 
Below, we present this result in the right IPL. 

 

 

 

Similarly, upon further investigation of those regions that were activated with a 
significant Type x Load effect, we observed a similar pattern of results with all ten 
regions consistently showing greater activation for load 2 (p<0.05). Thus, time-on-task 
does not appear to explain the reduced activation with increased load.  

Given that this met our expectations based on the counter-balancing scheme and given 
an already lengthy paper, we have opted to not include these analyses in the revised 
manuscript. 

- Similarly the authors report a fascinating effect in the vicinity of the right TPJ, but refer instead to this 
region as the right IPL. As a result, they are not connecting their observations with a long line of research 
deriving in part from the work of Corbetta, Shulman and colleagues on this regions putative "circuit-
breaker" role in the response to salient events. A discussion of how the authors' results bear on these 
theories would be prudent. 

Following our ROI analyses, we have unearthed some interesting results in the right 
TPJ region that are in agreement with results from Corbetta and Shulman’s work. We 
discuss this below in response to a suggestion to update our ROI analysis. Further, we 
have discussed this in the paper on page 51.  

That said, we were a bit confused by the reviewer’s statements. Although the right IPL 
effects are near the TPJ region identified by Corbetta and Shulman, they are not 
identical. Furthermore, our read of Corbetta and Shulman suggests that we would 
expect activation in this region to vary with salience; however, we found activation in 
right IPL that varied with the load manipulation. Critically, the Load manipulation was 
performed whilst keeping the proportion of Go/Compatible trials and Nogo/Incompatible 
trials equal (50%); therefore, we do not see a clear tie between this Load effect and the 
work by Corbetta and colleagues. Nonetheless, our new analyses (see below) do show 
effects in TPJ that connect to this literature; thus, we thank the reviewer for pointing out 



this connection. Future research should investigate the effects of manipulating load and 
proportion at the same time, i.e., Load 2, 4 and 6 at Proportion 25% and 75%. This 
might reveal interesting interactions among these regions. We have discussed this on 
page 18 at the end of section 4.2. 

(3) Concerns about the analysis and model 

My final concern is that the authors current description of their work is insufficient to fulfill the manuscript's 
potential. This is most obviously true for the model, which is undoubtedly interesting and important, but is 
insufficiently described to make a substantive contribution here.  

We appreciate this feedback. Given that Reviewer 2 raised similar issues, we have 
decided that the model is better explored in another manuscript. We have now removed 
the model from all sections of the manuscript. 

I think this space would be better served by a small-volume correction across several key regions, 
including TPJ, Pre-SMA, and RIFC/AI.  Combine these areas into a single mask and then run a reduced 
voxel-wise analysis, adjusting the minimum cluster size correctly for the reduced volume. This will help 
the authors address the inevitable criticism that, once again, the chosen ROIs are not the proper 
coordinates to be using. 

We have updated the ROI analysis in keeping with recent discussions and debates in 
the field of response inhibition. Thus, as the reviewer suggested, we obtained the 
RIFC/pars opercularis ROI from Hampshire et al. 2015, Pre-SMA ROI from Hampshire 
et al. 2010, and TPJ ROI from Corbetta et al. 2000. For the TPJ ROI, we used the Right 
TPJ ROI that had been divided into Right IPL and Right STG.  Therefore, we had an 
ROI mask with the four spherical 10 mm ROIs combined together. We performed two 
analyses within this mask.  

(1) As suggested by the reviewer, we ran a 3 factorial ANOVA (Proportion x Type x 
Task) within this mask and then corrected the main effects and interaction effects with a 
voxel-wise correction for p<0.01 (using 3dClustSim). The voxels within the mask that 
showed a main effect or an interaction were clustered and average percent signal 
change values were computed for that relevant effect and t-tests were performed. 
These results have been reported under section 3.2.1.3.   

To summarize, we observed a Type x Proportion effect in the Right STG and a Task x 
Type x Proportion effect in the Right MTG. We did not observe any Proportion-related 
effects in the Right IFG ROI region. Further, as reported by Corbetta and Shulman, we 
observed an effect of proportion in the Right TPJ regions. We have discussed these 
effects and cited their papers in section 4.1 on page 48.  

(2) In the second analytical approach we adopted, we extracted averaged percent 
signal changes from each of the four ROIs and ran three factorial ANOVAs using SPSS 
on each of the ROIs’ data separately. There were no significant main effects or 
interactions for each of the ROIs. We suspect that Approach (2) reduced potential 
factorial effects due to averaging across 10mm spherical ROIs. Thus, we report 
Approach (1) in the text. We thank their reviewer for this insightful suggestion. 

 

 

Reviewer #2:  



The manuscript presents interesting data suggesting that neural networks underpinning cognitive control 
are related to attention to rare events and responses, rather than inhibition per se. In particular, fMRI data 
show relatively similar engagement of a fronto-cortical-striatal system on trials with the smallest proportion 
in a Go-NoGo task and a Simon task, whether or not these trials require response inhibition 
(NoGo/incongruent trials) or responding (Go/congruent trials). I believe the methodology is sound and the 
findings are compelling. They will be of interest to a large audience of cognitive 
neuroscientists/psychologists interested in cognitive control. They converge with prior evidence 
suggesting that motoric stopping may not be the bulk of response inhibition and cognitive control. I only 
have a couple of minor suggestions or clarification requests. 

We thank the reviewer for the comments and for acknowledging the strengths of this 
paper. 

1. As stated in the introduction, prior evidence has questioned the widespread idea that motoric 
stopping is the critical aspect of inhibitory control, and whether the rIFG may instead support broader 
executive processes such as attention to rare events (e.g., Hampshire et al., 2010). Similarly, other 
authors have argued that context monitoring may be key to inhibitory control and supported by rIFG in 
both adults (Chatham et al., 2012, Plos One) and children (Chevalier et al., 2014, JEPG). The authors 
may want to cite this line of work, if they deem it relevant to their study. 

We thank the reviewer for pointing us towards these useful articles. As noted above, we 
have included these articles in the Discussion section on pages 39-40.  

2. The distinction between global and selective inhibition is interesting to me. However, I am more 
used to thinking about GNG as a response inhibition task (global inhibition in the authors' terms) and 
Simon task as a resistance to interference task (selective inhibition here). I'm not exactly sure whether the 
global/selective inhibition distinction fully overlaps with the response inhibition/resistance to interference 
distinction, and whether the authors think the former is more insightful. The authors may want to 
elaborate further. 

The reviewer has brought up an important issue. In our view, both the GnG and Simon 
tasks contain elements of response selection and response inhibition. The GnG task 
requires that participants globally inhibit a motor response on Nogo trials. The Simon 
task requires that participants ‘select’ the correct SR mappings and sometimes inhibit 
(or resist interference) from a prepotent tendency. Thus, we completely agree that these 
tasks can be couched in multiple ways.  

We opted to use Aron’s taxonomy in the present report given that it situates the paper in 
current debates within the fields of response selection and inhibition. In some ways, this 
is a matter of convenience in terms of framing, but we readily acknowledge that these 
tasks have been considered from multiple perspectives. We explicitly note this in the 
revised introduction.  

3. Unlike other brain regions, inhibition demands significantly affected rIFG activity in the ROI 
analyses only and not in the whole-brain analyses. This is an intriguing finding given that this brain region 
is often considered absolutely key to understanding inhibitory control. To the authors, why did rIFG not 
come out in the whole brain analysis? Has its role been overestimated so far? Is there any reason to think 
that their tasks did not tap inhibition? Are there other ways to interpret this finding? The authors may want 
to elaborate a bit further on this intriguing finding in the discussion. 

As suggested by Reviewer 1, we updated our ROI coordinates for rIFG to be consistent 
with the ROI tested by Hampshire et al. 2015 and now report that no significant effect 
was observed in rIFG based on two ROI approaches. We first make reference to this 
work on Page 39. Then, we have discussed the absence of any effects in the rIFG in 



conjunction with effects in the insula as reported in our whole-brain analyses and recent 
controversies surrounding the topic on page 40.  

4. Another intriguing finding was the reduced parietal activity when working-memory load increased. 
In sharp contrast with the prior finding, the authors addressed this finding in depth in the discussion. They 
even went on and used modeling work to account for it. The modeling work seemed out of place in the 
discussion. To me, it belongs in the results section. To be totally honest, even though it's a nice piece of 
work, I could even do without it altogether, but that's probably because I work on inhibitory control more 
than WM and I recognize that some readers may be particularly interested in this finding. 

We thank the reviewer for the feedback on the model. As described above, we decided 
that the model is better explored in another manuscript. We have now removed the 
model from all sections of the manuscript. 

5. Although the discussion is nice, it often feels like a collection of brain regions considered in 
isolation, and the big picture does not emerge that well. I wonder if the paper would be stronger and more 
impactful if the authors cut a bit of that and replaced it with a discussion of how their findings (taken 
together) modify our understanding of the cognitive/brain processes underlying cognitive control? 

We agree. We have added a broader discussion that highlights how the different areas 
activated by the manipulation of the need for control and memory demands come 
together to make response selection and inhibition possible.  
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Abstract 

Recent evidence has sparked debate about the neural bases of response selection and 

inhibition. In the current study, we employed two reactive inhibition tasks, the Go/Nogo 

(GnG) and Simon tasks, to examine questions central to these debates. First, we 

investigated whether a fronto-cortical-striatal system was sensitive to the need for 

inhibition per se or the presentation of infrequent stimuli, by manipulating the proportion 

of trials that do not require inhibition (Go/Compatible trials) relative to trials that require 

inhibition (Nogo/Incompatible trials). A cortico-subcortical network composed of insula, 

putamen, and thalamus showed greater activation on salient and infrequent events, 

regardless of the need for inhibition. Thus, consistent with recent findings, key parts of 

the fronto-cortical-striatal system are engaged by salient events and do not appear to 

play a selective role in response inhibition. Second, we examined how the fronto-

cortical-striatal system is modulated by working memory demands by varying the 

number of stimulus-response (SR) mappings. Right inferior parietal lobule showed 

decreasing activation as the number of SR mappings increased, suggesting that a form 

of associative memory – rather than working memory -- might underlie performance in 

these tasks. A broad motor planning and control network  showed similar trends that 

were also modulated by the number of motor responses required in each task. Finally, 

bilateral lingual gyri were more robustly engaged in the Simon task, consistent with the 

role of this area in shifts of visuo-spatial attention. The current study sheds light on how 

the fronto-cortical-striatal network is selectively engaged in reactive control tasks and 

how control is modulated by manipulations of attention and memory load. 
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1. Introduction 

Inhibitory control is a pervasive cognitive process. It is needed in the context of 

immediate threats such as stopping entry into the street in the face of an on-coming car, 

as well as to suppress urges so that we actively choose a more desirable response 

option over an alternative prepotent response. Not surprisingly, inhibitory control 

changes dramatically over development with robust individual differences in adulthood, 

and has been implicated in multiple forms of psychopathology including attention deficit 

hyperactivity disorder (Aron, 2011; Bhaijiwala et al., 2014) and obsessive-compulsive 

disorder (Tolin et al., 2014). 

 A central challenge to studying inhibitory control is that it comes in many flavors. 

A recent review by Aron provides a useful taxonomy, classifying inhibitory control along 

two key dimensions (Aron, 2011). The first dimension contrasts global control and 

selective control. In global inhibitory control tasks (Aron and Verbruggen, 2008), global 

inhibition of the motor system is required whenever a specific stimulus is presented, 

while in selective control tasks, the specifics of the stimulus determine the control 

needed to slow down the system to give enough time for one particular set of response 

tendencies to win out over another when conflict is detected  (for detailed review, see 

Aron (2011). 

The second dimension in Aron’s taxonomy contrasts reactive and proactive 

control (Aron, 2011). In the former case, participants must inhibit a behavior in reaction 

to a specific stimulus after a response has been prepared. This type of control is often 

studied in a stop-signal paradigm where participants are instructed to stop a previously 

prepared response when a stop-signal is presented. Proactive control, by contrast, 
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occurs where there is some advance control process that modulates behavior before 

the presentation of a response cue. Proactive control often implicates attentional or 

working memory processes that modulate control in task-appropriate ways. For 

instance, actively maintaining information in working memory (WM) can have inhibitory 

consequences, suppressing the influence of potentially distracting information.  

 Given the challenges of teasing apart different aspects of inhibitory control at the 

behavioral level, many studies have examined inhibitory control at the neural level. Data 

from both neurophysiology and fMRI have revealed a fronto-cortical-basal ganglia 

network critically involved in reactive control. This network includes the inferior frontal 

cortex (IFC), the pre-supplementary motor area (preSMA), the basal ganglia, and 

aspects of the motor system including thalamus and motor cortex (Aron et al., 2014; 

Aron, 2014; Braver et al., 2001; Garavan et al., 2003; Garavan et al., 2002; McNab et 

al., 2008; Menon et al., 2001; Mostofsky et al., 2003; Rae et al., 2015; Rubia et al., 

2003; Simmonds et al., 2008). This same network may play a key role in ‘braking’ in 

proactive control tasks (Aron, 2011), but proactive control likely also involves other WM 

systems including the dorso-lateral prefrontal cortex (DLPFC) (Barber et al., 2013; 

Hester et al., 2004; McNab et al., 2008).  

In the present report, we focus on a recent controversy regarding the neural 

systems that underlie reactive inhibitory control. A large body of evidence suggests that 

a fronto-cortical-striatal network is actively involved in inhibitory control, with a specific 

part of this network—rIFC and preSMA (Rae et al., 2015) —playing a breaking function 

in reactive tasks. But a recent paper suggests that this fronto-striatal network is also 

engaged in attentionally-demanding conditions that do not have obvious inhibitory 
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requirements (Erika-Florence et al., 2014). For instance, these researchers found 

increased activation in the rIFC network in response to infrequent cues across four task 

variants, even in tasks with no inhibitory demands. These data are consistent with prior 

studies that also suggested an attentional/WM role for the fronto-striatal network (Erika-

Florence et al., 2014; Hampshire, 2015; Hampshire et al., 2010; McNab et al., 2008). 

More recently, Swick and Chatham have pointed out that tasks need to be designed 

such that they contain conditions matched for saliency and attentional demands 

amongst other elements (Swick and Chatham, 2014). Thus, at the heart of this 

controversy is whether there is a right-lateralized network for inhibitory control or a 

network involved in a broader class of control operations, including attention to rare 

events and the modulation of processing via task goals in working memory.  

Here, we examine this controversy using two different reactive control tasks—

one task that requires global reactive control—the GnG task—and one that requires 

selective reactive control—the Simon task. By studying tasks along the global-to-

selective control dimension1, we hope to tap a range of tasks relevant to daily life that 

may have broad implications for populations with deficits in inhibitory control.  

We examined two central questions about how the role of fronto-cortical-striatal 

system may differ during selective versus global reactive control. First, is the fronto-

cortical-striatal system sensitive to the need for inhibition per se or the need for control 

on rare, attentionally-demanding trials? To address this question, we varied the 

response frequency of trials that do not require motoric inhibition (Go trials). In a 

                                            
1 Note that although the GnG and Simon tasks differ along this key dimension, these tasks can 
be conceptualized in other ways as well. For instance, the Simon task is often discussed as a 
‘resistance to interference’ task. Critically, these different conceptualizations are not mutually 
exclusive. 
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frequent condition, participants completed a block of GnG trials with many Go trials and 

few Nogo trials. We contrasted performance in this condition with a block of trials with 

frequent Nogo trials and few Go trials. If fronto-cortical-striatal networks are sensitive to 

the inhibitory demands of the task, we expected to see greater activation on trials that 

require inhibition than during trials that do not require inhibition. By contrast, if fronto-

cortical-striatal networks are sensitive to the need for control during rare, attentionally-

demanding events, we expected to see greater activation during infrequent trials, 

regardless of whether these trials occurred during a frequent Go block or a frequent 

Nogo block. An important question is whether such effects generalize across tasks. 

Thus, the same participants completed a Simon task where the frequencies of 

Compatible and Incompatible trials were manipulated across blocks in an analogous 

fashion. 

The second question we examined was whether activation of the fronto-cortical-striatal 

system is modulated by the need for inhibition per se or by the WM demands of the 

task. To examine this issue, we varied the memory load, while holding attentional 

demands constant (i.e., equal numbers of Go/Compatible and Nogo/Incompatible trials). 

In particular, we changed the number of stimulus-response (SR) mappings that 

participants had to maintain in both the GnG and Simon tasks. Previous studies have 

demonstrated that WM maintenance has a particular neural signature—activation 

increases as the WM load increases (Pessoa et al., 2002; Pessoa and Ungerleider, 

2004; Todd and Marois, 2004). Thus, if WM is critically involved in these tasks, we 

would expect to see an increase in activation as the load increases within WM-specific 

regions of the fronto-cortical-striatal network. Data from several studies are consistent 



 8 

with this hypothesis. For instance, an increase in activation was observed within middle 

frontal gyrus, left middle temporal gyrus, thalamus, and rostral and dorsal ACC/preSMA 

as the memory load was increased in a GnG task (Hester et al., 2004). 

 

2. Materials and Methods 

2.1. Participants 

Twenty right-handed native English-speaking participants (age range 25±4 years; 

9 women) took part in the experiment. All of them were students at the University of 

Iowa. All participants had normal or corrected vision. All participants signed an informed 

consent form approved by the Ethics Committee at the University of Iowa.  

2.2. Procedure 

The experimental paradigms were created using E-prime version 2.0 and were 

run on an HP computer (Windows 7). Participants were instructed that they would be 

given a set of response mappings that would be indicated before the start of each block. 

There were no practice trials, but participants were shown the sequence of events for a 

couple of trials to make sure they knew what they were going to do in the scanner.  

In the GnG task, observers were asked to press a button when they saw a Go 

stimulus and withhold their response when they saw a Nogo stimulus (see Figure 1B). 

In the Simon task, participants were asked to press the left button for one set of colors 

and the right button for a second set of colors (see Figure 1C). On half the trials, stimuli 

were presented in the compatible hemifield (i.e., the color associated with a left button 

press was presented in the left hemifield), while on the other half of trials, stimuli were 
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presented in the incompatible hemifield (i.e., the color associated with a left button 

press was presented in the right hemifield).  

Stimuli were all the same shape and varied in color. The colors were equally 

distributed in CIELAB 1976 color space, a perceptually uniform color space and color-

appearance model developed by the Commission Internationale de l’E´clairage. The 

shape was chosen from Drucker and Aguirre (Drucker and Aguirre, 2009). Colors used 

for the GnG task were separated by 30 degrees in color space from those colors used 

in the Simon task (see Figure 1A). Within a task, the colors associated with specific 

responses (i.e., Go color and Nogo color) were chosen by going around the color wheel 

in a clockwise direction. The chosen colors were separated by 60 degrees in color 

space such that directly adjacent colors were associated with different response types. 

This prevents participants from adopting any sort of color category response strategy. 

Participants indicated the response for each trial using left and right manipulandam 

boxes. The first chosen color was determined randomly for each participant. 

In both tasks, the trial started with the presentation of the fixation cross for 2500 

ms, followed by the stimulus presentation for 1500 ms. Participants were instructed to 

respond as quickly as possible. If a response was not entered in time (within 250 ms of 

stimulus presentation), ‘No Response Detected’ was displayed on the screen. The inter-

trial interval was jittered between 1000 (50% of trials), 2500 (25%), or 3000 ms (25%). 

In the GnG task, the stimulus was always presented in the center of the screen; in the 

Simon task, the stimulus was presented at the center of the left or right hemifield (see 

Figure 2). 



 10 

 

Figure 1. (A) Colors of the stimuli used for both tasks. Colors used for the GnG task (dotted 

lines) were separated by 30 degrees in color space from colors used in the Simon task (solid 

lines). Colors used for different types of trials (i.e., Go or Nogo) within a task were separated by 

60 degrees in color space. (B) Example of the stimuli and appropriate responses for the GnG 

task: the purple stimulus associated with a Go response should result in a right mouse button 

response whereas the orange stimulus associated with a Nogo response should result in no 

response. (C) Example of the stimuli and appropriate responses for the Simon task: the left 

button (L) should be pressed when the blue stimulus appears and the right button (R) should be 

pressed when the orange stimulus appears. These stimuli can appear in spatially Compatible 

locations (left display) or spatially Incompatible locations (right display).  
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Figure 2. Trial structure of the GnG and Simon tasks (GnG display is shown as an example). 

Note that the fixation turned from a ‘+’ to an ‘x’ to keep the timing of events consistent with other 

tasks the same participants completed in other sessions not reported here. 

 

2.3. Design 

 We conducted two parametric manipulations of each task—a Load manipulation 

and a Proportion manipulation. In the Load manipulation, the number of SR mappings 

was varied across three conditions—Load 2, 4, and 6. In the Load 2 condition of the 

GnG task, one stimulus was associated with a Go (button press) response and another 

with a Nogo response (no button press). In the Simon task, one stimulus was 

associated with a left button press and the other with a right button press. In the Load 4 

condition of the GnG task, two stimuli were associated with a Go response and two 

other stimuli were associated with a Nogo response. In the Simon task, two stimuli were 

associated with a left button press and two stimuli were associated with a right button 

press. In the Load 6 condition of the GnG task, three stimuli were associated with a Go 
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response and three other stimuli were associated with a Nogo response. In the Simon 

task, three stimuli were associated with a left button press and three other stimuli were 

associated with a right button press. For all manipulations of Load, 50% of the trials in 

the GnG task were Go trials and 50% were Nogo trials. Similarly, for the Simon task, 

50% of the trials were Compatible trials and 50% were Incompatible trials.  

For the Proportion manipulation, we varied the proportion of trials that did not 

require inhibition (Go trials, Compatible trials) relative to trials that required either 

inhibition of a response (Nogo trials) or inhibition of an incorrect SR mapping 

(Incompatible trials). In the 25% condition of the GnG task, 25% of the trials (36 trials) 

were Go trials and the remaining were Nogo trials (108 trials). In the Simon task, 25% of 

the trials (36 trials) were Compatible trials and the remaining were Incompatible trials 

(108). In the 50% condition of the GnG task, 50% of the trials were Go trials (72 trials) 

and the remaining were Nogo trials. In the Simon task, 50% of the trials were 

Compatible trials (72 trials), and the remaining were Incompatible trials. Finally, in the 

75% condition of the GnG task, 75% of the trials were Go trials (108 trials) and the 

remaining were Nogo trials. In the Simon task, 75% of the trials were Compatible trials 

(108 trials) and the remaining were Incompatible trials. The Load was maintained at 4 

stimulus-response mappings across all manipulations of Proportion. 

Participants completed five total runs on the GnG scanning day: Load 2 (50% 

Go, 50% Nogo), Load 4 (50% Go), Load 6 (50% Go), 25% condition (25% Go trials at 

Load 4), and the 75% condition (75% Go trials at Load 4). Participants completed five 

runs on the Simon scanning day: Load 2 (50% Compatible), Load 4 (50% Compatible), 

Load 6 (50% Compatible), 25% condition (25% Compatible trials at Load 4), and the 
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75% condition (75% Compatible trials at Load 4). There were eight possible orders, 

randomly selected for each day: 6-4-2-25-75, 6-4-2-75-25, 2-4-6-25-75, 2-4-6-75-25, 

25-75-2-4-6, 75-25-2-4-6, 25-75-6-4-2 or 75-25-6-4-2. The order of the scanning days 

(GnG first versus Simon first) was counterbalanced across participants. 

 

2.4. Image acquisition and processing 

A 3T Siemens TIM Trio magnetic resonance imaging system with a 12-channel 

head coil located at the Magnetic Resonance Research Facility at the University of Iowa 

was used. Anatomical T1 weighted volumes were collected using an MP-RAGE 

sequence. Functional BOLD imaging was acquired using an axial 2D echo-planar 

gradient echo sequence with the following parameters: TE=30ms, TR=2000ms, flip 

angle=70°, FOV=240x240mm, matrix=64x64, slice thickness/gap=4.0/1.0mm, and 

bandwidth=1920Hz/pixel. Each run was approximately 15 minutes and collected 454 

volumes. 

Head movement was restricted using foam padding inserted between the 

observer’s head and the head coil. Both tasks were presented using E-prime software 

and a high-resolution projection system. The stimuli were subtended at a visual angle of 

3.2 to 4.2 degrees. Responses were recorded by a manipulandum strapped to the 

participants’ hands. The timing of the presented stimuli was synchronized to the trigger 

pulse from the MRI scanner.  

Data were analyzed using Analysis of Functional NeuroImages (AFNI) software. 

Standard preprocessing was used that included slice timing correction, outlier removal, 

motion correction, and spatial smoothing (Gaussian FWHM=8mm). First-level analyses 
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consisted of constructing a general linear model using afni_proc with regressors for 

motion, drifts in baseline, and ten regressors of interest for each task. In the GnG task, 

the regressors of interest were onset of the stimulus presentations for Go and Nogo 

trials at Loads 2, 4 and 6 and at Proportions 25% and 75%. Similarly, in the Simon task, 

the regressors of interest were onset of the stimulus presentations for Compatible and 

Incompatible trials at Loads 2, 4 and 6 and at Proportions 25% and 75%.  

To analyze the group-level data, we used the percent signal change maps for 

each regressor in two three-factor ANOVAs designed to identify group-level effects 

associated with the Load and Proportion manipulations. The factors for the Load 

ANOVA were Task (GnG, Simon), Type (Go/Compatible, Nogo/Incompatible), and Load 

(2, 4 and 6). The factors for the Proportion ANOVA were Task (GnG, Simon), Type 

(Go/Compatible, Nogo/Incompatible), and Proportion (25%, 50%, 75%). Note that the 

Type factor grouped trials that do not require any form of inhibition (Go/Compatible) and 

trials that require some form of inhibition (inhibition of a motor response on Nogo trials, 

and inhibition of an incorrect SR mapping on Incompatible trials). Although in the latter 

case we effectively group two different senses of inhibition, it is important to note that 

differences between them could emerge in regions that show a significant Task x Type 

interaction. 

Group level analyses were done using AFNI’s 3dMVM function. Resultant 

functional images of main effects and interactions were corrected for family-wise errors 

using 3dClustSim (corrected at alpha < 0.05, corresponding to a cluster size threshold 

of and a cluster threshold of > 27 voxels i.e 1158 ml). Centers of mass for the resulting 

significant clusters are reported in later tables. If effects shows clusters that were large 
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and could be broken into more regions, they were intersected with an atlas and then re-

labeled. 3dROIStats was then used to compute the average percent signal change for 

each subject across all conditions for each cluster identified as significant within the 

main effect or interaction. For example, if a cluster in the right inferior parietal lobule 

showed a main effect of Load, an average percent signal change was calculated for 

each subject across all voxels in that cluster for Loads 2, 4, and 6. Paired two-tailed t-

tests were performed on these average percent signal change values. The threshold for 

these t-tests were maintained at p<0.05. Note that no further correction for multiple 

comparisons was performed given that a correction was already carried out at the level 

of the omnibus ANOVAs. Moreover, the goal of these t-tests was primarily descriptive in 

nature—to help describe the pattern of data underlying the ANOVA effect in question. 

ROI-based analyses were also carried out within 10 mm spherical regions 

defined using coordinates from previous reports. The goal was to investigate whether 

the need for Inhibitory control as the Proportion of each trial type was manipulated 

elicited activation in targeted ROIs including right inferior frontal cortex (IFG) - 

(Hampshire, 2015), pre-supplementary area (PreSMA) - (Hampshire et al., 2010) and 

right superior temporal gyrus (STG) and right inferior parietal lobule (IPL) – collectively 

referred to as the right temporo-parietal junction (Corbetta et al., 2000). A 3-factor 

(Task, Type, Proportion) ANOVA was computed within this mask using a voxel-wise 

correction with p<0.01. Voxels that showed a main effect or interaction were clustered, 

and we computed an average percent signal change for the relevant effect. Paired two-

tailed t-tests were performed on these average percent signal change values with 

p<0.05. Note that average percent signal change within each ROI was also calculated 
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for each subject. A three-factorial ANOVA on data from each ROI revealed no 

significant main effects or interactions. 

 

3. Results 

3.1. Behavioral Results 

Only correct trials were analyzed as accuracy was over 86% for both tasks and 

all conditions (see Table 1). 

 

Table 1. Percentage (%) of correct trials for Go, Compatible and Incompatible trials. Overall 

accuracy of 86.5 % and above was achieved. 

Go NoGo Compatible Incompatible

Load 2 96.5 99.7 91.5 94.2

Load 4 96.7 97.6 92.3 92.0

Load 6 93.1 94.1 86.5 86.8

Prop 25 93.5 97.1 91.8 93.9

Prop 75 94.6 97.9 93.1 92.1

Percentage of correct trials (%)

 

For the GnG task, two (Load, Proportion) one-factor repeated measures 

ANOVAs were conducted on reaction times (RTs) for Go trials. Results from the 

ANOVA examining the effect of Proportion (25%, 50%, 75%) on RTs revealed a main 

effect of Proportion, F(2,38) = 6.546, p<0.005. Post-hoc comparisons using t-tests with 

revealed that RTs were significantly slower when 25% of the trials were Go trials as 

compared to when 75% of the trials were Go trials, p<0.005 (Figure 3A). Results from 

the ANOVA examining the effect of Load (2, 4, 6) revealed a main effect of Load, 

F(2,38) = 48.892, p<0.001. Post-hoc comparisons revealed that RTs increased with 

increasing Load for all pairwise comparisons, p<0.001 (Figure 3B).  
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For the Simon task, results from a two-way ANOVA with Proportion (25%, 50%, 

75%) and Compatibility (Compatible, Incompatible) as factors revealed a main effect of 

Compatibility on RTs, F(1,19) = 14.251, p<0.005, with greater RTs for Incompatible 

trials than for Compatible trials (Figure 3C). A second two-way ANOVA with Load (2, 4, 

6) and Compatibility as factors revealed a main effect of Load on RTs, F(2,38) = 46.785, 

p<.001, with increasing RTs as load increased. Post-hoc comparisons revealed that all 

pairwise Load comparisons differed significantly, p<0.001 (Figure 3D). There was also a 

main effect of Compatibility, F(1,19) = 10.384, p<0.005 with greater RTs for 

Incompatible trials than for Compatible trials. Note that the interaction between Load 

and Compatibility was not significant. 



 

Figure 3. (Top) Effect of Proportion on RTs for (A) Go trials. RTs at 25% were significantly higher than at 75%. (B.) Compatible and 

Incompatible trials. RTs to Incompatible trials were greater than for Compatible trials. (Bottom) Effect of Load on RTs for (C.) Go 

trials. RTs increased with increase in number of stimulus-response (SR) mappings. (D.) Compatible and Incompatible trials. RTs 

increased with increase in number of SR mappings across Compatible and Incompatible trials. Across all Loads, RTs to Incompatible 

trials were greater than to Compatible trials.  



3.2. Overview of fMRI Analysis Approach 

We analyzed the fMRI data using two omnibus ANOVAs. The first three-way 

ANOVA focused on the Proportion manipulation to examine whether Inhibitory control 

areas are sensitive to the need for control on infrequent trials. This ANOVA included 

Proportion (25%, 50%, 75%), Type (Go/Compatible, Nogo/Incompatible), and Task 

(GnG, Simon) as within-subject factors. Our central question is addressed by examining 

main effects of Proportion and Proportion-related interactions. The second ANOVA 

focused on the Load manipulation to examine whether particular brain regions show an 

increase in activation as the number of SR mappings increases consistent with the 

neural signature of WM. This ANOVA included Load (2, 4, 6), Type (Go/Compatible, 

Nogo/Incompatible), and Task (GnG, Simon) as within-subject factors. Here, our central 

question is addressed by examining main effects of Load and any Load-related 

interactions. 

Critically, the omnibus ANOVAs have common factors of Type and Task even 

though they involve largely independent sets of data. This allows us to partition all 

effects that do not involve the Proportion or Load factors into two key categories: Task-

general effects (e.g., Type main effects) and Task-specific effects (e.g., Task main 

effects and Task-related interactions). The latter effects reveal the brain systems 

critically involved in global reactive control versus selective reactive control. Note that, 

Nogo trials do not require a response whereas Incompatible trials do require a 

response. Thus, Type x Task interactions may also reflect differences in the amount of 

motor output. 
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3.2.1. How is brain activity modulated as the proportion of each Type is varied? 

The Proportion x Type x Task ANOVA yielded significant Proportion x Type and 

Proportion x Task interactions, but no other significant Proportion-related effects after 

family-wise correction. 

3.2.1.1. Proportion x Type interactions: 

When Go/Compatible trials were infrequent (25% condition), there was robust activation 

on these trials relative to Nogo/Incompatible trials in bilateral insula, right putamen, and 

right thalamus (see Table 2 and Figure 4). By contrast, as Nogo/Incompatible trials 

became less frequent (75% condition), there was a robust increase in activation on 

these trials relative to Go/Compatible trials in the same regions. Indeed, in right 

putamen, the pattern completely reversed across the Proportion manipulation, showing 

robust activation on infrequent trials, regardless of whether they required inhibition. 

Thus, activation in these regions reflects the need for control on infrequent types rather 

than the need for inhibition per se.  

 

Table 2. Regions activated for Proportion X Type interaction (p<0.05, corrected).  

x y z

L 13 29.1 -9.5 7 4630 8.03

R 13/47 -33.9 -14 3.6 3473 9.32

Thalamus R - -2.6 18.7 5 3773 8.28

Putamen R - -26.8 10.7 -3 1372 7.60

Cluster Region Hemi BA

Talaraich (RAI)                

(mm) Size 

(ml)
F(4,76)

Insula
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Figure 4. Bar plots showing average percent signal change ± S.E.M across Go/Compatible trials 

and Nogo/Incompatible trials at Proportions of 25 %, 50 % and 75 %. Significance at p < 0.05 is 

denoted by ‘*’. 

3.2.1.2. Proportion x Task interactions: 

There was a significant Proportion x Task interaction in the thalamus (see Table 3 and 

Figure 5), indicating that there were different demands placed on the need for control in 

the two tasks. In particular, the need for control was greatest in the GnG task in the 25% 

condition where the infrequent trials required an active response (i.e., the Go trials). 

Thus, the thalamus is responsive to the need for control on infrequent trials when a 
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response is needed (vs. Nogo trials). The Simon task requires an active response on 

both Compatible and Incompatible Types. Here we see the greatest modulation of 

thalamic activity in the 75% condition when Incompatible trials were infrequent, that is, 

when an infrequent response must be activated and this response requires inhibition of 

a strongly prepotent response.  

 

Table 3. Region activated for an interaction between Proportion and Task (p<0.05, corrected).  

x y z

Thalamus R - -10 2.3 12 1501 7.53

Cluster Region Hemi BA

Talaraich (RAI)                

(mm)
Size 

(ml)
F(4,76)

 

    

Figure 5. Bar plots showing average percent signal change ± S.E.M for GnG and Simon tasks at 

Proportions of 25%, 50% and 75%. Note, Go and Nogo trials were pooled together for the GnG 

task and Compatible and Incompatible trials were pooled together for the Simon task. 

Significance at p < 0.05 is denoted by ‘*’. 
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3.2.1.3. ROI-based analyses: 

 Whole-brain analyses did not yield significant differences in activation for regions in 

right IFG and pre-SMA as the need for control was varied. It is possible effects in these 

canonical inhibitory-control regions were weak and might not have survived whole-brain 

correction for multiple comparisons. Thus, we conducted a ROI-based analysis, 

examining activity in right IFG, preSMA, and right TPJ. Results from a three-factorial 

ANOVA revealed a significant Type x Proportion interaction in the right STG and a 

significant Task x Proportion x Task interaction in the right middle temporal gyrus 

(MTG). Figure 6a shows the Type x Proportion effect for right STG. This area followed 

the same pattern reported in the whole brain analyses: there was greater activation on 

Go/Compatible trials in the 25% condition and there was an increase in activation on 

Nogo/Incompatiable trials as these trials became less frequent in the 50% and 75% 

conditions. This trend was also observed in right MTG, but only for the GnG task (see 

Figure 6b). Note that there were no significant effects in the right IFC and preSMA 

ROIs. 
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Figure 6. Bar plots showing average percent signal change ± S.E.M ROIs for (a) Right superior 

temporal gyrus (b) Right middle temporal gyrus. Significance at p < 0.05 is denoted by ‘*’. 

 

3.2.2. How is brain activity modulated as the memory load increases? 

 The Load x Type x Task ANOVA revealed main effects of Load and Load x Type 

interactions. No other Load-related effects reached significance after family-wise 

correction. 
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3.2.2.1. Main effects of Load: 

Activation in the right inferior parietal lobule was largest for a Load of two items and 

decreased with an increase in Load (Table 4 and Figure 7). This pattern is the opposite 

of what is typically observed in studies of WM. This suggests that the SR mappings in 

these tasks are not actively maintained in WM. It is possible that another form of 

memory such as associative memory is responsible for remembering the task rules. We 

return to this possibility in greater detail below.  

 

Table 4. Region activated for the main effect of Load (p<0.05, corrected).  

x y z

Inferior Parietal Lobule R 13/41 -44.2 32 22.3 1415 11.49

Cluster Region Hemi BA

Talaraich (RAI)                

(mm)
Size 

(ml)
F(2,38)

 

 

Figure 7. Bar plots showing average percent signal change ± S.E.M for Loads 2, 4 and 6 

(p<0.05, uncorrected). Note, that beta values were computed by pooling across Type and Task. 

Significance at p < 0.001 is denoted by ‘*’. 
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3.2.2.2. Load x Type interactions: 

 A broad network of regions showed significant Load x Type interactions (see Table 5 

and Figures 8 and 9). This network included the bilateral cerebellum, bilateral superior 

temporal gyrus, right transverse temporal gyrus, right parahippocampal gyrus, right 

lingual gyrus, right fusiform gyrus, right insula, and right cuneus/posterior cingulate 

cortex.  

In the right transverse temporal gyrus, left superior temporal gyrus, right insula, 

and bilateral cerebellum, there was a significant decrease in activation as the Load 

increased, consistent with the general pattern observed in the right inferior parietal 

lobule for the main effect of Load. Here, however, the decrease over Load only occurred 

for the Go/Compatible trials — there was no significant change in activation as the Load 

increased on Nogo/Incompatible trials. We also directly compared activation on the 

Go/Compatible and Nogo/Incompatible trials at each Load. Here, all regions showed 

significantly greater activation on Go/Compatible trials at Load 2 relative to 

Nogo/Incompatible trials. Greater activation on Go/Compatible trials versus 

Nogo/Incompatible trials was also evident at Loads 4 and 6 in the right transverse 

temporal gyrus and right fusiform gyrus.  



Table 5. Regions activated for Load X Type interaction (p<0.05, corrected).  

x y z

Cerebellum L - -6 45 -13 5317 8.82

Transverse Temporal Gyrus R 41/13 -44.2 25.9 12 2144 8.44

Cuneus / Posterior Cingulate Cortex R 30 -10.9 67.8 13.3 1758 7.68

Cerebellum R - -35.3 52.5 -23 1715 7.49

Insula R - -33 -4.3 5 1629 8.33

L 41 41.5 34 7.1 1501 8.21

R 13 -45.3 47.3 18.2 1286 9.61

Parahippocampal Gyrus R 30 -24 -19 46 1029 8.18

 Lingual Gyrus R 19 16 -49 -1 300 10.10

Fusiform Gyrus R 37 -37 25 -7.5 129 7.00

Cluster Region Hemi BA

Talaraich (RAI)                

(mm)
Size 

(ml)
F(4,76)

Superior Temporal Gyrus

 

Once again, these results are not consistent with the hypothesis that the SR 

mappings are actively maintained in WM. Further, the differential activation on 

Go/Compatible trials suggests that these mappings are represented differently than 

mappings during Nogo/Incompatible trials. It is possible, for instance, that the mappings 

during the Go trials are stored in an associative memory that varies systematically by 

Load, while the mappings during Nogo trials are not remembered. We return to this 

possibility in the Discussion. 



 

 

Figure 8. Regions activated for an interaction between Load and Type. Significance at p < 0.05 

is denoted by ‘*’. 



 

 

Figure 9. Bar plots showing average percent signal change ± S.E.M for the interaction between Load and Type. Significance at p < 

0.05 is denoted by ‘*’.  

 

 

 

 

 



3.2.3. Do the demands of trial Type generalize across tasks? 

Across the two omnibus ANOVAs, there was a broad network of brain regions that 

showed a common Type main effect in both analyses with greater activation on 

Go/Compatible versus Nogo/Incompatible trials. This network included bilateral 

transverse temporal gyrus, bilateral insula, bilateral superior temporal gyrus, left 

cingulate gyrus, left inferior parietal lobule, left precentral gyrus, bilateral medial frontal 

gyrus, right cerebellum, left putamen and bilateral thalamus (see Table 6). An example 

pattern of activation is shown in Figure 10B for the left transverse temporal gyrus. This 

region showed greater activation on Go/Compatible trials when there were no inhibitory 

demands, suggesting that this region is actively involved in response selection and/or 

generation. 



   

Figure 10. (A) Regions activated for a main effect of Type for the Proportion and Load ANOVAs. 

Regions common across both the Proportion and Load ANOVAs are shown in yellow. Regions 

unique to the Proportion or Load ANOVAs are shown in red. (B) Canonical bar plot of left 

transverse temporal gyrus but also representative of all activated regions reported in Table 6. 

Significance at p < 0.05 is denoted by ‘*’. 
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Table 6. Regions activated for a main effect of Type for the intersection between the Proportion 

and Load ANOVAs (p<0.05, corrected). Only regions with clusters > 2 voxels (86 ml) are 

presented and discussed. 

x y z

L 41 472 42.6 25 10 28.25 27.11

R 41 129 -40.2 25.5 10 18.44 25.70

L 13 7546 38.1 13.5 13.9 40.57 34.44

R 13 472 -43 28.4 17.4 22.91 23.83

L 13 43 33.2 1 6.5 34.67 18.37

L 41 858 44.1 29.8 15.6 38.76 30.75

R 41 257 -46.2 27.6 15.4 27.92 28.49

Cingulate Gyrus L 24 300 6.7   2 2.3 35 32.52 29.91

Inferior parietal lobule L 13 129 43.8 32.4 24 45.26 24.56

Precentral Gyrus L 13 129 44.6 -0.5 6.5 39.51 31.87

L 6 600 3.3 6.9 49.9 35.16 27.67

R 6 300 -2.6 5.7 48.9 29.92 24.79

R 19 1115 -20.6 57.3 -15.1 46.26 22.73

R 37 5274 -23.1 45.8 -18.2 51.11 28.54

Putamen L - 557 26.5 9.6 2 33.66 20.46

L - 2958 11.7 18.8 10.3 27.34 31.66

R - 515 11.7 18.8 10.3 25.41 24.82

Medial Frontal Gyrus

Thalamus

Cerebellum

Transverse temporal gyrus

Superior temporal gyrus

Insula

Load             

F(X,Y)

Proportion             

F(X,Y)
Cluster Region Hemi BA

Size 

(ml)

Talaraich (RAI)                

(mm)

 

Note that the spatial pattern of results showed good overlap across the two 

omnibus ANOVAs. An example is shown in Figure 10A. Yellow colors show voxels with 

a significant Type main effect in both ANOVAs, while red colors show voxels with an 

effect that was unique to one ANOVA or the other. Given the robust overlap, we only 

show significant findings in Table 6 for clusters that intersect across both ANOVAs. 

 

3.2.4. What patterns of brain activity are specific to each task? 

The two omnibus ANOVAs revealed two sets of task-specific effects: significant 

Task main effects and significant Task x Type interactions. Given that the latter results 

relate to the Type main effects discussed in the previous section, we discuss these 

effects first and then conclude with the Task main effect.  
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3.2.4.1. Task x Type interactions: 

A broad network of regions showed clusters with significant Task x Type interactions. 

An example for the left insula is shown in Figure 11B. Go trials elicited greater activation 

than Nogo trials, with comparable activation on Compatible and Incompatible trials. As 

with the Type main effect described above, there was robust spatial overlap in results 

from the two omnibus ANOVAs. Figure 11A shows an example of the overlap between 

these regions. 

 

Table 7. Regions activated for an interaction between Task and Type for the intersection 

between the Proportion and Load ANOVAs (p<0.05, corrected). Only regions with clusters > 2 

voxels (86 ml) are presented and discussed. 

     

x y z

Transverse Temporal Gyrus L 41 557 39.9 26.6 10 24.99 20.26

L 13 7203 37 15.3 14.9 32.79 26.07

L 13 86 33.2 -0.6 6.5 23.78 20.40

Superior Temporal Gyrus L 41 1029 43.1 30.2 15.3 28.53 22.82

Inferior Parietal Lobule L 13 129 43.8 32.2 24 33.15 26.15

Postcentral Gyrus L 40 129 51.4 25.5 15.5 33.57 18.62

L 6 643 3.1 5.3 49.9 26.83 23.84

R - 343 -1.8 6.2 49.8 23.37 18.52

R - 2015 -20.2 59.2 -15.1 19.70 26.23

R - 5917 -19.7 47.4 -16.5 25.98 30.48

R - 214 -7.7 46.5 -13.6 23.79 25.63

Putamen L - 1372 24.8 4.7 4.3 20.25 17.37

L - 3173 12.9 19 10.5 21.42 25.36

R - 986 -11 12.8 13.4 19.21 27.09

Medial Frontal Gyrus

Thalamus

Cerebellum

BA

Insula

Load             

F(X,Y)
Proportion             

F(X,Y)
Cluster Region Hemi

Size 

(ml)

Talaraich (RAI)                

(mm)
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Figure 11. (A) Regions activated by an interaction between Type and Task for the 

Proportion and Load ANOVAs. Regions common across both the Proportion and Load 

ANOVAs are shown in yellow. Regions unique to the Proportion or Load ANOVAs are 

shown in red. (B) Canonical bar plot of left insula but also representative of all activated 

regions reported in Table 7, showing average beta coefficient values representative of all 

Go and Compatible (Comp) trials and Nogo and Incompatible (Incomp) trials for GnG 

and Simon tasks. Significance at p < 0.05 is denoted by ‘*’.  

 

Table 7 shows the full set of results for clusters that intersected across 

both ANOVAs. The areas showing common activation across both ANOVAs 

were left transverse temporal gyrus, left insula, left superior temporal gyrus, left 
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inferior parietal lobule, left postcentral gyrus, bilateral medial frontal gyrus, right 

cerebellum, left putamen and bilateral thalamus. In all of these regions, there was 

significantly stronger activation on Go trials than on Nogo trials. There was 

stronger activation for Go trials than Compatible trials in left insula, left 

postcentral gyrus, right cerebellum, left putamen and left thalamus. Incompatible 

trials elicited greater activation than Nogo trials in the left transverse temporal 

gyrus, left insula, left IPL, bilateral medial frontal gyrus, right cerebellum, left 

putamen and bilateral thalamus. Note that, these results were consistent across 

both ANOVAs. 

 What is driving the Task x Type interactions? Recall that activation 

decreased as the number of Go/Compatible S-R mappings increased (Load main 

effect), and this effect was particularly robust on Go/Compatible trials (Load x 

Type interaction). It is possible we are seeing a related effect here. In GnG, there 

were 1, 2, or 3 stimuli that required an active response. In Simon, there were 2, 

4, or 6 stimuli that required a response. The Task x Type interaction might reflect 

this difference across tasks, with greatest activation on the Go trials given that 

there are few SR mappings where a response is required, weaker activation in 

Simon given that there are many SR mappings where a response is required, 

and weakest activation on Nogo trials because no response was required. Thus, 

there appears to be weaker engagement of motor-related areas as the number of 

stimuli that require a manual response across tasks is increased.  
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3.2.4.2. Task main effect: 

The Simon task elicited positive activation in bilateral lingual gyri whereas 

activation was negative for the GnG task. This result was consistent across both 

ANOVAs (see Table 8 and Figure 12). Increased lingual gyri activation has been 

previously linked to shifts of visuo-spatial attention to the contralateral hemifield 

of stimulation. The Simon task places a heavy burden on control of spatial 

attention, because on Compatible trials, spatial attention can facilitate responding 

while on Incompatible trials, spatial attention can delay correct responding. 

Increased lingual gyri activation may reflect heightened sensitivity to spatial 

information in the Simon task. By contrast, stimuli in the GnG task were always 

presented in the center of the display and Go responses were mapped to a 

single response button. Both of these factors could have resulted in attenuated 

activation in the lingual gyri in the GnG task. 

 

Table 8. Regions activated for the main effect of Task for the Proportion (left column) 

and Load (right column) ANOVAs (p<0.05, corrected). 

x y z x y z

L 19 14 64.3 -8.1 5874 16 11.1 67.7 -7.2 1243 14

R 19 -15.4 70.9 -4.2 2015 17 -13.9 73.4 -5.2 1158 15

Lingual Gyrus

Proportion ANOVA Load ANOVA

Cluster Region Hemi BA

Talaraich (RAI)                

(mm)
Size 

(ml)
F(1,19)   

Talaraich (RAI)                

(mm)
Size 

(ml)
F(1,19)   
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Figure 12. Bar plots showing average percent signal change ± S.E.M in the left and right 

lingual gyri. Regions common across both the Proportion and Load ANOVAs are shown 

in yellow. Regions unique to the Proportion or Load ANOVAs are shown in red. 

Significance at p < 0.05 is denoted by ‘*’. 

 

 4. Discussion 

Previous studies investigating inhibitory control have shown that a 

distributed fronto-cortical-striatal system is involved in response inhibition and 

response selection including IFG/IFJ, DLPFC, pre-SMA, SMA, insula, IPL, motor 

and pre-motor cortices, and sub-cortical regions such as the caudate, putamen, 

and thalamus. The present study used two reactive control tasks—GnG and 

Simon—to investigate whether this broad network is sensitive to the inhibitory 

demands of the task or the need for control as attentional and WM demands are 

varied. Below, we discuss findings that emerged from our multi-factorial ANOVAs 

and then discuss how these regions work together to carry out cognitive control. 

4.1. A cortical-subcortical circuit is activated by the need for control on rare 

events 

Previous fMRI studies have shown robust IFC (Aron, 2011; Liddle et al., 

2001; Munakata et al., 2011; Simmonds et al., 2008; Wager et al., 2005), insula 
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(Dodds et al., 2011; Wager et al., 2005), and sub-cortical activation (Kelly et al., 

2004; Liddle et al., 2001; Wager et al., 2005) in reactive inhibitory control tasks 

such as the GnG task. After findings from recent work, Aron and colleagues 

updated their claims to report that rIFG was activated by a stop signal or an 

unexpected event and engaged a brake by slowing down, pausing or completely 

stopping an action (Aron et al., 2014). Most studies, however, have probed 

response control by employing a smaller number of trials that require inhibition 

than trials that do not (Kelly et al., 2004; Mostofsky et al., 2003; Wager et al., 

2005). This confounds inhibitory control with modulation of response selection 

processes on rare, attentionally-demanding events. Thus, in the present study, 

we varied the proportion of trials to probe whether cortical and subcortical 

activation was specific to the need for inhibition on Nogo and Incompatible trials, 

or whether these networks were robustly active on attentionally-demanding rare 

events regardless of the need for inhibition. Results show that bilateral insula, 

right putamen, and right thalamus were active on infrequent trials, regardless of 

whether these trials require or do not require inhibition and regardless of whether 

the task required ‘global’ or ‘selective’ control.  

Results showing insula activation on rare, attentionally-demanding trials 

are consistent with previous studies that have identified this area as part of a 

salience network (Menon and Uddin, 2010; Sridharan et al., 2008; Uddin, 2015). 

The insular cortex facilitates detection of target stimuli amongst distractors in 

oddball paradigms, suggesting this area plays a role in salience detection 

(Crottaz-Herbette and Menon, 2006; Downar et al., 2000). The insular cortex 
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jointly with the IFC has also been implicated in switching between the default 

mode network and the central executive network in saliency-detection tasks that 

spanned the visual and auditory modalities (Sridharan et al., 2008).  This is 

consistent with a review of insular cortex function by Menon and colleagues who 

suggested that the function of the insula is to detect salient events and to switch 

between large-scale networks when salient events are detected via strong 

coupling between the insula, the anterior cingulate cortex, and the motor system 

(Menon and Uddin, 2010).  

 A recent study tried to dissociate the functional roles of the right inferior 

frontal cortex and anterior insula, which have both been implicated in inhibitory 

control (Cai et al., 2014). Their meta-analysis of 70 published studies employing 

the stop-signal task and GnG suggested that the right anterior insula is important 

for saliency detection but rIFC is important for inhibitory control. By contrast, the 

right insula and IFC were reported to not be uniquely engaged in inhibitory 

control; rather, that these areas belonged to a distributed network engaged in 

attentional and working memory processes (Erika-Florence et al., 2014). 

Consistent with this, insular cortex was robustly activated in the present study 

whenever rare, attentionally-demanding stimuli were presented. Further support 

comes from Sharp and colleagues who observed activation in a region they 

classify as IFG/Insula which showed activation during unexpected events that 

required stopping or continuing a motor response in a stop-signal task (Sharp et 

al., 2010).  
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Evidence from Chatham, Swick and colleagues has suggested that a 

region close to the anterior insula in the right ventrolateral prefrontal cortex may 

be involved in context-monitoring of the environment for behaviorally-relevant 

signals and not motoric stopping per se as evidenced by similar activation on 

stop trials and trials where a double go response was required (Chatham et al., 

2012). Interesting follow-up work by the same group investigating the effects of 

contextual monitoring in children has shown that practice-based context 

monitoring improved response inhibition in children more than practice-based 

motoric stopping (Chevalier et al., 2014). Following this work and in response to 

rebuttals from Swick and Chatham (2014) and Erika-Florence et al. (2014), Aron 

(2014) argue that rIFC activation in the double go trials could still be a result of a 

brake that does not slow the response. They further argue that ‘externally-

triggered’ braking is inextricably linked to salience detection.  

In agreement with Hampshire and colleagues, however, we found that no 

part of the right IFC was specially activated relative to the need for inhibitory 

control or the need for control on rare / infrequent trials (Erika-Florence et al., 

2014; Hampshire, 2015; Hampshire et al., 2010). It is possible that rIFG is only 

selectively activated in reactive inhibition tasks where a prepared motor response 

has to be cancelled or the brakes applied in response to a sudden-onset cue as 

in the stop-signal task. We note that the reactive inhibition tasks used here, by 

contrast, placed heavy demands on response selection processes as each 

stimulus was selectively mapped to a particular response. 



 41 

As with insular cortex, we found that the right putamen displayed an 

increase in activation in response to the need for control on salient / infrequent 

trials. The putamen forms part of the striatum, which is known to connect to the 

cortex through pallidal, nigral and thalamic structures and also receive input via 

organized projections (Alexander et al., 1986). The putamen has been implicated 

in cognitive functions pertaining to stimulus-response and habit learning whereas 

its structural counterpart, the caudate nucleus, is important for processing 

underlying goal-directed behavior (Grahn et al., 2008). The putamen has also 

been shown to co-activate with motor and sensorimotor areas (Alexander and 

Crutcher, 1990; Parent and Hazrati, 1995). We suggest the putamen plays a role 

in the detection of infrequent stimulus-response mappings and helps to regulate 

response selection by modulating motor circuits.  

Right thalamus activation was also modulated by the need for control on 

rare, attentionally-demanding trials. This is consistent with previous studies 

showing that thalamic functions include planning and monitoring of response 

selection and acting like a relay between cortico-subcortical structures (Karnath 

et al., 2002; Sherman and Guillery, 2002). Further, neuronal projections from the 

thalamus to the striatum are known to pass information about shifts in attention 

after the onset of salient stimuli. A recent study suggests that this modulation 

might occur via feed-forward connections that relay information from the 

thalamus to the putamen and then to relevant motor circuitry (Ding et al., 2010).  

In addition to results showing thalamic activation on rare trials, we also 

found differential thalamic activation across the two tasks, with greater activation 
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on Go trials in the GnG task when these trials were rare, and greater activation 

on Incompatible trials in the Simon task when these trials were rare. This pattern 

of activation likely reflects the different demands placed on the motor system in 

these two tasks. The GnG task only requires a motor response on Go trials. 

Thus, the strong thalamic activation on rare Go trials suggests that the thalamus 

is selectively engaged on attentionally-demanding trials that require a motor 

response. In the Simon task, this is the case on both types of trials because a 

motor response is always required in this task. Here, the stronger thalamic 

activity on rare, Incompatible trials likely reflects the need for additional control to 

suppress responding to the spatial aspects of the stimulus and focus on the color 

of the stimulus.   

Interestingly, the thalamic activation reported here is consistent with a 

study by Zhang et al. (2008) who used partial correlations on resting state scans 

to extract the connectivity patterns of five parcellated ROIs with the thalamic 

nuclei. In the present study, thalamic regions near the medial dorsal nucleus 

showed a significant Proportion x Type effect. Zhang et al. (2008) reported 

connectivity between this area and prefrontal cortex. Such connections could 

support the modulation by attentionally-demanding stimulus events observed 

here. By contrast, thalamic regions near the ventral anterior nucleus showed a 

significant Proportion x Task effect. Zhang et al. (2008) reported connectivity 

between this area of the thalamus and motor and premotor cortex. Such 

connections are consistent with our findings showing modulation of ventral 

anterior thalamus by both attentional demands and demands on motor output.  
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 An interesting result that emerged from our ROI analyses is the significant 

interaction between Proportion and Type in the right STG. This area showed 

effects similar to those observed in whole-brain analyses from the insular-

putamen-thalamic network with greater activation on infrequent trials. A long of 

line of research from Corbetta and colleagues have proposed that a ventro-

parietal network with a specific focus on the right TPJ acts as a ‘circuit-breaker’ 

to direct attention to a relevant stimulus that is outside of the current focus 

(Corbetta et al., 2000; Corbetta and Shulman, 2002). Further research has 

demonstrated that similar effects occur when using visual and auditory 

stimulation and not just with changes in spatial information (Braver et al., 2001; 

Downar et al., 2000, 2001). In line with proposals by Corbetta and colleagues, we 

suggest that the insular network is responsible for detecting infrequent / salient 

events, and then lateralized TPJ serves as an ‘alerting system’, directing 

attention away from the current set of task rules (i.e., away from the frequent 

events).  It is interesting that MTG only showed a modulation of activity in the 

GnG task. Thus, parts of TPJ appear to be selectively engaged in tasks that 

activate or inactivate motor responses. It is important to note that these results 

did not emerge in the whole-brain analysis; thus, additional work will be needed 

to tease apart interactions between the insular network and TPJ. 

In summary, our manipulation of the proportion of trials that require 

inhibition revealed a pattern activation in the insula, putamen, thalamus, and TPJ 

that indicated these regions are sensitive to rare and infrequent stimuli, rather 

than to the need for inhibitory control. A central question moving forward is 
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precisely how these regions modulate response selection system in the brain. It 

is possible that the activation patterns observed here reflect active global 

inhibition or down-regulation of the motor system in the face of the need for 

control on rare events (Erika-Florence et al., 2014). That is, insula, putamen, and 

thalamus might be slowing down response processes in the face of rare events 

to facilitate accurate response selection, with TPJ working to actively shift 

attention to competing alternatives. It is also possible, however, that insula, 

putamen, and thalamus are enhancing processing or up-regulating response 

selection areas in the face of response conflict on rare, attentionally-demanding 

events (Erika-Florence et al., 2014). That is, these brain areas might boost 

activation in response selection regions on rare events when conflict is detected. 

Note that existing models of response inhibition and response selection such as 

the model by Weicki and Frank have only feed-forward connections between 

cortical areas and subcortical regions of the basal ganglia (Wiecki and Frank, 

2013). It will be important in future theoretical work to understand how reciprocal 

connectivity might enable down-regulation vs. up-regulation and to tease apart 

differential predictions for these two alternatives. 

4.2. Activation in the response selection network decreases as the memory 

load increases 

 Previous studies have suggested that response selection and inhibition 

arises from distributed cortical and subcortical networks involved in attention and 

working memory. For instance, several studies have demonstrated that frontal 

and parietal cortices are robustly activated in both inhibitory control and working 
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memory tasks (Barber et al., 2013; Bunge et al., 2001; Hester et al., 2004; Kelly 

et al., 2006; McNab et al., 2008; Mostofsky et al., 2003; Perlstein et al., 2003). In 

particular, McNab and colleagues used conjunction analysis and showed right 

inferior frontal gyrus activation across two working memory and two inhibition 

tasks (McNab et al., 2008). Similarly, Barber et al. (2013) showed that the 

dorsolateral prefrontal cortex was recruited in two GnG tasks when working 

memory was required to inhibit a response. 

To address how working memory demands affect fronto-cortical-striatal 

control systems, we modulated the need for control in two reactive inhibition 

tasks by varying the memory load, while holding the attentional demands 

constant (i.e., Go/Compatible and Nogo/Incompatible trials were equally 

frequent). If the fronto-cortical-striatal network is sensitive to the attentional and 

WM demands of the task, we expected to see the same areas activated by the 

attentional manipulation also active as the memory load was varied. The Load 

manipulation also speaks to the nature of the memory representation underlying 

response selection in these tasks. Previous studies have demonstrated that WM 

maintenance has a particular neural signature—activation increases as the WM 

load increases (Pessoa et al., 2002; Todd and Marois, 2004). Thus, if WM was 

critically involved in these tasks, we would expect to see an increase in activation 

as the load increased within WM-specific regions of the fronto-cortical-striatal 

network. For instance, Hester et al. (2004) found an increase in activation as the 

memory load was increased in a GnG task within middle frontal gyrus, left middle 
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temporal gyrus, thalamus, and rostral and dorsal ACC/preSMA (for related 

results, see Bunge et al. (2001).  

Interestingly, results from IPL in the current study showed the opposite 

pattern—activation in the right IPL decreased as the memory load increased. 

Previous studies suggest that IPL is responsible for processing sensory and 

motor information (Andersen, 2011; Andersen et al., 1985; Fogassi et al., 2005; 

Fogassi and Luppino, 2005; Hyvarinen, 1981). Functional sub-divisions of the 

monkey IPL have distinguished areas 7a and 7b in the monkey cortex 

responsible for visual and visuomotor functions respectively. One hypothesis, the 

vasomotor integration hypothesis suggests that IPL combines information from 

sensory and motor nodes - for detailed review, see Andersen (2011). This is 

consistent with our findings showing modulation of IPL activation as the number 

of stimulus-response mappings was varied.  

Anatomical tracing experiments have identified many connections from the 

IPL to other cortical regions, including the superior temporal region, 

parahippocampal area, cingulate cortex, and the insula (Andersen, 2011). 

Interestingly, in the current study, these regions along with the transverse 

temporal gyrus, cerebellum, and lingual gyrus showed the same pattern of 

activation as rIPL but only for trials that did not require inhibition. Specifically, 

these regions showed significantly greater activation on Go/Compatible trials 

than Nogo/Incompatible trials at Load 2, and as the load increased, activation on 

Go/Compatible trials decreased. It is possible that the absence of a load effect on 

Nogo/Incompatible trials in these regions reflects weak memory traces on these 
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trials. Recent behavioral work suggests that response inhibition reduces attention 

to stimuli, yielding weaker memory traces at encoding and retrieval (Chiu and 

Egner, 2015).  

The current study showed decreasing activation with increasing number of 

SR mappings in the right IPL. On the other hand, Hester et al. (2004) showed the 

opposite pattern of activation. Why do these results differ?  There are several 

differences across studies that might explain our findings. Hester et al. (2004) 

used a verbal working memory task rather than a visual working memory task. 

Thus, it is possible that there are important differences in how these two working 

memory systems are engaged in response selection and inhibition tasks. In 

addition, Hester et al. (2004) only examined effects of memory load in a GnG 

task where the Nogo trials were infrequent. It is possible that their findings reflect 

an interaction between attentional and working memory processes not observed 

here given that we held the attentional demands constant across load conditions. 

Finally, we note that results from Hester et al. (2004) were mixed in that several 

fronto-cortical-striatal areas showed either no change in activation as the load 

increased or a decrease in activation as the load increased as reported here 

(e.g., in the cerebellum).  

Clearly, our findings are not consistent with the typical neural signature 

observed in studies of working memory that activation increases as the load 

increases. An alternative possibility is that our results reflect the engagement of 

an associative memory system rather than a working memory system. For 

instance, in Wiecki and Frank’s model of response selection and inhibition, SR 
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mappings are stored in an associative memory (Wiecki and Frank, 2013). More 

SR mappings make it harder to resolve the competition among different 

associative weights, slowing down decision-making and enabling conflict-

monitoring networks to exert control. It is possible that such effects yield a 

decrease in the BOLD response as the memory load is increased because 

growth of activation is limited by enhanced competition. Future work will be 

needed to examine the possibility.  

 Note that our region of interest in the right IPL lies in the vicinity of right 

STG and MTG, which were activated when Proportion was manipulated. 

Corbetta et al. (2000) demonstrated two regions of activation in the vicinity of 

right TPJ (right STG, right IPL) while reorienting attention towards novel stimuli. 

In the current study, we did not explore the effects of manipulating Load whilst 

manipulating Proportion; instead, we maintained Proportion at 50% in all Load 

conditions. It is possible we might see interactions between right IPL and 

STG/MTG when both factors are manipulated together.  

4.3. A distributed cortico-subcortical system is engaged by motor output 

demands 

Go/Compatible trials elicited greater activation than Nogo/Incompatible 

trials within a host of cortical and subcortical regions. The broad network of 

regions showing this pattern is known to be involved in managing sensory-motor 

mappings as well as motor planning and control. For instance, the insula, 

putamen, and thalamus are involved in detecting salient stimuli and activating 

appropriate motor circuitry in response to stimulation (Cai et al., 2014; Menon 
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and Uddin, 2010; Uddin, 2015). Similarly, IPL has been associated with visuo-

spatial attention, managing SR mappings, and processing sensory and motor 

information (Andersen et al., 1990; Andersen et al., 1985; Mattingley et al., 

1998). Further, medial frontal gyrus (Rushworth et al., 2004; Talati and Hirsch, 

2005) and cerebellum have been implicated in associative learning as well as 

motor selection, planning, and coordination (Stoodley and Schmahmann, 2010; 

Timmann et al., 2010).  

Interestingly, activation in these same areas was also modulated by the 

Task. In particular, there was greater activation on Go trials relative to Nogo trials 

in the GnG task. There was also greater activation on Go trials relative to 

compatible trials in the Simon task. Further, Incompatible trials also elicited 

greater activation than Nogo trials.  One primary difference between the tasks is 

that there is a motor response only on Go trials in the GnG task, but a motor 

response is required on every trial in the Simon task. Consequently, there would 

be fewer competing motor options in the GnG task, and more competing motor 

options in the Simon task. If motor planning / motor control areas are particularly 

sensitive to the amount of competition between motor responses, then this would 

explain the difference across tasks because there are more response options in 

the Simon task where a weaker hemodynamic response was observed.  

4.4. Lingual gyrus shows differential activation across tasks reflecting shifts of 

spatial attention 

Bilateral lingual gyrus was activated for the Simon task but showed 

suppressed activation for the GnG task. The lingual gyrus is involved in basic 
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visual processing and has been implicated in inhibitory control (Braet et al., 2009; 

Menon et al., 2001; Odlaug et al., 2014; Schulz et al., 2004) but its role has not 

been well explored. Some studies have suggested that the lingual gyrus might be 

involved in visuo-spatial attention (Hopfinger et al., 2000; Mangun et al., 1998). 

For instance, activation was observed in the lingual gyrus in a task where 

participants had to pay attention to a stimulus presented in the contralateral 

hemifield (Mangun et al., 1998) . Similarly, lingual gyrus was also activated when 

a stimulus was presented in the contralateral hemisphere, an effect that was 

strengthened when tactile stimulation was administered to the same side as 

visual stimulation (Macaluso et al., 2000). Using effective connectivity, they 

reported back-projections between right IPL and lingual gyrus and suggested that 

tactile information could be passed on from postcentral gyrus to the lingual gyrus 

via IPL.  

One of the primary differences between the GnG and Simon tasks is that 

shifts of spatial attention are required in the Simon task, whereas stimuli are 

always presented centrally in the GnG task. Moreover, the Simon task requires 

modulation of spatial attention because on incompatible trials, one must 

suppress the irrelevant spatial information. We suspect the differential 

engagement of lingual gyrus reflects this differential engagement of spatial 

attention across the two tasks. In light of evidence from Macaluso et al. (2000), 

future work should explore causal connectivity between the lingual gyrus and 

IPL/post-central gyrus because all of these areas were robustly active in the 

present study.  
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To summarize and conclude, this study addresses issues that are 

currently a source of debate in the field of response selection and inhibition. Our 

findings clearly show modulation of insular cortex, putamen, and thalamus in 

response to rare, salient events rather than as a function of inhibitory demands. 

We suggest that the insular cortex is involved in the detection of salient or 

infrequent events. In concert with the putamen and thalamus, detection then 

modulates motoric circuits with the thalamus acting as a relay to pass information 

to other cortico-subcortical structures. In addition, coupling with TPJ helps shift 

the focus of attention toward the infrequent task rules. Perhaps in concert with 

such effects, lingual gyrus plays a role in shifting visuo-spatial attention to task-

relevant features when this is required by the task. Our findings further suggest 

that a form of associative memory underlies response selection across a broad 

motor planning network that includes insula, parahippocampal gyrus, STG, and 

cingulate cortex. The right IPL appears to play a central role in this selection 

process or serves as a central relay among these regions, which reportedly all 

have anatomic connections to this critical response selection area. 
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