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Abstract

This study aimed to characterise the bacterial canmity composition and abundance in the
River Wensum in Norfolk using epifluorescence msoapy (EFM), automated ribosomal
intergenic analysis (ARISA) and 454 pyrosequendingso aimed to determine the effects of
spatial and temporal variations and environmeiaiztiors on bacterial community composition
and abundance in this intensively farmed lowlanthoaent. The three techniques provided
the same trends in bacterial community compositaod abundance across the Wensum
catchment. Total bacterial numbers ranged from 8.2 cells/mL to 5.34 x 1Dcells/mL
(mean = 1.1 x 10cells/mL). The bacterial community composition aimindance showed
significant differences between sites and timesvaak related to environmental parameters,
with temperature and flow rate explaining most loé tvariation in bacterial community
composition and abundance. Bacterial abundanceases as water moves downstream, while
bacterial diversity decreases as water moves dogarmst Some operational taxonomic units
(OTUs) become commoner as the water moves downst@4and 4" order streams). This
presumably reflects the fact that these bactegaetively growing in the river, and reducing
the abundance of other taxa. Consequently, the eontynbecomes less diverse moving
downstream, although a small number of sites ddinthis pattern. The River Wensum is
dominated by the phyla Proteobacteria, Bacterosje@yanobacteria and Actinobacteria.
Members of these phyla are well known to be resptsfor biogeochemical processes, such
as nitrogen cycling. The commonest bacteria atre@st sites were Proteobacteria (OTUs 2
and 4), Deltaproteobacteria (OTU29), Gammaprotdebac (OTU32), Sphingobacteria
(OUT9) and Flavobacteria (OTUs 12 and 23). Most T2 9, 17, 29 and 32) are considered
to be soil bacteria, suggesting that these bacéeederrestrial in origin and are flushed into
the lower order streams. Most of the upstream bactbowed positive relationships with total
nitrogen (TN) and total carbon (TC) and the presesfcarable areas. On the other hand, the
commonest bacteria at downstream sites were Cyatertza(OTUL), Flavobacteria (OTUs 3,
10 and 19), Cytophagia (OTU14), Actinobacteria (QTL20, 21 and 25) and
Alphaproteobacteria (OTU26). Most of the downstrelaacterial OTUs showed a positive
relationship with TP and the presence of urbansarBlae results of this research, however, do
not provide strong evidence that competition isn@portant process structuring these bacterial
communities. In addition, the correlations betweawironmental parameters and bacterial
composition and abundance are not strong and doleatly distinguish the most impacted
sites from others. This suggests that bacterialnconity composition cannot be used as an
indicator of the ecological status to assess canpé with Water Framework Directive (WFD)
in a moderately impacted lowland catchment like\Wensum.
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Chapter One

General introduction

The purpose of this chapter is to discuss bactenaimunity composition, structure and
abundance and the roles that they play in rivesgstems and the way these are affected by
land use, spatial and temporal factors and phys&mdacal and biological parameters.

1.1 The quality of river water and the study of micobes

Water represents a common and essential chemiogdamnd on our planet (Szewzgk al.
2000). Freshwater is a necessary element for htkaso is an important source for several
activities, such as agriculture, human consumptiod industrial processes (Hahn 2006).
However, it remains an important factor in transimif many diseases, especially in less
developed countries (Ozler and Aydin 2008). Appneadely, 2.5% of the total volume of water
in the world represents freshwaters but much gfithin the form of ice, making it inaccessible.
Despite the widespread uses of freshwater, it veseliess research effort in microbiology
compared with marine environments (Debreasal. 2009). Freshwater consists of various
microbes that can be affected by the quality of tiipe of water. The physical and chemical
condition of freshwater can influence the microlsglecies composition and abundance.
Microbes exhibit different responses to these domal, for example, some are found in a wide
range of condition, others are either sensitiviatmierant to contamination (Raibole and Singh
2011).

Rivers in urban areas are normally used to propetsle with freshwater (Zhargg al.2012).
They are also the main source of water for agucaltand industrial purposes (Kenzaiaal.
2001). However, rivers are an open system anddimgeheir adjacent areas. This may cause
changes in the ecological structure and functiorriwdrs (Velimirov et al. 2011). Also,
effluents after or before treatment are normallcharged into rivers (Zhareg al. 2012). In

an urban area, river ecosystem can be threateneddlpading of wastes, affecting suitability
for consumption and causing public health riskag@mi 1994). Hence, rivers as an aquatic
ecosystem need to be in a healthy state and ot ahost important factors to restore river
health is to study and understand the microbialraamty composition and activity (Zhareg

al. 2012).

Rivers represent active ecosystems. For exampdejntiportant concentrations of organic
matter come from different sources and can beeazhibby rivers (Skorczewski and Mudryk
2009). Due to the variation of dissolved organidtexg DOM) content and concentrations in



rivers, they are considered to be an ideal enviemino discover the link between bacterial
community structure and DOM components (Kirchnearal. 2004). Organic matter can be
highly utilized and decomposed by bacterioplanktmmmunities (Yamakanamardi and
Goulder 1995).

All types of water bodies can be inhibited by vag@roups of microorganisms. For each of
microorganism to be active and grow needs spegifysical and chemical conditions that can
be provided by water bodies (Matecka and Donde28ki6). Although these bodies differ in
terms of the availability of these parameters,napartant feature shared by all water bodies is
that they select species or groups of speciesiébtermined clusters of bacteria (Zwetral.
2002). Microorganisms in various types of freshwateuld be essentially assessed and those
bacteria considered to be important microbes shbaldnonitored (Velimirowet al. 2011).
Also, to prevent changes in aesthetic parametexsitar quality, such as water odour, bacterial
growth should be controlled (Hammetsal.2008).

Surface waters in the United Kingdom are exposedhigihn concentrations of nutrients,
particularly as a result of agricultural practi¢eleathwaiteet al. 1996), although waste water
treatment works also discharge nutrients (Eurog@ammission 2006). Nitrogen and
phosphorus are the nutrients that show the greategthment of concentrations (White and
Hammond 2007) and have exceeded the permissibies lohthe concentrations of nitrogen
and phosphorous, respectively, leading to extensiteophication and poor water quality
(Cherryet al.2008). The introduction of the Water Frameworkebtive (WFD, 2000/60/EC)
has helped to protect the water bodies in the BaofJnion. By 2015, the quality of water
bodies must achieve good and non-degrading conditioall member states of the European
Union. Good ecological and chemical conditionswsface and ground waters should therefore
be achieved (Cherrgt al. 2008). In the WFD the ecological status of rivems be classified
on the basis of shifts of biological community sture and changes in the overall ecosystem
functioning, particularly in response to anthropmgenutrient loadings. To evaluate the
impacts of anthropogenic pressures, five ecologieamhents are usually examined by the WFD
with the most important one being phytoplanktoratbms are widely used as indicators of the
quality of river water for WFD assessments (Europ€ammission 2006; Solimimt al.2006).
Kelly et al. (2008) used diatoms to describe the ecologiestistof different rivers in the UK.

The bacterial community can also be used to estintiet ecological status of river systems.
For example, Velimirowet al. (2011) assessed bacterial community compositidhe River
Danube in Europe and concluded that once sufficesta are available at various
spatiotemporal scales, bacterial community couldi$ed as an indicator for evaluating the
ecological status of rivers. Leat al. (2009) investigated the bacterial community in som
streams exposed to anthropogenic pressures, and fobat the bacterial community is able to
discriminate the most impacted sites from othemwéler, Leaet al. (2009) concluded that
to use the bacterial community as an indicatod&iermining ecological status in freshwater,
high-throughput sequencing and statistical toolsldibe needed to improve sensitivity of the
analyses of the bacterial community.



1.2 The study of bacteria in aquatic environments why it is so important?

Prokaryotes have been proven to be responsibléifidogical, geological and chemical
processes in aquatic environments. They have a tivgesity and numbers compared with
other creatures (Matchat al. 2011). All organisms in ecosystems rely on theviagtof
microorganisms (Kirket al. 2004). In many aquatic systems, increased phyt&pa
numbers, such as algae are followed by increasd®terotrophic bacterial activities and
production (Albright 1977). An important proportiah planktonic biomass is dominated by
bacteria, and the function and metabolism of edesys are highly influenced by bacterial
activities (Gasolet al. 1999). Active bacteria are involved in uptake absrates, cell
respiration and division (Freese al.2006). The term active also describes the livedrec
with high DNA content and Gasol et al. (1999) fduhat marine bacterioplankton with high
DNA contents were the most active members of tbadterial populations. In aquatic
ecosystems, Zimmermarat al. (1978) found that 36% of the total number of baatarere
involved in respiration in freshwater samples, wlml sea water samples they represented only
12%. Also, in freshwater environments, the highmespiration rates were attributable to large
size bacterial cells (about 2.4 pum diameter), winilgea water samples, small sizes (0.4 pm in
diameter) of bacterial cells were responsible &spiring more than other sizes. Similarly,
Fuhrman (1981) found that marine bacterioplanktdts smaller than 0.6 um in diameter have
had the highest activities compared to other bedteizes.

All bacteria that can grow on organic matter aferred to as heterotrophic bacteria (Alkein

al. 2004). In the 1940s, the important role of baaten freshwater ecosystems was first
recognised by Lindeman (Newtat al. 2011). Autotrophic and heterotrophic processes are
mainly controlled by bacteria (Porter and Feig )98Mich play an important role in the food
web in stream systems through biodegradation adrocgmatter and support higher trophic
levels of the food web (Zimmermaenal.1978; Beietet al.2008). Also, fine benthic organic
matter is highly dominated by bacteria where thiay | major role in converting this matter
into soluble nutrients, which are released intowlager of streams to support other creatures
(Fiereret al. 2007). Bacteria and archaea play an important iroleeshwater ecosystems
through converting nutrients to other forms (Fiyd2®10), and they contribute to the cycling
of nitrogen (Hahn 2006) and metals (Ligleal. 2004). More than fifty phyla of bacteria and
archaea are responsible for dissolved organic m@t@M) decomposition in natural aquatic
environments (Kirchmaet al.2004).

Two living forms of bacteria in streams are badgiankton and biofilm bacteria. The bacteria
in biofilms can be found either free on suspendadiqular matter or growing on stones
(Brummer et al. 2003; Dorigoet al. 2010). Bacteria and other microbes associated with
biofilms play an important role in the decompositaf pollutants and organic matter in aquatic
environments (Mosst al. 2006). Biofilms represent important habitats totbaal activities.
Bacterial biofilms are able to catch and conceatraitrients from ambient water compared
with bacterioplankton. Also, they are resistant deleterious chemicals and harsh
environmental conditions (Mosst al. 2006). Biofilms play an important role in protedji
microbial communities from external hazards and/gliag energy sources (O'Sullivaat al.
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2002). For example, bacterial growth is protected supported by biofilms through reducing
the effects resulting from disinfecting materimsvater environment (Bat al. 2010). The
study conducted by Albriglat al.(1980) revealed that these are about two ordersaghitude
difference between total numbers of bacterioplamlend sessile bacteria in the Ogilvie and
Swift rivers in US. However, cycling of nutrientscaorganic matter in aquatic ecosystems can
be better understood by studying bacterioplanktonpared to biofilm bacteria (Glavat al.
2004).

It is important to determine the dominant bactegabups of heterotrophic bacteria in
freshwater ecosystems because of their importamdaking up and controlling dissolved
organic matter and also their contribution to othercesses in the environment, such as the
carbon cycle (Kirchmarmt al. 2003). Also, to understand the responsible badteglls for
most activities in the environment, for examplegcataposition of organic matter, bacterial
identity and viability should be determined (Kenaak al. 2001). Also, in the study of
microbial production and growth rates, active baatehould be enumerated (Schumanal.
2003).

1.3 Bacterial diversity and structure

All cell forms in life can be linked to one of tlieree primary domains; bacteria, archaea and
eukarya (plants and animals) (Woese and Fox 197@esé/ 1987; Woeset al. 1990).
According to the uses of comparative analysis dARsequences and cultivation methods,
twelve bacterial phyla were well defined and dediee first by Woese (1987). As a result of
these works that have done by Woese and his casaghe basic phylogenetic framework in
microbial ecology has been gained. The secondre&uhat these works ultimately allowed
the development of techniques to resolve the Bgeisn microbial ecology regarding the
failure to cultivate 90% of bacteria (Heatlal. 1998).

Traditional tools, such as microscopy and cultugpahdent tools have limited our information
about microbial diversity (Muyzer 1999), and donmhanicrobes are little known about as a
result (Torsviket al. 1990). Approximately nine thousand prokaryotic cspe have been
detected in soil using traditional tools (Hornervide et al. 2004) and just about 5000 of
bacterial species have been successfully charaetem natural habitats (Lest al. 1996).
However, microorganisms are known to have a laigersity compared to other creatures,
such as animals and plants (Weisse 2006) and tleegstimated to have more than*®0
members (Kopczynslat al. 1994). More than 90% of microorganisms in aquatiasystems
are represented by the bacteria (Hahn 2009; FirddQ). Sequencing rRNA genes derived
from environmental samples has expanded our infoomabout the diversity of microbes
(Rappe and Giovannoni 2003). The number of batfania has highly increased to about 85
as a result. The minority of these phyla have isgtatives of cultured bacteria (Rappe and
Giovannoni 2003; Stewart 2012). In addition, thepkyment of culture-independent
techniques using 16S rRNA has revealed higher timable microbes than cultivable, for
example, 54,655 genes of prokaryotes that are uitivable were deposited in GenBank
compared with 21,466 genes of prokaryotes thataltesable (Riesenfelet al. 2004). One
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millilitre of marine water contains 100 to 200 k&xchl species, while in soil, they are about
4000 species per g (Riesenfeldal.2004).

Biodiversity of freshwater microbes is still unalehue to the lack of techniques that are able
to describe them (Weisse 2006). In addition, Brumeteal. (2003) stated that the exact
estimation of bacterial composition in rivers iffidult because of the fact that river and stream
waters are continuously shifted following flow catiwhs. The other reason is the difficult in
determining interactions between microbial commasitn rivers and bacteria in streams that
can come from different sources, either exteriarrses (allochthonous) or interior sources
(autochthonous). The mixtures of aquatic and tatakdacteria in rivers may increase the
diversity of them. From soils, for example, micrelman be flushed from terrestrial areas into
freshwater systems through runoff and mixed wittidxga in streams (Cottredit al. 2005).

Despite the increase in the number of studiest@raene bacterial community compaosition in
freshwaters, such as rivers and streams, they neiess than the number of studies in marine
and soil environments (Brummet al. 2003; Jezberovat al. 2010). Rappe and Giovannoni
(2003) mentioned in their review that, in 2002, B&®shwater sequences of 16S rRNA genes
have been published in GenBank compared with 61l 6037 sequences derived from
seawater and soil environments, respectively. Als@rine bacteria are little known about
compared to other aquatic environments. For exanpl@0 sequences of riverine bacteria and
archaea have been deposited in GenBank in 2003arechwvith 17 times more sequences that
have been deposited from marine and lakes ecosygteaottrellet al.2005).

The big challenge for microbial ecologists is ttentification of the compaosition and activity
of bacterial communities in ecosystems (Kenzstkal.2001). Understanding how to determine
the species present in the sample community istitapbto facilitate the study of the diversity
of a group of microbes (Kirkt al.2004). Community structure of microorganisms carfutly
described by determining their diversity (numberspgécies within microbial community),
evenness (number of cells within species) (Tiedjal.1999), total number and distribution of
species in the natural environment (Kekal.2004).

In water bodies, a large group of microorganisnesrapresented by heterotrophic bacteria.
They are able to decompose autochthonous and @dtmobus organic matter, supporting other
microorganisms and purifying water environments #dika and Donderski 2006).The
majority of heterotrophic bacteria in the Brda riuve Germany, documented by Matecka and
Donderski (2006), were gram-positive bacteria, sashActinobacteria. Also, the common
bacterial types were ammonifying bacteria, while ligss common bacteria were pectinolytic
bacteria. A high percentage of heterotrophic b&ctalr bacterial isolates in the Asa River in
Nigeria identified by Olayemi (1994) belonged tedal coliforms, such asscherichia coli
and Salmonella attributed to human wastes which highly impacteel quality of the river
water. The predominant heterotrophic bacteriaénMieduxnekeag and Dunbar rivers in USA
discovered by Belét al. (1982) were psychrotrophic bacteria @gbudomonas sppuiith an
apparent diversity within these groups reportedvbeh seasons. Some of the heterotrophic
bacterial phyla seem to be abundant in freshwatesystems, such as rivers and lakes, for



example, the most dominant heterotrophic bactgr@ips in freshwater ecosystems belong to
Bacteroidetes and Proteobacteria (Kirchreaal. 2003). Also, Kirchmaret al. (2004) stated
that Cytophaga-Flavobacterium, alpha, beta and Gaproteobacteria are the abundant
heterotrophic bacterial phyla, using culture-degenndnethods combined with molecular
techniques. They are responsible for mineralizisgalved organic matter.

In order to prove that freshwater ecosystems cordatinct bacteria, Zwaret al. (2002)
investigated and compared available 16S RNA gegeesees (689 sequences) deposited in
GenBank from different types of freshwater bacig@aokton around the world, and they
included also 24 new sequences derived from PaRdger samples in USA. They
demonstrated that freshwater harboured a specifidypical community of bacterioplankton
and this may reflect important and specific factsinared by all freshwater environments,
allowing the selection of bacteria (Zwaet al. 2002). The common bacterial groups in
freshwater environments detected by the use oftdeng gel electrophoresis analysis
(DGGE), are Actinobacteria, Cyanobacteria, Alphé&gwmbacteria, but the most prevalent
bacterial group is Betaproteobacteria (Mueller-8eital.2009). Klammeket al.(2002) found
that 60% of the total number of DAPI stained c@llshe Traun River and Traunsee Lake in
Austria belonged to Betaproteobacteria, Alphaptoaeteria and Cytophaga-Flavobacterium.
The most abundant groups were Betaproteobacteak study environments. Also, Kenzaka
et al.(2001) used fluorescent in situ hybridization (H)$o study bacterial community in some
rivers across Malaysia and Thailand and found tHaétaproteobacteria and
Alphaproteobacteria were the most dominant badtgraups. In the delta of the Sacramento-
San Joaquin River in Californi&tepanauskast al.(2003) used terminal restriction fragment
length polymorphism (T-RFLP) to determine bactestalicture and found that Actinobacteria
were the abundant group followed by Cytophaga-Haeterium.

Although some bacteria are distributed in all emwinents, others can be only found in specific
environments. For example, Hugenhdtal.(1998) reviewed 86 phylogenetic studies of the
bacteria contributing about 3000 sequences anddfailmat some bacterial phyla are
cosmopolitan, such as Proteobacteria and Cytopbagald can be found in a wide range of
habitats, while others are limited to grow in sfiedaabitats, such as Aquificales (limited to
high-temperature habitats).

1.4 Total bacterial number and total heterotrophicbacteria

How many individual of bacterial cells are foundtlve target aquatic environment, is one of
the most explicit and important questions for resleers. To determine the shifts of microbes
in freshwater, total bacterial number has been shiovibe a reliable indicator for this purpose
(Hyun and Yang 2006; Wareg al.2010). Total bacterial numbers is the basis ferrthutine

assessment of water quality, so any changes imthrgoer must be determined quickly as it
may contain pathogenic bacteria (Velimireval.2011). In reviewing many surveys of public



water outcomes, Alleat al. (2004) concluded that in most cases, the direpaots on human
health of bacteria counted by heterotrophic platent (HPC) methods were not significant.
However, high concentration of bacteria in water flect pollution of water. In most areas
of microbiology, such as water and natural hahitatss necessary to determine the total
number of bacteria (Lebaraet al. 1998). However, the role of bacteria in minerdlaaand
respiration is poorly understood by determiningydokal bacterial numbers (Davidsenal.
2004).

Rapid and simple methods for counting bacteriah sas epifluorescence microscopy, are
required for monitoring the quality of water (Ogaetaal. 2005). Also, Hammest al. (2008)
stated that the complementarity of total bactezraimeration tools, such as epifluorescence
microscopy with culturability measurement toolsstsas HPCs is necessary. Compared with
attached bacteria, it is easy to count free-libagteria in the surface water systems (Hobbie
et al. 1977; Griebleet al.2001). Total biovolume can be calculated fromttital number of
cells and cell volume. Multiplying a biovolume bysaitable conversion factor can result in
biomass (Bolteet al.2002).

Bacteria appear more abundant than other creasurels as animals and plants. Their numbers
on the earth range from 4 x*@o 6 x 16° but they are most abundant in oceanic and teragstri
environments (Horner-Devinet al. 2004), for example, in marine waters bacterial bera
range from 0.2 to 2.0 x f@ells/L (Turley and Hughes 1992).

Several studies have assessed total bacterial marabd heterotrophic plate counts in rivers
and other freshwaters. These are presented in Table



Table 1. 1Total bacterial numbers in rivers, groundwater kahes.

Total abundance Total heterotrophic Method Environment Reference
bacteria
Ranged from 0.7 x 20 Ranged from 0.10 x EFM and DAPI Hull River, Yamakanamardi
t0 22.4 x 10cells/mL. 10°to 2.41 x 10 stain - HPCs (spreac UK and Goulder
CFU/mL (0.13% to plates and casein (1995)
13.1% of total). peptone starch agar
- Ranged from HPCs (spread plates Anacostia Cavariet al.
1.05x10 to 1.26 x and plate count River, US (1981)
10° CFU/mL. agar).
Mean = 1.2 x19 - EFM and DAPI Traun River, Klammeret al.
cells/mL. 10% of total stain. Austria (2002)
DAPI stained cells
represented active
bacteria.
Ranged from 3 x P0  19% to 58% of total EFM and DAPI Kelang River Kenzakeet al.
to 1 x10 bacterial stain - HPCs (spreac basin, (2001)
cells/mL plates and R2A Malaysia
medium).
Ranged from 1.6 x¥0 Ranged from 2.5 x EFM and AO stain - Ogilvie Albright et al.
to 1.6 x 16 cells/mL.  10°to 1.5 x 160 HPCs (spread plates River, (1980)
CFU/mL. and spread plates Canada
and bacto-beef
extract).
Ranged from 1 x Hdo Ranged from 3.2 x  EFM and AO stain - Swift River,  Albright et al.
8.4 x10@ cells/mL. 10°to 1.9 x 16 HPCs (spread plates US (1980)
CFU/mL. and bacto-beef
extract).
Mean = 6.7 x 19 Mean = 531 x19 EFM and AO stain - Brda River, Matecka and
cells/mL. CFU/mL. HPCs (spread plates Germany Donderski
and iron-peptone (2006)
agar).
- Ranged from 4.5 x HPCs (spread plates Asa River, Olayemi (1994)
10°to 8.5 x 16 and plate count Nigeria
cells/mL agar).

Key symbols: EFM= epifluorescence microscopy, HPBsterotrophic plate counts, FCM= flow cytometry, DAR', 6-

diamidino-2-phenylindole, AO= acridine orange.



Table 1.1(continued) Total bacterial numbers in rivers,ugrdwater and lakes.

Total abundance Total Method Environment Reference
heterotrophic
bacteria

Ranged from 7.7 x£0 - EFM and AO Danube Velimirov et al.

to 5.1 x 16 cells/mL, stain. River, Europe (2011)

(72.7% of total is free-

living bacteria).

Mean = 24 x 19 - EFM and DAPI  Warnow Freeseet al.

cells/mL, (24% of total stain. River, (2006)

are active cells). Germany

Total planktonic micro- - EFM and AO Berg River, Paulsect al.

organisms ranged from stain. South Africa  (2007)

1.6 x10t03.5x 10

cells/mL.

Mean = 9.2 x 10 - EFM and SYBR  Hudson Suteret al.

cells/L green | stain. River, USA  (2011)

Ranged from 4.4 x£0 - EFM and DAPI Different Schiewetet al.

cells/mL (mesotrophic stain. freshwaters  (2003)

habitats) to 10.9 x 20

cells/mL (eutrophic

habitats)

Ranged from 5.9 x 20 - EFM and AO Different Murakami

to 4.6 x106 cells/mL, stain. groundwaters Fujitaetal.

(22.3% of total are (2002)

viable cells to a depth o

104 m, reaching to

95.7% to a depth of 177

m).

Mean = 3 x 10 - EFM and DAPI Different Yamaguchi,

cells/mL. stain. groundwaters Torii et al.
(2011)

Mean=1x 10 - FCM and SYBR Lake Zurich Hammes,

cells/mL. green | stain. Berneyet al.
(2008)

Ranged from 30 xf@o - EFM and DAPI Different Felip, Andreatta

3 x 1@ bacterial stain. lakes etal. (2007)

cells/mL.

Key symbols: EFM= epifluorescence microscopy, HPBsterotrophic plate counts, FCM= flow cytometry, DAR', 6-
diamidino-2-phenylindole, AO= acridine orange.



1.5 The effects of spatial and temporal variationgbiogeography) on bacterial
communities

1.5.1 Introduction

Geographical ranges of microbes that can be nqticmbrded and interpreted are called
biogeographies. Becking (1934) introduced the &tatement in the field of biogeography of
microbes, “everything is everywhere, but, the emwvnent selects” (Fierer 2008). However,
little is known about the biogeography of microbasd until now books on their
biogeographical diversity have not mentioned it |éDo 2005). Bacteria may exhibit
biogeographical patterns in both time and placerifgieDevineet al. 2004). There are three
important processes that must be considered wiseanmehers want to explain biogeographical
patterns of microorganisms; dispersal, extinctiod speciation. The bacteria can be dispersed
easily and quickly through water and air due toirtlsenall sizes, suggesting that their
distributions may be high compared with other nacganisms within environments (Horner-
Devineet al. 2004). However, Fierezt al. (2007) usederminal restriction fragment length
polymorphism(T-RFLP) to study the bacterial communiégross 23 streams in the USA. They
have not found any evidence for an influence ofggaphical distances on the composition of
bacteria. Also, a study of the effects of transgavh of bacterial cells via the atmosphere
(dispersal) on bacterial community dynamics that haen made in two lakes in northern
Wisconsin in the USA by Jones and McMahon (2009) ravealed that little or no effects of
bacterial cells transferred via the atmosphereamtdnial dynamics in both lakes. The authors
suggested that bacterial community dynamics camfieenced and explained by species-
sorting depending on abiotic conditions and biatieractions (Jones and McMahon 2009).
Bacterial patterns can be shaped by dispersal,yewthis remains less known than is the case
for animals and plants (Fieret al.2007). There are no accurate estimates of therianpoe

of two other processes, extinction and speciataesron microbes (Fierer 2008). However,
the production of some forms during life stagesnafroorganisms can keep them in extreme
environments and reduce extinction rates. For el@nmpsome species 8acillusit has been
noticed that these stages enable them to survidet@arate extreme conditions (Horner-
Devineet al.2004). Also, speciation rates of bacteria have lodserved on culturable bacteria,
but unfortunately, rapid speciation rates haveyebbeen observed for the majority of natural
bacteria (Fierer 2008). In addition, both dispersatl local speciation enhance bacterial
speciation through adding new species in a givelir@mment. Bacterial speciation rates may
be high compared with other microorganisms. Alsme types of bacteria can receive DNA
from other organisms through transfer processeshwhay be different from their own DNA
sequences and this lead to increases in bactgregiagion (Horner-Devineet al. 2004).
Bacterial DNA can be also transferred by plasmmaksking the conception of bacterial species
more complex (Kirket al.2004).
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Dispersal limitations as well as the variations esfvironmental conditions may shape
geographical patterns. Until now, there has bedthe linformation published about
environmental aspects that may cause spatial amgbt@l patterns (biogeographical patterns)
(Fiereret al.2007), and an important point in the study of Bgraphy of microbes in aquatic
ecosystems is to explain the physical and bioldgiemameters affecting the absence or
presence of microbes (Dolan 2005).

Within freshwater ecosystems, there is still a poaterstanding of the effects of the variation
of space and time on the shifts of bacterial comtgwwomposition (Leaet al.2008; Nelson
2009; Logue and Lindstrom 2010).

Total coliforms could potentially be used in monig pollution in fresh water systems, such
as rivers and streams. For example, Lear, Boothatyal. (2009) concluded that biofilm
communities could reveal impacts of human wastesti@ams. But this usage is restricted by
our limited knowledge of temporal and spatial viaoias of community composition which can
mask any effect of pollution (Siguet al.2010). Seasonal and spatial variation certaingsdo
occur, but our understanding of their magnitudal$s limited (Hahn 2006; Leat al. 2008;
Sommaruga and Casamayor 2009).

1.5.2 Spatial factors

Bacteria can be found in environments, such asgiaed lakes that are rich with nutrients and
they can also be observed in extreme environmemtgla temperature and pH. For instance,
temperatures between 70°C and 79°C are ideal éogrthwth of Thermus aquaticuéHorner-
Devineet al.2004). By contrast, low water temperatures aear©°C is ideal for other groups
of the bacteria (Gounot 1991). Although, some bréctre cosmopolitan, there may be some
regional types (Yannarell and Triplett 2004).

As with other groups of organisms, habitat hetenegg may result in increased bacterial
diversity. The high heterogeneity of soil is bekdvto be responsible for its high bacterial
diversity, and bacterial community composition t@nsubstantially different on small spatial
scales (Horner-Devineet al. 2004). By contrast, aquatic ecosystems are muche mo
homogeneous, although water stratification cancafecterial community composition in

lakes (Yannarell and Triplett 2005).

In the Fulda River in Germany, Beiest al. (2008) used temperature gradient gel
electrophoresis (TGGE) to study bacterial communiityey found that bacterial community
composition in stream water and sediments was fgigntly different and correlated with
geographical distances and some environmental gheas) such as pH. Betaproteobacteria
was the dominant group in both water and sedimé&rgsheret al. (2009) found that bacterial
community composition in nine streams in Sweden kighkly different between streams but
it was similar to each other within each stream &nmid was attributed to catchment
characteristics. Similar results were found in s@tneams in Auckland in New Zealand (Lear

11



et al. 2008; Lear and Lewis 2009; Lear and Lewis 200®kidichi et al. (2002) used
denaturing gradient gel electrophoresis (DGGE) @aode library analysis to study bacterial
community along the River Changjiang in China. THeynd gradual shifts of bacterial
community composition along the river water. Baelediversity decreased as water moves
downstream and the common bacteria in the upstieara Betaproteobacteria, while gram
positive bacteria, such as Actinobacteria werecttmmon group at downstream sites.

In arctic tundra, Crumpt al. (2007) found that bacterioplankton community cosipon in
streams and their connected lakes was the sam@e& processes played an important role
in this similarity. This, however, decreased witistance and also the changes of water
chemical conditions. Significantly different bacéércommunities were found between
unconnected lakes. The same results were founatiumal lakes in California, USA (Nelsa

al. 2009). In thirteen lakes located in north and lsaaft Wisconsin, Yannarell and Triplett
(2004) found significant shifts in bacterioplankiommmunity composition along and among
lakes. Bacterial diversity was higher and more lsintd each other in lakes located in southern
Wisconsin than that in northern Wisconsin. Diverswas positively related to water
temperature and primary productivity. In six natla&es from near the Himalayan region and
Mount Everest, Sommaruga and Casamayor (2009) fdiffedlences in bacterial community
composition using denaturing gradient gel electoopbis across geographical distance that
were related to the changes of local environmeptabmeters. Bacterial richness was
negatively related to the ratio of catchment teelake, while it was positively related to the
size of glacier. Common bacterial groups were Afpbteobacteria, Betaproteobacteria and
Actinobacteria.

Much research has been focused to investigate fteete of spatial factors on bacterial
community composition and abundance in other aquatvironments, for example, marine
environments (Garren and Azam 2010; Zengl. 2011) and estuaries (Crungp al. 2004;
Hewson and Fuhrman 2004; Daeical.2010). These studies observed that spatial facters
responsible for the variations in the abundancecanaposition of bacterial communities.

1.5.2.1 Land use and bacterial communities

In rivers and other types of surface and groundwatstems, nitrogen and phosphorus have
been identified as leading contaminants (Arbuckied aDowning 2001), and their
concentrations in catchments are dependent ondsedCarpenteet al. 1998). Catchments
also can be contaminated with siltation becaustheferosion of soils and also toxins. The
contamination of catchments also includes exotcEs that can be deposited in a catchment
and leading to a loss of biodiversity. Cinque (20b@ind that the water quality of the Tarago
reservoir catchment in Australia was influenceddgsion and surface runoff, leading to
increased turbidity, phosphorus danterococcus
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1.5.2.1.1 Plant-based agricultural practices and lwderial communities

Fluxes of nutrients into freshwater environments && mainly attributed to agricultural
practices (Carpenteat al. 1998). In these ecosystems, excessive loads tiems, such as
phosphorus and nitrates can leach to freshwateunrnyff and cause eutrophication (Schindler
and Vallentyne 2004; de Figueiredbal.2007; Piscaret al.2009; Mosley and Fleming 2010).
This phenomenon is considered to be the major gmabproblem in freshwater ecosystems.
Short term effects of eutrophication can be obskrtleough increased phytoplankton
production and changes in species composition,ewhilthe long term, it can deplete the
oxygen layer in water and cause death to fishesp@D¢eret al. 1998). The growth of
cyanobacteria can be enhanced by eutrophicatiorri@glesiredoet al. 2007), which can be
positively related to phosphate concentration (Bk&wu and Alex 2009). Cyanobacteria
produce toxins that affect human health and othea@ic organisms, such as birds and fish
(Okechukwu and Alex 2009). Eutrophication also canse shifts in microbial community
composition through its effect on the chemical giysical characteristics of freshwater
environments (de Figueired al.2010; Dorigoet al.2010).

Several studies have investigated the effects ridwture processes on bacterial composition
in freshwater, such as in the Murray River in Aalsér (Mosley and Fleming 2010), four
streams in France (Piscat al.2009), the Morcilla River in France (Doriga al. 2010), the
Okrika creek in Nigeria (Obiret al.2008) and different surface waters in China (Zheing.
2011).

1.5.2.1.2 Animal-based agricultural practices and d&cterial communities

Animal-based agricultural practices represent arpontant source of surface water
contaminants. During rainfall and flow events pages can be carried from animal manure
into rivers, groundwater and lakes (Sakamal. 2003; Goss and Richards 2008; Sigtal.
2010).

Fernandez-Alvareet al.(1991) found that faecal coliform counts increaseithe River Rialto
close to cattle, with highest concentrations duraigfall events. Similar results were found in
the Pinhal river in Brazil (Siguet al.2010), different catchments in New Zealand (Bathl.
2004), in the Subin River in Ghana (Obiri-Daretcal. 2005), along the south Nation River
basin in Canada (Lyautest al. 2010) and the Logan River basin in the US (Haretell.
2010).

Sousa,et al. (2006) found that shrimp farms can have substamigacts on bacterial
community composition and abundance in mangrovergygaand some rivers in Brazil. These
environments were dominated Wibrio spp.,Enterobacteriaceae ahryseomonas luteala
Jokineret al.(2010) found that waterfowl were the main sourfc€ampylobactem the Grand
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River in Canada. The abundance of this genus wasdvhetween seasons and negatively
related to water temperature.

Increased total bacterial numbers between 1976r(riet8 x 160 cells per mL) and 1994
(mean 4.33 x 10cells/mL) in the Hull River in the UK were attritad to the extension of fish
farms along this river (Yamakanamardi and Goul@®95).

1.5.2.1.3 Urban areas and bacterial communities

Urban rivers are considered to be an importanegysb humans inhabiting urban areas, and
the health of urban rivers can be assessed throggisuring physiochemical and biological
parameters (Deinext al.2010). Developments without sewage systems, gdedglivers and
construction locations are considered to be majmiunonpoint sources that can contaminate
catchments. Urban runoff consists of many contani@a&uch as nutrients, bacteria, pesticides
and herbicides that can reach water bodies (Capenil. 1998). As a result, it was very
important to assess the potential health risk @s¢hbodies and one of the common tests is the
measure of faecal indicator bacteria. Rivers inaored areas normally contain high
concentrations of faecabliform bacteria andscherichia colicompared with other systems
(Geldreich 1976; Essahade al.2010; Kent and Bayne 2010).

Construction of large or small wastewater treatmgants is dependent on the populations
inhabiting urban areas. Effluents from these waatemtreatment plants can be discharged into
water bodies, such as rivers, causing significaahges in the bacterial communities (Cebron
et al. 2004; Druryet al. 2013) including heterotrophic bacteria (Olayem®49Carteret al.
2000; Skorczewski and Mudryk 2009).

Drury, Rosi-Marshalkt al. (2013) used pyrosequencing to study bacterial conitnes in two
rivers and found that effluents from wastewateatireent plants had substantial effects on
bacterial community composition and abundanceenugstream sites of rivers, and that these
were significantly different to downstream siteacBerial diversity was lower at upstream sites
but increased at downstream sites. The common gloughe upstream sites was
Deltaproteobacteria, while the abundance of otlegusnces belonging tditrospira was
decreased.

Cebronet al. (2004) found that effluent from the Achéres wast®w treatment plant was
responsible for increasing ammonia-oxidizing (aitbonous) bacteria at downstream sites of
the Seine River in Paris. These bacteria were dat@shbyNitrosomonas ureae

In the Arga River in Spain, Goni-Urrizaet al. (1999) found that the bacterial community
structure differed at downstream sites below sewlagdharge points from that in the upstream.
Genera likeActinobacter sppwere common at the downstream sites. Also, thad tatmber

of heterotrophic bacteria was higher at downstred@s compared with upstream.
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In Victoria Harbour in Hong Kong, Thiyagarajanhal. (2010) found that bacterial community

composition in coastal surface sediments contamihaith untreated sewage were different
from that in uncontaminated sites. Seasonal shiittse bacterial community composition were
highly observed at only the contaminated sitesit$Sbf bacterial composition were attributed

to the variations of total organic carbon, totatagen and chlorophyé.

1.5.3 Temporal factors

The principal biogeographical research of microbas been focused on spatial factors.
However, temporal factors of microbial biogeograpghipatterns should not be neglected.
Shifts of biogeographical species composition afmafs and plants is slow (species turnover-
temporal turnover), with the turnover rate asseseegkars or decades. However, species
turnover of microbes might be more rapid. The nrapd species turnover rates can make the
correlation between environmental parameters ar@lofmal community composition more

robust, and vice versa. The turnover rates of sbes can vary across environments, for
example, low turnover rates can be observed in ahiat communities that tolerate

disturbances, living in habitats that have stablelitions and few or no predators (Fierer 2008).

Bell et al. (1982) found that the heterotrophic bacterial camity differed between seasons
in two Canadian rivers. Diversity in summer anduaut was higher than that in winter. The
genusCytophaga sppwas common in the Dunbar River, while faculta@eaerobic bacteria
were common in the River Meduxnekeag. Tirodinevsal. (2010) used fluorescent in situ
hybridization (FISH) to study bacterial community the River Aliakmon in Greece. They
found that seasonal cycles affected bacterial comitjnucomposition and diversity.
Gammaproteobacteria, Proteobacteria and Firmiougge the dominant groups in autumn.
Similar seasonal changes were found in two tem@earaérs using denaturing gradient gel
electrophoresis (DGGE) and were attributed to s@meironmental parameters, such as
temperature, flow rate, nutrients and organic maBeersity was higher in spring and autumn
than other periods. The common bacteria in the twers were Betaproteobacteria,
Bacteroidetesand Actinobacteria, respectively (Crump and Hol0€5). Klammeret al.
(2002) found that Cytophagdavobacteriunvaried between seasons in the Tarun River and
Traunsee Lake in Austria using FISH technique, withhighest frequency in spring.

Bouskill et al. (2010) found that seasonal factors affect miciahbigersity in Clark Fork River
sediments in Montana, USA, exposed to metal andiemit contaminations. Microbial
activities were negatively related to copper aseaic and positively related to organic carbon.
Less activity of microbes was observed between Jam@ November. Ideal bacterial
community composition was recorded in April and Bimber. The common groups in the
summer season, as revealed by sequencing fromxtifaeted bands of denaturing gradient gel
electrophoresis (DGGE), were Actinobacteria, Detitgpbacteriand Firmicutes. In the delta
of the Sacramento-San Joaquin River in Califor8i@panauskast al. (2003) found that the
relative abundance of some bacterial phylotypessiggficantly different between seasons.
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For exampleMicrothrix, which belongs to the Actinobacteri@as common in summer and
autumn and was correlated positively with pH bugaterely with flow rate, whilé&Geobacter,
which belongs to the Betaproteobactewas common in winter and spring. Febria, Fulthorpe
et al. (2010) found that bacterial community compositiorstream sediments in Ontario in
Canada were significantly different between seaandswvas attributed to some environmental
parameters. Autumn communities were attributeddsalved organic carbon (DOC), summer
communities were attributed to temperature andngpcommunities were associated with
nitrate.

Crump et al. (2003) used denaturing gradient gel electropheré®iGGE) to study the
bacterioplankton community in Toolik Lake in Alas&ad found that bacterial composition
was shifted in two periods of the year; in sprimgl @arly of summer. This was attributed to
terrestrial dissolved organic matter deposited th® lake during snow melt in spring, and
organic matter provided by phytoplankton at theim@gg of summer. The lake contained
phyla that are common in other freshwater ecosystesuch as Betaproteobacteria and
Alphaproteobacteria. Sha&e al. (2007) found that the bacterial community composiin
eutrophic Mendota Lake in Wisconsin was more simaleross years than within years. This
was attributed to some environmental factors, aghvater temperature, nitrate/nitrite and
dissolved oxygen. Wu and Hahn (2006) reported aimmiseasonal dynamics of
polynucleobacte(PnecB) in the Mondsee Lake in Austria, and this atributed to seasonal
changes of phosphorus, pH, temperature and chligiiophFor example, PnecB abundance
was positively related to water temperature buias negatively related to chlorophyll a. In
Crystal Bog and Trout Bog lakes in Wisconsin in th8, Rusaket al. (2009) found that
diversity and composition of bacterial communitie=re similar across each lake during 2005,
whereas they were different during 2003. Seasoymathsony in the bacterial community
composition was observed during 2003 and was at&ith to water temperature.
Bacterioplankton community composition in Ria De efe Lake in Portugal, showed
significant differences between seasons using DGIBH this was attributed to water
temperature. Common bacteria in the lake were Betpbacteria and Deltaproteobacteria
(Henriqueset al. 2006). Similar results were found in in Lake Mgdn (Mueller-Spitzt al.
2009).

Other temporal investigations of bacterial composihave been made in other environments,
such as, Gokasho Bay in Japan (Essatitaéd. 2010) and East Sabine Bay (Matsal. 2006)
which found that temporal factors were respondittehe variations in bacterial community
composition.

Total bacterial numbers also showed temporal variatin different rivers, such as Stupia
River in Poland (Skorczewski and Mudryk 2009), @glvie River in Canada and Swift River
in New Hampshire (Albrighet al. 1980) and Warnow River in Germany (Freesal.2006).
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1.6 The effects of physical, chemical and biologiceharacteristics on bacterial
communities

1.6.1 Introduction

Bacterial communities can be influenced by two $ypéenvironmental factors: modulators
and resources. There is competition between badiarithe resources, such as nutrients. The
modulators, such as temperature, pH and salinitgctathe outcome of the competition
(Neidhardtet al. 1990; Balseet al. 2001). Bacteria may exhibit homoeostasis in respda
variations of modulators, maintaining their interienvironments despite changes in the
exterior chemical or physical environments (Rusaetl Fukunaga 1990). However, bacteria
vary in their tolerance to changes in modulatonsl imcreased modulator pressure may alter
the composition of bacterial communities, selecspgcies that are able to tolerate these new
environmental conditions (Neidharelt al. 1990).

Conventional competition theory (Tilman 1982; Ked@@01) has focused on strong
competition between pairs of species in which cditipe exclusion of one species by another
often occurs, but with species coexistence beirsgipte if there is niche differentiation. Early
work by Tilman (1977) operationalises this for quatition between two planktonic species.
The Lotka-Volterra theory provides an overall tregmal framework, with competitive
exclusion and co-existence (with limiting cycles)aternative conditions (Andrewartha and
Birch 1953). Even more exotic is the possibilitynraltiple species co-existing with a pattern
of oscillations or chaotic fluctuations (HuismandakVeissing 1999). However, these
approaches assume that competition is strong aggltgaompletion. In the relatively nutrient
poor conditions of a freshwater river, bacteriawgth will be relatively slow, and competition
may be relatively weak. In this context, Hubbeti=utral model (Hubbell 2001) may be more
appropriate as a model of multi-species bacteaairaunities.

The evolution of a community of bacteria in a paafewater as it moves downstream will
depend upon:

1) Population growth rates of the individual OTUs eda may well vary. OTUs with
shorter doubling times will make up a greater portof the community over time.

2) Mortality rates — these may be selective, leadonghanges in composition over
time or, more likely, be unselective, simply redgrcicell density over time. The
most likely cause of mortality in planktonic bacdeis grazing, particularly by
protists. But in a river, mortality due to graziisgikely to be low, because water
flow will prevent the development of dense grazgpydations.

3) Addition of bacteria in incoming water (or dilutiday incoming water that is low
in bacteria).

Assuming that grazing is of limited importance,rthiee evolution of the community as water
moves down a river will depend on inputs of exogenbacteria and on the relative growth
rates of the OTUs present. OTUs are likely to diffetheir temperature responsiveness. For
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example, an OTU that is resource limited will notrease its population growth rate if
temperature increases. So at higher temperaturas, likely that there will be greater
proportional differences between OTUs in populatgnowth rates. In addition, average
absolute population growth rates will be highenigher temperatures. Water velocity is likely
to be lower, at least in the UK climate, to a phofevater that takes longer to move along a
given stretch of river. The combined result of théso processes is that the number of cell
divisions that occur during the time that it takasa parcel of water to move downstream will
be increased. Therefore, any decline in diversiiye do increasing domination of the
community by faster growing OTUs will be more imfant at higher temperatures.

Determining the phylogenetic characteristics of iaeteria in environmental samples and
linking these to environmental characteristics besome central to microbial ecology (Dolan
2005; Matcheet al.2011). Also, the main objective in microbial eapjds to determine the
main factors affecting bacterial numbers (Selinuretral. 2005).

It is important to characterise the microbial conmityicomposition and abundance in water
systems as these organisms play key roles in babgaaical cycles, such as those of nitrogen,
sulphur and carbon (Sekigucki al. 2002; Selinummiet al. 2005; Kara and Shade 2009).
However, the abiotic and biotic forces that conttomposition, structure and function of
microbial communities are not well known (Lawremteal.2004; Lindstronet al.2005; Kent

et al. 2007). Some studies have investigated the linkvdet richness and composition of
bacteria and concentrations of organic matter (Eaal. 2005), temperature (Hahn 2006) and
the role of grazers (Crumpt al. 2003), but the factors affecting bacterial comruni
composition and dynamics are still poorly underdtfidatcheret al.2011).

1.6.2 Physical factors

1.6.2.1 Temperature

Microbes can grow at a wide range of temperatures) around 0°C to close to the boiling
point of water (Kirschbaum 1995; Kirschbaum 2000).

To understand the bacterial function in any ec@systhe effects of temperature on bacteria
should be determined (Adams 2010). Water temperatuconsidered to be the key factor

driving microbial activity and growth (Sjostedt al. 2012). Freshwater bacteria appear to be
more sensitive than other microbes to externabfadGounot 1991; Shiah and Ducklow 1994;

Recheet al.2009).

Shiah and Ducklow (1994) found that the bactetairamlance and growth rate in Chesapeake
Bay were positively related to temperature in #nege from 3 to 25 °C. In temperate lakes in
the USA, Hallet al. (2009) found that increases in temperature enltantice positive
relationship between bacterial production and badtbiomass in the summer season.
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To determine the biological and chemical role afsdived organic matter (DOM) in natural

cycles, the role of temperature in absorbing DOMusth be understood (Kirchman and Rich
1997). Bacterial activities can be controlled afidced by exposure to low water temperature,
which interacts with carbon substrates and themmieyents bacteria from reaching DOM

(Adams 2010). So, the slow response by bactetiztsupply of DOM can be observed at low
water temperatures (Kirchman and Rich 1997).

Temperature can directly affect bacterial enzymattvities or indirectly by exchanging
bacterial composition (Adams 2010). In arctic sieand lakes, for example, Adams (2010)
found that enzymatic activities of the bacteriamoounity were directly influenced by
temperature. The productivity of the bacterial caimity was observed at all temperatures
ranging from 6°C to 20°C, but its rates were natadpetween assemblages. Optimal activities
of bacteria have been recorded at 12°C and 20°Gh ldhanges in bacterial community
composition were also observed and attributed toatrans in temperature rather than
variations in DOM.

Several studies have investigated the role of teatpes in controlling bacterial community
composition in freshwater environments. Bacter@hmunity composition differed between
winter and summer in three Chinese rivers, withpgerature assumed to be the major factor
(Zhanget al. 2012). Crump and Hobbie (2005) found differenagedacterial community
composition in two temperate rivers driven by vaoias in temperature and other factors like
flow rate. Temperature was also the major factoexplaining the variation of bacterial
composition and abundance in the River Danube @Vettal.2007). Lindstrom, Kamst-Van
Agterveld et al. (2005) observed that the distribution of bactet@da belonging to typical
freshwater groups in different lakes in Europe stasngly related to variations of temperature
and pH. Temperature was the second most importaritoemental factor explaining the
distribution, for exampleRalstonia pickettiwas most common in lakes with low water
temperature. In the Ohio River in the US the abuondaf common bacterial groups varied
with temperature, for example, Bacteroidetes weostnaommon with high temperatures as
revealed by the use of 16S rDNA cloning- sequentzegnique (D'Angelo and Nunez 2010).

A positive correlation between water temperatuittatal bacterial numbers has been reported
in the River Hull in the UK (Yamakanamardi and @Glmn 1995; Fisheet al.2000), the lower
Fraser River in Canada (Albright 1977), AnacostizeRin Washington (Cavast al. 1981),
Tarun River in Austria (Klammaeat al.2002), Brda River in Germany (Matecka and Dondersk
2006), Upton Lake in New York (Feligt al. 1996) and Tasmanian coastal waters in Australia
(Davidsonet al.2004). Temperature limited the abundance of bacteiUpton Lake, despite
high concentrations of organic carbon, inorganid arganic phosphorus and nitrogen. (Felip
et al. 1996). In the River Anacostidderomonas sppwas three orders of magnitude more
abundant at 25 °C than at 4°C (Caverial. 1981). However, in the lower Fraser River,
degradation of glucose by heterotrophic bacteria megatively correlated with temperature
(Albright 1977).
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Significant correlations were also observed betweacterial community composition and
temperature in other aquatic environments, for gtanthe Baltic sea (Degermanal.2013)
in different seawaters (Sjostegital.2012) and in Gokasho Bay in Japan (Sakami 2008).

1.6.2.2 Rainfall

Rainfall events can lead to increased transpod fivers of contaminants, organic matter,
nutrients and suspended sediment from non-pointcesy which may in turn influence
bacterial communities (Bae 2013). For example,rb&t@phic bacterial counts were positively
correlated with rainfall in the Meduxnekeag Riv@gnada (Belet al. 1982) and Asa River in
Japan (Ba@t al.2008) and faecal coliforms increased after raifadnts in Bayou Dorcheat
in the US (Hillet al. 2006), probably as a result of transport from yr&stHowever, Araujo
and Godinho (2008) observed only small fluctuatiohthe total bacterial abundance between
dry and rainy periods in the Pitimbu River and Jugke in Brazil.

1.6.2.3 River flow

River flow rates can be influenced by snowmeltfial events and groundwater flow (Cushing
and Allan 2001) and in turn can influence riverlegyg (Jowett and Richardson 1989; Allan
1995; Poffet al.1997). Flood events can generate spatial patchinasy high concentrations
of nutrients into the water environment and enalel microbial community dynamics to be
established. For example, flood events led to¢pé&acement of 75% of operational taxonomic
unites (OTUSs) identified using automated ribosomt@rgenic analysis (ARISA) in streams in
Oman (Abecet al.2011). Similar effects of floods on bacterial casipion were observed in
South End Greek in Georgia (Kara and Shade 20G95anta Ana river in the USA (Ibekwe
et al.2012).

Total bacterial numbers increased in the River Bafier flooding (Matecka and Donderski
2006) but in the lowland of Warta River in Polanger flow was the only one among nine
significant parameters that had no correlation whnabundance of bacteria (Wasielewska
al. 2009).

1.6.2.4 Total suspended solids (TSS) and free-ligrbacteria vs. particle-attached
bacteria

Total suspended solids (TSS) can comprise botlyamc and organic particles that are small
enough to remain in suspension. Their concentratinay increase after disturbance events,
potentially leading to increased surface water &mafpire and reduced light penetration. They
may also carry metals, pesticides and other comi@ms. All these alterations can impact on
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river ecology (Bilotta and Brazier 2008). In thertéa River in Portugal, bacterial community
composition, as revealed by denaturing gradienelgettrophoresis (DGGE), was affected by
several factors, including TSS, showing a positeerelation with the abundance of one
phylotype of Betaproteobacteria (de Figueiredal. 2012). In the vicinity of the discharge
point of a cassava mill into the Olobshi River ilg&ria, Nwaugeet al.(2007) recorded a high
abundance of a single bacterial genus sucKlabsiella spp.and Corynebacterium spp.,
attributing this to high TSS. Yamakanamardi and I@eu(1995) found that the total bacterial
number as well as total culturable bacteria weté positively related to TSS content in the
River Hull in the UK. Suteet al. (2011) found that total bacterial numbers inlthveer Hudson
River estuary in New York, were positively relatedcurbidity. In addition, in the lowland of
the River Warta in Poland, the abundance of bagilmkton showed strong correlation with
TSS (Wasielewskat al.2009).

A key aspect of the ecology of aquatic bacterighésr association with particles (Suetral.
2011). Some studies have shown similarity betwessstebial communities associated with
different particle sizes. For example, Sinsabaetgal. (1992) used DNA-DNA hybridization
to show that the bacterial communities associatdddifferent sizes of fine particulate organic
matter in freshwater ecosystems in New York waslanrHowever, Yeager and Sinsabaugh
(1998), using similar methods, found differencesammunity composition between different
particle sizes, and a negative correlation betwaienobial diversity and particle size. Similar
conclusions were reached for Cypress Creek sedimerfiexas, with some of the dominant
bacteria, such a¥errucomicrobia-Planctomycetdseing most common on small particles
(Jackson and Weeks 2008).

1.6.2.5 Residence time

Residence time is the average time that water spend water body. Crumet al. (2004)
demonstrated that residence time was one of tha faeiors responsible for the changes of
bacterial community composition in the Parker Riestuary in Massachusetts, US. It was
found by Lindstrorret al.(2005) that a short water residence time explaihedariability and
distribution of bacterial communities in fifteerkés in Europe.

1.6.3 Chemical factors

1.6.3.1 pH

Variations of water chemistry, such as pH, alunmmiand humic acid concentrations play an
important role in changing bacterial community casifon (Yannarell and Triplett 2004). pH

may play an indirect role by altering the chemmgaéciation of dissolved ions, increasing or
decreasing their bioavailability and thus altemmgwth of taxa which require these as nutrients
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or carbon sources (Yannarell and Triplett 2005¢rétiet al. (2007) found an interaction
between the effects of dissolved organic carbon @p@nd pH on bacterial community
composition in steams and Deanross (1991) showatdpth modulated the effect of Zn on
bacteria, with higher total bacterial numbers at ¥n concentration and high pH, and a shift
towards more Zn tolerant organisms in high Zn esiments.

pH is the environmental variable that has beenddorhave the greatest effect on freshwater
bacterial communities, with greater effects thathezi temperature or residence time
(Lindstromet al.2005). In 23 streams in the Hubbard Brook catchirimeNew Hampshire in
America, communities were similar at sites with saene pH (Fiereet al.2007). At low pH,
Beier et al. (2008) found that Acidobacteria and Actinobactem@re common using
temperature gradient gel electrophoresis (TGGEjeveth higher pH, Proteobacteria are more
common.

Kulichevskayeet al.(2011) assessed the bacterioplankton communitydence and diversity
in some neutral lakes with different trophic staand pH using fluorescent in situ hybridization
(FISH). They detected that in neutral lakes whede=p~ 6.9, natural eutrophic lakes had the
highest numbers and diversity of bacterioplanktomgared with that in mesotrophic lakes
which were highly dominated by phylum Actinobacerin acidic lakes with pH = ~ 5.5, the
most common bacterial phylum winsind to be Acidobacteria.

In different reservoirs in the Pearl River in Chiftdong et al. 2010) and drinking water
distribution systems in Milford (Cartet al.2000) bacterial numbers were positively correlated
with pH. However, in some headwater streams in IN@a#rolina, no correlation observed
between pH and bacterioplankton concentrationsi(fabet al. 1987).

These results mirror those in soil, where moreietatudies have taken place. Both Rousk
et al.(2010) and Bartrarat al. (2013) found that pH values in the range 4 to Bevp®sitively
correlated with abundance and diversity of soil tbaa using denaturing gradient gel
electrophoresis (DGGE) and pyrosequencing, withddloacteria dominating in acidic soils
and Actinobacteria being more common in neutralakaline soils.

1.6.3.2 Trophic nutrient status and bacterial commaities

One of the most important factors affecting baetexctivities is water trophic status, as organic
matter provides carbon sources for microorganigtenfiqueset al. 2006; Zenget al. 2011).
Organic matter in aquatic environments may be htlmanous (provided by soil and terrestrial
plants) and autochthonous (produced by algae aytoglankton in water) (Fishet al.2000).
Allochthonous organic carbon is often rather rataot, such as humic materials and
structural polysaccharides, while labile polysacces and proteins are major components of
autochthonous DOM (Kirchmaet al.2004). In the Hudson River in New York, Kirchmain

al. (2004) linked changes in the abundance and actiwithe major groups of heterotrophic
bacteria, such as Alphaproteobacteria and Betagvatteria to variations of composition and
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concentration of DOM, using fluorescent in situ hglzation (FISH). High phosphatase
activity was correlated with the abundance of Betsgmbacteria.

Spring runoff can carry terrestrial organic maitéo freshwater, while during summer and
autumn, phytoplankton and aquatic plants can pmdugochthonous organic matter and
support microbial growth and diversity (Fishegral. 2000; Crumpet al. 2003). Crumpet al.
(2003) found that in lake water, primary productmnphytoplankton was much higher than
secondary production by bacteria, which represemely 20% of primary production.
Bacterial community diversity can be influenceddoynary productivity (Kasseat al.2000).
Benlloch et al. (1995) observed a positive relationship betweemanry productivity and
bacterial community diversity in two coastal lagepand others have reported a negative
correlation in pristine aquatic sediments (Torssfilal. 1998). In aquatic mesocosms, Horner-
Devineet al. (2003) and Horner-Devinet al. (2004) observed that the relationship between
primary productivity and the abundance of dominaatterial taxa differed between major
taxa, with Flavobacteria, Alpha and Beta-Protedadr@t respectively showing positive,
negative, and low correlations.

To understand the role and importance of heterbtodpacteria in decomposing organic matter
in water ecosystems, all aspects of bacterial dyecgreuch as bacterial numbers and growth
rate should be studied (Barillier and Garnier 1993)e quality of organic and inorganic
sources as well as organic carbon is necessanypymog and increase bacterial growth rates
(Felip et al. 1996; Faziet al. 2005). However, responses to these resourcesdmidoal
bacterial communities are completely different kive et al.2012).

Many researchers investigated the correlation betvimacterial community composition and
diversity and different nutrients, for example, tmo Canadian rivers (Meduxnekeag River
and Dunbar River), Belet al. (1982) found that ammonia was correlated positiweith
heterotrophic bacterial diversity. In alpine lake®l reservoirs in the Mediterranean region,
Recheet al. (2009) found that bacterial production was posliwelated to dust inputs of
particulate matter, with no correlation with ba@kdiversity and composition. In aquatic
mesocosms, Fishet al.(2000) found that inorganic nitrogen and phosplgius carbon had

a huge impact on bacterial production, while phosps and nitrogen alone had a huge impact
on bacterial diversity. De Figueirea al. (2007) found that trophic status has substantial
effects on bacterial diversity in some surface wat®systems in Portugal using gradient gel
electrophoresis (DGGE). Oligotrophic water bodiesendominant by Verrucomicrobia, while
Bacteroidetes was the dominant group in mesotrogufgiceutrophic waters.

Several studies have found a positive relationshtpreen organic matter and bacterial growth

in different environments, for example, differeivers and streams in Québec, France (Comte
and del Giorgio 2009), Equatorial Pacific Ocearr¢kman and Rich 1997), Seine River water,

France (Barillier and Garnier 1993) and Warnow Ri@&ermany (Warkentiet al.2011).

Shiah and Ducklow (1994) found that the number gmaavth rate of bacteria in Chesapeake
Bay did not increase, although high concentratiohautrients were present, and this was
attributed to the low water temperature (below Yli@iting their growth. However, Kirchman
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and Rich (1997) stated that for bacteria to grol@atively in cold water at the same level in
warm water, then high concentrations of substratesieeded.

Total bacterial numbers showed a positive relatignsvith different nutrients, for example,
dissolved organic carbon (DOC) in the Ogilvie RiverCanada and Swift River in New
Hampshire (Albrighet al. 1980), allochthonous organic matter in the BrdaeRin Germany
(Matecka and Donderski 2006), Chlorophglin the River Hull, UK (Yamakanamardi and
Goulder 1995), Chlorophylla and organic matters in different aquatic environtae
(Schumanret al. 2003), Chlorophylla in the Tarun River in Austria (Klammet al. 2002),
total organic carbon (TOC) in drinking water in kild, US (Carteret al. 2000), TOC in
different groundwaters in Sweden (Pedersen anddaferi990), total phosphorus (TP) in six
lakes in Canada (Currie 1990) and TP in the Damiter (Velimirovet al.2011).

1.6.3.3 Bacterial tolerance to chemical pollutants

Heavy metals at high concentrations represent getanos threat to ecosystem in rivers, and
continuous exposure of microbial communities to atlsetmay reduce their diversity and
activity, and also change their structure (Vilcle¢zal. 2011). However, some organisms are
able to develop to tolerate different concentrateéwels of heavy metals and may demonstrate
a higher abundance than other organisms (Cebirah 2004). Microbial tolerance to heavy
metals represents a very important feature of etesys, enabling them to continue their roles
in some important processes, such as self-puiidicaind nutrient cycling (Deanross and Mills
1989).

Several studies have investigated the toleranserok bacterial taxa to heavy metals, such as
cadmium, nickel and zinc in the Rémarde River inP@echneret al. 2011), nickel in the
Saskatchewan River in Canada (Lawreatal.2004), zero-valent iron nanoparticles in a the
River Thames (a natural river) in the UK (Barm¢®l.2010) and lead and copper in Maumee
River, St. Mary's River and St. Joseph River inWlge(Deanross and Mills 1989).

1.6.3.4 The role of bacterial communities in the bremediation

Rivers highly loaded with sewage effluents can bkabited by heterotrophic bacteria
(Yamakanamardi and Goulder 1995), and some typbadcitria are able to decompose toxic
materials, such as Malathion (pesticide) thattisaleto other organisms (Horner-Deviekal.
2004; Danget al.2010).

Several studies examined the role of some typdmcteria in the bioremediation of aquatic
environments, for example, groundwater (Marzoeatal. 2006; D'Angelo and Nunez 2010;
Vilchez et al. 2011), in the River Binlamdoune in Morocco (Essalet al. 2010), in the
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Kanzaki River in Japan (Araya al.2003) and in the Isle River Basin in France (Qeeeur
et al.2010).

1.6.4 Biological factors and bacterial communities

Important biotic factors that can influence baetesurvival in water are bacteriophages and
protozoa (Pauling and Wagner-Dobler 2006).

Bacteriophages are responsible for about 40% ofebat mortality rates in freshwater
ecosystems, and these rates are higher than tmsgctly protozoa (Schwalbaehal.2004).
Archaea and bacteria are the main hosts to baptexges in natural environments (Fuhrman
and Schwalbach 2003). However, little is known dbiheir role in regulating bacterial
community composition (Fuhrman and Schwalbach 2808&senfeldet al.2004; Wanggt al.
2010). For example, in a humic lake (bog lake) antteern Wisconsin, Kergt al. (2006)
reported huge shifts of bacterial composition ia #arly of summer, and attributed this to
changes in the abundance of bacteriophages.

Not all bacterial species within a community can dmpially affected by viral infection
(Schwalbachet al. 2004). Hewson and Fuhrman (2007) found that thenddnce of the
dominant bacteria in some surface water and sedsmeas influenced by bacteriophages,
giving a chance for the less dominant taxa to gao@ coexist. Sime&t al. (2001) found that
different groups of freshwater bacteria showededdiht responses to viral infection. Also, the
abundance of some phylotypes of marine planktomaoasms showed different relationships
with the abundance of bacteriophages (Schwalleaeh 2004).

Grazing has been shown in many studies to be tis¢ significant factor affecting the bacterial
community composition (Crumgt al.2004). The consumption of bacterioplankton byiptst

is dependent on the sizes of bacteria and alsohthacteristics of their surfaces (Yokokawa
and Nagata 2005). Grazers like protozoa prefeotsame active bacteria rather than inactive
(dormant) bacteria (Davidsaat al.2004).

Wey et al. (2012) examined the effects of grazing by protopoabacterial community
composition in the Rhine River in Germany, and fibun positive link between bacterial
richness and flagellates, but this relationship wegative with ciliates. In some surface
seawater, Riemanet al. (2000) found that three dominant phylotypes oftéaa had
disappeared, and this was attributed to the pcesehflagellates in high density. Riemagin
al. (2000) found also that total bacterial numbers eleeed by one order of magnitude (from
2.8 x16 to 7.5 x10 cells/mL). The negative correlation between predgressure and
bacterioplankton has been shown in different mamimeocosms (Gasat al. 1999).

Hayneset al.(2007) mentioned that diatoms play an importal& imsupporting heterotrophic
bacteria in estuarine sediments. Polysaccharideglyaoprotein can be produced by them,
supporting bacterial growth and changing their cosion. However, not all community
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members can respond and change. For example, Aeatiteria can be abundant in natural
environments when diatoms are present in high tensi

1.7 Thesis aims and objectives

As discussed in detail above, molecular approabhes been used much less extensively to
characterise bacterial communities in rivers thaneither soil or marine environments
(Debroaset al.2009).

The main aims of this thesis are: (i) to charastethe bacterial community composition and
abundance in a lowland arable catchment usinguepéscence microscopy (EFM), automated
ribosomal intergenic analysis (ARISA) and 454 pgaepgencing, and (ii) to determine the
effects of spatial and temporal variations and mmwnental factors on the freshwater bacterial
community composition and abundance in an agricelfandscape.

To address these aims, the total bacterial abueddmeterotrophic bacterial counts and
bacterial community composition of the River Wensantowland arable catchment in East
Anglia, were investigated.

In meeting these aims, the following objectivesewaendertaken:

* To use epifluorescence microscopy and R2A spreatedlto (i) investigate total
bacterial numbers in the River Wensum, (ii) to deiae spatial and temporal variation
and the influence of environmental factors affegtihese numbers, (iii) to quantify
changes in bacterial numbers as water moves dowamstin this lowland arable
catchment, and (iv) to determine the relationsbgtsveen total bacterial numbers and
total heterotrophic bacteria.

* To use automated ribosomal intergenic spacer asaffRISA) to characterise the
bacterial community composition in the lowland deatatchment of the River Wensum
and (i) quantify the spatial and temporal variaoa impact of environmental factors
on this variation, (i) characterise these changeserms of both diversity and
abundance, (iii) identify the commonest bacteri@dlJs and quantify changes in their
abundance between sites and times, and (iv) desitrébtrend of the shift of bacterial
diversity and the abundance of the commonest bac@mTUs when water moves to
downstream sites.

* To use 454 pyrosequencing to characterise bactemainunities in the River Wensum
including (i) spatial and temporal variations argbsariations with environmental
factors, (ii) to determine the dominant bacterta}lp, (iii) to determine the commonest
bacterial OTUs between sites and in time (Decerab&®), (iv) to describe the trend
of the shift of abundance of the commonest badt€@iBUs when water moves to
downstream sites, and (v) to identify the taxonoafimities of the commonest OTUSs,
based upon the most similar 16S sequences fromredlstrains and the most similar
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environmental 16S sequences. This is to seek ter itifeir potential functional
significance based on the characteristics of thedrest relatives.

* This research also aimed to use all these findieggharacterise the ecological
functioning of freshwater bacterial communitieghrs lowland arable catchment, and
(ii) to evaluate whether the results can be usedftom river basin management and
the achievement of good ecological status accorditige European Water Framework
Directive (WFD).

1.8 Thesis outline

This thesis comprises six chapters. The generaddattion, Chapter 1, discusses bacterial
community composition, structure and abundance tedroles that they play in river
ecosystems and the way these are affected by lsedspatial and temporal factors and
physicochemical and biological parameters.

Available techniques and methodologies are reviawé&hapter 2 to identify the most suitable
tools and methods for this research, including asicopic and non-microscopic tools for
studying bacterial abundance, and fingerprintind aretagenomic techniques for studying
bacterial composition.

Chapter 3 investigates total bacterial numberstatal heterotrophic bacterial counts using
epifluorescence microscopy and heterotrophic glatmts methods. This provides information
on variations in total bacterial numbers and cale bacteria between sites and times, and
the environmental factors driving these variations.

Chapter 4 explores the bacterial composition of Rieer Wensum using the automated
ribosomal intergenic spacer analysis (ARISA) teghei The results of this investigation
reflect the spatial and temporal variations of baat community composition and the
abundance of the common operational taxonomic sin{@TUs). They also provide
information on environmental factors affecting theariations.

Chapter 5 examines the bacterial communities iRRilier Wensum using 454 pyrosequencing.
This allows detailed identification of the commandmcteria and their abundance and
taxonomic affinities at all the study sites.

The conclusions from this research and suggestmrsiture work are presented in Chapter
6.
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Chapter Two

A critical review of traditional and molecular techniques used for determining bacterial
abundance and composition

The purpose of this chapter is to provide a ciitiesiew to identify the most suitable tools and
methods for this research, including microscopid @oen-microscopic tools for studying
bacterial abundance, and fingerprinting and metagen techniques for studying bacterial
community composition. The suitable tools and meéshwill be used to characterize bacterial
community composition and abundance between sitdstimes, and also to determine the
effect of spatial and temporal factors and envirental parameters on the abundance and
diversity of bacterial community.

2.1 Introduction to techniques for determining bacerial abundance

In microbial ecology, a basic task is to quantifg ebundance of the microbial community in
the targeted environment (Borsheatal. 1990) as the abundance of any microbe is related t
its functions and dynamics and to its relationstigh other microorganisms. The fluctuations
of microbial numbers also reflect the influencepbiysical and chemical parameters (Daims
and Wagner 2007). In many fields, such as watetrtrent processes and public health areas,
it is very important to select fast and accurathmegues for enumerating the total bacterial
abundance (Baet al.2008).

Total cells comprise live (culturable and unculbled and dead bacteria (Puspetaal. 2011).
Epifluorescence microscopy gets at total bacteghs including some that are dead (8eal.
2010). Live/ldead methods seek to identify viablellsce(Naganuma 1996).
Culturable/unculturable split depends on cultureéhmés and also low stressed organisms are
before culturing (Kelket al. 1998).

2.2 Culture methods and bacterial abundance

The ability of individual micro-organism, such aackeria to grow and form distinct colonies
on agar medium, is the concept of viability (cudduitity) (Kell et al. 1998).

The culture-based methods, such as most probaltderu(MPN) and heterotrophic plate
counting (HPCs) techniques have long been usedrasliional tool to detect and enumerate
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total bacteria in aquatic environment samples (Lpfeet al. 2004). They allow a single
bacterium to be grown and shown for a period oktion different kinds of media. But, the
selective natures of these media affect the patisi the detection of specific bacterial types
(Lemarchancet al.2001).

Different methods culture different fractions oftal bacterial numbers. Microbiology
traditionally used rich media to pick out fasteowers (Wanget al. 2010). R2A medium is
less rich, but if incubation takes place over aéarperiod, slower growing operational
taxonomic units (OTUs) will be detected (Reasomet &eldreich 1985). In addition, some
bacteria may only be able to grow in mixed specmssortia (Schauder and Bassler 2014).
Also, some quite important organisms like phosphatecipitators need to be grown in
enrichment cultures rather than pure culture (Wetraj. 2010).

2.2.1 MPN technique

The most probable number is an indirect tool caruded to determine viable and active
populations of microbes in waters and soils. Setilaitions of replicated cultures should be
made and put into tubes or microwell plates and theubated. These plates and tubes should
be pre-inoculated with a suitable test medium, sagpH indicator. The results can indicate
the presence or absence of microbes in a dilutesies According to the mathematics of
Halvorson and Ziegler (1933), the estimations efdbncentration of microbes can be derived.
Although the advantage of this method is in terrhseflecting live and active cells, it is a
laborious and less precise method compared withrostopic procedures (Halvorson and
Ziegler 1933; Oblinger and Koburger 1975; Porterd)9

The MPN technique has been successfully appliegtimate the levels of faecal coliform and
Escherichia coliin the Berg River, South Africa (Paulgt al. 2007), to count nitrifying
bacteria in soil (Papen and von Berg 1998), tordetee dilute concentrations & coli in
freshwater (Jenkinst al. 2009) and to enumerate heterotrophic flagellatesoil (Fredslund
et al.2001).

2.2.2 HPC technique

Specific methods that can be used to isolate hadi@rough optimizing culture conditions
which include the use of different medium contemisyibation time and temperature, normally
referred to as heterotrophic plate count (HPCsle@¢t al.2004). Colonies can be influenced
by these conditions due to their sensitivities.aAgesult, only colonies that are sufficiently
grown on the media should be counted (Bowbal.1999). Different shapes of colonies can
be emerged in or on the medium, such as clustetsclaains and they can be expressed as
colony-forming units (CFU) (APHA 1998).
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Public health laboratories have widely used hetepdiic plate counts to determine bacterial
concentrations in freshwater specimens and to wbdmacterial survival after disinfection at
waste water works (Noblet al. 1991; APHA 1998). The water quality can be evaddy
measuring heterotrophic bacterial counts in thget@d environment (Carteat al. 2000).
Several researches have used the HPC techniqexdmple, to assess water pollution in some
subtropical freshwater habitats in Taiwan (Cleaal.2003), to determine the pollution in the
Berg River in South Africa (Paulsa al. 2007), to assess the quality of the River Danube i
Germany (Kavkat al.1996) and to assess the quality of drinking watgplied by Godavari
River in India (Rizviet al. 2013). Although HPCs are still the primary toal &valuating the
microbiological quality of aquatic environments)ya small proportion of the total bacterial
numbers can be detected by these methods (Haeinaé2008).

There are three methods used to estimate hetehidrpfate counts, pour plate, spread plate
and membrane filtration. There can be variation$iRCs obtained as a result of applying
different technigues and media. Of these, the ptate method is considered to be the simplest
one to apply. Up to 2 ml of a sample can be accodateal by it and colonies often do not
connect to each other. However, by using this ntethacteria may be exposed to heat shock,
affecting and preventing them from growing. Aldeg subsequent isolation of these colonies
is not easy. The second method is spread platehich colonies grow on the surface of the
medium and can be easily described. The bactexriaarexposed to heat shock, enabling high
numbers to grow. However, a maximum of 0.5 ml ofgke can be used, permitting absorption
by the medium used. The third method is membrdmation which it can accommodate large
volumes of samples with low heterotrophic bactec@lnts. The bacteria are not exposed to
heat shock as with the pour plate method. Howeilaxs are expensive and also varied in
terms of their quality. In addition, bacteria candamaged by high filtration pressures (APHA
1998).

2.2.2.1 The media

Four media are in regular use for obtaining micabplate counts from water; plate count agar
PCA (15 g/L agar, 5 g/L tryptone, 2.5 g/L yeastract and 1 g/L glucose), m-HPC agar (25
g/L gelatin, 20 g/L peptone, 15 g/L agar, 10 nyicgirol), R2A agar (15 g/L agar, 0.5 g/L yeast
extract, 0.5 g/L proteose peptone, 0.5 g/L glucOgeg/L soluble starch, 0.3 g/LbKPQ, 0.3
g/L sodium pyruvate, 0.5 g/L casamino acids an8 g/Q MgSQ anhydrous) and NWRI agar
(3 g/L peptone, 0.5 g/L soluble casein, 0.2 glHRQ;4, 0.05 g/L MgSQ, 0.001 g/L FeCGland

15 g/L agar). All these media are varied in terdntheir counting results. Both the plate count
agar (PCA) and m-HPC agar contain high nutrientceatrations but produce low counts,
while R2A agar and NWRI agar contain low nutrieahcentrations but produce high counts
(APHA 1998; Atlas 2004).

It is very important to design a medium that canower the highest number of viable
heterotrophic bacteria, although there is no syegiedium, temperature and incubation time

30



that can recover all of them from the targeted mmwment (Reasoner and Geldreich 1985).
Allen et al. (2004) made some observations in their reviewetétotrophic plate count media,
one of which is the common employment in the majasf research of the R2A medium for
enumerating heterotrophic bacteria.

2.2.2.1.1 Plate count agar (PCA)

The standard plate count method using plate caartand pour plate (incubation temperature
at 35 °C for 48 hours) are methods used to enumbeateria in waste water and water systems,
food and dairy (Reasoner and Geldreich 1985; API988). It is a nonselective media and
suitable for faster growing bacteria (Atlas 20049wever, many researches on water samples
have demonstrated that PCA gives low bacterial rmimbompared with that obtained using
other media and methods, for example, Madsal. (1998) compared PCA and R2A media
using spread plates and found that the R2A mediave §68% higher bacterial counts than
those obtained using PCA. The media composition faasd to play an important role in
deceased or increased bacterial counts, for exampigh concentration of media, such as that
used in PCA, can result in a low number of bactenants and vice versa (Meagisal. 1981).
Also, Klein and Wu (1974) found that the use of gwur plate method was found to be
responsible for the decreases of bacterial cownrtgared with the spread method, and this
was due to bacterial exposure to stresses res@ilingthe warmed agar.

2.2.2.1.2 R2A media

The failure of the standard plate count using S®Astimate a high number of heterotrophic
bacteria, especially for bacteria that grow slovagd subculturing for characterization and
identification purposes, have led researchers &k s¢her media to resolve this problem.
Reasoner and Geldreich (1985) designed a R2A mecttaining low concentration but high
diversity of nutrients (0.5 g glucose, 0.5 g yesdtact, 0.5 g soluble starch and 0.5 g casamino
acids) than that in plate count agar (PCA). Thapalestrated that R2A gave higher counts of
heterotrophic bacteria in drinking water comparethWwCA. Also, bacterial isolates can be
successfully subcultured by the R2A medium whiclenlest using PCA. Due to the positive
relationship between incubation time and total toétephic bacterial count and the negative
relationship between temperature and heterotropbacterial count, authors have
recommended a low incubation temperature (20-28C) to 7 days to enable slow growing
bacteria to form colonies and give a chance fomgigted bacteria to be appeared. Roszak and
Colwell (1987) mentioned that it is often fatal &mjuatic bacteria to be exposed to temperatures
higher than 20°C.

Segaweet al. (2011) suggested that to succeed in sub-cultagieria in the laboratory, a
suitable medium should be selected to simulate tieal environment. They have used the
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R2A and diluted-R2A medium with a spread platertalgse glacier samples and found that
these methods have proven to be the best compatiedthvers, such as LB and xylose agar
for obtaining the high bacterial count. They foualdo that there was low or no differences
between bacterial counts on the plates incubatéd@tand that at 15 °C. In addition, the same
medium and technique have been used by Kenzakaadiamhiet al. (2001) to analyse
samples derived from different rivers across Tmalland Malaysia, to discover total culturable
bacteria vs. total bacterial numbers, and also dterchine the dominant bacterial types
responsible for the degradation of organic mattee. R2A medium with seven days incubation
time were successfully able to detect the slow gigvbacteria, such as pigmented bacteria,
which cannot be easily detected by other medig) asd®?CA (Carteet al. 2000). Due to the
low concentration of carbon in the R2A medium (&@C 800 mg /I) compared with other
mediums, it is more preferable in studying the gyalf drinking water (Hammest al.2008).
The R2A medium with spread plate or membrane fiireapplied by Reasoner and Geldreich
(1985) on samples collected from water distributseystems have found to be the best
techniques for enumerating pigmented bacteria. @ hgses of bacteria were developed on the
R2A medium after 3-5 days at either 35 °C or 20 °C.

Eutrophs (high substrate concentrations are redjfmregrowth) and oligotrophs (low substrate
concentrations are required for growth) are twoesypf freshwater bacteria (Roszak and
Colwell 1987). The oligotrophic organisms that latlow concentrations of nutrients in the
ecosystems can be recovered through spreading ssuomto the R2A medium (APHA 1998).
Carteret al. (2000) found that R2A medium (low nutrients) reemd highest counts of
bacteria compared with plate count agar and shésgu kagar (high nutrients) in samples
collected from water distribution systems.

2.2.3 Disadvantages of culture-dependent methods

The main problem of these methods is that they oelythe culturability and viability of
microorganisms on the selective media which in may lead to an underestimate the total
cell counts. For example, due to non-preferable irenmnental conditions,some
microorganisms, such aébrio cholerae are able to enter a dormant state (non culteyabl
(Paulseet al. 2007). The other problem of traditional methodsdut estimate HPC is that
serial dilutions of water samples should be madactoeve a countable and acceptable range
between 30 to 300 bacterial colonies in each ptat¢he dilutions required more plates, media
and water samples to be processed (Nebkd.1991). These factors are time consuming, for
instance the bacteria need about 3 days to be shswalonies on agar media incubated at 36
degrees Celsius (Lepeumeal.2004).

It is known that not all bacteria are able to granvsolid media based on the colony forming
cell (CFC) technique (Lislet al.2004; Skorczewski and Mudryk 2009). However, Sts¢s
have long been trying to cultivate as many bactasizhey can through providing them with
the same components of nutrients being in theimtgenvironment (Wangt al. 2010).
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Culturable methods are still used due to the fhat tulturable bacteria remain the best
indicator of the concentrations of organic mattesurface water ecosystems (Skorczewski and
Mudryk 2009).

To overcome disadvantages of HPC methods, the alawelnt of different techniques, such as
epifluorescence microscopy and flow cytometry isdesl (Skorczewski and Mudryk 2009).

2.3 Microscopy

The routine tool for determining bacterial cell nugns in aquatic habitats is to use microscopy
(Wanget al.2010).

The enumeration of freshwater bacteria is widelyasueed by fluorescent direct-counting
methods (Schallenberg, Kalff et al. 1989). Thesthous using fluorescence microscopy have
enabled scientists to detect more bacterial numbensater and soil samples by one to four
orders of magnitudes compared with that identibgdraditional methods like plate-counting
methods (Kepner and Pratt 1994). However theresame limitations of these tools, for
example, the prolonged uses of the microscopy rffagtahe operator. Also, dead and living
bacteria cannot be distinguished by them (Helnal. 2004). The other limitations that can
affect the accuracy of the microscope detectiontlaeaineven distribution of the bacteria on
the filter, and the low number of bacterial celtegent on filters that should be enumerated
(Lebaronet al. 1998), and that rare events (single and specdlts)ccannot be detected
(Lemarchancet al. 2001). Also, by the use of microscopy, bacteriahbers may be varied
between investigators and this, for example, mayltén ambiguity in discriminating between
bacteria and particles (Nishimueaal.2006).

Coupling computer image analysis with microscopy tesolved the problems of the use of
non-automated counting methods, such as the dateatnie and operator biases (Daims and
Wagner 2007). The more objective and quantitativeames of microbial numbers in various
habitats can be obtained by automated image asd(ygaweet al.2005). For example, Grivet
et al. (2001) compared automated image analysis and viaoalysis in enumerating
streptococci and found that just a few seconds wexqaired to count about 600 streptococci
in one field using an automated image analysengwhis took 6 minutes when visual analysis
was used. Bloemt al. (1995) used an automated image analysis systeentonerating soil
bacteria and found that in a short time, more dtaivie and objective results have been
obtained using this system compared with that usadjtional visual counting.
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2.3.1 Epifluorescence microscopy (EFM)

The advancement of microbial ecology in fresh ardime waters has been supported by the
capability and precision of estimating numbers aizés of bacterioplankton using specific
stains and epifluorescence microscopy (Suetial. 1993).

Kirchmanet al. (1982) stated that there are three steps fortdo@mmting of bacteria; using
aldehyde to preserve water samples, staining sampith 4',6-diamidino-2-phenylindole
(DAPI) or other suitable stains and using polycadie filters to collect bacteria during
filtration. Then, bacterial numbers can be enuneerainder a microscope equipped with blue
light excitation or UV light (Bloenet al. 1995).

Epifluorescence microscopy has shown to be a ssitdemd accurate tool for estimating the
number of bacterial cells (Clarke and Joint 198@&rrén and Azam 2010), sizes of
picoplankton assemblages (Sieraekial. 1985), bacterial activity and biomass in freshwate
systems (Lisleet al. 2004). Researchers generally use EFM with Acridinenge (AO) and
4'.6-diamidino-2-phenylindole (DAPI) stains as slard direct techniques for enumerating
total bacterial numbers, sizes and biomass (Hobta. 1977; Porter and Feig 1980; Kepner
and Pratt 1994; Gaset al.1999; Yamaguchet al.2011).

Epifluorescence microscopy can be applied to thetnmvestigated bacteria due to the fact
that its optical resolution can meet the sizes astof them (about 0.2 um) (Grivettal.2001),

it is also simple, cost effective and is able tacbmbined with other fluorescence techniques,
such as FISH (Nishimurat al. 2006). This direct microscopic system is importémt
determining planktonic populations, which rangesie from 0.2 to 2 um. Also, it produces
images that can give good results in numbers a&s sif bacterial populations (Sieraekial.
1985).

Image analysis was firstly used to enumerate battalls in milk after staining with Acridine
Orange (AO). Its applications were firstly done $werackiet al. (1985) who analysed the
images from aquatic bacteria produced by epiflummese microscopy. This image analysis
contains an Artek 810 image analyser and Olympu3-BHEFM and has proven to be an
appropriate and rapid technique for bacterial cogntdetecting and sizing compared with
visual analysis. For example, in this experiméfit; €ight percent of the required time to count
bacteria was reduced when images analysis was used.

However, nonbacterial particles present in samiplag affect estimates of total cell numbers
and reduce the reliability of outcomes, so theyusthbe minimised (Paulsst al.2007). So, in
fresh and marine samples that have particles, thmeration of bacterioplankton by EFM can
be affected by the types of systems used, for elatmgbaronet al. (1998) compared some
dyes, such as DAPI and SYBR-II in enumerating biécia sea and fresh waters by the use of
EFM and FCM tools and found that bacterial numbétained by DAPI with EFM were lower
than that obtained by other dyes with FCM. Evenugfiomore time and labour are needed to
meet the microscopy requirements, the improvemaEs-M which have been made in terms
of, for instance, digital images and various flismence stains (Hammetal.2008), represent
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an advance. In addition, Felgt al. (2007) stated that the underestimation of totatdréal
numbers produced by EFM compared to FCM may bdalthee filter pore size used (0.2um).
Bacterial cells smaller than 0.2 um in size carb®inaintained or collected during sample
filtration.

2.3.2 Fluorochromes

For microorganisms to be visualised, staining psses are needed. Under a normal light
condition, bacterial cells are not easy to disanae form the background light. The field of
microbiology has been revolutionized by the adwedrdpecific molecular dyes (Boltet al.
2002).

In recent years, valuable and inexpensive techsifuedirect counting of total numbers of
bacteria in aquatic environments have been deveélogtaining individual cells with
fluorochromes (Kirchmaset al. 1982). These methods are reliable and producerhigtbers

of targeted bacteria than other methods (PorteFargl1980). Bacterial cells to be enumerated
under epifluorescence microscopy, one of threeeidifft dyes (fluorochromes) is commonly
used; SYBR gold (Clarke and Joint 1986; Garren &zam 2010), 4',6-diamidino-2-
phenylindole DAPI (Porter and Feig 1980) and aoedrange (AO) (Hobbiet al.1977). The
DAPI and AO are more commonly used to stain andrdehe number and size of bacteria in
aguatic environments (Suzulkt al. 1993). The picoplankton communities are routinely
estimated by these stains in water environmentsg&kiet al. 1985). However, viable, dead
and dormant bacterial cells cannot be discriminbie®API and AO (Davidsoet al.2004).

Kepner and Pratt (1994) reviewed the use of flumr@mes in direct counting of the bacteria
and found that during the time between 1940s a®84,9t was believed that AO was the best
fluorochrome when enumerating soil and planktomictéria, and was used in approximately
90 per cent of bacterial direct-counting. But sinbe 1980s, DAPI has replaced AO to
determine bacterial abundance as the bacterial stahoice.

2.3.2.1 DAPI (4', 6-diamidino-2-phenylindole)

The live bacteria compared with other microorgasisme highly and specifically stained with
DAPI (Suzukiet al.1993). It is also used to count protozoa in aguativironments (Boltest

al. 2002). Although the common use of DAPI is to entateebacterial numbers in marine and
aguatic environments, the majority of studies hawglied this stain in lakes, ponds and lotic
environments (Kepner and Pratt 1994).

The DAPI dye is a specific cytochemical technigoiedetecting chromosomal DNA does not
need specific conditions. The wavelength requic@d¥NA to be visualised is 390 nm; then
DNA shows blue but other particles show a slighioye As a result, it is easy to discriminate
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between bacteria and other particles (Sieratkal. 1985). DAPI binds preferentially with
Adenine and Thymine double strand DNA (Bok¢ial.2002). So, the DNA sequence that has
high percentages of these bases is highly stairtbdDAP| (Kepner and Pratt 1994). It can
also be bound with poly [d (G-C)]. For these sttebe bound with DAPI, pH of the medium
should be considered as it plays an importantinod@ntrolling this binding (Sabgt al.1997).
Although, DAPI can be highly excited by xenon orrougy lamps in EFM, it can be also used
with other techniques, such as FCM and Scannindd€ahlaser microscopy (CLSM(Bolter

et al.2002).

The prior fixation of bacterial cells is not requdr with DAPI which passes across cell
membranes of live and dead bacteria (Hamtigl. 2007). More important is that both RNA
molecules and particulate matters do not bind thithstain (King and Parker 1988). Although
double-strand RNA, protein and cells without nutid® material (ghost) have been found to
interact with DAPI (Zweifel and Hagstrom 1995), DABes not stain particles and detritus as
strongly as AO (Sieraclat al. 1985).

DAPI can be combined with tetrazolium dyes; INT (f2-iodophenyl)-3-(p-nitrophenyl)-
5phenyl tetrazolium chloride] or CTC (5-cyno-2, iBatyl tetrazolium chloride) which detect
electron transport activity and then give activiisaging and Parker 1988; Yet al. 1995).

Some researchers compared DAPI with other dye$, asdBacklight and Acridine Orange
(AO) and found that DAPI underestimated sizes amdlvers of bacteria (Suzuét al. 1993;
2010). However, Davidsoet al.(2004) revealed that no significant differencesveen results
of total bacterial numbers were obtained using Bgitf™ compared with when DAPI was
used.

2.3.2.2 DAPI concentration

The optimal concentration of DAPI is required tovegiaccurate estimates of bacterial
abundance. The bias in bacterial counts can ocgertal different concentrations of DAPI
stains (Schallenbergt al. 1989). Porter and Feig (1980) found that 0.01 jigéinthe final
concentration of DAPI was enough to stain the bact® samples collected from aquatic
environments, while the final concentration of A@ssM0 pg/mL. However, the increase of
particles in samples needs greater concentratioB#\Bl than for pure water samples due to
the fact that particles can mask the bacteria ardent them from staining. For example,
Schallenberget al. (1989) found that 5.0 pg/mL of DAPI was an optirsahcentration to
obtain accurate numbers of bacteria in sedimeMitset al. (1995) demonstrated that 10 mg/L
of DAPI is an optimal concentration for stainingl $@acteria. They stated that sediments with
less water contents but large particles may affaagnification processes when using
epifluorescence microscopy and do not give a skeitbdrus on the targeted bacteria using
100X magnification (Schallenbergt al. 1989). However, it is easy to analyse and count
bacteria in water samples because the lower bagkdrftuorescence in water compared with
soil samples (Bloerst al. 1995).
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2.3.2.3 Ideal time for staining with DAPI

The minimum time for staining with DAPI should bedwn to reduce the time to be consumed.
It is normally longer than the time for Acridined@ge (Kepner and Pratt 1994). For example,
Porte and Feig (1980) compared DAPI and AO stairierims of their proper minimum times
for sufficient staining in different water sampkesd found that the proper minimum time for
staining with DAPI was 5 minutes while it was 2 mies when AO dye is used. ¥ual.(1995)
found that the required time for staining the tatail bacteria with DAPI was 40 minutes and
can give a high number of total bacteria but, i ®dours when CTC was used for enumerating
active soil bacteria.

2.3.2.4 Factors affecting the stability of DAPI

It is very important to leave samples in the ddtkrdiltration and staining to obtain accurate
findings of the total bacteria (Seb al. 2010), because of the fact that the DAPI stawery
light sensitive (Yuet al. 1995). Some researchers believe that the ambghitrhay affect
direct counting results, so they prefer to do stgm the dark (Kepner and Pratt 1994).

DAPI can be excited by ultraviolet light and shdwse when binding with DNA (Suzulat

al. 1993) The stability of DAPI fluorescence is higtiean other dyes exposed to the ultraviolet
light using epifluorescence microscopy. For examptater and Feig (1980) demonstrated that
3 minutes were a maximum time for DAPI to remaisibde under ultraviolet light compared
with 1 minute when AO was used, and then dyes edaded after the continuous exposure to
the light beyond these times.

The fluorescence intensity of DAPI-stained bactedn be reduced through exposing to some
physical and chemical factors, such as UV radiasiod chlorine. The structure of the DNA
can be altered by them, and consequently, bacterrabers may become underestimated. For
example, Sabyt al. (1997) exposed DAPI-stained bactefiz¢herichia colisuspension) to
different concentrations of sodium hypochlorite afmind that at more than 25mg/L
concentration of chlorine, the fluorescence of DARIined bacteria was reduced. The bacteria
that have low chromosomal DNA or dead cells and smes may weakly stain with 4 '-6-
diamidino-2-phenylindole (DAPI), meaning that totmumbers of bacteria will be
underestimated (Suzukt al.1993; Secet al.2010).

Also, the staining property can be influenced katest of the bacterial growth, for example,
Berneyet al. (2007) selected just bacterial cells in the stetry phase to reduce the effects of
exponential states of the bacteria on staining gnas.
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2.3.2.5 Acridine Orange (AO)

Both prokaryotic and eukaryotic cells can be siiwith AO (Bolteret al. 2002). Bacterial
DNA and RNA can be stained with AO but under speaibnditions. The emission waves
which are required to enable DNA and RNA to be aised are 436 nm or 490 nm; then DNA
of inactive bacteria appears green whereas RNAtdfeabacteria shows red (Schallenbetg
al. 1989). Although optimal green fluorescence cambleieved through applying a small
amount of AQ, its fluorescence will fade quicklythts concentration (Hobbiet al. 1977).
Detritus, clay and other components of cells castaamed with AO due to the fact that this
dye is positively charged (Boltet al.2002). The main problems of AO use are that whetri
and other patrticles can take up AO dye and so Iséak@n for bacteria (Schallenbezgal.
1989).

2.3.2.6 LIVE/DEAD BacLight™ Kkits.

The LIVE/DEAD BacLightTM kit contains two stainsY$0 9 and propidium iodide PI. Both
live and dead cells can be stained with SYTO 9r#agocence, when used alone, while
propidium iodide can only label cells with damageembrane. The mixture of the two dyes
can be binned with bacterial nucleic acid and thtal tand viable bacterial cells can be easily
determined. The bacterial cells with intact membgszare stained with SYTO 9 and show green
while bacterial cells with damaged membranes ase stained with Pl and show red after
mixing with SYTO 9 (Bouloset al. 1999; Paulset al.2007). Active and dead bacterial cells
can be discriminated by this kit (Bernetyal.2007).

Many researches have applied this techniques termaing bacterial numbers, for example,
the BacLight kit was applied for the first time to naturallycoering bacteria by Naganuma
(1996) and found to give a similar number of intastl dead bacterial cells to that obtained
using AO dye. The BacLighYf Kit was applied also by Querat al. (2004) to determine the
viability of bacteria in deep-sea sediment. Tharshas proven to give reliable and fast data
about viable bacteria. It was also able to circumivbe impacts of decompression on the
fluorescence intensity. In addition, compared WXAPI, a higher number of total bacteria
were obtained and bacterial cells exposed to lawvigcconditions were easily and highly
detected by this kit. Terziewet al. (1996) used the BacLight kit to enumerate viable and
dead airborne bacteria and also compare it witerdat techniques. The results of nonviable
bacteria produced by this kit were in agreemenh what for injured bacterial cells produced
by a plate count agar tool. Boulesal. (1999) used this kit to enumerate bacteria inkiinig
water systems and found that a better contrastdegtwvo colours (red and green) of bacterial
cells, brighter fluorescence and low backgroundriscence were obtained. Moreover, it gave
the same total bacterial numbers as given by thestaihing tool and also the same viable
numbers as given by CTC. However, the viabilitypatterial cells was negatively related to
some factors, such as fixation with glutaraldehgde temperature.
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The state of a bacterial cell between death antuiliiais referred to as its intermediate state
that cannot be detected by culture-dependent methd can be detected by a combination
of specific molecules with epifluorescence micrgacmr flow cytometry. For example,
Berneyet al.(2007) combined the LIVE/DEAD BacLight kit with flow cytometry to assess
its role in detecting such stages with known calle bacteria lik&.coli recovered from the
Glatt River in Switzerland, and found the methodjitee clear patterns for the description of
all physiological states of gram-negative bactehee, dead and injured.

However, Bouloset al. (1999) concluded that the availability of equipmand qualified
workers have limited the BacLight kit direct tool from being routinely used.

2.3.2.7 Ethidium bromide (EB)

The DNA of both prokaryotic and eukaryotic cellseiasily stained with ethidium bromide
(EB). Dead cells can be well indicated using thye.dThe permeability of this dye via cell
membranes to the cell interior is known to be |@&ll walls and other intracellular contents,
clay and detritus cannot be stained with it (Boéteal. 2002). Hanniget al. (2007) used this
stain to visualise dead bacteria which were shanretfluorescently orange.

2.3.3 Scanning electron microscopy (SEM)

Scanning electron microscopy (SEM) can be useét@rchine microbial numbers, distribution
and sizes especially that attached to surfacesz@eret al. 2005). Rapidity and clarity of
SEM can be enhanced by the use of filtration tétecobacterial cells before observing them
with SEM. The types of filters can play an impotteoie in its rapidity and clarity. For example,
Bowden (1977) used SEM to enumerate bacterial nesiii@ere maintained on the surfaces of
two types of filters and found that higher numbefsbacteria were obtained when a
polycarbonate nuclepore filter was used compardia avcellulose filter.

Several publications have used SEM for estimatiactdrial numbers and sizes in different
environments. For example, some types of soil bactesuch asBacillus cereusand
Staphylococcus aureusave been estimated using SEM by Hageal. (1968) and bacterial
viewing found to be limited when their concentragovere more than 16ells per gram. A
new method using automated stage control SEM hars tesigned and developed by Sanders
et al. (2012) to enumerate bacteria attached to surfandsthey found to give rapid and
accurate estimates of bacterial numbers. This tqabnalso was used by Aoki (2003) to
enumerate Testacea (protozoa) in soil and fourgivi® accurate estimates of their numbers
after using specific methods to separate them Boin In the case of bacterial sizes, however,
Fuhrman (1981) demonstrated that epifluorescenceostopy has proven to be more accurate
than SEM in determining bacterioplankton sizesthiglis due to bacterial cell shrinkages that
can be produced during the processes of dryinghbattells before examining with SEM.
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However, SEM does not distinguish between live @ead bacteria. It is also labour intensive
and requires expensive equipment (Kezhpl.1993; Marieet al. 1999).

2.3.4 Flow cytometry (FCM)

The first development of FCM was in the 1960s witewas used by scientists to detect
mammalian cells. Since the 1970s, it has also lsed in the microbiological field but its
popularity and application were hindered by sonutois, such as the small size of bacterial
cells and the paucity of specific nucleic stainsa(\yet al.2010). FCM was considered to be
an alternative tool to EFM at the beginning of 198®determine numbers of bacteria present
in natural ecosystems.

In a short period of time, it is able to enumetates of thousands of bacterial cells in a flow
system. Reproducibility and objectivity are twatloé main features of FCM (Nishimueg al.
2006; Felipet al.2007). Flow cytometry is a reliable and multiqaeter technique used to
enumerate total numbers of microorganisms andtalassess their physiological states using
a wide range of fluorescent dyes. Rapid resultsbmmbtained with FCM compared with
microscopy, for example, just five minutes are regliper each sample to obtain results
compared with approximately twenty minutes usinfle@escence microscopy (Wareg al.
2010). Accurate results of certain populations barachieved by FCM due to the fact that
during harsh environmental conditions, some of éhpspulations are able to enter non-
culturable states and cannot be detected by athkeniques, such as heterotrophic plate count.

The FCM tool has been applied by Hodtnal. (2004) to enumerate total bacterial numbers in
milk and found to have the ability to detect appnoately less than 10000 cells per ml. FCM
with the Syto 13 stain has been used by Gasall. (1999) to enumerate and discriminate
marine bacterioplankton. Two sub-populations witv IDNA and high DNA content were
clearly discriminated. The bacteria with low DNAntents corresponded to dead cells, while
living cells were represented by the bacteria viilh DNA contents. Paulset al. (2007)
demonstrated that flow cytometry was the most pawevol for determining microorganisms
in the Berg River in South Africa, it gave highetal numbers of microorganisms than
epifluorescence microscopy for the bacteria staimitl AO dye (accounted just for 43.08%
of the total bacterial numbers identified by FCMpwever, Felipet al. (2007) compared two
techniques, FCM and epifluorescence microscopygiarchining bacterial numbers in samples
collected from different lakes. Very similar resulbf total bacterial numbers have been
obtained by both techniques, for example, 0.29 % & 0.31 x 1Dwere the minimum
numbers of total bacteria achieved by FCM and Efdgpectively (Feliget al.2007).

However, this technique has some limitations retstig its uses for routine tests, one of which
cost in that it requires expensive equipment (Raulackson et al. 2007). The fewer number
of comparative studies on the application of FCMtamerate microbes in aquatic systems is
another issue. A suspension of single cells isiredquand any clumps and debris in it should
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be minimised. Also, FCM data are quite complex (g/dtammes et al. 2010). and need well-
trained operators to interpret (Nishimwiaal. 2006).

The microfluidic platform (on-chip flow cytometrig a direct, fast and automated method that
requires just a small volume of sample for bactemmumeration and also does not need any
stains (Bacet al. 2008). Because it is a closed device and also mmacrpchips can be easily
disposed, sdt is biologically not hazardous (Sakamabal. 2005). The method depends on
autofluorescence from the bacterial cell lysateerithe cell lysate can be detected by laser
(Baoet al.2008). Some researchers have applied this tedttmate numbers of bacteria, for
example, in Neyagawa and Hirano rivers in Japarkgi®ato et al. 2005), in different
freshwater samples (Yamagucéi al. 2011) and also with pathogenic bacteria, such as
Escherichia col(Baoet al.2008).

2.3.5 Solid-phase cytometry

Although EFM and FCM are commonly used direct tégies in enumerating aquatic bacteria
compared with other methods, neither is able teaatire events (single cells), and this can
be performed by the use of a specific stain (Lemmandet al.2001). For example, Coods al.
(2005) used solid-phase cytometry in conjunctiothviluorescence dye (carboxyfluorescein
ester stain) to dete€@ampylobacter jejunjviable but non culturable). Also, Lemarchastdl.
(2001) used this tool in conjunction with SYBER @mell to detectEscherichia coli The
authors stated that this tool does not requirdaige volume of sample to be filtered, Lisie
al. (2004) mentioned that this tool is not time consgrand does not overestimate actual
bacterial numbers, if bacterial abundance has emiuo less than 20 However, the
combination of different dyes is impossible becausdiple wavelengths of excitation are not
available in the solid-phase cytometry tool. It veéso applied by Broadawagt al. (2003) to
count vital bacteria in many water sources, andpsyed with the R2A agar plate technique.
Results of the total number of vital bacteria afeai by solid-phase cytometry in half an hour
was identical to that obtained by R2A agar techesgafter incubating samples for about 14
days.

2.3.6 Fluorescent in situ hybridization (FISH)

Relative and absolute abundance of bacterial pyyy$st can be accurately determined by FISH
due to the fact that this technique is not inflleghby the variation of the copy numbers of 16S
rRNA (a PCR-non-based method) (Stepanauskas 2003). Specific bacterial taxa (groups)
in freshwater samples can be successfully revelaye8ISH using oligonucleotide probes
(Bolter et al.2002; Selinummet al.2005).

Also, the microscopy and flow cytometry tools casm dombined with FISH to enumerate
fluorescently labelled bacterial cells (Lindstratnal. 2005; Kuninet al.2008).
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2.3.7 Other uncommon enumerating methods

There have been several uncommon methods useddorezating bacteria. For example, the
Bioplorer optical system (BP) provided with a bllight source (LED) was applied by
Nishimura et al. (2006) for enumerating marine bacteria. Also, rotial cells can be
enumerated using Immunofluorescence assays thrapghying antibodies (Daims and
Wagner 2007). In addition, the sublimation of Adentechnique was also used by Glagin

al. (2004) to enumerate bacterial cell numbers in gbffé natural samples, such as sand and
sea water.

2.3.8 Filters and filtration processes

The most reliable types of membrane filters arg/gabonate filters which have been mostly
used in enumerating bacteria (Kepner and Pratt )19%F example, Hobbiet al. (1977)
compared the efficiency of cellulose and polycadiemuclepore filters for direct counting of
bacteria. Nuclepore filters retained a large nundédyacteria on their surfaces, as they have
flat surfaces and uniform pore sizes. In contrastcellulose filters, many bacteria cannot be
seen because they were held inside the filteringad an underestimation of bacterial numbers.
To prevent background fluorescence, filters mustamed with black (Kepner and Pratt 1994).
The commonly used 0.2 pm pore diameter retains &8acteria on its surface (Hoblmeal.
1977). In sediments and freshwater most bactegabatween 0.3 to 0.7 um in diameter,
although, in well water between 0.09 and 0.25 ppnegent a significant proportion of bacteria
(Kepner and Pratt 1994). Fuhrman (1981) statedlidmét of small bacterial cells can be missed
when using 0.2 um pore size filters. Black filtesith pore size of 0.1 um have recently become
available, but filters with a 0.2 um pore size rantae most commonly used, perhaps because
of the paucity of studies using this type of fitéo enumerate total bacterial cells (Kepner and
Pratt 1994).

It is important when counting bacteria that cett®wdd be visible and remain on the filter
surface, and be distinct from other objects orittex. This can be resolved through the control
of staining conditions (Hobbiet al. 1977). Numbers of bacteria present on filtersciftee
precision of counts, and no fewer than 400 celidifter should be counted (Lisket al.2004),
reducing numbers by dilution to avoid huge numloérsells per field (Bolteet al.2002).

The minimum numbers of bacterial cells and also Imens of fields that should be counted
have been previously investigated (Kirchredral. 1982; Kepner and Pratt 1994; Ligeal.
2004; Chaest al.2008), and also the volume of water sample thaulshbe filtered (Jones and
Simon 1975; Kepner and Pratt 1994; Lemarchetral. 2001; Lisleet al.2004; Yamaguchet
al. 2011).
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To prevent background fluorescence, non-fluoressenmamersion oil should be selected
(Bolter et al. 2002). For example, Wynnwilliams (1985) demonsulathat a lower
fluorescence background and increased colour ain{r@d, gold and green) between
microorganisms was obtained by applying a photiafadetardant (Citifluor).

2.3.9 Fixation and preservation of water samples

The processing of samples should use sterilizegeoant during collection and filtering of
samples (Bolteet al. 2002). Also, it is preferable to analyse water glas immediately after
collection but if not, they should be fixed andretbfrozen (Kamiyat al.2007), although this
may decrease bacterial counts (Bokeml. 2002). The most commonly used preservative is
formaldehyde, but some studies use glutaraldehydprer and Pratt 1994).

After staining with the dye, slides should be stioa¢ 4°C and determined no longer than 24
hours later (Yiet al.1995), or kept frozen at -20 °C which can prewtainges in total bacterial
numbers for up to 70 days (Kepner and Pratt 1984gterial cells can be lost during long
storage time of samples (Queetal.2004).

2.3.10 Researcher bias

The bias of direct counting of bacteria can be peed by different investigators and they
should be trained (Kepner and Pratt 1994). Howetés,remains less than other biases as a
result of using different methods, such as numbgfiters and fields that should be counted.
For example, Kirchmaget al. (1982) found that number of fields and filters eveesponsible

for about 80% of the variations of bacterial nunsber

Table 2.1 summarises advantages and disadvanthgeme methods used to study bacterial
abundance
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Table 2. 1Advantages and disadvantages of some methodsasadly bacterial abundance.

Method

Advantages

Disadvantages

References

Plate count agar PCA

R2A agar

Epifluorescence microscopy

DAPI

(4',6-diamidino-2-phenylindole)

AO (Acridine orange)

Flow cytometry

Suitable for fast growing bacteri
Inexpensive.

Suitable for slow growing bacterii
Gives high bacterial counts. Suitak
for subculturing. Inexpensive.
Simple, low cost. Can be combins
with other tools, such as FISH. |
optical resolution meets the size
most bacteria (0.2 um).

Prior fixation of bacteria is nc
required. Does not need speci
conditions. Gives highe
discrimination between bacteria ai
particles. Can be combined wi
other dyes, such as tetrazolium (I
and CTC) and techniques such
FCM.

Stains DNA and RNA. Stains bof
Prokaryotic and Eukaryaotic cells.

Can enumerate tens of thousands
cells in a short time. Multi-parameti
(can enumerate cells and assess
physiological states). Detects rg
events. Reliable and reproducible.

Gives low bacterial counts. N
suitable for
Underestimate bacterial numbe
Laborious and time consuming. Do

not detect unculturable bacteria.

Reasoner and Geldreich (1985)

subculturing APHA (1998)

Masseet al. (1998)

Laborious and time consuming. Does

not detect unculturable bacteria.

Laborious and time consumin
Cannot detect rare events.

Very sensitive to light and sorr
chemical materials present
samples such as chlorine.

Needs specific conditions. Stai
detritus, clay and other componer
of cells.

Requires expensive equipmel
Sophisticated

needs well-trained operator
Requires suspension cells wi

minimum debris.

Nishimuraet al. (2006)
Hammeset al. (2008)

Sierackiet al. (1985)
Hanniget al. (2007)
Kepner and Pratt (1994)

Schallenbergt al.(1989)
Bolteret al. (2002)

Felipet al. (2007)

instrumentation alr Wanget al. (2010)

Paulseet al. (2007)
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2.4 Molecular-based techniques for studying bactesl communities

2.4.1 Culture-dependent methods

Traditionally, the heterotrophic plate count methweabs used to study the microbial diversity
of freshwaters (Kirlet al.2004) and in the 1980s, based on these culturerdiemt methods,

it was believed that bacterial species in freshwagbitats were similar to those in soil and
marine systems (Hahn 2006). However, many bactepe@ties cannot be cultivated (Kiek

al. 2004) and about 99 % of bacteria in natural emvirents are not able to grow on widely
used media, leading to the overlooking of most igsgaresent (Schmeissetral.2003). Some
organisms may inhibit the growth of others, andgpre@ading of some colonies may hide those
with low growth rates or affect their subsequeatason (Kirk et al.2004). Another drawback

is that these methods are not able to differenbateveen free-living and particle-associated
microorganisms (Plancherel and Cowen 2007).

Culture-based methods can be combined with moletalsed methods to allow detailed
characterisation of organisms that can be cult(irecharchanckt al.2001; Segawaet al.2011).
For example, Segaved al.(2011) isolated and characterised 234 of therdistiolonies grown
on the R2A agar medium. Also, Hahn (2009) describeden species belonging to the
Actinobacteria phylum in freshwaters.

2.4.2 DNA based characterisation of bacterial commmities

Microbial communities in the environment are higtlyerse (Daims and Wagner 2007), and
their full characterisation requires both organigientification and quantification of the
abundance of taxa. The limitations inherent withture-dependent methods have been
overcome by the discovery of DNA-based moleculehtéjues. Huge amounts of data about
the taxa and species present in targeted enviroisroan be obtained using molecular methods,
particularly those that target 16S rRNA genes, aithneeding to cultivate individual
organisms (Gurtler and Stanisich 1996; Headl. 1998; Ranjarcet al. 2000). A number of
different methods have been used. Cloning and seqgof 16S genes focuses on organism
identification. Fingerprinting methods such as ARI&d DGGE seek to quantify the relative
abundance of taxa. Increasingly, the applicatiomigh throughput sequencing methods is
allowing simultaneous taxon identification and qifesation (Fisher and Triplett 1999;
Muyzer 1999; Edwardst al.2006; Dall'Agnolet al.2012). In the natural environment, specific
microbial taxa can be quantified through desigrsipecific probes (Muyzeat al.1993). These
methods give limited information about the funcabrole of members within a community,
but the functional genes can be revealed usinggghahetagenomic (Schmeissral. 2003)
and metatranscriptomic (Gilbeet al. 2008; Coll-Lladoet al. 2011; Gosalbest al. 2011)
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approaches. It has become clear that bacterieeghivater are taxonomically distinct from
bacteria that live in marine or soil environmengef{sse 2006; Mueller-Spitt al.2009).

2.4.2.1 DNA extraction methods

Most molecular methods are dependent on the eixtnacf DNA from samples. Methods for
this ideally need to be simple, rapid, safe and ¢t with good yields of DNA that is free
from inhibitors that can reduce the efficiency @R amplification (Jarat al. 2008). This
involves a balance in the selection of cell extaacmethods. If the method is too gentle, the
lysis efficiency of some microorganisms like graosiive bacteria may be low. By contrast,
harsh extraction methods may shear nucleic acidaning that target sequences may not be
amplified by PCR (von Wintzingerodt al. 1997). Metagenomic techniques, which require
high molecular weight DNA, are dependent on DNArastion and purification approaches.
Samples with low DNA content or high concentratiohpotentially interfering contaminants
may require more elaborate DNA extraction and pation strategies (Seumakual.2012).

2.4.3 Non-PCR based methods

2.4.3.1 DNA reassociation

The identification of DNA-DNA similarity is still atandard tool for the description of species
(Rossello-Mora and Amann 2001; Kiek al.2004). DNA is extracted, purified and denatured
and the rate of reassociation quantified as thes tiequired for half of the DNA to be
reannealed and is expressed byiG@Kirk et al.2004). This rate is dependent on sequence
similarity, and the degree of similarity betweenotwicroorganisms can be measured by
calculating the difference in thermal denaturatimdpoint (Tm) and the relative binding ratio
(RBR). If, for example, two DNA samples are mixediahe Tm value is less or equal to 5°C
and the PBR value is equal or more than 70%, tlkesammples would be classed as belonging
to the same species (Rossello-Mora and Amann 200i9.method has been used by Torsvik
et al. (1990) to study the heterogeneity of soil bactéryameasuring the rate of DNA
reassociation in a single (taxonomically heterogesg DNA sample. All cultivable
prokaryotes can be measured by this method, howbeeause of the high genetic diversity
of the total bacterial populations in soil combimveth impurity and degradation of the DNA,
an incubation time of several weeks is requirecexh 50% DNA reassociation.
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2.4.3.2 FISH

Fluorescent in situ hybridization (FISH) uses flesgently labelled oligonucleotide probes,
which hybridise to rRNA in cells that have previlyuseen fixed to increase cell membrane
permeability, allowing the enumeration of a patéacuaxonomic group (Leet al. 1996; Kirk

et al. 2004; Kuninet al.2008).

The oligonucleotide probes may be designed to tamgentire domain, a particular species or
any taxonomic level in between. It is, however giconsuming; multiple probes must be used
to obtain information on community structure (Leteal. 1996); viability of cells cannot be
determined and low rRNA content of cells in oliggthic environments limits its usefulness
outside of eutrophic environments (Kenzaital.2001).

2.4.4 PCR-based methods

2.4.4.1 PCR technique

The first application of the polymerase chain reec{PCR) to environmental samples was to
amplify DNA derived from picoplankton in the SargasSea (Giovannoret al. 1990). The
diversity of prokaryotes is usually studied usiigXDNA. Eukaryote communities are often
studied using 18S rDNA (Kirkt al.2004) although work on fungal communities oftagyéas
the intergenic transcribed spacers (ITS) (Nilssbal.2009).

When inhibitors are present in environmental sag)dENA may be degraded. A cell lysis
buffer is essential for the DNA extraction whichnche interfered with and inhibit the
polymerase that is necessary for PCR amplificatifoRNA. It is also important to know that
most bacteria produce nucleases that can hydr@li® and prevent it for being amplified
(Seumahtet al.2012). To overcome these problems, some researbhee made dilutions of
samples before extracting DNA while others havexitto purify nucleic acids (Gutierrez al.
1997). However, these nucleic acids (DNA and RN&&) be lost during purification processes,
leading to bias in studies of bacterial diverskyk et al.2004). Also, PCR amplifications of
heterogeneous targets are almost inevitably biased, may give inaccurate estimates of
diversity (Yannarell and Triplett 2005).

2.4.4.2 Genetic fingerprinting techniques

The advent of various genetic fingerprinting tdgoes, such as denaturing gradient gel
electrophoresis (DGGE), Temperature gradient gattedphoresis (TGGE) (Muyzesat al.
1993; Muyzer 1999)SSCP (single strand confirmation polymorphisms)e(ee al. 1996),
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Amplified ribosomal DNA restriction analysis (ARADAor restriction fragment length
polymorphism (RFLP), terminal restriction fragmeotymorphism (T-RFLP) (Liet al.1997)
and automated ribosomal intergenic analysis (ARI$Rsher and Triplett 1999), have
revolutionized our knowledge of the structure anghainics of complex microbial
communities in freshwater ecosystems and the biatid abiotic factors affecting them
(Yannarell and Triplett 2005; Hahn 2006; Burtscleéral. 2009; Humbertet al. 2009; de
Figueiredoet al. 2010). The methods require less effort than clbiary construction,
allowing more samples to be processed (Rangardl. 2000). These methods involve PCR
amplification of specific genes, such as 16S rRNap using specific or universal primers
(Muyzer 1999). Then, microbial diversity of the difipd sequences is displayed using gel
electrophoresis (for example, RISA or TRFLP or DGGEhe band profiles on the gel will
reflect the genetic structure of the microbial conmity. Excising bands from the gel, cloning
and sequencing can be done to establish the pmatigggroups present (Ranjagtial. 2000).
However, these methods are subject to PCR biaspamaers will not hybridise with equal
efficiency to all sequences present (Clenedrdl. 1998; Jonest al.2007).

2.4.4.2.1 RISA/ARISA

RISA and ARISA examine length variation of the ngenic spacer regions (ITS) between 16S
rRNA and 23S rRNA. RISA uses manual electrophorestpuantify fragments present (Kirk
et al. 2004), whereas ARISA does this using automatic Dd¢4uencers after labelling the
forward primer with a fluorescent dye (Fisher andplétt 1999). The peak in the
electropherogram is sized using a size standar@®amtiabundance estimated from peak areas
or heights (Cardinalet al.2004). Large DNA fragment sizes of up to 1,400elaair (bp) in
length can be separated by this technique (FisteeTaplett 1999).

ARISA is inexpensive, rapid and reproducible, ameh ¢rack and characterize microbial
diversity and composition in different environmemtger temporal and spatial variations
(Fisher and Triplett 1999; Browet al.2005). Because it is automated, bacterial compaosit
diversity and structure can be easily analysedange number of samples (Crurepal.2003;
Cardinaleet al.2004). The number of OTUs detected per sampleRMA ranges from 38 to
232 (Fisher and Triplett 1999; Ranjaetlal. 2000). However, it is limited by PCR biases like
other fingerprinting tools (Kirket al. 2004) and it is difficult to identify the organism
responsible for particular ARISA fragments as thaganty of ITS sequences deposited in the
National Centre for Biotechnology Information (Gemi&, http://www.ncbi.nlm.nih.goy/
represent cultivated microorganisms and clinicadiss (Brownet al. 2005). Also, the same
lengths of ITS region can be found in unrelatecanrgms or multiple ITS lengths may found
in the same species or even within different rRNo&rons within the same bacterial isolate.
However, ARISA patterns are reproducible. Multiplaplifications of the same sample give
the same peak intensity and OTU number, and thierpais not altered by changes in PCR
cycle numbers (Browet al.2005; Kara and Shade 2009) .
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Several studies have investigated the efficienay mbustness of ARISA in characterizing
bacterial communities in aquatic environments. BHitg and composition of three different
communities of freshwater bacteria were evaluate&ibher and Triplett (1999) who found
different patterns in the three communities but shene number of fragment sizes. These
results led the authors to propose that ARISA wasféective and rapid tool for estimating
bacterial community diversity and for tracking tesngd and spatial variations in composition.
Schwalbachet al. (2004) assessed the changes of the abundancemef m@rine bacterial
phylotypes exposed to different viral treatmentt\@isARISA and TRFLP. Both methods
detected changes in composition, but gave the samber of taxa. Lear and Lewis (2009)
used ARISA to reveal impacts of different land osebacterial communities in freshwaters.
Danovarcet al.(2006) found that ARISA and T-RFLP were equallgefive in discriminating
betweenPseudomonassolates in different aquatic habitats. Howevenme studies have
observed higher abundance and diversity of badatsiiay ARISA.

Some modifications of ARISA may increase its sevigit Quantitative-ARISA aims to
estimate the number of DNA fragment sizes presgmhéking different dilutions of samples.
Ramette (2009) used this to investigate microbimhmunity richness in marine sediments.
Nested ARISA can be used to test a large numbemovolume samples or that might contain
a small biomass of microbes. Lear and Lewis (2Q@@d this to investigate the influence of
anthropogenic activities on bacterial communitystinre in four streams in New Zealand.

1- Intergenic transcribed spacer (ITS) region

Ribosomes are essential for protein synthesis dhdaateria have ribosomal operons
containing 16S rRNA genes, 23S rRNA genes and B&\rgenes (Brown and Fuhrman 2005;
Wolska and Szweda 2012). These contain approxignd®b0, 3300 and 120 base pairs,
respectively, and are highly conserved during enaiu(Rossello-Mora and Amann 2001).
The internal transcribed spacer ITS region betwbhenl6S rRNA and 23S rRNA genes can
contain 0, 1 or 2 tRNAs (Barrgt al. 1991), but apart from these sections, it is lesserved
than 16S or 23S (Brown and Fuhrman 2005). The €G8n contributes to the correct folding
of nascent rRNA as it contains anti-terminationifsgDall’Agnol et al.2012). The ITS region
varies greatly in length and nucleotide sequeneeause of the fact that the sequences of this
region are less conservative among bacteria. Tigh tariability makes it suitable for
detecting differences between bacterial straind,cdosely related species (Fisher and Triplett
1999; Fishert al. 2000; Brown and Fuhrman 2005). For example, cjosshted strains of
CyanobacteriaProchlorococcusor Synechococcuksave been successfully delineated using
ITS sequences by Rocag al. (2002) and Dall’Agnoket al. (2012). Manet al. (2010)
investigated the efficiency of three 16S rRNA, I'B8d 23S rRNA in identifying and
differentiating species and strains@dmpylobacteand found that the ITS region had the best
discriminatory power. They concluded that ITS geneguire less effort and time to be
amplified, sequenced and assembled compared whikrot For example, to amplify and
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sequence the complete ITS genes (~ 1000 basengaingth), just one pair of primers could
be used compared with 4 and 8 different primerd 68 rRNA and 23S rRNA. However, more
than a number of copies can be produced from desbagterial cell and in turn may lead to
the overestimation of bacterial diversity in thegted environment (Dall'Agneit al.2012).

Brown and Fuhrman (2005) compared the efficienchff 8fgenes and 16S rRNA in revealing
the diversity of marine bacteria. They found thHE® Igenes gave information on fine-scale
phylogeny and allow more detailed discriminationsphtial patterns than 16S rRNA gene
analysis. Large numbers of bacterial lineages Hmen identified using ITS genes. They
concluded that the ITS region was the best mademicrobial diversity and biogeographical
research.

Studies based on RNA are more accurate than thassdlon DNA in describing the active
members of a microbial community. Active cells @nthigher concentrations of ribosomes,
and RNA is degraded much more rapidly after celitdgRevettaet al. 2010). However,
ARISA fingerprints cannot be obtained from RNA rdmsomal RNA is rapidly cleaved from
a transcribed spacer after synthesis.

2- Primers

ARISA, like other approaches involving PCR amp#tion of heterogeneous targets, requires
an appropriate choice of primer pairs that effidieamplify sequences from a broad range of
organisms, ideally without taxonomic bias (Gurdad Stanisich 1996). Cardinaeal.(2004)
assessed the efficiency of three different ARISHnpr sets (1406F/23S, ITSF/ITSReub and
S-D-Bact-1522-b-S-20/L-D-Bact-132-a-A-18). Theymoithat the ITSF/ITSReub primer pair
that they had designed generated a higher numberooé reproducible peaks, with a wide
range of spacer sizes. The ITSF/ITSReub primewastalso more sensitive, and could detect
OTUs that represented only 0.1% of the total DN#keketal. (2007) examined the efficiency
of different primer sets (ITSF/ITSReub, cITSF/ITSReand 1406f/23Sr) in determining
bacterial community composition in Lake Mendota.eTdifferent primer pairs generated
different community profiles but the conserved gpets of the bacterial community were
observed and all pairs showed similar patternsrelteehowever, no universal primer set that
can be used to amplify all microbial taxonomic grelry PCR with the same efficiency. As a
consequence, no primer sets give an entirely uabipgture of microbial communities (Jones
et al.2007).
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2.4.4.2.2 DGGE and TGGE

DGGE and TGGE are similar techniques, introducedMimyzer et al. (1993) and used to

characterise complex microbial communities in rat@nvironments. Distinct bands were
successfully obtained, allowing them to charactet®mmunity diversity and shifts in

community composition (Muyzest al. 1993; Muyzer 1999).

16S rDNA regions are amplified by PCR using unigegimers. Then, the resulting DNA
fragments are electrophoresed on polyacrylamids, gethich either contain a gradient of
denaturants, such as formamide and urea, or madatait a temperature gradient. The DNA
fragments are then separated based on their sespid3ands can be re-amplified, cloned and
sequenced to identify the organism that corresptmdach band (Muyzet al. 1993; Muyzer
1999) or used as probes in hybridization methodbk a8 FISH (Kirket al.2004).

DGGE has been used to study bacterial communityposition and diversity in reservoirs
(Yan et al. 2008), estuaries (Castle and Kirchman 2004), seeawRiemannet al. 2008),
sediments (Laet al.2006) and soil (Gelsomino and Cacco 2006).

DGGE and TGGE are claimed to be rapid, reliable rapdoducible, allowing large numbers
of samples to be processed (Muyzer 1999). Howedkey, have low sensitivity in detecting
rare members of bacterial communities, are sulbpeBXCR and extraction biases and can be
affected by the formation of heteroduplex molecMsyzer 1999). Primers need to include
a 35-40 bp GC clamp to keep the part or most obDiRA& as double stranded during separation
on the gel and this may produce artefacts durieg®@R annealing steps (Lekeal. 1996). In
addition, different sequences may show similar atign patterns, meaning that one band may
represent more than one bacterial species @igt.2004). Large DNA fragments sizes cannot
be separated on DGGE gels, so the methods areditat DNA fragments between 300 to 500
base pairs long (Vallaey al. 1997).

2.4.4.2.3 SSCP (single strand confirmation polymotpsms)

Like TGGE/DGGE, SSCP depends on the separatiorN# bagments of the same size, but
with DNA sequences on polyacrylamide gels. The sdjmm is based on the formation of
secondary structure in single stranded DNA, andrtbthod is simple and does not require the
use of radioactivity (Leet al. 1996). SSCP was originally developed to discovetations in
DNA and to determine known and novel polymorphigiisk et al.2004). It can detect small
changes in DNA sequences and the low percentageactierial population in a whole
community can be detected as well. Unlike DGGEQ® clamp is required and unlike T-
RFLP, does not require the use of restriction digas (Leeet al. 1996). It can be used as an
alternative to RFLP for improving the discrimingtopower of the ITS-PCR method
distinguishing DNA fragments with different sequesdut having similar lengths (Wolska
and Szweda 2012).
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However, SSCP can be affected by different factams, small differences in gel matrix and
temperature can alter the resulting fingerprinia @nd Sommer 1994). It also suffers many of
the disadvantages of DGGE, including problems ahbgédeteroduplex formation (Kirdt al.
2004).

2.4.4.2.4 ARDRA (Amplified ribosomal DNA restriction analysis/ restriction fragment
length polymorphism (RFLP)

Microbial diversity can be studied using RFLP or ABRA to detect DNA polymorphisms
(Kirk et al. 2004). After amplifying 16S rDNA and digesting itestriction enzymes,
restriction fragment polymorphism is displayed gsagarose electrophoresis (Clemenal.
1998). The method was first used on cultivatedates before sequencing became routine. The
method can be applied to the whole microbial comtguwhen the RFLP profiles reflect all
restriction fragments for the dominant membersefwhole community, and common bands
can be cloned and sequenced. Alternatively, itmansed to select 16S clones for sequencing,
to avoid duplicates of common OTUs (Tiedjeal. 1999). Smitet al.(1997) used ARDRA to
determine microbial community structure of soil eomment.

However, variable numbers of fragments per strambme obtained using ARADA, while with
T-RFLP, one fragment per unique ribosomal operonbeaobtained, which is often equivalent
to one per strain (Clemeat al. 1998; Tiedjeet al. 1999).

2.4.4.2.5 Terminal restriction fragment length polynorphism (T-RFLP)

Complex microbial communities can be detected BRFLP, originally described by Lietal.
(1997). 16S rDNA is amplified using fluorescentipetlled primers, and the products digested
with two to four restriction enzymes, such ldbal and Rsd. The labelled fragments are
detected on an ABI sequencer, sized and quanfifiacet al.1997; Clemenet al.1998; Tiedje

et al. 1999). This has marked similarities to ARDRA, fast only terminal fragments are
labelled, the resulting fingerprints are simpleirkket al.2004).

Many different species can contain the same TREtlleproduced by the same restriction
enzyme, so multiple TRFLPs produced by differestrietion enzymes are usually combined
(Clementet al. 1998).

However, as other fingerprinting methods, it isskeid by the PCR amplification (Clemestt
al. 1998) and the use of different DNA extraction noel (Tiedjeet al. 1999).

Moesenedeet al.(1999) compared T-RFLP and DGGE in terms of thensitivity and precise
detection of OTUs when applied to determine mia@bbommunities. The method produced
the same clustering of samples but T-RFLP detauime OTUs. However, it is much harder
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to obtain DNA sequences corresponding to particsilaed fragments than it is for the DGGE
(Thiyagarajaret al.2010).

T-RFLP has been used to study bacterial commumityposition in various environments,
including lake sediments (Zhaa al. 2012), sea water (Stoica 2009), estuaries (MoOsH.
2006), river water (Ibekwet al.2012) and soil (Kusket al.2002).

2.4.4.2.6 Repetitive extragenic palindromic-PCR (RePCR)

RepPCR is a fine-scale fingerprinting tool that canused to discriminate strains (Tiedje

al. 1999). The high repetition of short DNA sequermegene locations (between 1 to 10 base
pairs in length) can be found in many types of prgkte. These locations on the gene are
referred to as microsatellite regions. Their segasrtan be excised usirgp-PCR, making it
possible to fingerprint the bacterial diversity dinttl out the differences between bacterial
strains (Kirket al.2004). Different primer sets can be used for P@IIdication of each one

of the three repetitive and conserved DNA sequemepstitive extragenic Palindromic (REP)
(35 to 40 bp), enterobacterial repetitive intergezonsensus (ERIC) (124 to127 bp) and the
BOX DNA sequence (154 bp). Then, DNA can be sepdrah a gel, stained and interpreted.
The bacterial isolates can be discriminated atispesubspecies and strain level using this
method and can also be applied for human epidegigadbresearch. Thep-PCR tool is fast,
reproducible, easy to use and not expensive (WalskaSzweda 2012).

This method is most useful for identification oflimidual isolates (but it cannot be used on a
complex community) (Tiedjet al.1999). In addition, microsatellite sequence shbel#nown
before selecting suitable primers (Fisher and €tid999; Kirket al.2004). Also, isolates are
required in this test.

Table 2.2 summarises advantages and disadvanthgeme methods used to study bacterial
composition.
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Table 2. 2Advantages and disadvantages of some methodsasadly bacterial composition.

Method

Advantages

Disadvantages References

ARISA
(Automated ribosomal intergenic
spacer)

DGGE and TGGE
(Denaturing/temperature
gradient gel electrophoresis)

T-RFLP
(Terminal restriction fragment
length polymorphism)

SSCP
(Single  strand
polymorphisms)

confirmation

Rapid. Reproducible. Inexpensiv
Robust. Automated so it ce
analyse large numbers of samp
simultaneously. Compare
different microbial communities.

Reproducible. Reliable. Automate
So it can analyse large numbers
samples simultaneously. Compal
different microbial communities.

Automated so it can analyse lar

numbers of sample
simultaneously. Reproducibl
Compares different  microbie
communities.

Simple. Can detect small changes
DNA sequences. No GC clamp
required (unlike DGGE)
Radioactivity is not requirec
Restriction digestions are n
required (unlike T-RFLP)
Microbial communities can b
identified.

Still  subject to PCR biase: Fisher and Triplett (1999)
Difficult to identify the organisms Cardinaleet al.(2004)
responsible for a particular ARIS, Brown et al. (2005)
fragment size. Kirk et al.(2004)

Low sensitivity to detect
members. PCR biases. Can Kirk et al.(2004)
affected by the formation c Vallaeyset al.(1997)
heteroduplex molecules. More thi

one species can be represented

one band. Large DNA fragmen

cannot be separated on the gel.

clamp is required.

Biases by PCR and different DN Kirk et al.(2004)
extraction methods. Difficult tc Tiedjeet al.(1999)
identify the organisms responsib Thiyagarajaret al.(2010)
for particular TRFLP fragment siz

rar. Muyzer (1999)

Resulting fingerprints can b Kirk et al.(2004)
affected by small differences in g Leeet al.(1996)

matrix and temperature. Can | Liu and Sommer (1994)
affected by the formation c

heteroduplex molecules. PC

biases.
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2.5 Bacterial communities identification using nexgeneration methods

2.5.1 16S rRNA gene marker, cloning and sequencing

Microbial diversity as one of many aspects in micab ecology can be highly explored by
amplifying, cloning and sequencing of 16S rRNA gef@uyzer 1999; Tiedjet al. 1999).
The 16S rRNA gene is considered to be a standarklemhhat has long been utilized for rapid
identification of microbial phylogeny including gdhyla of bacterial communities (Dall'Agnol
et al. 2012). The length of 16S rRNA is (~ 1500 bp) apgraximately ubiquitous in all
bacterial members (Maet al. 2010). A large database of microbial 16S rRNA seges is
available to meet the requirements of comparisadiss among bacteria and more than 1
million sequences are available for classificatmmposes (Steveat al. 2012; Jaziriet al.
2014).

On the 16S rRNA gene, sequences of bacterial spacgehighly conserved at 5' and 3' ends
of sequence locations. It also contains nine hyp@ble regions (V1-V9). Although, many
studies have demonstrated that hypervariable regcam be used as a measure for the
taxonomic classification of microbes in environnsrdgamples, sequence analysis of entire
conserved regions of 16S rRNA is still consideedéd the standard tool (Matchetral.2011).
Because the conservative nature of sequences ofRE8 genes between bacteria, those
genes of different bacterial species can be aredlifiy one pair of universal primers (Wolska
and Szweda 2012).

To create a library through cloning of 16S rRNApecific region of 16S rRNA is amplified,
and inserted into transformants (plasmid vectosetan plasmid that is found naturallyEn
coli) so it could be cloned, screened and sequencedsdduences can then be used to apply
phylogenetic analysis (Osborn and Smith 2005). H@anecloning takes a long time to process
(Clementet al.1998), with low throughput but can easily identife clones that represent the
dominant sequences (Osborn and Smith 2005).

Complete sequencing of 16S rRNA has become roatidepopular and it is more preferable
than using the 23S rRNA gene due to its large mticles length (3300 nucleotide) (Rossello-
Mora and Amann 2001). Different methods are use®fA sequencing, such as Sanger and
next generation sequencing. Sanger sequencing tsaditional method based on the
modification of normal nucleotides to dideoxy nutide triphosphate (ddNTPs) (Sangéal.
1977). The sanger method was first described bg&aiicklenet al. (1977) and applied to
the study the DNA of bacteriophage. Since themvathundred cloned sequences per sample
can be analysed by capillary electrophoresis, hlyt the dominant phylotypes within a given
community will be known (Matchest al.2011). The next generation approaches, such as 454
pyrosequencing and lllumina are different from Sanger method. They represent low cost
per base and high throughput, performing masspatgllel sequencing (J&t al.2013).
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However, after intensive work to amplify, clone asfjuence 16S rDNA in order to determine
its diversity, just the quantitative informationaaih microbial community composition can be
achieved. Species that represent a small fracfitimectotal community cannot be detected by
this technique (Muyzest al.1993). As 16S sequences evolve relatively slowlg,of limited
use to characterise bacterial community diversitypecies and subspecies levels (O'Sullivan
et al.2002). 16S rRNA can be influenced by PCR biasdglam so number of copies can vary
between bacterial species as a result (Kuatnal. 2008). Phenotypic diversity of
microorganisms cannot be inferred using this madeewell (Dall'’Agnolet al. 2012). The
cloning of 16S rRNA genes is laborious and expexsso it is not suitable for monitoring
successional shifts of complex microbial commusitiever time and places. Genetic
fingerprinting techniques, such as DGGE are ne¢aleghieve this purpose (Muyzer 1999).

2.5.2 Metagenomic approaches

Metagenomic is the use of culture-independent nisthmanalyse the sequences and functions
of genomes from mixed communities recovered frowirenmental samples. They are also
referred to as shotgun sequencing or environmét libraries (Riesenfeldet al. 2004;
Petrosincet al.2009). Metagenomic approaches study the abundamtalentity of bacteria.
Next generation approach methods, such as 454gnuescing and Illlumina, play a key role
in the development of metagenomic studies, makiveggossibility of metagenomic to be
applied in many areas (Jeh al.2013).

Metatranscriptomics are techniques used to studygdnes expression, retrieving mRNAs
from microbiota. However, it is not easy to detarenthe gene expression of prokaryotic due
to the fact that mRNAs in these creatures areadilfito isolate, they have a short half-life and
they represent just small portion of the total R{Gosalbest al.2011).

Metagenomic has been applied to assess microbrahcmity in different environments, such
as terrestrial and aquatic environments, oral issm/énd faeces (Heady al. 1995; Handelsman
et al. 1998; Riesenfelcet al. 2004; DeLong 2005). However, freshwater ecosysteanve
received only little attention in metagenomic reskas compared with marine and soil
ecosystems (Debroat al. 2009). For example, Alost al. (2005) studied bacterial diversity
in Delaware River, and Pope and Patel (2008) studoxic cyanobacteria blooms in
freshwater.

However, metagenomics do not provide the equal eseming of all genes present in
environmental samples (Kemhetlal.2011). Metagenomics also cannot indicate whictegen
can express only viable cells or whole cells (Gossiet al. 2011). The development of
metagenomic analysis is not equal for all target@dronments. For example, the method is
slow in soil compared with seawater due to the ixedror inhibitors that can be found in soil
and may be affected in the cloning of the DNA. Hiféiculty of sequencing and assembly
processes can increase with increases in spechesess per ml (water) or gram (soil) in the
targeted environment. The sizes of metagenomiarigs are also dependent on this richness
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which will be, for example, 500 Gbp in terms of 8@l environment (4000 species richness),
making the interpretation of the data from metageicdibraries more difficult (Riesenfelet

al. 2004). Databases of metagenomics (shotgun metagewiata) still need to be developed
(Stevenet al.2012).

2.5.3 Next generation sequencing

Recently, a number of high throughput sequencicdgrelogies have been developed and used
to characterise microbial communities, with 454ussgging (also known as pyrosequencing)
being the most common approach (Amezidal. 2010). This is an alternative to traditional
Sanger sequencing, able to sequence up to a miiIdA molecules simultaneously. Read
lengths have steadily increased over time, antettitenology currently has a model read length
of 700 bp per molecule (output is 0.7 Gb per ruthini24 hours) (Harbers and Kahl 2012).

Pyrosequencing does not require cloning and cappked directly to environmental samples
(Kunin et al. 2008) and PCR-amplified DNA. This allows ident#ton of the dominant
phylotypes but also reveals rare members of théebatpopulation. It can also be used to
determine the relative abundance of bacterial giggss (Matcheret al. 2011). The read
abundance derived from 454 pyrosequencing dataailtyrmeflects the abundance of taxon.
This abundance can be used as a helpful measugadatitative comparisons of the similarity
within a bacterial community. The dominant memhodrany community should dominate the
pyrosequencing data. However, it should be takém @&mcount that ribosomal gene copy
numbers can be varied among microorganisms dueetmhate structure of DNA sequences.
For example, one order of magnitude in the vameatibribosomal gene copy numbers has been
recorded between bacterial species. Consequelndygetative abundance of genes quantified
by 454 pyrosequencing reads may be altered andd{@snendet al.2010). However, due to
the lack of meiotic recombination within bacterspecies compared with that in fungi,
ribosomal gene copy numbers within bacterial sggesie more stable and can be quantitatively
used as a measure of read abundance (Areemd 2010). Bacterial abundance using 454
pyrosequencing can be biased by PCR amplificatigpss of primers used and different DNA
extraction methods (Amenet al. 2010). 454 pyrosequencing is also expensive ametibed

by homopolymer errors (Liat al.2012).

The 454 pyrosequencing technique can be carriedsing the pair of primers 27F/338R which
was used by Suzuki and Giovannoni (1996) to studydure of different 16S rRNA gene
templates retrieved from marine bacteria and fdorgive a good quantity of information. The
27F/338R primers targeting hypervariable regions @vd V2) of 16S rRNA genes have also
been chosen by Laubet al. (2009) to assess soil bacterial community strecalong pH
gradients. The reason of this choice was due tdaittethat this targeted region amplified by
27F/338R primers has proven to give accurate taxanolassification of microbes compared
with other 16S rRNA positions (Liat al.2007).
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To allow the large scale genotyping of differenthgées in a single sequencing run, barcodes
(tags) can be used with 454 pyrosequencing ane tteesbe subsequently detected by suitable
software (Jonest al. 2009). The unique tags should be first added itmgms. Each known
tagged primer can then be used to amplify a spes#mple. Multiple samples can be pooled
together and sequenced by 454 pyrosequencing. Teespecific generated sequences of each
sample can be detected based on its unique tata{®imet al. 2007). Parameswaraat al.
(2007) described a 454 pyrosequencing-tailoreddaing method and used it to resolve
ambiguity during DNA sequence assignments. Theypdaihat the low mis-assignment rates
of sequences (less than 0.005%) obtained as &.f@autode approaches, however, are limited
by the number of unique tags they utilize and thiditp of these tags to identify sequencing
errors, which may then affect subsequent sampsegrasents. However, Hamadyal.(2008)
constructed error-correcting barcodes and usec tteeprocess more than 1,500 freshwater
samples together in a single sequencing run. Towayd that about 92% of sample assignment
errors have been corrected using this construgipcbach.

454 sequencing relies on the detection of pyrophatgpto terminate DNA chain amplification.
The first single-stranded DNA molecule is prepargdhe denaturation of DNAs and adapters.
Single DNA is captured by amplification beads, #mlpolymerase is elongated using dNTPs.
If the dNTP is incorporated, pyrophosphate is s#elalequal to the incorporated nucleotide)
and it is then converted into ATP by sulfurylas@PAis used by luciferase to oxidize luciferin
and generate light. The light appears as peakssepting each one of nucleotides incorporated,
enabling the whole sequence to be read. If, howedBITP is not incorporated, no
pyrophosphate will be released and no light wilgeeerated (Liet al.2012).

The first study conducted using pyrosequencingwirenmental samples was performed by
Edwardset al. (2006) to study microbial communities in water aediiments at two sites in
Soudan Mine groundwater in the US. The techniquealed different microbial communities
between the two sites which were distinct from teabrted previously. Thompsehal.(2011)
used the pyrosequencing technique to analyse theyp@rvariable region of 16S rRNA genes
obtained from bacterial communities in coastal bratkish samples in Latin America and
found that about 80 % of total OTUs (134,197 highalqy sequences) belonged to
Proteobacteria, Bacteroidetes, Cyanobacteria anthdkacteria. The use of this high-
throughput technique in this study also revealed m&xa that have not been described
previously. In the Amazon River Ghat,al.(2011) utilized 454 pyrosequencing tool to analyse
water samples from sites free of contaminants amadam influences and with natural pH. The
results of this technique revealed that the moshidant phyla in the river water were
Actinobacteria and Proteobacteria. The Actinob&tphylum was dominated by the acl
lineage which is known to be common in freshwatevimnments. This study also
demonstrated that freshwater environments contimn@on and similar taxa which are less
similar to that in marine and terrestrial enviromtse The use of the 454 pyrosequencing in
this study has also contributed knowledge abowhimater metagenomes that have not been
described previously. Bowergt al. (2009) used the pyrosequencing technique to study
bacterial community composition in the snow andaimples in Colorado, USA. In all samples
about 4,864 sequences were retrieved. The studsalexy the ability of this technique to
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discriminate between communities being in the saaod air. For example, the snow bacterial
communities were found to be varied based on tlagive humidity, while that in the air were
very similar to each other. Matchet al. (2011) also used this method to assess bacterial
diversity along the Kariega Estuary in South Afribaall samples, > 27,000 sequences were
retrieved with most belonging to Bacteroidetes &wtinomycetes. Matcheet al. (2011)
concluded that 454 pyrosequencing is a sufficieetthad for bacterial diversity identification

in the Kariege Estuary. They concluded that vakeatzdta about the function and health of
aguatic ecosystems can be deduced.

Sequences of different species can be incorresgrabled during PCR amplification and
produce chimeric, which can mistakenly be integuleds a new biodiversity present in
environmental samples. However, chimeric sequenaesbe discriminated by sequencing
many clones and also applying many PCRs amplioatiAmannet al. 1995). Wang and
Wang (1997) assessed the occurrence and frequdnclyimoeras as a result of applying
different PCR amplification cycles on mixtures afckerial genomes, and found that when
cycles of PCR were increased the frequency of alasecreased as a result. For example, as
a result of applying 35 cycles of PCR amplificatianfrequency of 15.5% of chimeras were
detected compared with 8.8% as a result of appBingycles of PCR amplification. Chimeric
sequences can be determined by some computer progs such as CHECK-CHIMERA
(Larsenet al. 1993) and more recently the Uchime algorithm (Edgaal. 2011). However,
chimeric sequences represent more than 85% sityilanid cannot be determined easily
(Kopczynskiet al.1994).

lllumina sequencing is another next generation petteleased in 2006 and depends on the
mechanism of sequencing by synthesis. Recent IHaniiSeq 2000 and HiSeq 2500 are
becoming methods of choice and can output 200@d3@®per run, respectively, which achieve
more than 454 pyrosequencing outputs per run (. H& run within 24 hours). They are
lower cost reagents than 454 pyrosequencing antg#mals of samples can be handled by this
tool simultaneously. However, they provide shoaidréengths (100-150 bp) and their run takes
between 5 to 11 days (Liet al. 2012). lllumina has been applied to study the e of
bacteria in different environments, such as fresanend marine sediments (Waeigal.2012)

and soil (Gittelet al.2014).

Analysing sequences of DNA retrieved immediatelgnfr environmental samples using
culture-independent methods has enabled us tcagd@éeper understanding about the function
and diversity of microbial communities (Ameatal.2010). The interpretation of the sequence
data can be enhanced through the collection ofiptlysmical data, such as temperature and
pH; and spatial and temporal data (Kuetral.2008). Recently, advances in statistical analysis
of phylogenetic diversity using 16S rRNA gene maskeave facilitated the quantification of
the relative importance of some factors, such gfganlsal and environmental parameters, which
are believed to be responsible for shifts in mi@abbtommunity structure (Kembet al.2011).

Although, each of the different sequencing appreadk able to reveal differences between
microbial communities, each can give different hsswith the same community under study.
For example, Stevest al.(2012) compared three different sequencing appesd6S rRNA
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pyrosequencing and other shotgun metagenomic tgebsifor studying soil microbial
communities and found that each revealed diffecbatacterizations of the composition of the
same microbial community under investigation. Theeodisadvantage of sequencing is that
the cost is still high and so limits its popularfty routine uses, although there has been a
remarkable decreases in cost during the last twadgs (Wolska and Szweda 2012).

Table 2.3 summarises advantages and disadvantagesne methods used to characterise
bacterial communities.

As discussed previously comparing fingerprintingd asequencing methods, there is no
universal method for typing the bacteria presestt ttan carry all features and has no
drawbacks. Differences exist in terms of their oglorcibility, level of resolution, expense and
ease of use (Wolska and Szweda 2012).

2.6 Tools and methods used in this research

From this critical review of molecular techniquesed for determining bacterial abundance
and composition, the research presented in th@slaplied the epifluorescence microscopy
and heterotrophic plate courtts investigate total bacterial numbers, and alsddt@rmine
spatial and temporal variation and the influenceen¥ironmental factors affecting these
numbers. ARISA also was applied to characteriseéebiat community composition in the
River Wensum, and also to quantify and examineia¢ial and temporal variation and impact
of environmental factors on this variation. The 4fosequencing techniques was applied to
characterise bacterial communities in the River ®dem with the results interpreted in
comparison with spatial and temporal variations asgbciated with environmental factors.

The next three chapters present the results andsdi®n of the application of these methods
to samples collected from the River Wensum.
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Table 2. 3Advantages and disadvantages of some methodsasbkdracterise bacterial communities

Method Advantages Disadvantages References
Sanger sequencing Gives long read length (400 to 7( Low throughput. High cost Harbers and Kahl (2012)
bp). High quality. Cloning is required. Produces abc Liu et al. (2012)

454 pyrosequencing

lllumina HiSeq 2000 and HiSeq
2500

84 Kb per run.
Fast. Gives high read length (7( High cost. Homopolymer error:
bp). Produces 0.7 Gb per ru Biases by PCR, different DN/
Cloning is not required and can | extraction methods and primers.
applied directly to environment:
samples. Reveals domina
phylotypes and rare members
bacterial community.
Cloning is not required and can | Gives short read length (100-1!
applied directly to environment: bp). Long run time (5-11 days p
samples. High throughpu run).
Produces 200 to 600 Gb per r
Thousands of samples can
handled simultaneously.

Harbers and Kahl (2012)
Kunin et al. (2008)
Matcheret al. (2011)
Amendet al(2010)

Liu et al. (2012)

Harbers and Kahl (2012)
Liu et al. (2012)
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Chapter Three

Determining total bacterial numbers in the River Wensum using epifluorescence
microscopy and heterotrophic plate counts

3.1 Introduction

In microbial ecology, it is a fundamental task toumerate microbes in the targeted
environment because fluctuation of their numbers redlect their functions, dynamics and
their interactions with other microorganisms (Daiam&l Wagner 2007) and help understand
their role in regenerating nutrients (Selinumatial. 2005). The total bacterial number is
proposed as a reliable indicator of quality of frwater ecosystems (Wargg al. 2010) and
fluctuations in bacterial abundance may reflectnges in pathogenic bacteria numbers
(Velimirov et al.2011).

Culture-dependent heterotrophic plate counts (HR@se long been used to characterise
bacteria in water (Lepeupkt al. 2004), resulting in counts of colony-forming unjGFU)
(APHA 1998; Bouloset al. 1999). Considerable effort has been exerted tonige culture
conditions, including choice of medium, incubattone and temperature (Allegt al.2004).
For example, the R2A medium was introduced by Reasand Geldreich (1985) to resolve
problems arising from the use of standard platextagar (PCA), including recovery of low
numbers of heterotrophic bacteria and difficultysubculturing them. R2A medium contains
lower concentrations of nutrients than PCA andvadldhe growth of a higher number of
heterotrophic bacteria. Incubation times betweamd 7 days at temperatures between 20 to
28 °C allow slow growing bacteria to be detectedgsoner and Geldreich 1985). The R2A
plates have successfully been used to enumerateridam drinking water (Reasoner and
Geldreich 1985; Cartezt al. 2000), glaciers (Segawet al. 2011) and rivers (Kenzalet al.
2001). However, methods of culturing total baclenambers have revealed that culture-
dependent techniques only recover a small propouiothe bacteria present in the natural
environment (Skorczewski and Mudryk 2009).

Rapid and precise techniques for enumerating tmaterial numbers in water are required
(Baoet al.2008), and microscopy can achieve this purposen@&tal.2010) by detecting up
to 10,000 times more bacterial cells than cultuasedl methods (Szewzgt al. 2000). As a
result, epifluorescence microscopy (EFM) with AO@API staining (see Chapter 2) have
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become standard tools used to determine total tacteimbers (Hobbiet al. 1977; Porter
and Feig 1980; Kepner and Pratt 1994). EFM alsawalithe estimation of biomass (Ligé

al. 2004) and the determination of the sizes of aqumcteria (Sieraclat al. 1985; Grivetet

al. 2001). It is simple, inexpensive and can be cometdbwmvith tools such as FISH (Nishimura
et al. 2006). EFM has been widely used to enumerate haate different environments
including freshwater (Jones and Simon 1975; Gaiabet al. 1999), frozen and heat-treated
foods (Rodrigues and Kroll 1989), raw milk (Peteplet al. 1980), seawater (Peele and
Colwell 1981), sediments (Liaet al. 2012), bacteria attached to coral mucus (Garreh an
Azam 2010) and estuarine water (Clarke and Joi@6)L9

3.2 Aims

As introduced in Section 1.7, the aims of the redegresented in this chapter are to use
epifluorescence microscopy and R2A spread platé} itovestigate total bacterial numbers in
the River Wensum, (ii) to determine spatial and geral variation and the influence of
environmental factors affecting these numbers, t@iiquantify changes in bacterial numbers
as water moves downstream in this lowland arabtehozent, and (iv) to determine the
relationships between total bacterial numbers atad heterotrophic bacteria.

3.3 Materials and methods

3.3.1 Study sites

Samples were collected monthly from the River Wemsatchment and sub-catchment areas
in Norfolk, UK, from June 2011 to February 2013.isTiperiod encompassed contrasting
hydrological conditions with 2011 being dominateg lbw flow (drought) conditions and
2012/13 by high flow (flood) conditions. This studss conducted at 26 sites, 20 in the wider
catchment (1 to 18, 20 and 21) (Figure 3.1) and €he Blackwater sub-catchment (A-F)
(Figure 3.2). The sites were divided into 9 grobpsed on catchment characteristics (Table
3.1). The Upper Wensum (UW) is highly dominatedchglk groundwater. The Wensum at
Swanton Morley (WSM) and Wensum at Costessey MMCM) are on the main river
downstream. The Blackwater sub-catchment sitesratbe area that dominated by intensive
arable agriculture practices.
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Table 3. 10rganisation of individual sites, groups and tlsgmbols and numbers in the River
Wensum, Norfolk, UK.

Individual sites Group name Group symbol Group
number

S4, S5, S6, S13and  Upper Wensum uw 1

S20

S1,S2,S3and S15  Wensum Beck WB 2

S7 and S14 Mid catchment tributaries MCT 3

S8 Wensum Swanton Morley WSM 4
S10, S11, S12 and S2 Blackwater catchment BC 5

S9 and S16 Lower catchment tributaries  LCT 6

S17 and S18 Wensum Costessey Mill WCM 7

SA, SB and SE Blackwater sub-catchment1 BSC1 8

SC, SD and SF Blackwater sub-catchment 2 BSC2 9

National Grid Reference, sampling date and timeslfcites in the River Wensum are
presented in Appendix Tables A 3.24 and A 3.25.

3.3.2 Total bacterial numbers

3.3.2.1 Sample collection for measuring total baat@l numbers

Water samples were collected from a depth of ab0t20 cm below the water surface at each
site to avoid potential contamination from the watgrface (Arayaet al. 2003; Ibekweet al.
2012). Sites were deep enough to collect sampdgecally during the wet year 2012 and the
beginning of the year 2013. Water samples (20 wi)ahalysing total bacterial numbers
presented in this chapter and that for determibiacterial community composition (500 ml,
see section 4.3.2 in chapter 4) were collectedeasame time.

20 ml of river water were collected in sterile 50 aantrifuge tubes (Scientific Fisher, UK).
Samples were placed on ice and transferred toath@ratory and stored at 4 °C until further
analysis, usually within a maximum of 8 hours.

3.3.2.2 Sample collection for physiochemical measements and other environmental
data

Water temperature was measured in the field asémee time as sample collection using a
mercury thermometer (Fisher scientific, UK). Samspfer other chemical and physical
measurements were collected at the same time aisicpbhemical measurements made at the
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University of East Anglia (UEA) as part of the Riw&ensum Demonstration Test Catchment
(DTC) Project (sevww.wensumalliance.org.3kChemical and physical data provided by the
project include pH, total nitrogen (TN), total ppbsrus (TP), total carbon (TC), total organic
carbon (TOC) and total suspended solids (TSS)thdke parameters were analysed in the
Analytical Facilities Laboratory at UEA. Monthlyirdall data for north Norfolk were obtained
from Wensum Alliance (location of rain gauge NGR T@8 257). Monthly flow data for the
River Wensum at the downstream outlet at Costadddewere obtained from the Environment
Agency (location details of gauging station NGR I1® 127). The DTC project also provided
data on land use (percentages of arable land, wredrgrassland, other grassland and urban
area upstream of each sampling point, and theitowabf sewage treatment works (STWSs).
All land use data were obtained from Land Cover M@@7 (LCM2007). In addition, stream
order data were derived from a digital map (sca%),000 Ordnance Survey Digimap) of
Norfolk, UK. Stream order is a method of classifyiwaterways based on the number of
joining tributaries. A stream with no tributarigeedwater stream) is given a first order. When
a first order stream joins another first orderatnethe waterway downstream of the confluence
is considered a second order stream. When the derdar stream joins another second order
stream, a third order stream is formed, and sd’bas, the stream ordering system continues
towards the downstream section within a drainagevor& (Strahler 1952). In the River
Wensum, stream orders are presented in Appendibe PaB.21. Streams are ordered from 1
(upstream) to 4 (downstream). Some streams inrdiffeareas share the same order, for
example, sites S4, S6, S20, S1, SE and SC ar&altder streams, while sites S8, S12, S15
and S18 are all orforder streams.

Based on the review of the effects on bacterialroamty abundance and composition and the
availability of data without missing values, theoab 15 environmental parameters were
selected for inclusion in detailed analysis.

3.3.2.3 DAPI staining and filtration

10 pl of 4',6-diamidino-2-phhenylindole (DAPI, Mmiular Probe, Invitrogen, UK), to give a
final concentration of 0.25 pg/mL, was added tarBOEppendorf tube (Fisher Scientific, UK)
containing 20 mL of water sample (Porter and F&g0). The tube was vortexed using a
Vortex Genie 2 (Myconostica Ltd, UK), stored in tterk for ~15 min at 4°C (Schallenbesty

al. 1989), and filtered through a 0.2 um (47 mm diamédlack polycarbonate filter (Whatman,
UK). A microscope slide was prepared by adding alsamount of immersion oil to its centre.
The black filter was transferred onto the centrnefmicroscope slide, and left for ~10 minutes
in the dark until dry. The drop of immersion oil syalaced on the centre of a filter, and a cover
slip placed on the filter. Bubbles and wrinkles &eemoved by passing gently on the cover
slip. A scalpel was used to cut the edges of thex fiSlides were wrapped in aluminium foil to
minimise exposure to light, labelled and stored & until further analysis, usually within one
day (Kepner and Pratt 1994).
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The vacuum pressure for filtration was betweend®d mm Hg (Lislest al. 2004), in order

to the avoid rupture of bacterial cells that hasrbebserved at pressures above 80 mm Hg
(Kepner and Pratt 1994). Minimal quantities of inmaie@n oil were used to avoid floating of
bacterial cells on the filters (Turley and Hugh892).

3.3.2.4 Quantifying total bacterial numbers

The stained bacterial cells were counted on an PlgrBX40 epifluorescence microscopy
equipped with a D400 dichroic mirror. Stained cellsre viewed with a 100X magnification
objective lens, under UV light with a 358-461 eatin filter. Five fields were photographed
per filter (an example, see Appendix Figure A 3.28H cell numbers counted using the
Volocity image analysis software version 6.3 (Peglimer, UK). To avoid fading of the
fluorescence , the UV shutter was closed excephwalequiring a fluorescence image (Sieracki
et al. 1985). Bacterial cells per ml in each sample wateulated using the following equation:

( filter area

- ) X average number of cells per photo
view area

Total bacterial cell numbers (per mL) =
(p ) total volume of samples filtered (20 ml)

(Kirchmanet al.1982; Ibekweet al.2012).

3.3.3 Total heterotrophic bacterial counts

R2A spread plates were used to count the totalrdtedphic bacteria in water samples
(Reasoner and Geldreich 1985) using standard meAdeHA 1998).

3.3.3.1 Medium preparation

R2A medium was made up with deionised distilled evdbllowing the manufacturer’s
recommendations (Lab M Limited, UK), autoclavedygeal into sterile petri dishes and stored
following standard methods (APHA 1998).

3.3.3.2 Sample collection and dilution

Water samples were collected in 100 mL sterileglastles from a depth of 10 cm at each of
the 26 sites in February 2013. Samples were stmrece and transferred to the laboratory and
processed within 2 h after collection to reducenges in the bacterial community.
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Serial dilutions of; 0.1mL, 0.01lmL and 0.001mL wearied out using sterilise deionised
water. A separate sterile pipette was used with sample and dilution. Each sample and
dilution was mixed well to ensure the bacteria weedl distributed. 1 ml of sample volume

was then pipetted into a new tube containing stetéionised water, with the remaining
dilutions treated in the same way.

3.3.3.3 Spread plate method

0.1 ml of each sample or dilution was pipetted dhtosurface of predried R2A agar medium
and spread using a glass rod. Plates were incubb2iC for 5 days (Reasoner and Geldreich
1985).

Colonies were counted using a Quebec colony coupleies with colony numbers between
30 and 300 were used to calculate total heterotcdyatterial numbers as colony-forming units
(CFU) per ml using the equation:

) (colonies number (must be between 30 — 300 colonies)
Total culturable bacteria (CFU/mL) =

sample volume plated (mL)x dilution used

3.3.4 Statistical analysis of bacterial abundancend total heterotrophic bacteria

The statistical package SPSS, version 18 (IBM, WK3 used to analyse all the collected data.

Parametric statistical methods assume that the atat@approximately normally distributed.
(Bolter et al.2002). Normality of data was examined using Kolorog-Smirnov tests and all
variables that were not normally distributed wagaase root transformed.

Two-way ANOVA was applied to test for significantfdrences in bacterial numbers between
sites and sampling times. Spearman’s rank coroelaifs) were used to examine relationships
between bacterial numbers and environmental pasmeMultiple linear regression was
performed, and included all environmental paranseteat showed significant correlations
with total bacterial numbers, using stepwise regjogsand hierarchical partitioning analysis
to identify the most important factors (Field 2009)
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3.4 Results

3.4.1 Total bacterial numbers

3.4.1.1 Spatial variation of total bacterial numbes

Total bacterial numbers ranged from (0.21 % @élls/mL) at site S20 in February 2013, to
(5.34 x 16 cells/mL) at site S1 in December 2011, with anralvenean of 1.1 x 10cells/mL.

Table 3.2 and Figure 3.3 show the spatial variatibtotal bacterial numbers in the River
Wensum from June 2011 to February 2013.

Two-way ANOVA analysis showed a significant vamatibetween site$-(= 11.17, p< 0.001).
The highest bacterial numbers were at the WCM afd/Wegions in the downstream sites of
the river, with highest values at sites S8 and @f'&rder), respectively. The lowest numbers
were in BSC1 and UW regions, with lowest valuethatupstream sites S20 and SE (der)
(Table 3.2). However the differences between saesnot large. Total bacterial numbers
increase as water moves to downstream sités @' order) of the river (Figure 3.9). Bacteria
can multiply and increase at these sites, witmtagrity located in urban areas in the vicinity
of sewage treatment works.
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Table 3. 2Mean, standard error, minimum and maximum of toéalterial numbers (cells/mL)
in the River Wensum by sites from June 2011 to tratyr2013.

Individual site Mean * standard error Minimum and maximum
S4 0.85 +.046 0.22-1.19
S5 0.83 +.042 0.28 - 3.88
S6 1.06 +.042 0.54 - 2.05
S13 0.92 +.039 0.38 - 3.02
S20 0.71 £ .042 0.21-1.57
S1 1.25 +.042 0.32-5.34
S2 1.00 +.039 0.47 - 2.47
S3 0.88 +.042 0.42-1.81
S15 1.48 +.042 0.51-3.34
S7 0.98 +.042 0.42 -2.15
S14 1.49 +.042 0.48 - 3.97
S8 1.47 +.039 0.62 - 3.79
S10 0.85 +.042 0.45-3.51
S11 1.36 +.042 0.73-4.07
S12 1.20 +.039 0.22-3.72
S21 0.88 +.042 0.43-1.57
S9 0.83 +.042 0.38-3.14
S16 1.55 +.042 0.72-2.78
S17 1.22 +.042 0.49 - 2.64
S18 1.89 +.042 0.81 - 3.26
SA 0.92 +.042 0.25 - 2.59
SB 0.78 £.042 0.28 - 2.36
SE 0.74 £ .042 0.23-1.85
SC 1.14 +.042 0.30-1.68
SD 1.10 +.042 0.42-2.01
SF 1.02 +.042 0.32-2.84
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Figure 3. 3 Box plot of spatial variation ofotal bacterial numbers (cells/mL) in the River
Wensum (sites as individuals and groups) from June 2011 to February 2013. Note that bacterial
abundance is plotted on log scale.

A box plot is a useful graphical visualization tbe data containing statistical measures and
explaining the distribution of the data. Box plptesented in this thesis include the lower 25%
guartile, the median separating the box into twaspand the upper 75% quartile. Therefore,
between the bottom and top of the box represerits &the observations. The two whiskers
on the back of the box plot extend from the minimeatue to the lower quartile and from the
upper quartile to the maximum value. The Whiskkesdfore represent the spread of the data.
Points above or below the two whisker lines aréedabutliers and are plotted separately on
the figure. Outliers are extreme values that astadt from other values. Outliers do not always
include the minimum and maximum values.
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3.4.1.2 Temporal variation of total bacterial numbes

Table 3.3 and Figure 3.4 show temporal variatiortodél bacterial numbers in the River
Wensum from June 2011 to February 2013.

Two-way ANOVA showed significant differences betwearonths F = 39.93, p< 0.001), with
greater variation between months than between, site®unting for 50.5% and 18.6% of the
overall variance in bacterial numbers, respectively

Bacteria were highest in summer 2011 (warm montfis curing low river flow), with the
highest values in June and August. Numbers weredbw winter (cold months and during
high river flow), with lowest values in Februaryl@and December 2012 (Table 3.3). These
results demonstrate the independent effects ofeemtyre and river flow on bacterial numbers.
River flow is high in winter, and temperature isvloand the strong effect of temperature
partially hides the effect of river flow (Table 3.4

Table 3. 3Mean, standard error, minimum and maximum of toéalterial numbers (cells/mL)
in the River Wensum by months from June 2011 tadmaty 2013.

Year Month Mean * standard error minimum and maximum
2011 June 2.91 +.089 2.26 - 3.79
July 2.01 + .056 1.01-2.59
August 2.70 £.040 1.20-4.41
September 1.64 £ .035 0.37 - 3.57
October 1.44 £ .035 0.22 - 3.52
November 0.99 +.034 0.49 - 1.69
December 1.14 +.034 0.57-5.34
2012 January 0.66 +.034 0.35-1.78
February 0.68 £.034 0.42-1.39
March 0.90 + .034 0.54 -2.02
April 0.83+.034 0.50-1.89
May 0.80 +£.034 0.35-1.80
June 1.01 £.034 0.50 - 2.06
July 1.15+.034 0.58 -2.48
August 0.80 +.034 0.39-2.17
September 0.73 +.034 0.40 - 1.57
October 1.05+.034 0.40 - 2.85
November 0.57 +.034 0.34 -0.99
December 0.51 +.034 0.23 - 0.97
2013 February 0.51 +.034 0.21-1.05
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Figure 3. 4Box plot of temporal variation of total bacterial numbers (cells/mL) in the River
Wensum (by month) from June 2011 to February 2013. Note that bacterial abundance is plotted
on log scale.

For an explanation of the presentation of the box plot, see Figure 3.3.
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3.4.1.3 Environmental parameters and total bacterienumbers

The mean, standard error, minimum and maximum wif@mmental parameter results are all
presented in Appendix Tables A3-1 to A3-22.

Table 3.4 shows the correlations between envirommhgrarameters and total bacterial
numbers in the River Wensum from June 2011 to Fepr2013 using spearman’s rank
correlation and the results of the stepwise mutiplgression analyses.

Spearman’s rank correlation analysis revealed tibtal bacterial numbers were positively

related to temperature, stream order, TOC, TP, ST0snNn area, improved grassland and
other grassland, respectively, while they were tiegig related to flow rate, TC, arable land,

TN, and TSS, respectively.

However, among these significant parameters, sspwmiultiple regression analysis revealed
that the most significant parameters correlatedtigel/ with total bacterial numbers were
temperature (Figure 3.5), TP (Figure 3.7), TOC (Fég3.12), stream order (Figure 3.9), STWs
(Figure 3.10), while the most significant parametesrrelated negatively with total bacterial
numbers were TC (Figure 3.6), flow rate (Figurel3.and TN (Figure 3.8). All of these
environmental parameters explain approximately 5&%the variation of total bacterial
numbers.

Overall, bacteria enter the river from differenusmes including land drainage (agricultural,
particularly at upstream sites and urban at thendtn@am sites), sewage treatment works
(particularly downstream sites). Bacteria increasevater moves downstream of the rivét (3
— 4" order). Hierarchical partitioning showed an indegent effect of temperature and flow.
The highest numbers are in summer 2011 when wexttgpdrature is high and during periods
of low river flow when residence time is long. Hoxee, bacterial numbers are lower during
cold months when water temperature is low and disong periods of high flow when
residence time is short. The abundance of bactboaed a strong negative relationship with
TC. TC increased during the wet year 2012 compartdthe dry year 2011 (Appendix A 1.3).
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Table 3. 4 Relationships between environmental parameters tatad bacterial number
(cell/mL) in the River Wensum from June 2011 to fe@loy 2013 using Spearman’s rank

correlation and stepwise multiple regression amslys

Environmental parameter

Spearman’s rank correlation

Stepwise multiple regression

Temperature ("C) 437, p <0.001 .309, p < 0.001
pH N.S. ;
Total nitrogen TN (mg/L) -.284,p <0.001 -.143, p < 0.001
Total phosphorus TP (pg/L) .263, p < 0.001 .208, p < 0.001
Total carbon TC (mg/L) -.344,p <0.001 -.398, p < 0.001
Total organic carbon TOC .284, p <0.001 .204, p < 0.001
(mg/L)
Total suspended solid TSS -.103, p< 0.05 -
(mg/L)
Arable land (%) -.296, P <0.001 -
Improved grassland (%) .188, p < 0.001 -
Other grassland (%) .140, p < 0.001 -
Urban area (%) .226, p < 0.001 -
Rainfall (mm) N.S -
Sewage treatment works (n) 253, p<0.001 101, p<0.01
Stream order (n) .336, p < 0.001 .181, p < 0.001
River flow rate (m%/s) -.499, p < 0.001 -.278, p < 0.001
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Figure 3. 5Relationship between total bacterial numbers (cells/mL) and temperature (°C) from
June 2011 to February 2013 for all sites.
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Figure 3. 6 Relationship between total bacterial numbers (cells/mL) and total carbon (mg/L)
from June 2011 to February 2013 for all sites.
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Figure 3. 7 Relationship between total bacterial numbers (cells/mL) and total phosphorus
(ng/L) from June 2011 to February 2013 for all sites.
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Figure 3. 8Relationship between total bacterial numbers (cells/mL) and total nitrogen (mg/L)
from June 2011 to February 2013 for all sites.
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plotted on log scale.
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sewage treatment works (number) from June 2011 to February 2013 for all sites. Note that
bacterial abundance is plotted on log scale.
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3.4.2 Total heterotrophic bacteria numbers

The mean number of heterotrophic bacteria in the River Wensum in February 2013 was 1.35 x
10* CFU/mL) with a range from 0.50 x 10* to 2.95 x 10* CFU/mL. There were significant
differences in numbers between sites (£ = 3.12, p<.001; Figure 3.13).

Numbers show an increase as water moves downstream in the river (3™ — 4" stream order).
The highest numbers were at sites S8 (4" order), S14 (3™ order) and S15 (4™ order), while the
lowest numbers were recorded at site SD. No significant effects of sites as groups were
observed on the shifts in total heterotrophic bacteria (¥ = 1.39, p>.05).

3.00 F=3.12,p<.001

2.00

Total culturable bacteria x 104 CFU/mL

-

Individual sites
Key symbols: UW = Upper Wensum, WB = Wensum Beck, MCNlid Catchment Tributaries, WCM = Wensum Swanton

Morley, BC = Blackwater Catchment, LCT = Lower Catchm@&nbutaries, WCM: Wensum Costessey Mill, BSC1 =
Blackwater subcatchment 1, BSC2 = Blackwater subcagnhth

Figure 3. 13Total culturable bacteria (CFU/mL) in the River Wensum (as individual sites and
groups) from February 2013.
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The percentages of total bacterial numbers that were culturable varied from 0.48% (site SD) to
more than 7% at sites SA and S20 (Figure 3.14). Culturability was strongly negatively
correlated with total bacterial numbers (Figure 3.15; »,=-.795, P<.001). In the River Wensum,

the abundance of some bacterial taxa increase as water moves downstream. This presumably
reflects the fact that those bacteria are actigedyving in the river, and diluting the abundance
of other taxa including that are heterotrophic.

No significant correlations (P > .05) were foundween total heterotrophic bacteria and any
of the environmental parameters measured, butuh®ar of data points is much smaller than
for the total bacterial counts.

Total bacteria
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Key symbols: UW = Upper Wensum, WB = Wensum Beck, MCNlid Catchment Tributaries, WCM = Wensum Swanton
Morley, BC = Blackwater Catchment, LCT = Lower Catchme&nbutaries, WCM: Wensum Costessey Mill, BSC1 =
Blackwater subcatchment 1, BSC2 = Blackwater suboaoh?2.

Figure 3. 14The percentages of total culturable bacteria relative to total bacterial numbers in
the River Wensum (as individual sites and groups) from February 2013.
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3.5 Discussion

3.5.1 Total bacterial numbers

This research conducted in the Wensum catchmendy egiifluorescence microscopy (EFM)
with DAPI staining as a standard technique (Holabial. 1977; Porter and Feig 1980; Kepner
and Pratt 1994). This technique was found to btaki@ for the sizes of bacterioplankton
populations investigated (Grivet al.2001).

Total bacterial numbers in the River Wensum ramgef0.21 — 5.34 x focells/mL and are
similar to those found in freshwaters worldwide. b et al. (1983) reported bacterial
numbers in the River Kuparuk, US of 0.3 *® &6lls/mL to 2.7 x 19cells/mL with the highest
abundance in the summer season. Also, Velimitoa. (2011) reported 7.7 x 3@ 5.1 x16
cells/mL in the River Danube, with numbers incragss the river approached the sea. Castillo
et al. (2004) recorded similar numbers of bacteria (01&>and 0.8 x 1®cells/mL) in several
lowland rivers of the Orinoco basin over a two ypariod, with increases during periods of
low flow. The mean bacterial abundance in the Riwaun in Austria was 1.2 x $@ells/mL
(Klammeret al. 2002). Freeset al. (2006) recorded the maximum numbers of total becte
24 x 1@ cells/mL in the River Warnow, Germany. They atitémd the high values to its
eutrophic status and the presence of large amofitmigyanic matter in the river. In the River
Hull, UK and three smaller water courses, Yamakardmand Goulder (1995) reported
bacterial numbers between 0.7 and 22.4 %cHlis/mL, with a mean of 4.3 x 4@ells/mL,
with highest values in spring and summer.

Schumanret al. (2003) found that bacterial abundance ranged #odnx 16 cells/mL in
mesotrophic water habitats to 10.9 »® Tells/mL in eutrophic water habitats. Raw water
abstracted from Lake Zurich contained 1 £ @¢6lls mi* (Hammeset al.2008) and in eighty
natural lakes distributed through the Pyrenees tains between France and Spain, bacterial
numbers were between 3 x*16 3 x 16 cells/mL (Felipet al.2007).

In this study, total bacterial abundance generadlyes more temporally than spatially. This is
due to the variation of water temperature and fficsv as revealed by hierarchical partitioning
analysis. The highest numbers were recorded in srmwhile lowest numbers occurred in
winter. This is in agreement with other studies: &mample, in the Ogilvie and Swift rivers,
Yukon Territory, Canada, heterotrophic counts astdl tbacterioplankton numbers changed
seasonally, with higher numbers in the spring amtdrser and low numbers in the winter
(Albright et al. 1980). In the Ogilvie River, the average numbéisederotrophic bacteria and
total bacterioplankton were 2.5 x2@nd 1.6 x 16cells/mL,respectively in winter (average
temperature, 0 °C) compared with 7 >3 Hhd 8.4 x 1®cells/mL, respectively in summer
(average temperature, 12°C). In the eutrophic Risrnow, total counts were 24 x %10
cells/mL in the summer season at an average watgpdrature of 22°C, while the average
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total numbers in spring were 6 x®1€ells/mL when the average water temperature Was 8°
(Freeseet al.2006).

The highest numbers of bacteria in the river watere recorded at sites S18 and S8 in the 4
order downstream section of the river, suggestiag bacteria increase in abundance as the
water moves downstream. There may also be conwitmifrom urban area runoff (urban area
represents 4.9% of the sub-catchment area draini8@8 and 3.1% to S8 and discharges from
sewage treatment works (3 STWs upstream of S8 &W2s upstream of S18).

3.5.1.1 Environmental variables and total bacteriahumbers

Environmental parameters explain 52 % of the viamain total bacterial numbers.

Water temperature, which ranged from 1.5 °C to 18.mean = 9.9 °C), showed the strongest
relationship with total bacterial numbers, andrttezhanism behind this is not well understood.
This is in agreement with several studies in freslewenvironments. Yamakanamardi and
Goulder (1995) reported a positive link betweengerature (range 2-20 °C) and bacterial
numbers in the River Hull. In the oligotrophic TarRiver, Austria, temperature showed a
positive relationship with bacterial numbers ameageral chemical and physical parameters.
For example, in January (average temperature, Ba€)erial numbers were 7.9 x°tells/mL,
while there were 1.6 x f@ells/mL in September when water temperature V&€ .2Felipet

al. (1996) found that a low water temperature at 4f&y/gxl an important role in limiting
bacterial growth and abundance in Upton Lake, UKh the presence of high concentrations
of organic carbon, inorganic and organic phosphandg nitrogen in the lake water. Feép

al. (1996) stated that this phenomenon can causeivegatpacts on an aquatic ecosystem
through accumulations of these nutrients in theteviand in turn influence the dynamics of
bacterioplankton in the later spring and summes@es In the Anacostia River in the US,
Cavariet al. (1981) recorded low numbersAéromonas spgmean 5.5 x 13cells/mL) when
water temperature was low (4°C) compared with & migmber (mean 5.5 x 1@ells/mL)
when water temperature was 25 °C. Low numbers ctebia were attributed to their inability
to uptake nutrients and maintain their cellulardseat low water temperatures.

This study also found that total bacterial numlvegse negatively related to river flow, which
probably reflects dilution by rainwater (P& al. 1997; Mihailovaet al. 2013). This result is
in agreement with other studies that found a negatorrelation between number of bacteria
and water flow (Donlan and Pipes 1988; Ragazzd\ardo 2002). In the River Brda, Poland,
river flow played an important role in decreasihg percentage of total psychrophilic bacteria
to about 26.8% (Matecka and Donderski 2006). Howewasielewskaet al. (2009) did not
find any correlation between bacterial numbers raret flow in the lowlands of Warta River
in Poland.

Nutrients were also correlated with total bactenambers in the River Wensum. Similar
positive correlations with P concentrations haverbeeported in other studies. Velimiret
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al. (2011) found that total bacterial numbers in tlaenbe river were positively related to only
phosphorus among other chemical factors. Wasieleeskl. (2009) found that numbers of
bacterioplankton in the lowlands of the River WaRaland were significantly and positively
related to environmental parameters such as TBolsied oxygen and conductivity. In some
temperate lakes in Denmark, Sondergaard and Dani€001) reported a strong positive
correlation between DAPI-stained bacteria and ahalsphorus. In 36 US and Canadian lakes,
total phosphorus showed a strong relationship ahterial and algal abundance (Currie
1990). In 20 stratified lakes in the US, Cefeal. (1993) found that total phosphorus was
strongly and positively correlated with total ba@keabundance, while bacterial cell size was
suggested to be regulated by other processes.

Bacterial numbers were negatively related to totbgen (TN) in the Wensum. This is in
agreement with Rechet al. (2009) who reported a negative correlation betwieacterial
abundance and TN in one alpine lake in Sierra N&v&gpain but no noticeable correlation
between total bacterial abundance and TN in thitberanvestigated waters (reservoirs).
However, in 24 lakes in Sweden, bacterial numberewpositively related to total nitrogen,
total phosphorus and dissolved organic carbon (iaretsal. 2004). Reegt al. (2005) found
no link between bacterial numbers and TN in thedslpRiver, Australia, with total numbers
related to the concentration of chloropheyll

Total organic and inorganic carbon (TC) was alsmitbto be negatively correlated with total
bacterial numbers in the Wensum. Total organicaaxas positively correlated with bacterial
numbers. There are no studies examining the linkdxn TC and TOC and total bacterial
abundance in any freshwater systems. In the Rivandtm, TC increased during the wet year
2012 compared with the dry year 2011. During theyear 2012 and after events of high flow
rates, discharge from terrestrial areas and grovatgr may play an important role in the
increases of TC (organic and inorganic), limitiragterial abundance. However, during the dry
year 2011 when resident time and water level ang T&C could be biologically up-taken in
groundwater. Low flow is dominated by groundwatasdflow.

Results for the Wensum show that total bacteriatlbers are positively related to the number
of STWs. River water can be contaminated by diggmrfrom STWs which may carry
biological and physicochemical pollutants, suchbasteria, nutrients and organic matter
(Cebronet al. 2004). Water bodies near human populations aresepto a wide range of
contaminants through discharge processes fromréiffesources, such as sewage treatment
works (Olayemi 1994). These discharges can congitniincreases in the abundance of total
bacteria, heterotrophic bacteria and total coli®i@eldreich 1976; Goni-Urrizet al. 1999).
Along the River Wensum, the majority of sewagettrest works are found at downstream
sites of the river (8 and 4" stream order).

The changes in the bacterial community as wateream@ownstream in the River Wensum
depends on inputs of exogenous bacteria (from altwial areas, urban area and sewage
treatment works) and on the relative growth rateshe bacterial species. Total bacterial
numbers increase as water moves downstream buethits from population growth of only

a subset of bacterial OTUs (as explained in Chaf}eiThe relative abundance of some
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bacterial species increases and shows positivelabon with some nutrients, such as TP.
These bacteria presumably grow faster than othidigeaeffect is particularly marked during
periods of higher water temperatures or low flowegumably reflecting higher average
population growth rates and longer residence tiraspectively). However, the mechanisms
of the responses of bacteria to water temperatlirecf or indirect) are not well understood.
Although, there are significant differences in tdtacterial numbers between sites, these
differences are not large. Also, there are sigaificcorrelations between total bacterial
numbers and environmental variables but thesearstrong enough to reflect the impact of
environmental conditions in each specific site @ bacterial abundance. As a result, total
bacterial abundance in this research is not algestoa detailed assessment of ecological status
of the river water.

3.5.2 Total heterotrophic bacteria and their percetages of total numbers

Abundances of heterotrophic bacteria in the Wena@me found to be between 0.5 and 2.95
x 10* CFU/mL, representing between 0.48% and 7.5% @il waunts. Several studies have
investigated heterotrophic bacterial numbers irsHveater systems. In the River Stupia,
northern Poland, Skorczewski and Mudryk (2009) tbuhat the mean of heterotrophic
bacteria numbers was 2.8 x*IOFU/mL in the winter, while it was 5.1 x ACFU/mL in
spring. In the River Brda in Germany, the averagelmer of total heterotrophic bacteria was
5.31 x 16 CFU/mL, with the majority being ammonifying badtrepresenting about 83%
of total counts. The average total heterotrophictdszal numbers in winter were 6.64 x#10
CFU/mL when the water temperature was between 25ai@ while there were 14.3 x 310
CFU/mL in spring when the water temperature wasveeh 13 to 19 °C (Matecka and
Donderski 2006). Masudeat al. (1980) found that heterotrophic bacterial countthie River
Ogilvie in Canada were between 2.5 ¥ 40d 1.5 x 1OCFU/mL, while they were between
3.2x16and 1.9 x1®CFU/mL in the River Swift, US. In the heavily caninated River Asa
in Nigeria, Olayemi (1994) found that numbers dfenetrophic bacteria were high and ranged
from 4.5 x 16 to 8.5 x 16 CFU/mL, with highest values during rainfall event

Yamakanamardi and Goulder (1995) found that tattdtotrophic bacterial counts in the River
Hull ranged between 0.10 and 2.41 ® OFU/mL, representing between 0.13% and 13.1% of
the total numbers. In two eutrophic rivers, Kenzakal. (2001) found that total counts of
culturable bacteria in Kelang River in Malaysia avdretween 1.3 and 6.9 x*1GFU/mL,
representing between 19% and 58% of the total spuvitile in the Chao Rhraya River in
Thailand, they were between 0.4 and 0.8 ¥@BU/mL, representing between 5% and 8% of
the total. In four streams, Lemke and Leff (2006)rfd that total bacterial numbers were
between 0.3 and 0.5 x 8@ells/mL. The proportions of the culturable baictef the total were
small at all times, and were 0.35% in November3@3n February and 0.36% in April.

The percentages of total culturable bacteria irRiver Wensum were strongly and negatively
correlated with total bacterial numbers. The reasdhat in the River Wensum, the common
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OTUs become more abundant as the water moves d@anstThis presumably reflects the
fact that these bacteria are actively growing mriker, and reducing the abundance of other
taxa including those that are heterotrophic. ResultChapters 4 and 5 indicate that not all
bacterial types increase as water moves downstrf®ame bacteria are able to grow in these
sites and may reduce the abundance of the othes iygluding heterotrophic bacteria. This
result is in contrast to the study conducted by kerand Leff (2006) who found a strong
positive linear relationship between total bacteatzaundance and total culturable bacteria in
four investigated streams.

Some of the differences in the abundance of tatiiliable bacteria may be due to culturing
factors, such as the type of media and temperafureubation but they could be also due to
the variation of culturable bacteria between steélremke and Leff 2006).

The highest numbers of culturable heterotrophiddyac in the Wensum were recorded at
downstream sites; S8{4rder), S14 (3 order) and S15 {%order). This observation may be
attributed to the high numbers (3 each) of upstreamage treatment works, which may
discharge high amounts of nutrients and bactet@tirese sites (Cebraat al.2004). Sewage
treatment works can deposit a high amount of néinognd also ammonium-oxidizing bacteria
into streams (Dangt al.2010). Chemical data revealed that these sitesrixe high mean
concentrations of nitrogen (S14 = 7 mg/L, S8 =m@L and S15 = 7.7 mg/L). Also, 454
pyrosequencing data (Chapter 5) revealed that #iese have a high abundance of common
members belonging to the family of Comamonadacedéte class of Betaproteobacteria (S14
=4.07% (OTU2), S8 =5.14% (OTUS) and S15 4.41%6)lof the total abundance). Species
of this class are known as ammonium-oxidizing h#tend can be discharged from treated
sewage into streams (Newton and Madison 2008).c3karski and Mudryk (2009) found that
the highest numbers of total heterotrophic bact{enean 37.23 x FOCFU/mL) were recorded
at a site downstream of the sewage treatment wamkhe River Stupia, Northern Poland,
compared with two other investigated sites (sitm&an 8.39 x fOCFU/mL and site 3, mean
4.17 x 168 CFU/mL). In addition, Skorczewski and Mudryk (20G®ated that effluents from
sewage treatment works caused increases in thestz@abundance of metabolically active
bacteria.

3.6 Summary

In the research reported in this chapter, totatdveat numbers showed significant spatial and
temporal differences. These differences are relatelifferent environmental parameters, and
multiple regression analysis showed that thesenpatiers explain about 52% of the variation
of total bacterial numbers. The remaining percesdaiipat can affect the variation of total
bacterial numbers may be related to other cheraimdbphysical parameters and also biological
factors, such as grazing by large flagellates antbpoa. Total bacterial abundance was shown
to increase as the water moves to downstream seabibthe river. Total bacterial numbers
that were heterotrophic showed significant diffeeshbetween individual sites and were not
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related to any of the environmental parameters. & of heterotrophic bacteria as a
percentage of total bacterial numbers in the Wensway reflect the potential for recovering
many bacteria when developing suitable methodstlikeR2A medium.

Some methodological considerations should be taken account before and during the
enumeration of bacteria to avoid underestimatiotot#l bacterial numbers. First, increasing
particles in water samples may mask bacteria aevkpt their fluorescence with DAPI (Paulse
et al. 2007), although this stain has been shown to $eildluenced by particles compared
with other staining methods such as acridine oréA@» (Sierackiet al.1985). Secondly, long
exposure time to light during staining with DAPIdathen examination by microscope can
result in the fading of this stain (Yat al.1995). Thirdly, during filtration, the vacuum psesse
should be between 50 to 70 Hg to avoid penetratfanany bacterial cells (Kepner and Pratt
1994). Finally, a small amount of immersion oitlad to the filters is recommended to prevent
bacterial cells from floating and becoming lost ((€@y and Hughes 1992).
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Chapter Four

Investigating bacterial community composition in the River Wensum using automated
ribosomal intergenic spacer (ARISA)

4.1 Introduction

Work based on culture-dependent methods has catititat aquatic and soil bacterial
communities have a similar taxonomic compositiomt{il 2006). However, culture based
methods detect only a small proportion of the bédteliversity present (Schmeisser al.
2003; Kirk et al.2004; Zenget al.2011).

Fingerprinting techniques, such as T-RFLP (ktual. 1997), DGGE (Muyzeet al. 1993;
Muyzer 1999) and ARISA (Fisher and Triplett 199@yé revolutionized our view about the
composition of freshwater bacteria (Hahn 2006) @falved the study of changes of bacterial
community with time and between sites (de Figueireidal. 2010), and the biotic and abiotic
factors that may be responsible (Humbstral. 2009).

ARISA is inexpensive, rapid and reproducible andlke to provide a good description of the
composition of bacteria in large numbers of samgtesher and Triplett 1999; Crungd al.
2003; Brownet al. 2005) that allows temporal, spatial and geogragpleffects on bacterial
community composition to be monitored in detaildfeeret al. 2010). It examines the most
variable region of rRNA, the ITS region between IENA and 23S rRNA (Brown and
Fuhrman 2005), and is able to detect a large nuwiiqgeaks per bacterial profile (Fisher and
Triplett 1999; Ranjarcekt al. 2000). Many studies have demonstrated that ARESA iobust
and efficient tool in describing bacterial commiest(Fisher and Triplett 1999; Ranjatlal.
2000; Schwalbachkt al.2004; Brownret al.2005; Yannarell and Triplett 2005; Lear and Lewis
2009).

ARISA has been used successfully in a range ofrenwients, including lake water (Fisher
and Triplett 1999), sea water (Mapeitial.2013), soil (Ranjardt al.2001), estuaries (Hewson

and Fuhrman 2004), catfish ponds (Ar&sal. 2006), and the rumen of lactating dairy cows
(Palmonariet al.2010).
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4.2 Aims

As introduced in Section 1.7, the aims of the redegresented in this chapter are to use
automated ribosomal intergenic spacer analysis $RIto characterise the bacterial
community composition in the lowland arable catchhwé the River Wensum and (i) quantify
the spatial and temporal variation and impact afirenmental factors on this variation, (ii)
characterise these changes in terms of both diyeesid abundance, (iii) identify the
commonest bacterial OTUs and quantify changesain #bundance between sites and times,
and (iv) describe the trend of the shift of bactediversity and the abundance of the
commonest bacterial OTUs when water moves to doeeust sites.

4.3 Methods and materials

4.3.1 The study sites

Samples were collected from 26 sites in the Wensaichment and sub-catchment areas from
June 2011 to December 2012 as detailed in Sect®h.3

4.3.2 Sample collection and filtration

Water samples were collected in sterile 500 mllé®trom a depth of 10-20 cm (see section
3.3.2.1 in chapter 4) below the water surface ahesite. Samples were placed on ice and
transferred to the lab. Filtration was carried iounediately after sample collection. Samples
were inverted and shaken to ensure suspension tleterial cells. Water samples were
filtered through a 0.22 um cellulose membranerfiliillipore, Germany). Filters were then
transferred into 15 mL centrifuge tubes and state@®0 °C, prior to DNA extraction.

4.3.3 DNA extraction

DNA was extracted using a NucleoSpin® food kit (Maey-Nagel, Germany), based on the
recommendation of Jarat al. (2008). Following the manufacturer’s protocol wibme
modifications: 10 ul of proteinase K was addedht® tellulose membrane filter and mixed
gently for 2-3 s. 1000 pl of lysis Buffer CF (preled to 65°C) was then added to the tube and
mixed for 15 s before placing into a water batB=C for 30 min. The tube was then vortexed
for 1 min and centrifuged (500 g) for 4 min andrstbin a freezer at -80 °C for 30 min. After
freezing, the tube was transferred into a watdr ba65 °C for 30 min and again stored in the
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freezer at -80 °C for 30 min. These extra stedseating and thawing were important because
the amount of DNA and cells lysis is enhanced bgl@ when using an additional thermal
shock step of three rounds of heating in a watér 8865 °C and cooling at -80 °C (Mage

al. 1994). The tube was placed in the water bath aC6fer 30 min for the final heating, and
then vortexed for 5 min to break the filter. 10000ft binding Buffer C4 and ethanol were
added to the tube to adjust DNA binding conditiomgh the mixture then vortexed for 30s.
700 pl of the mixture was next transferred ontoNlieleoSpin® food column tube to bind the
DNA. The tube was centrifuged (11000 g ) for 1 niihese steps were repeated to load all the
amount of supernatant. To wash the silica membrd@ ul of wash Buffer CQW was added
into the NucleoSpin® food column. The tube was lerged (11000 g) for 1 minute, 200 pl
of wash Buffer C5 was added into the NucleoSpin@dfegolumn, the tube was centrifuged
(11000 g ) for 1 min, and then repeated. The Nigpea® food column was transferred into a
new 2 ml centrifuge tube and DNA eluted with 2 0 10 of Elution Buffer CE (5 mM Tris/HCI,
pH 8.5) (preheated to 70°C). DNA was stored at —@Qprior to analysis. Quantification of
the DNA was performed using a Nanodrop 1000 spelbtitmmeter (Thermo Scientific, UK).

4.3.4 PCR amplification

ARISA was conducted using two primers. ITSF-HexG3CGTAACAAGGTAGCCGTA-3)
and ITSReub (5-GCCAAGGCATCCACC-3) (Cardina&t al. 2004), synthesised and
supplied by Applied Biosystems.

The extracted DNA templates were amplified in a #5mixture containing 12.5 pl of
BioMix™ (Bioline, UK), 1 ul of ITSF-Hex primer and pl of ITSReub primer (final
concentration of primers: 10 pmol/ml), 9.5 pl afapure sterile water (MilliQ water) and 1 pl
of DNA (5 ng DNA). The amplification of the DNA teptates was carried out in a StepGhe
Real-Time PCR System (Applied Biosystems, UK). PGRIling conditions were: initial
denaturation at 95 °C for 5 min, followed by 35 legcof denaturation at 95°C for 30 s,
annealing at 55°C for 30 s, extension at 72°C forid and a final extension step at 72°C for
10 min, with samples held at 4°C.

Agarose gel electrophoresis was used to checlutteess of PCR amplification as follows: 1%
of agarose gel was diluted with 1% of Tris-Boraf2T buffer (TBE, pH = 8.0) and stained
with ethidium bromide (10 mg/ml) (Sigma, UK). 5 pfleach of the PCR products and also a
DNA ladder (Fisher Scientific, UK) were mixed wighul of loading dye (Sigma, UK). The
mixture was loaded onto 1% agarose gel and rud@ominutes at 100 V. The DNA bands
were checked under a UV transilluminator. The tsswere photographed using a Polaroid
camera (an example, see Appendix Figure A 4.22).

1 ul of each of the successful PCR products wastigig into a 0.2 ml tube of a 96 well PCR
plate containing 10 pl of Hi-di formamide and OI2fiLIZ 1200 labelled size marker (Applied
Biosystems, UK). Separate pipette tips were usedood cross contamination. PCR products
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were sent to the John Innes Centre, Norwich, UK ffagment sizing on a 37SODNA
Capillary Analyser (Applied Biosystems, UK).

4.3.5 Analysis of ARISA fingerprints

ARISA Profiles were assembled using the Peak Sc@hmeogramme, version v1.0 (Applied
Biosystems, UK), downloaded from the website hitpwtv.appliedbiosystems.com. Fragment
sizes less than 50 bp and peak heights with ansityeof less than 50 fluorescence units were
removed from the analysis (Fishetral. 2000; Jonegt al. 2007). Calculated peaks sizes and
heights were exported into an Excel spreadsheepaakis aligned across samples using T-
Align (http://inismor.ucd.ie/~talign/Smithet al.2005), using a bin size of 0.5bp.

The consensus file from T-Align was imported intinker V6 (Clarke and Gorley 2006) for
statistical analysis. Multivariate methods incluglimultidimensional scaling (MDS) and
cluster analysis were used, following Field, Clagkal.(1982) after square root transformation
to reduce the influence of abundant species (Faeldl. 1982). The Bray Curtis coefficient
(Bray and Curtis 1957) was used to measure sinyiletween samples, as this has been
proven to be a robust tool in analysing microb@ammunities (Reest al. 2004) and gives
meaningful information on data sets containingdangmbers of absences, as joint absences
do not contribute to similarity. Samples with trer® species composition represent 100%
similarity (similar samples), while a similarity ha@ of 0% represent no shared species (Clarke
and Warwick 2001).

MDS is a non-parametric method used to carry oatdimensional ordination of samples.
MDS produces a graphical display of the similaaitydissimilarity between samples in which
high distances between samples reflect low sinylari composition (Chatfield and Collins
1980). The stress value measures the extent tohwhigltidimensional scaling captures
distances between communities, with values less @@5 indicating good representation of
underlying distances (Fiekt al. 1982; Clarke 1993; Rees al.2004). MDS has proven to be
a robust tool in discriminating microbial commuedi in different environments in river
sediments (Reest al. 2004) and in sites exposed to heavy metal conttioims (Austen and
McEvoy 1997).

The analysis of similarity (ANOSIM) was applied determine the significant spatial and
temporal differences in bacterial community composi(Clarke 1993; Reest al.2004).

SIMPER (similarity percentages) analysis was pernéd to identify the taxa contributing to
differences in the community between sites andsd@éarke and Warwick 2001).

Abundances of the commonest OTUs were also impantedSPSS v18 and the same as on
the statistical analyses on the bacterial coumsts ¢ection 3.3.5.). Data that were not normally
distributed were square root transformed. Two-wdOVA was used to test for differences
in abundance between sites and study months, dmdaésd marginal means calculated to
resolve inequality of samples sizes. Relationshgi#/een the abundance of commonest OTUs
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and environmental parameters were examined usieg Spearman’s rank correlation
coefficient ¢s), and stepwise multiple linear regression analysdst@ararchical partitioning
analysis were used to identify the most importatdrs responsible for differences in their
abundance. All graphs of the abundance of the cam@idJs were produced using SPSS v18,
while MDS plots were produced using Primer v6. Eipal component analysis PCA was
performed using SPSS to evaluate the changes térzddOTUs over spatial and temporal
scales. PCA is a measure of ecological distancardhyation diagrams (changes of bacterial
species between sites and times) which can transdaingle data set (original variables) to a
new coordination system called principal componé&yathetic variables). In the PCA output,
the rows of the new synthetic variables repredenspecies matrix, while the columns indicate
the principal components. The first two or thremgpal components (new loadings) account
for the largest components explaining the variatiohthe original data set (Ramette 2007).

In addition, canonical component analysis (CCA) wagied out to map the variations of
bacterial OTUs over spatial and temporal variaticansd also to detect the relationships
between environmental parameters and bacterial eomntyncomposition. CCA (also an
analysis of ecological distance) determines thétians of two data sets in which one can
explain the other. Unlike PCA, it describes theatasns of two data sets (e.g. species changes
vs. environmental parameters) rather than a sugfe set (Hotelling 1936; Ter Braak 1986).
Canonical analysis of principal coordinates (CAR)swearried out in R using the Capscale
command in the Vegan package and significancentesti relationships between OTUs and
environmental parameters was tested using perrontdtased Anova (using the Adonis
command) in the same package. This involves caabomrelation between the principal
coordinates produced from OTUs and environmentabfa, similar to canonical coordination
analysis CCA (Anderson and Willis 2003; Sinkétoal. 2011).

4.4 ARISA Results

4.4.1 Overall bacterial community composition

4.4.1.1 Spatial variation of bacterial community conposition.

Figures 4.1-4.3 show 2-D MDS for the bacterial caimity composition in the River Wensum
for individual sites from June 2011 to December201

There is substantial overlap of the community cositpon between sites, and the large number
of data points makes it difficult to observe cl@atterns in Figure 1. However, ANOSIM
revealed that there were significant differencebanterial community composition between
sites (R= 0.294p= 0.1%) and calculating mean positions on the MI& g@isplays these
differences (Figure 4.2). The greatest differenaebacterial community composition were
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between the upstream sites SA, SB and SE (Blackwaktecatchment 1) and the downstream
sites S8 (Wensum, Swanton Morley) and S18 (Wen8Qastessey Mill) (Figures 4.2 and 4.3),
ANOSIM (R= 0.793p= 0.1%). If data from these sites alone are exathmi¢hin the MDS
results, there is no overlap between the two gr@Eiggire 4.3).

SIMPER analysis (Appendix Table A 4.19) showed th&tOTUs (702.09, 795.42, 806.71,
591.97, 810.12, 572.13, 575.27, 713.78, 718.52,286524.25, 817.97, 559.55 and 694.57)
made substantial contributions to the average rdiksity between these two groups at
upstream and downstream sites. 10 out of thesax®dincrease in abundance as they move to
downstream sites. SIMPER also indicated that battdiversity at the upstream sites was
higher than at downstream sites (Figure 4.8).

Standardise Samples by Total
Transform: Square root
Resemblance: S17 Bray Curtis similarity
2D stress: 0.25 || Site (Individual)
S8 A S6
v S12 v S7
s13 W S9
¢ S2 ¢ S10
® SA o Sl1
+ SB + S14
X SC X S15
%k SD S16
SE A S17
VvV SF v S18
0O S1 0O S20
< S3 S21
S5 O0s4

Figure 4. 1Multi-dimensional scaling ordination (all MDS vals) of bacterial composition in
the River Wensum between individual sites from J20&L to December 2012.
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Figure 4. 2 Multi-dimensional scaling ordination (mean of MDS values) of bacterial
composition in the River Wensum between individual sites from June 2011 to December 2012.

Standardise Samples by Total
Transform: Square root
Resemblance: S17 Bray Curtis similarity
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Figure 4. 3Multi-dimensional scaling ordination (all MDS values) of bacterial composition in
the River Wensum between upstream (SA, SB and SE) and downstream (S8 and S18) sites

from June 2011 to December 2012.

95



4.4.1.2 Temporal variation of bacterial community ompaosition

Figure 4.4 and 4.5 show multidimensional scalindir@tion of the bacterial community

composition in the Wensum between June 2011 to kee 2012. As with the pattern of
spatial variation, there is considerable overlagahmunity composition between sampling
times, but ANOSIM shows significant differences liacterial community composition

between months (R= 0.25%; 0.1%) and the monthly mean positions on the M$(Figure

5) display these differences.

It can be seen that large differences in commuotyposition can occur in the same month
for different years. For example, Figure 4.6 shales differences of bacterial community
composition between December 2011 and December. 20d2n water temperature was the
same (5.7 °C) in both years, but water flow way different (mean = 2.30 fs and 9.60 s
respectively).

SIMPER analysis (Appendix Table A 4.20) showed i¥aOTUs (638.7, 705, 702.09, 683.31,
729.94, 724.25, 848.48, 756.76, 779.95, 782.92,52187/95.42, 557.13, 806.71, 727.07,
776.61 and 694.57) made substantial contributioriee dissimilarity in bacterial community
composition between December 2011 and December. 20d2t of these 17 taxa decrease in
abundance in December 2012. SIMPER also showethdlottrial diversity in December 2012
was higher than that in December 2011 (Figure 4.9).

Another example is between September 2011 and i8bpte2012 (mean temperatures were
14.2 °C and 11.6 °C and mean water flows were m¥8 and 2.32 rifs, respectively). (Figure
4.7; significant difference between years, R= 0,4540.1%).

SIMPER analysis (Appendix A 4.21) showed that 18J8T702.09, 795.42, 806.71, 756.76,
572.13, 591.97, 727.07, 718.52, 711.23, 742.92,586565.24, 753.56, 697.29, 678.11 and
638.7) made substantial contributions in the diganity of bacterial community composition
between September 2011 and September 2012. 8 thesds 16 taxa decrease in abundance
in December 2012. SIMPER analysis also showedbthetierial diversity in September 2012
was higher than that in September 2011 (Figure 4.9)

Bacterial community composition was very similarthe months of spring 2012. In the

summer months June, July and August 2011, bactenmposition was similar to that in June,

July and August 2012. Also, bacterial compositiorOictober and November 2011 was very
similar to that in October and November 2012 (Fegd4 and Figure 4.5).

There were several common OTUs that occurred ipesibds at all sites that were commoner
in the downstream sites, presumably because tleeglde to multiply and grow in the river
(702.09, 795.42,591.79, 806.71, 817.79, 572.137a8JL By contrast, three of the commonest
OTUs were more common in the upstream sites, pdatly during periods of high rainfall
and river flow rates.
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The results show that the overall bacterial comtyucomposition in the River Wensum
changed significantly between sites and monthgaraical partitioning analysis showed that
variations of water temperature, flow and the pmeseof arable land were the important factors
affected the shift of bacterial community compasitbetween sites and months. The bacterial
community showed changes in both diversity and dhnoe, with bacteria originating in
different sources, in drainage from different larsgs (agricultural and urban areas) and with
variation in stream flow runoff contribution. Badtd diversity increased in the upstream sites
of the river especially when water temperaturesi@areand rainfall and river flow are high,
but decreased as the water moves downstre&md{3order streams) (Figures 4.8 and 4.9).
Bacterial abundance, on the other hand, increasedhter moves downstream sites and only
some of the commonest OTUs are able to multiply gnosv at these sites. The commonest
OTUs contributed the most to dissimilarity of baiete community composition between
months and sites (Figure 4.12 and Table 4.5).
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Standardise Samples by Total
Transform: Square root
Resemblance: S17 Bray Curtis similarity
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Figure 4. 4Multi-dimensional scaling ordination (all MDS values) of bacterial composition in
the River Wensum from June 2011 to December 2012 (monthly data).
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Figure 4. 5 Multi-dimensional scaling ordination (mean of MDS values) of bacterial
composition in the River Wensum from June 2011 to December 2012.
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Standardise Samples by Total
Transform: Square root
Resemblance: S17 Bray Curtis similarity
SB 2D stress: 0.21 || Date (months)
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Figure 4. 6 Multi-dimensional scaling ordination (MDS) of baatl composition in the River
Wensum from December 2011 and 2012.
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Figure 4. 7Multi-dimensional scaling ordination (MDS) of baatl composition in the River
Wensum from September 2011 and 2012.
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4.4.2 Bacterial diversity (Shannon indexH’ log)

4.4.2.1 Spatial and temporal variation of bacteriabiversity

Bacterial diversity ') in the river water ranged from 1.0 at site SAugust 2011, to 4.4 at
site SE in May 2012, with an overall mean of 3.4.

Figure 4.8 and Table 4.1 show the spatial variatiopacterial diversity in the River Wensum
from June 2011 to December 2012 and Figure 4.9rabte 4.2 show the temporal variation.

Application of two-way ANOVA shows significant défences between sitels € 4.74, P<
0.001) and timesH = 6.56, P< 0.001), with differences between s#eplaining a larger
proportion of the variance (18.3%) than differenlbesveen months (18.2%).

Generally, bacterial diversity is highest at upsmtnesites, with sites S4 and SE both having
means of 3.6. Diversity decreases as the water snde@nstream, and the lowest values are
in the 4" order streams, with both S8 and S18 having meb2®¢Figure 4.8 and Table 4.1).

Diversity increased in wet and cold months withhaigt values recorded in February, May and
December 2012, while it decreased during dry anagnwaonths, with lowest values recorded
in June, August and September 2011 (Figure 4.9Tabtk 4.2).
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F=4.74,p< .001
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Bacterial diversity (Shannon index H')
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Key symbols: UW = Upper Wensum, WB = Wensum Beck, MCNlid Catchment Tributaries, WCM = Wensum Swanton
Morley, BC = Blackwater Catchment, LCT = Lower Catchm&nbutaries, WCM: Wensum Costessey Mill, BSC1 =
Blackwater subcatchment 1, BSC2 = Blackwater subcanhh

Figure 4. 8 Box plot of spatial variation of bacterial diveysin the River Wensunsites as
individuals and groups) from June 2011 to December 2012.
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Table 4. 1Mean, standard error, minimum and maximum of bi&dtdiversity (Shannon index
H) in the River Wensum by sites from June 2011 éacddnber 2012.

Individual  Mean + standard error Minimum and maximum (Shannon
site index H'")
S4 3.6 +.033 3.2-4.2
S5 3.4 +.029 32-4.1
S6 3.5+.029 3.0-4.3
S13 3.3+.027 23-4.1
S20 3.5 +.029 3.1-41
S1 3.3+.029 1.0-4.2
S2 3.2 £.028 2.1-39
S3 3.2+.029 23-43
S15 3.2+.029 1.8-3.9
S7 3.3+.029 23-43
S14 3.5+.029 3.0-4.0
S8 2.9 +.027 2.0-3.8
S10 3.4 +.029 29-43
S11 3.2+.029 1.8-4.0
S12 3.4 +.027 26-4.1
S21 3.3+£.030 25-4.1
S9 2.9 +£.030 21-3.7
S16 3.3+.029 26-4.0
S17 3.1+.029 24-39
S18 2.8 +.029 24-3.4
SA 3.6 £.028 3.1-4.2
SB 3.5+.029 24-4.0
SE 3.6 +.029 3.1-44
SC 2.9 +.029 22-4.0
SD 3.3+.029 24-4.0
SF 3.2 +.030 1.8-4.1

Shannon index is a measure of bacterial diverbidy takes into account both richness and
evenness of bacterial species in a community. Maogerial diversity represented by high
value, while less bacterial diversity representgdo H' value. IfH' value equal to O, then
bacterial community represented by only one spagiaggiven community (Hilet al. 2003).
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Figure 4. 9 Box plot of temporal variation of bacterial diversity (Shannon index H') in the
River Wensum (by month) from June 2011 to December 2012.
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Table 4. 2Mean, standard error, minimum and maximum of bi&dtdiversity (Shannon index
H') in the River Wensum by months from June 201@éoember 2012.

Year Month Mean * standard error Minimum and maximum
(Shannon indexH")
2011 June 2.4+ .071 21-26
July 3.3+£.031 24-4.2
August 2.9 +.028 1.0-3.5
Septembel 2.9+£.024 1.8-39
October 3.3+.022 2.1-43
November 3.3+£.023 2.3-4.0
December 3.3+.023 2.8-3.8
2012 January 3.3+£.023 1.8-4.2
February 3.7£.023 1.8-4.3
March 3.3+£.023 22-3.8
April 3.3+.023 21-41
May 3.6 £.023 22-44
June 3.5+ .024 26-4.1
July 3.3+£.023 24-40
August 3.4 +.023 25-4.2
Septembel 3.5+.023 28-4.2
October 3.4 +.026 2.3-39
November 3.6 £.024 2.3-4.1
December 3.7 £.023 3.1-43

4.4.2.2 Environmental parameters and bacterial divesity (Shannon indexH")

Mean, standard error, minimum and maximum of emvitental parameters are all presented
in the Appendices Tables A3-1 to A3-22.

Table 4.3 shows the correlations between envirommh@arameters and bacterial diversity in
the River Wensum from June 2011 to December 20 \Bpearman’s rank correlation and
stepwise multiple regression analysis.

Spearman’s rank correlation analysis revealeditheterial diversity was positively related to
TC, TN, arable land area, river flow rate, TOC amg@roved grassland, respectively, while it
was negatively related to stream order, temperatuten area and the presence of STWs,
respectively.

However, among these significant parameters, stpmiultiple regression analysis revealed
that bacterial diversity was positively related T@ and TN, while negatively related to
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temperature and stream order. All these environah@arameters explain approximately 18 %
of the variation of bacterial diversity in the riugater.

Overall, bacterial diversity showed significant sglaand temporal differences, with values
decreasing as the water moves downstream. Bactarianter the river from different sources:
for example, drainage from agricultural land anguin from sewage treatment works,
especially during high rainfall. The bacterial disigy at upstream sites positively correlated
with TC and TN and may simply reflect the transdidllochthonous organisms into upstream
sites. As the water moves downstream, the commadds((702.09, 795.42, 591.79, 806.71,
817.79, 572.13 and 718) are able to multiply, retyoverall diversity. This effect is most
marked when TC and TN are low and when water teatper is high. These variations in the
abundance of common OTUs make the greatest cotinitsuto dissimilarity of bacterial
community composition between samples and so raedubie relative abundance of the rare
OTUs.

Table 4. 3Relationships between environmental parameterdaattrial diversity (Shannon
index H') in the River Wensum from June 2011 to DecembdrR22@sing Spearman’s rank
correlation and stepwise multiple regression anmglys

Environmental parameter Spearman'’s rank correlation Stepwise multiple regression
Temperature ("C) -.199, p<0.001 -.197, p< 0.001
pH N.S. -
Total nitrogen TN (mg/L) .231, p< 0.001 .205, p< 0.001
Total phosphorus TP (pg/L) N.S. -
Total carbon TC (mg/L) .252, p< 0.001 .230, p< 0.001
Total organic carbon TOC .207, p< 0.001 -
(mglL)
Total suspended solid TSS N.S. -
(mg/L)
Arable land (%) 221, p< 0.001 -
Improved grassland (%) 152, p< 0.01 -
Other grassland (%) N.S. -
Urban area (%) -.141, p< 0.01 -
Rainfall (mm) N.S. -
Sewage treatment works (n) -.111, p< 0.01 -
Stream order (n) -.232, p< 0.001 -.164, p< 0.001
River flow rate (m?¥s) .218, p< 0.001 -
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4.4.3 Common DNA fragment sizes and their abundance

Table 4.4 and Figure 4.7 show the 20 commonest Qdndstheir abundance in the river
Wensum from June 2011 to December 2012.

As can be seen in Table 4.4, averaged across alkd@dmples analysed, each of the 20
commonest OTUs make up only a relatively small propn of the total, but some of these
OTUs can be very common in individual samples. ¢bmonest four OTUs, for example,
have mean abundances of between 2.7 and 7.4%abeinmaximum abundances in individual
samples ranging from 27.1% at site SD to 81.9%tatSC.

Figure 4.11 shows a cumulative dominance curveeabundance of the 20 commonest OTUs
in the River Wensum from June 2011 and Decembe2.2Die abundance of these 20 OTUs
accounted for approximately (40.4 %) of total baateabundance in the river water.

Table 4. 4Mean of relative abundance, cumulative abundaditcef variance between sites
and months and maximum abundance of the commoriass  the River Wensum from June
2011 to December 2012.

Common Fvalue Fvalue % % Mean Cumulative Max. Sites of
OTUs (site) (month) variance variance  abundance abundance abundance max.
(ARISA) between between (%) (%) abundance
sites months
702.09 2595 9.04 52.2 13.1 7.4 7.4 81.9 SC
795.42 11.07 6.65 33.8 14.6 4.7 12.1 54.3 S2
591.79 6.91 5.27 25.6 14.0 2.7 14.8 27.1 SD
806.71 8.47 3.62 30.9 9.5 3.2 17.9 67.1 S11
705 272 1294 9.6 33.0 1.8 19.7 29.5 SB
817.97 6.63 241 26.9 7.1 1.0 20.6 18.3 S17
572.13 7.69 4.42 28.5 11.8 2.8 23.5 41.9 SD
683.31 2.36 3.63 11.2 12.4 1.2 24.7 29.5 S21
756.76  6.56 16.12 19.0 33.7 3.6 28.2 22.6 S3
718.52 7.60 3.73 28.7 10.1 4.6 32.8 17.2 S7
776.61 1.81 3.88 8.7 134 0.6 334 9.1 S7
773.36  2.99 1.52 14.8 54 0.9 34.4 15.6 S17
694.57 3.53 1.87 16.7 6.4 1.3 35.7 14.1 S17
75356 2.42 4.84 11.0 15.8 0.9 36.6 8.9 S3
678.11 3.25 2.81 14.8 9.2 1.0 37.7 7.47 SE
565.24 4.97 2.98 21.1 9.1 1.5 39.2 15.2 S7
843.5 1.90 3.28 9.3 11.6 0.2 394 3.0 SE
41576 1.91 1.38 10.2 5.2 0.2 39.5 7.1 S20
596.69 3.19 2.37 15.0 8.0 0.7 40.2 11.3 SB
798.26 1.09 2.73 5.7 10.2 0.3 40.4 12.2 S8
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Figure 4. 10Abundance of common DNA fragment sizes of bacterial communities in the River
Wensum from June 2011 to December 2012.
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Figure 4. 11 Cumulative dominance curve of the abundance ofnconest DNA fragment
sizes in the River Wensum frahne 2011 andDecember 2012.
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4.4.3.1 Spatial and temporal variation of common DN fragment sizes

Two-way ANOVA shows significant differences betwestes for all 20 commonest OTUs,
except OUT 798.26, and times, except OTUs 773.86445.76 (Table 4.4).

Differences between sites explain larger propostioh the variances of the majority of
common OTUs than differences between months (702.95.42, 591.79, 806.71, 817.97,
572.13, 718.52, 773.36, 694.57, 678.11, 565.24,761%nd 596.69). However, differences
between months explain larger proportions of theanages of seven common OTUs than
differences between sites (705, 683.31, 756.76617653.56, 843.5, and 798.26) (Table 4.4).

Principal component analysis (PCA) (Table 4.5) a¢év¢he overall patterns in the abundance
of the 20 commonest OTUs across the Wensum catdhiactor 1 explained 18.1% of the
variation of OTUs, while factor 2 explained 8.5% tbk variance. Factors 3 and 4 each
explained a further 6 % of the variance.

PC 1 is essentially upstream-downstream and P@r2gents OTUs that are varied between
times. PC 1 is positively correlated with abundanof 702, 795, 591, 806 and 817.9, and
negatively correlated with 756.76 and 718.52 (Tdbb. Hierarchical partitioning shows that
the strongest relationships with PC1 are flow, tteanperature. PC2 is positively correlated
with 705, and negatively correlated with 756.76 afteB.56 (Table 4.5). Hierarchical
partitioning shows that this factor is most strgngllated to percentage of arable, with weaker
effects from the percentages of urban, TN, STWspahd

Canonical analysis of principal coordinates (CARY(re 4.12) also displays the variations of

OTUs between sites and times, and the correlatiebseen environmental parameters and
OTUs. Figure 4.13 shows the variations of OTUs leetwsites in the same axes of Figure 4.12.
Also, Figure 4.14 shows a plot of the variationshaf 20 commonest OTUs in the same axes
of Figure 4.12.

Differences between sites explain a larger propor(86.4%) of the variances of OTUs than
differences between months (13.7%).

CAP 1 essentially corresponds to upstream-dowmstpessition and CAP 2 reflects OTUs that
vary between sampling times. OTUs become commanesater moves downstreanid(and

4™ order streams) with the exception of site ST ¢2der stream) that does not fit this pattern.
These common OTUs grow faster than others and ¢ordeminate the community as water
moves downstream, resulting in the decreases oébwacterial diversity. They are positively
correlated with temperature, TP, pH and the preseharban area. OTU (709.02) is at the end
of axis 1 (downstream) and correlated positivelthviemperature, while OUT (565.24) and
OTU (705) are at the other end and correlated igeitwith TC, TN, flow and arable land
(Figure 4.12, Figure 4.13 and Figure 4.14). Themeation based ANOVA (using Adonis, see
section 4.3.5) shows that there are significantailter weak relationships with environmental
variables: temperature?(F 3.6%, p< .01), TP fr= 0.95%, p< .05), urban are& & 4.3%,

p< .01), stream order’(¥ 2.1%, p< .01), pH {r= 2.4%, p< .01), arable land & 2.1%, p< .01),
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TN (> = 1.9%, p<.01), TC f= 0.99%, p< .01) and flow% 0.8%, p< .01). CAP 1 is positively
correlated with TN, TC flow and arable land, whikgatively correlated with temperature, TP,
urban area, stream order and pH. CAP 2 is posjte@irelated with TN, TC, pH, urban area,
stream order, flow and arable land, while negayivarrelated with temperature and TP
(Figure 4.12).

The overall pattern of community composition istt®@aUs become commoner as the water
moves downstream ‘@3and 4" order streams). This presumably reflects the ttaat these
bacteria are actively growing in the river, andugdg the abundance of other taxa. The result
of this is that the community becomes less divdmenstream. But there is one site (SC) that
does not fit this pattern. A few OTUs exhibitedaer and often increased abundance during
storm events of high rainfall and flow rates, sugdog that these OTUs are of terrestrial origin
that are flushed into upstream sites (OUT 705,565/56.76 and 753.56) (Table 4.5, Figures
4.12 and 4.13, 4.14 and Appendix Tables A 4.1-B4Figures A 4.1-A 4.18).

Figure 4.14 and Table 4.6, and Figure 4.15 anderdali give examples for the spatial and
temporal variation of the first common OTU (702.0B)e abundance of OTU 702.09 increases
as water moves to downstream sites of the Wensim#{Border streams), with highest values
recorded at % order streams (S8, S15 and S18) and at one upstogation, site SC. The
abundance of this OTU increased during warm mofitigh water temperature), while it
decreased during cold months (low water temperptwi¢gh highest values recorded in June
2011, August 2011 and July 2012.

Other figures and tables about spatial and tempamahtion of the commonest OTUs are
presented in the Appendix Tables A 4.1- A 4.18uFeg A 4.1-A 4.18.
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Figure 4. 12 Canonical analysis of principal coordinates (CAP}he variations of ARISA
OTUs between sites and times, and the correlatimeteveen OTUs and environmental
parameters in the River Wensum from June 2011 teDéer 2012.
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Figure 4. 13 Site centroids for canonical analysis of principabrdinates (CAP) of the
variations of ARISA OTUs of the River Wensum froom& 2011 to December 2012.
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Figure 4. 14 Canonical analysis of principal coordinates (CAPYhe variations of the 20
commonest OTUs of the River Wensum from June 20Tletcember 2012.
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Table 4. 5Principal component loadings of the 20 commoné&du©in all sites of the River
Wensum from June 2011 to December 2012.

OoTuU Principal components

1 2

702.09 .679 -.292
795.42 .660 -.093
591.79 .535 .071
806.71 .700 152

705 -.337 .529
817.97 .523 211
572.13 .357 .298
683.31 -274 .298
756.76 -497 -.481
718.52 -.528 -.393
776.61 -.239 397
773.36 .266 -.121
694.57 .249 -.047
753.56 -.159 -.535
678.11 -416 217
565.24 -.429 176
843.5 -111 319
415.76 -.108 152
596.69 -424 .097
798.26 232 .103

%
variance 18.10% 8.50%
explained
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Figure 4. 15Box plot of spatial variation of the common DNA fragment size (702.09) (sites
as individuals and groups) from June 2011 to December 2012.

114



Table 4. 6Mean, standard error, minimum and maximum (%hefabundance of common
DNA fragment size (702.09) in the River Wensumgligs) from June 2011 to December 2012.

Individual site Mean * standard error Minimum and maximum

S4 1.85+0.299 0.00 - 5.56

S5 1.76 +0.261 0.00 - 11.23
S6 2.35+0.262 0.00 - 18.43
S13 5.68 +0.244 0.97-27.21
S20 0.55+£0.261 0.00 - 5.47

S1 2.20+0.261 0.00 - 38.85
S2 1.60 +0.253 0.00-6.01

S3 1.47 +0.261 0.00 - 11.77
S15 16.71 £ 0.261 4.45 - 61.89
S7 1.11 +0.261 0.00 - 6.33

S14 2.40+0.261 0.00 - 13.81
S8 20.19 £ 0.244 5.20 - 51.50
S10 6.00 + 0.261 0.00 - 37.45
S11 6.66 + 0.261 0.00 - 16.83
S12 8.68 + 0.238 0.00 - 31.04
S21 7.46 +0.269 0.72-19.94
S9 7.80 £ 0.269 0.00 - 24.86
S16 3.69 +0.261 0.00-19.91
S17 12.84 +0.261 0.00 - 41.05
S18 21.31+0.261 6.45 - 44.29
SA 0.47 £0.248 0.00 - 3.06

SB 1.12 +0.262 0.00 - 3.65

SE 0.03 £0.254 0.00-0.03
SC 22.85+0.254 3.72-81.94
SD 1.07 £0.254 0.00 - 6.97

SF 6.52 + 0.270 0.00 - 28.94
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Figure 4. 16 Box plot of temporal variation of the common DNagment size (702.09) by
months from June 2011 to December 2012.
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Table 4. 7Mean, standard error, minimum and maximum (Yohefabundance of the common
DNA fragment size (702.09) in the River Wensum ifgnths) from June 2011 to December

2012.

Year Month Mean * standard error Minimum and maximum

2011 June 18.03 = .630 29.90 - 32.48

July 5.46 £+ .276 0.00 - 38.85

August 10.84 + .247 0.00 - 81.94

Septembel 8.44 + 218 0.00 - 61.89

October 4.17 +£.199 0.00 - 40.02

November 2.69 + .209 0.00 - 34.11

December 1.99 +.209 0.00 - 22.98

2012 January 1.76 +.209 0.00-17.39

February 2.61 +.209 0.00-12.01

March 2.20 +.209 0.00 - 11.05

April 3.05+.209 0.00 - 21.23

May 3.15 +.209 0.00 - 23.55

June 6.51 +.213 0.00 - 41.05

July 11.15 +.209 0.00 - 44.29

August 5.55 +.209 0.00 - 37.45

Septembel 5.56 +£.209 0.00 - 28.94

October 3.10 +.228 0.00 - 34.97

November 3.46 + .218 0.00-17.71

December 1.36 £.209 0.00 -9.23

4.4.3.2 Environmental parameters and the abundancaf common DNA fragment sizes

Mean, standard error, minimum and maximum of emvitental parameters are all presented
in the Appendix Tables A 3-1- A 3-22.

Table 4.8 and Table 4.9 show the correlations batvemvironmental parameters and common
OTUs using Spearman’s rank correlation and stepwsdtiple regression, and also
proportions of those parameters explaining theatians of common OTUs.

As can be seen in Tables 4.8 and 4.9, the variatidhe abundance of the majority of the
commonest OTUs (702.09, 795.42, 591.79, 806.71, 803.79, 572.13 and 683.31) was
highly explained by stream order and temperaturaenother parameters explained the
variation of one to four common OTUs. Proportiof®vironmental parameters explaining
the variations of common OTUs are varied, with ealuanging from 0.4% to 45%.

For example, Spearman’s rank correlation analysablé 4.8) showed that the abundance of
first common OTU (702.09) was positively relatedsteeam order, urban area, temperature,
STWs and pH, while it was negatively related tdoddand area, improved grassland area and
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TN. However, among these significant parameterpvase multiple regression analysis

(Table 4.8) showed that the most significant patansethat correlated negatively with the

abundance of OTU (702.09) were arable land arem(€i4.17), improved grassland area and
TN, while the most significant parameters corralatesitively with the abundance of this OTU

were temperature (Figure 4.18), stream order, TPualban area. All of these environmental

parameters have contributed approximately (45%thefvariation in the abundance of this

OTU.

Overall, OTU 702.09 enters the river from differeatirces, such as drainage from urban areas
and discharges from sewage treatment works. Thedamae of this OTU correlated negatively
with TN at upstream sites. OTU 702.09 abundanceeases as the water moves downstream
(39-4" order streams) and during periods when water testye is high. Its abundance at
downstream sites correlated positively with TP.
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Table 4. 8Relationships between environmental parametersamadnon DNA fragment sizes

in the Wensum River from June 2011 to December 2012

OTU
Variable 702.09 795.42 591.79 806.71 705
1 2 1 2 1 2 1 2 1 2
Temperature ('C)  .294** .300 .165** 135 .260** 301 .169** 31 -.371**  -.190
pH .203** - .258** - 141** .245%* 115 N.S. -
Total nitrogen TN~ -.260** - .172 N.S. - N.S. - - 111 - 272%* 122
(mg/L)
Total phosphorus  .209** 101 N.S. - N.S. - N.S. - -.162** - 132
TP (ug/L)
Total carbon TC N.S. - -.090* - N.S. - N.S. - .103* -
(mg/L)
Total organic N.S. - -.080* - N.S. - N.S. - .184** -
carbon TOC
(mg/L)
Total suspended N.S. - -.147* - .095 N.S. - N.S. - -.175** -
solid TSS (mg/L)
Arable land (%) -436** -.696 -372** -403" -.150* - - 277 - .159** -
Improved -.288* - .640 -.298* -.303 -.079* - -.196** - -.107* -
grassland (%)
Other grassland N.S. - N.S. - N.S. - -099* -.163 N.S. -
(%)
Urban area (%) .313** .096 .262** - .252* 110  .254** - N.S. -
Rainfall (mm) N.S. - N.S. - .101* - N.S - N.S. -
Sewage treatment ,287** - 270** - .150** - .255** - N.S. -
works (n)
Stream order (n) 414** .207 415%* .256 316* 224  .368** 323  -.136** -.088
River flow (m¥s) N.S. - N.S. - N.S. - N.S. - .352* 348
% variance - 45% - 20% - 18 - 16% - 30%

explained

%

1= Spearman’s rank correlation output, 2= regresaitalysis output, N.S. = not significant, (n) bedw

brackets= numbers.
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Table 4. 9Relationships between environmental parametersamadnon DNA fragment sizes

in the Wensum River from June 2011 to December 2012

OTuU
Variable 817.97 572.13 683.31 756.76 718.52
1 2 1 2 1 2 1 2 1 2
Temperature N.S. - N.S. - N.S. - 177 - .174 N N
€9
pH .262** 106 N.S. - N.S. - -.099* - N.S. -
Total nitrogen N.S. - -.123** - .099* - N.S. - N.S. -
TN (mg/L)
Total -.130* -.202 .080* - N.S. - N.S. - -.104* -
phosphorus TP
(Mg /L)
Total carbon TC N.S. - N.S. - N.S. - N.S. - .162** .148
(mg/L)
Total organic N.S. - .182** - N.S. - N.S. - N.S. -
carbon TOC
(mg/L)
Total suspended -.212** - .160** 125 .106* - N.S. - N.S. -
solid TSS (mg/L)
Arable land (%) -, 111** - -.316** - .160** - .089* - .140** -
Improved .109* - .180** - -.136** - N.S. - N.S. -
grassland (%)
Other grassland N.S. - .124** - N.S. - N.S. - .089* 21
(%)
Urban area (%)  .234** - 151** - N.S. - -103*  -.099 -.285** -.230
Rainfall (mm) N.S. - .097* 125 112* - N.S. - .094* -
Sewage .265** 136 .102* - -.095* - -.083* - -.126** -
treatment works
()
Stream order (n) ,300** .205 .362** 328 -.154**  -140 -.093* - -.091* -
River flow (m¥s) ~ N.S. - .115%* - .078* .202  -.080* - N.S. -
% variance - 14% - 13% - 0.6% - 0.4% - 1%

explained

1= Spearman'’s rank correlation output, 2= regresaitalysis output, N.S. = not significant, (n) bedw

brackets= numbers.
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Figure 4. 17Correlation between the abundance of the commdun 02.09) and arable land
from June 2011 to December 2012.
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4.5 Discussion

4.5.1 Overall bacterial community composition

The results of this study indicated that the baaiterommunity composition in the River
Wensum varied significantly both between sites betiveen months from June 2011 to
December 2012. Bacterial diversity was higher atngam sites during periods of high rainfall
and river flow rate and also during cold monthsvdbsity decreased as water moves
downstream, particularly during warm and dry monfilse abundance of several common
OTUs increases at downstream’®@" order) sites, particularly in summer, presumably
reflecting growth of common organisms, with consagueduction in the overall diversity, as
water moves downstream.

Site SC (29 order), however, has common bacteria similar énghttern of common OTUs at
downstream sites. The sources of this common baateuld be septic waste as this site is
located in an area with septic tanks and dischatggscan potentially deposit microbes and
nutrients into waterways, such as rivers and lékésnedet al.2005).

The greatest differences in bacterial community position were found between two
downstream sites (S8 and S18) and three upstraam(SIA, SB and SE) in the Blackwater
subcatchment.

Lear and Lewis (2009) found that bacterial biofid@mmunity composition is more similar
along stream sections than between streams. Fisthei(2009) reported a similar pattern in
Sweden, which they attributed to differences betwaschments. Doriget al. (2010) found
large differences in bacterial biofilms between ttgem (non-polluted) and downstream
sections (polluted with pesticides) of the MorciRaver in France. This was attributed to
extensive agriculture processes at downstream tgese and Crump (2002) found that land
use type has substantial effects on bacterial camtgnaomposition between upstream and
downstream sites of the River Ipswich in MassacttisisgS. Levine and Crump (2002) have
suggested that the first establishment of the batteopulation was at upstream sites was
mostly in an urban area (78% of total catchment) then maintained down the length of the
river. Baiet al. (2013) found that the bacterial composition attrgasn sites receiving treated
wastewater was different from that in downstreai®ssof the River Haihe in China receiving
untreated wastewater. Also, upstream sites shovgdddibundance of ammonium-oxidizing
bacteria and this attributed to their highly preseim the treated wastewater.

Olapadeet al. (2005) found that the abundance of different b&t@opulations was varied
among 2¢ to 39 order streams in the USA. For examjarkholderiacepaciashowed higher
abundance at a downstream site and correlatedvabgitvith dissolved organic carbon and
nitrite. Similarly, Findlayet al.(2002) found that bacterial abundance varied anmimg £ to
39— order streams, and attributed this patterngwémiation of organic matter in these streams.
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Upstream sites (SA, SB and SE) are located inema@rintensive arable agriculture. Fertilizers
are normally used in grasslands and arable lanidspmve crop yields (Vistouse#t al. 1997,
Wei et al.2013). Runoff from these areas into streams cangd the chemistry of water and
may lead to changes of bacterial community comjpos(Kirk et al.2004; Dorigoet al.2010;
Findlay 2010).

Previous studies give to little attention the clatien between grassland types and bacterial
community composition and abundance. Studies amaalty focused only on soil microbial
communities. For example, Graysteimal. (2001) demonstrated that variations in the stinectu
of bacterial communities in soil were related te tipes of grassland.

Sites S8 and S18 are located dhodder streams in the proximity of urban areas$3811%
and S18 = 4.89% of the total sub-catchment) and b&8 and 2 STWSs upstream, respectively.
STWs may discharge nutrients and bacteria (Carpeni. 1998; Druryet al. 2013). These
two sites also receive organic matter from upstreaes and adjacent areas.

The bacterial community composition was found tange significantly between months.
Fluctuations of temperature and flow rate can hastential effects on bacterial community
composition and structure (Bucet al. 2014). Abed et al. (2011) used ARISA to show
substantial changes in steam bacterial communityposition and function in Oman after
extreme flood events, with approximately three-tprarof the community being replaced.
Zhanget al. (2012) found substantial seasonal variation irtdy&d community composition
and structure in three rivers, with temperaturthasnajor responsible factor. Mueller-Spatz
al. (2009) found that bacterial composition in LakecMgan was related more strongly to
sampling date than to depth of water, showingangtrelationship to water temperature. Also,
Crump and Hobbie (2005) found that bacterial contjprsin two temperate rivers was
influenced by variation of temperature and flowerathis study also revealed that many
phylotypes were taxa related to soil and sedimaatdsia, indicating the role of allochthonous
bacteria in increasing diversity.

Fisheret al. (2000) attributed variation in the bacterial abamce (about 84%) along the the
River Hull river to be due to water temperatureindstromet al. (2005) found that the
abundance of bacterial taxa in different lakes stasngly influenced by water temperature.
For example, th&. pickettiiwas present in high abundance at low water temyreratvhile
the Bacteroidetewere present in high frequency at high water tewmipee.

Sahaet al. (2003) found that bacterial abundance and digiohun some canals of Kolkata
were highly related to rainfall and flow rate, whibther parameters, such as pH and total
suspended solids had no effect. Jordaan and Bewhode (2013) found that changes of
abundance and diversity of Actinobacteria and Algadberia in the River Vaal, South Africa
were positively related to rainfall. Also, Kumaet al. (2011) found that the abundance of
ammonium-oxidizing bacteria in some freshwater emments was positively related to
ammonia, nitrate and rainfall.

In Vaal River in South Africa, Jordaan and Bezuiugut (2013) found that the abundance of
some bacterial groups, such as Gammaproteobaeatati®eltaproteobacteria was positively
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related to flow rate. However, Stepanauskasl. (2003) reported different results for the
relative abundance of some phylotypes of bacteaidgibn in the delta of the Sacramento-San
Joaquin River in California. They found that thdatiwe abundance of members, such as
Microthrix belonging to Actinobacteriavere high during summer and autumn seasons and
were negatively correlated with river flow.

Phosphorus and nitrogen are two nutrients thaterder streams and cause eutrophication
(Smith 2003). This phenomenon can affect bactenaimunity composition and abundance
in freshwater environments (de Figueireztal. 2010; Kent and Bayne 2010). Wu and Hahn
(2006) found that the abundance Rdlynucleobacte(PnecB) in the Mondsee Lake were
positively related to water temperature and TP.oAlSorichettiet al. (2013) found that
Cyanobacteria in 25 oligotrophic lakes were predani at all levels of total phosphorus.
Xiong et al. (2012) found that TC was negatively correlatechviite relative abundance of
Bacteroidetes and Acidobacteria in the sedimentsarofalkaline lake, while they were
positively related to pH. Liet al. (2013) found that the spatial and temporal distidns of
bacterial communities in the Jiulong river in Chimare highly attributed to the variation of
TN, TC, water temperature and phosphorus. &uad. (2013) found that approximately 91%
of the variations of ammonium-oxidizing bacteriathre River Dongjiang in China were
explained by the variation of total nitrogen anthk@arbon.

De Figueiredcet al. (2012) found that the abundance of Betaproteobacédong the River
Cértima in Portugal were correlated positively withS. At the discharge point of the Oloshi
River in Nigeria, which receives high amounts diiugints, Nwauget al.(2007) recorded high
abundance of some bacterial genus Kkebsiellaspp. andCorynebacteriunspp., which were
related positively to total suspended solids aal dissolved solids.

In 23 streams in Hubbard Brook in the US, Fiateal. (2007) found that pH showed strong
effects on bacterial community composition and aamce of some dominant bacterial groups,
such as Proteobactenghich were correlated positively with pH. In 17 dici and natural
streams in South Island, New Zealand, Letaal. (2009) found that types and proportions of
some bacterial groups were varied and stronglyetated with pH. For example, 38% of
Alphaproteobacteria dominated natural streams GH3.3) but this proportion was 21% in
acidic streams (pH, 3.9-7.5). Also, members of Betteobacteria (29%) were dominant in
acidic streams.

4.5.1.1 Bacterial diversity

There were significant changes in bacterial divgrisetween sites and months in the River
Wensum. The increases in abundance of some OTUs prayortionately reduce the
importance of other OTUs, especially affecting r@BUs. Bacterial diversity was found to
decrease at downstream sites of the river (durimgnaand dry months), whereas decreases in
the abundance of OTUs during wet and cold montkslted in an increase in bacterial
diversity.
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Similar results are reported by Sekiguehial. (2002) who found that bacterial community
diversity decreased downstream in the River Changjin China, and attributed this pattern
to physical and chemical properties of the riveteyasuch as water temperature, nutrient
concentrations and flow rate. Similarly, Lemigtnal. (2012) also found that bacterioplankton
diversity decreased downstream in the River Xiarkleuxi in China and attributed this
decrease to higher values of pH and total nitrd@®) at downstream sites, explaining about
48% of the total variation of bacterial communityngposition. However, other studies have
found different trends of bacterial diversity. Feotample, Bushaw-Newtaet al. (2012) found
that bacterial diversity in sediments of the Riveracostia in the US increased moving
downstream, attributing this to high concentratiohsTC and TN at downstream sites.

Bacterial diversity was also negatively relatedvider temperature in the Wensum and this in
agreement with Hennet al. (2013) who found that bacterial diversity in difet types of
freshwater was higher when water temperature is onget al. (2010) found that bacterial
abundance in Tibetan Plateau lakes in China wesgipaly related to water temperature and
dry periods, while diversity was positively relatiedwet periods and water temperature.

The evolution of the community as water moves dawiver (as mentioned in Chapter 1,
section 1.6.1 and Chapter 3, section 3.5.1.1) dipen inputs of exogenous bacteria and on
the relative growth rates of the OTUs present. &gt diversity increases at upstream sites
and during the wet (high river flow) and cold (lomater temperature) conditions, and is
positively related to TN and TC. Then diversity kilees as water moves downstream.
Presumably, there are differences between OTUsrmg of their population growth rates in
response to water temperature and pH. Then, th&kks Qrow faster and come to make up a
greater proportion of the bacteria present thaero®TUs that are resources limited or are
unable to grow in river water. These processegspecially important during periods of high
water temperature or when residence time is lomgnT these fast growing OTUs come to
dominate the community as water moves downstreasulting in the decreases of overall
bacterial diversity, an effect that is especiallgrked in periods of higher water temperatures.

The data obtained here show that there are signifibut rather weak, differences between
sites in terms of bacterial composition and abundaiihis is perhaps because water in the
river environment is homogeneous, in contrast torenments, such as soil (which are more
heterogeneous), and where we can find large difta® in the bacterial community at fine
scales (Ranjaret al. 2001; Kang and Mills 2006). So, this study suggelsat there is not
competition between bacterial OTUs. There are St correlations between bacterial
community composition and abundance and environmh@arameters, but these correlations
are not strong and thus do not clearly distingbistween sites that are more or less impacted
by human activities. Consequently, bacteria do aygpear to be good indicators of the
ecological status of the river water, so will bdiofited value for assessing compliance with
the European Water Framework Directive. Howevectdreal communities may be of use as
an indicator for ecological health in more nutripobr waters and the trophic state needs more
research using different molecular techniques (le¢al.2009), such as Illumina sequencing
and may require the development of new statistivehods to deal with this homogeneous
environment.
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4.6 Summary

In the research reported in this chapter, bacteomunity composition was demonstrated to
be significantly different between sites and samplilates. Bacterial diversity decreases as
water moves downstream, while bacterial abundamceases as water moves downstream,
with only some fragment sizes able to grow and iplylat downstream sites. The dominant

OTUs may control the substrates affecting othezrr@®TUs and so reducing their abundance.
Spatially, the large difference of bacterial comityinomposition was between upstream and
downstream sites. Temporarily, the large differensere between December 2011 and 2012
and also between September 2011 and 2012. Bactbvelsity and abundance showed

significant relationships with some environmentatgmeters. However, there may be other
chemical, physical and biological parameters beythved current study that have potential

effects on bacterial community composition in theeR Wensum. For example, the effects of

biological factors such as viruses and flagellaied chemical factors such as chlorophyll a.

Also, the effect of heavy metals on bacterial comityucomposition such as chromium, lead,

cadmium, nickel and zinc.
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Chapter Five

454 pyrosequencing technique for the analysis of beerial communities in the River
Wensum

5.1 Introduction

Microbial sequence data have played a fundameol@lim classifying organisms. It is more
informative than phenotypic information, can bediba interpreted (Woese 1987) and
organisms can be taxonomically classified baseseguence differences (Wolska and Szweda
2012).

Metagenomics, the sequencing of genes from mixednumities of microorganisms and
directly from environmental samples, reveals extensnicrobial diversity overlooked by
culture based methods (Hugenhatzal.1998; Petrosinet al.2009). A widely used approach
involves the amplification of regions of 16S rRN&hich has been widely used to construct
bacterial phylogenies (Petrosiebal.2009; Dall’Agnolet al.2012).

Since its introduction in 2005, pyrosequencing hasn shown to be an effective tool in
assembling genomes of bacteria retrieved from steartls, which can be used to identify
bacteria at genus and species level (Margdiesd. 2006). It has been used to study bacterial
communities in different environments, includingdaep underground mine in the US
(Edwardset al. 2006), foods (Humblot and Guyot 2009), the AmaRiver (Baiet al.2010)
and sea water (Thompsenal.2011).

5.2 Aims

As introduced in Section 1.7, the aims of the regepresented in this chapter are to use 454
pyrosequencing to characterise bacterial communitiethe River Wensum including (i)
spatial and temporal variations and associatiotis @nvironmental factors, (ii) to determine
the dominant bacterial phyla, (iii) to determine tommonest bacterial OTUs between sites
and in time (December 2012), (iv) to describe tlend of the shift of abundance of the
commonest bacterial OTUs when water moves to doeast sites, and (v) to identify the
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taxonomic affinities of the commonest OTUs, basgohuithe most similar 16S sequences from
cultured strains and the most similar environmeb®&8 sequences. This is to seek to infer their
potential functional significance based on the abtaristics of their nearest relatives.

5.3 Methods and materials

5.3.1 The selection of DNA templates

36 DNA templates were chosen for 454 pyrosequeneiity single samples from each site

(S1-S18, S20-21 and SA-SF) on the Wensum from Rep2012, and sites S1, S8, S18 S20
and SA-SF from December 2012. February 2012 waserthas the most common ARISA

fragments were present in that month, and Decer@®&? was a period of high flow rate

(monthly average; 9.6 #fs measured at Costessey Mill).

DNA templates were quantified using a Nanodrop 1€i¥xtrophotometer (Thermo scientific,
UK).

5.3.2 Oligonucleotide primers, PCR amplification ad 454 pyrosequencing

Hypervariable regions V1 and V2 of the 16S rRNA g@ewere amplified using modified
versions of the primers 27F and 338R (Fieztral. 2008; Hamadyet al. 2008) that have
previously been used in the phylogenetic analysisoteria using pyrosequencing (latal.
2007). The forward primer (5'-
GCCTTGCCAGCCCGCTCAGTCAGAGTTTGATCCTGGCTCAG-3") coims 454 Life
science primer B and 27F primer sequences joinedlimker sequence (TC) (underlined). The
reverse primer (5'-
GCCTCCCTCGCGCCATCAGNNNNNNNNNNNNCATGCTGCCTCCCGTAGGAR)),
contains the 454 Life Science primer A, 12 barcbdses, 338R sequences and a linker
sequence (CA) between the barcode and 338R seguémcderlined).The primers were
synthesised by Applied Biosystems. Appendix Tablé.A shows error-correcting barcodes
used to tag each one of the 36 PCR products.

PCR was carried out in 25 pl of a mixture contagri?.5 pul of ACCUZYME™ Mix (Bioline,
UK), 1 ul of forward primer and 1 ul of reverserper, 1 ul of DNA (5ng DNA) and 9.5 ul of
MilliQ water using the StepOn¥ Real-Time PCR System (Applied Biosystems, UK).eTh
PCR conditions were: 94 °C for 4 minutes, 30 cyole34 °C for 30 seconds, 50°C for 1 minute
and 72°C for 1.30 minutes, final extension of 7Z6€10 minutes. The PCR product was then
held at 4 °C. Amplification was checked on 1% agargel diluted with 1% of Tris-Borate
EDTA buffer (TBE, pH = 8.0) and stained with ethinii bromide (10 mg/ml) (Sigma, UK).
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PCR products were purified using the Fermentas G rmurification kit (Thermo Scientific,
UK) following the manufacture’s protocol with smatiodifications; 22ul of binding buffer
was added to 22 pl of PCR product and mixed thdriyi@nd an optimal pH for DNA binding
was shown by the appearance of a yellow colour! 82jsopropanol was added to this and
was mixed thoroughly. The solution was transfetethe GeneJet purification column and
centrifuged for 1 minute at 12000 rpm. 700ul of wasffer was added and centrifuged for 1
minute at 12000 rpm. The centrifugation was remkébeensure residual wash buffer was
completely removed and DNA eluted using 20 ul atieh buffer (10 mM Tris-HCI, pH 8.5)
and centrifugation at 12000 rpm for 1 minute. RedifDNA was stored at - 20°C.

Purified DNAs were quantified using a Nanodrop 18p6ctrophotometer (Thermo scientific,

UK). 10 ng of each of the purified DNAs were poofed 454 pyrosequencing. 3 pl of the

mixture was electrophoresed to check the purity2®n agarose TBE gel and stained with
ethidium bromide (10 mg/ml) (Sigma, UK). 10 ul big mixture was sequenced from the 338R
primer using 454 Titanium chemistry on a 454 GS Rlsihg a quarter of plate by the Centre
for Genomic Research at the University of Liverpool

5.3.3 Analysis of sequences

Sequences were processed using Mothur softwaréonets32.0, available at the website
www.mothur.org(Schloss 2009; Schlossal.2009) following the recommended 454 standard
operating procedure (SOP) (downloaded 21.10.13) witme modifications. Mothur is a
comprehensive, flexible and simple tool used ferahalysis of sequencing data.

454 pyrosequencing reads were first assigned tgithchl samples using barcodes, allowing
1 base mismatch, and the forward primer and barsmidpiences were removed. Then,
sequences were aligned against the SILVA referatigament (Pruesset al. 2007), and

chimeras identified using the Uchime tool (Edgaral. 2011). Sequences were discarded if
there were more than 2 mismatches in the forwanmdgersequence. The number of bases
beyond the forward primer with good quality sconess less than 230 or they could not be
satisfactorily aligned against the Silva refereralgnment. Truncated sequences were
eliminated by removing the shortest 2% as defingthb alignment of the 3' end of the read
with the reference alignment. Sequences were ass$igm the Silva reference taxonomy,
chloroplast sequences were removed, and then gtanfmeOTUs based on 95% similarity.

The taxonomic assignments for the 40 commonest Qudys first performed by Mothur. Then,
the file containing a representative sequencegdch of the commonest 40 OTUs was also
used to find out the taxonomic affinities in moedails using the basic local alignment search
tool (BLAST) of the National Centre for Biotechngho Information (NCBI) on the website
http/blast.ncbi.nim.nih.gov/Blast.cgi (Altsched al. 1997).

A neighbour joining tree of all 40 commonest OTUassvgenerated using Mothur.
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An Excel file of the abundance of the 40 commo¥EBUs produced by Mothur was imported

into SPSS for statistical analysis using princigainponent analysis (PCA). All graphs were
produced using SPSS and Microsoft Excel (2010avemot carried out the canonical analysis
of principal coordinates (CAP) for the 454 datatles samples were collected on only two
occasions.

5.4 Results

The % plate of 454 pyrosequencing yielded 198,28kls, with the majority of these in the
range 350-380 bp.

After quality filtering and removal of short seqees using Mothur, 143,168 high quality reads
were obtained with > 230 base pairs beyond the p@Rer.

The taxonomic assignments for these are shownhbieTal and Figure 5.1.

All reads are classed as bacteria and 23 bacfgndh were identified. The majority of them
belong to the phyla proteobacteria (39.19%), Baadetes (21.55%), Cyanobacteria (16.02%),
Actinobacteria (2.92%) and Firmicutes (1.61%). ©tbacterial phyla were found at lower
frequency and 16.7% were unclassified at phylumelléVable 5.1). Aravindrajatal. (2013)
found that the proportion of unclassified bactetaphylum level ranged between 15% in
marine sediments to about 37% in seawater sangfiéstél lllumina reads). In different water
samples (aquifers) in the southern Algerian Sahamachiet al. (2013) found that 38% of total
454 pyrosequencing reads were unclassified baaepaylum level. Hence, the proportions
obtained in this research were less than thosegialol for seawater samples, but similar to the
populations for marine sediments.

Unclassified bacteria at phylum level could be dafact of the way that Mothur performs the
classification. Bowmaet al.(2012) could not classify the domain level of leaiet in seawater
using the reference taxonomy (Mothur software)douid do so using Blast search. The results
in this research showed that OTUl1 and OTU9 werdasaified bacteria using Mother
(Appendix Table A 5.2). However, a Blast searchiregjdl6S rRNA sequences (Bacteria and
Archaea) obtained the full taxonomic affinities tbe unclassified bacteria (Table 5.2).

Also, by running a Blast search against the NR #atabase found that OTU1 was an
uncultured bacterium, clone SWB29 (similarity 96&ecession number AB294340). This
clone was previously isolated from a deep coalfaqum Japan (Shimizet al.2007). OTU9
was uncultured bacterium, clone ANTLV9_GO5 (97% iknty, accession number
DQ521564). This clone was previously isolated fribva perennial ice cover of Lake Vida,
Antarctica (Mosielet al.2007).

130



Table 5. 1Bacterial phyla, their numbers of reads and peagms of the total (143168) reads
in the River Wensum from February 2012 (26 sampdes) December 2012 (10 samples).
Produced by Mothur programme, with the majorityredds in the range 350-380 base pair

(bp).

Common bacterial phyla 454 pyrosequencing reads (% of the total 454
reads)
Proteobacteria 56005 39.19
Bacteroidetes 30850 21.55
Unclassified bacteria 23877 16.68
Cyanobacteria 22942 16.02
Actinobacteria 4176 2.92
Firmicutes 2301 1.61
Candidate division TM7 1073 0.75
Fusobacteria 637 0.44
Acidobacteria 509 0.36
Nitrospirae 196 0.14
Verrucomicrobia 167 0.12
Gemmatimonadetes 147 0.10
Chloroflexi 118 0.082
Spirochaetes 115 0.080
Deferribacteres 13 0.009
Deinococcus-Thermus 11 0.008
Candidate division OP9 6 0.0042
Candidate division OP10 5 0.0040
Planctomycetes 5 0.0040
Lentisphaerae 4 0.0030
Thermotogae 4 0.0030
Candidate division OP11 3 0.0021
Chlorobi 2 0.0014
Synergistetes 2 0.0014
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Figure 5. 1 Bacterial phyla in the River Wensum from Febru@fi2 (26 samples) and
December 2012 (10 samples). Produced by Mothuranege, with the majority of reads in

the range 350-380 base pair (bp).
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5.4.1 Commonest bacterial OTUs in all sites of thRiver Wensum

Figure 5.2 shows a neighbouring-joining tree fer40 commonest bacterial OTUs in the River
Wensum from February 2012 (26 samples) and Decetliet (10 samples).

Table 5.2 gives more detailed information on trd8e&ommonest bacterial OTUs and their
taxonomic affinities including the most similar segce retrieved using BLAST.

As can be seenin Figure 5.2 and Table 5.2, fijenctusters were obtained in which members
of each dominant phylum were clustered togethee. Mhjority of commonest bacteria OTUs
were Proteobacteria accounting for 20.69% (clasgeBeta (17.15%), Epsilon (1.67%),
Gamma (0.9 %), Alpha (0.54%) and Delta (0.43%)pfeed by Bacteroidetes accounting for
12.54 % (classes of Flavobacteria (9.95%), Sphiagiaia (1.60%) and Cytophad@99%)),
Cyanobacteria (6.84 %) and Actinobacteria (1.80 %).

In the neighbour joining tree (Figure 5.2), the stéw of Proteobacteriaincludes
Betaproteobacteria (OTUs 2, 4, 5, 6, 11, 13, 16, 2% 28, 31, 34, 37 and 40) and
Gammaproteobacteria (OTUs 27 and 32). Epsilonpbateteria includes OTUs 15, 36 and 38.
Members of Actinobacteria (OTUs 20, 21 and 25) alsce clustered together. Another cluster
represents Bacteroidetes, including nine of Flaetdsa (OTUs 3, 8, 10, 12, 14, 18, 19, 23,
24 and 33) and Cytophagia (OTU14). The clustery@r®bacteria includes OTUs 1, 7, 30, 35
and 39.

The first common phylum was Cyanobacteria (meamdéuoce = 3.41% of total) and was
represented b@yanothecep. (84% similarity to the nearest match in GenBafatlowed by
Betaproteobacteria (3.69%) representedRiwdoferax ferrireducenf®6% similarity) and
Bacteroidetes (2.76%) representedHgvobacterium segeti®5% similarity) Tables 5.2 and
5.3.

As bacteria reproduce asexually, the biologicatsseconcept of a population of interbreeding
individuals (Mayr 1985; Mayr 1988) cannot be us€&te erection of boundaries between
species (and genera) are therefore essentiallyrampichoices, and traditional species and
genus names may not consistently reflect phylogedettances. The “gold standard” used in
culture based microbiology to assess whether tvanst represent different species is DNA-
DNA hybridisation, with strains being classed as-specific when they have greater than 70%
sequence similarity (Gorist al. 2007). The correlation between this overall leseDNA
sequence similarity and similarity of 16S DNA seqges is imperfect. A similarity between
16S sequences of 97% is often taken as represehgnigoundary between species, but this
figure is based on the comparison of full lengtls B@quences (Chen al.2013; Tikhonowet

al. 2014). Fox reports two strains which are differgpetcies by other criteria, but have 99.5%
sequence similarity (Foet al. 1992).

The conventionally used definition that “speciesiv@ 97% similarity of 16S sequences is
based on comparison of full length 16S sequenchs. mapping of sequence similarity
thresholds for the full 16S onto the correspondimgsholds that should be used for a particular
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hypervariable region is not clear. These threshaitl@almost certainly be different from 97%,
and probably lower.

For the 454 data, the OTU based approach is, @tefissuming that organisms that share that
level of sequence similarity (including variatiodse to sequencing errors) have substantial
ecological similarity and behave in functionallyndar ways. This study has identified the
most similar 16S sequences from cultured straimstha most similar environmental 16S
sequences to seek to characterise the taxonormdia# of the commonest OTUs, and to infer
the potential functional significance based ondharacteristics of their nearest relatives. In
some cases (the group of closely related OTUs) avebe reasonably confident about the
taxonomic affinities of the OTUs. In other casgs;h as the Cyanobacteria, the most similar
sequence is only 85%. Here we can say that theesequs likely to be a Cyanobacterium, but
can say very little more.

Most crucially, we are not attempting to say thaiQ is definitely to be identified with the
cultured strain known as speciéganothecep. Even the literature using Sanger sequencing
of full length 16S rarely attempts to be as preess¢his.

Neither is this study seeking to define phylogenetiationships between our OTUs. These
need to be based on a near full length 16S sequeneeminimum. Bootstrap values were
introduced by Felsenstein as a way of placing “ictemfce limits on phylogenies” (Felsenstein
1985), and assessing the extent to which theyikeby lto represent the “true” phylogeny of

the organisms. The aim of this study was simpliémtify the most similar DNA sequences

in the databases, and then to use the much moustrphylogenies derived from these much
longer sequences to infer the taxonomic affininégshe OTUs. The majority of bootstrap

values are very low, reflecting that we are workimgh a relatively short and hypervariable

sequence. We have reported bootstrap values gtbarer50% on the neighbouring joining

tree containing the reference sequences.
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Figure 5. 2Neighbouring-joining tree for the 40 commonesttbaal OTUs from the River Wensum and the closelsitives identified in Table
5.2, scale bar = 0.1. Numbers in red indicate l@agis/alues greater than 50%.
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Table 5. 2The commonest bacterial OTUs in the River Wensum frebruary and December 2012, their phylogemetittaxonomic affinities,
identified using the BLAST searches of 16S rRNA@seaquences against GenBank.

OTU  Phylum - class and subclass Order Family Closest relative Accession Similarity
number number (%)
1 Cyanobacteria - Chroococcales Unclassified Cyanothecep. ATCC 51142 strain NR 074316 84 %

Oscillatoriophycideae (*)
2 Proteobacteria, Beta Burkholderiales Comamonadaceae  Albidiverax ferrireducen3118 NR 074760 96 %
strain DSM 15236
3 Bacteroidetes - Flavobacteria (**) Flavobacteriales  Flavobacteriaceae Flavobacterium yonginensgtrain NR 108535 96 %
HMD1001
4 Proteobacteria — Beta (**) Burkholderiales Oxalobacteraceae Duganella zoogloeoidedtrain IAM  NR 025833 96 %
12670
5 Proteobacteria — Beta (**) Burkholderiales Comamonadaceae Caenimonas koreensésrain NR 043748 97 %
EMB320
6 Proteobacteria — Beta (**) Burkholderiales Comamonadaceae Rhodoferax ferrireducengl18 NR 074760 88 %
: strain DSM 15236
7 Cyanobacteria - Chroococcales Unclassified Cyanobium gracilé®CC 6307 strair NR 102447 88 %
Oscillatoriophycideae (*) PCC 6307
8 Bacteroidetes — Flavobacteria (**) Flavobacteriales  Flavobacteriaceae Flavobacterium frigidimaristrain NR 041057 95 %
; KUC-1 16S
9 Bacteroidetes - Sphingobacteria Sphingobacteriales Sphingobacteriaceae Solitalea koreensistrain R2A36-4 NR 044568 84 %
(*)
10 Bacteroidetes — Flavobacteria (**) Flavobacteriales  Flavobacteriaceae Flavobacterium terrigenatrain DS- NR 044006 96 %
20
11 Proteobacteria — Beta (**) Burkholderiales Comamonadaceae  Hydrogenophaga intermedgrain NR 024856 99 %
S1
12 Bacteroidetes — Flavobacteria (**) Flavobacteriales  Flavobacteriaceae Flavobacterium hercyniurstrain : NR 042520 97 %
WB 4.2-33
13 Proteobacteria — Beta (**) Burkholderiales Unclassified Rivibacter subsaxonicustrain : NR 042651 95 %
BF49

*= subclass, **= class, ***=suborder. Names of plyi, class, subclass, order, family and closestivelare based on the taxonomic affinity of theselkt
sequence in the BLAST search.
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Table 5.2(continued). The commonest bacterial phyla and thgonomic affinities in the River Wensum frombfeary and December 2012,
using the BLAST tool and based on 454 pyrosequegnairi6S rRNA gene.

OoTU Phylum — class and subclass  Order-suborder Family Closest relative Accession  Similarity
number number (%)

14 Bacteroidetes — Cytophagia (** Cytophagales Cytophagaceae Arcicella aquaticastrain NO-502 NR 029000 90 %

15 Proteobacteria - Campylobacterales Campylobacteraceae Arcobacter nitrofigilisDSM 7299 NR 102873 90 %
Epsilonproteobacteria (**)

16 Proteobacteria - Beta (**) Burkholderiales Burkholderiaceae Polynucleobacter necessarigabsp. NR 074689 96 %

asymbioticuxQLW-P1DMWA-1

17 Proteobacteria - Beta (**) Burkholderiales Comamonadaceae  Pseudorhodoferagoli strain TBEA3 NR 044574 97 %

18 Bacteroidetes - Flavobacteria Flavobacteriales Flavobacteriaceae Flavobacterium cucumistrain NR 044107 96 %
**) R2A45-3

19 Bacteroidetes — Flavobacteria Flavobacteriales Flavobacteriaceae Flavobacterium aquatilstrain : NR 042495 96 %
**) DSM 1132

20 Actinobacteria — Actinomycetales - Sanguibacteraceae = Sanguibacter inulinustrain ST50 NR 029277 92 %
Actinobacteridae (*) Micrococcineae (***)

21 Actinobacteria; Actinomycetales, Microbacteriaceae Cryobacterium psychrophilum NR 042170 95 %
Actinobacteridae (*) Micrococcineae (***) strain : DSM 4854

22 Proteobacteria — Beta (**) Gallionellales Gallionellaceae Gallionella capsiferriforman&S-2  NR 074658 91 %

strain ES-2

23 Bacteroidetes- Flavobacteria  Flavobacteriales Flavobacteriaceae Flavobacterium frigidimaristrain NR 041057 96 %

**) KUC-1

*= subclass, **= class, ***=suborder. Names of plyl, class, subclass, order, family and closestivelare based on the taxonomic affinity of theselkst
sequence in the BLAST search.
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Table 5.2(continued). The commonest bacterial phyla and thgonomic affinities in the River Wensum frombfeary and December 2012,
using the BLAST tool and based on 454 pyrosequegnairi6S rRNA gene.

OoTU Phylum - class and subclass Order Family Closest relative Accession Similarity
number number (%)

24 Bacteroidetes - Flavobacteria (**) Flavobacteriales Flavobacteriaceae Flavobacterium hydatistrain ATCC NR 044695 99 %
29551

25 Actinobacteria - Actinobacteridae Actinomycetales - Intrasporangiaceae  Oryzihumus leptocrescesfrain KV- NR 041253 90 %

* Micrococcineae 628
(***)

26 Proteobacteria — Alpha (**) Rhodobacterales  Rhodobacteraceae = Rhodobacter megalophilistrain : NR 042585 95 %
JA194

27 Proteobacteria - Gamma (**) Legionellales Legionellaceae Legionella yabuuchiasetrain OA1-2 NR 041322 88 %

28 Proteobacteria; Beta (**) Burkholderiales Comamonadaceae  Polaromonasp. strain JS666 NR 074725 96 %

29 Proteobacteria — Delta (**) Bdellovibrionales  Bacteriovoracaceae Bacteriovorax stolpistrain DSM NR 042023 95 %
12778

30 Cyanobacteria Oscillatoriales Unclassified Geitlerinemasp. PCC 7407 strain  NR 102448 87 %

Oscillatoriophycideae (*) PCC 7407

31 Proteobacteria — Beta (**) Methylophilales Methylophilaceae Methylotenera mobilistrain JLW8  NR 102842 95 %

32 Proteobacteria- Gamma (**) Pseudomonadales Pseudomonadaceae Cellvibrio gandavensistrain R-4069 NR 025419 96 %

33 Bacteroidetes - Flavobacteria (**) Flavobacteriales Flavobacteriaceae Flavobacterium limicolastrain ST-82 NR 024787 95 %

34 Proteobacteria - Beta (**) Rhodocyclales Rhodocyclaceae Dechloromonas hortensgrain MA- NR 042819 96 %
1

*= subclass, **= class, ***=suborder. Names of plyl, class, subclass, order, family and closestivelare based on the taxonomic affinity of thesekt
sequence in the BLAST search.
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Table 5.2(continued). The commonest bacterial phyla and thgonomic affinities in the River Wensum frombfeary and December 2012,
using the BLAST tool and based on 454 pyrosequegnairi6S rRNA gene.

OTU Phylum — class and subclass  Order-suborder Family Closest relative Accession  Similarity
number number (%)

35 Cyanobacteria Oscillatoriales Unclassified Geitlerinemasp. PCC 7407 strain  NR 102448 86 %
Oscillatoriophycideae (*)

36 Proteobacteria - Campylobacterales Campylobacteraceae Arcobacter halophilustrain LA31B NR 041918 90 %
Epsilonproteobacteria (**)

37 Proteobacteria — Beta (**) Burkholderiales Comamonadaceae Ideonella azotifigenstrain 1a22 NR 044521 95 %

38 Proteobacteria - Campylobacterales Campylobacteraceae Arcobacter cryaerophilustrain A NR 025905 90 %
Epsilonproteobacteria (**) 169/B

39 Cyanobacteria; Oscillatoriales Unclassified Geitlerinemasp. PCC 7407 strain  NR 102448 88 %
Oscillatoriophycideae (*)

40 Proteobacteria - Beta (**) Burkholderiales Comamonadaceae  Aquabacterium commurstrain B8 NR 024875 95 %

*= subclass, **= class, ***=suborder. Names of plyi, class, subclass, order, family and closestivelare based on the taxonomic affinity of thesekt
sequence in the BLAST search.
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5.4.2 The abundance of the 40 commonest bacterialia (OTUS)

Figure 5.3 and Table 5.3 show the mean abundangeulative abundance, maximum
abundance and sites of the maximum abundance ocfGh@ommonest OTUs in the River
Wensum from February and December 2012.

The abundance of the all these 40 commonest OTtlsuated for about 42 % of the total
bacterial abundance in the river water. This pesggis similar to that obtained by the ARISA
tool of the abundance of the 20 commonest fragmeigets (40%) from the total abundance.
However, the 40 commonest ARISA fragment sizesrdmuted about (55 %) of the total

abundance. This means that ARISA contributed higbandance but lower diversity than that
obtained by 454 pyrosequencing.

As can be seen in Table 5.3, averaged across alkdamples analysed, each of the 40
commonest OTUs make up only a relatively small propn of the total, but some of these

OTUs can be very common in individual samples. dtmmonest three OTUs, for example,

have mean abundances of between 2.8 and 3.7%abeinaximum abundances in individual

samples ranging from 14.7% at site SBD to 41.2%jtatSC.

Results presented in Chapter 4 found that sitear®iC518 had the highest abundance of the
first common OTU (702.09).
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Figure 5. 3Cumulative dominance curve of the abundance ofitheommonest OTUs in the
River Wensum from February and December 2012.
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Table 5. 3Mean of relative abundance, cumulative abundanegjmum abundance (% of the
total) and sites of maximum abundance of the 40nconest OTUs in the River Wensum from
February 2012 (26 samples) and December 2012 (tples).

Commonest Mean Cumulative Max. Sites of max.
OoTuU abundance abundance abundance abundance
(%)
1 3.41 3.41 41.18 SC
2 3.69 7.10 14.65 SBD
3 2.76 9.86 25.47 S18
4 2.55 12.41 15.55 S20D
5 2.14 14.55 20.07 S9
6 2.00 16.55 25.52 S17
7 2.28 18.83 22.93 SDD
8 2.03 20.86 7.34 SC
9 1.60 22.46 5.47 SA
10 1.13 23.59 6.79 SC
11 1.10 24.69 16.87 S11
12 1.12 25.81 3.14 S20
13 1.09 26.90 2.27 SF
14 0.99 27.89 8.60 S9
15 1.02 28.91 6.31 S18
16 0.94 29.85 441 SCD
17 1.04 30.89 6.65 SBD
18 0.83 31.93 4.53 SC
19 0.66 32.59 8.55 S9
20 0.69 33.28 3.78 S16
21 0.53 33.81 1.95 S18
22 0.57 34.38 1.54 SD
23 0.54 34.92 1.68 SAD
24 0.46 35.38 4.56 S20
25 0.58 35.96 3.08 SDD
26 0.54 36.50 2.13 S9
27 0.50 37.00 3.57 S15
28 0.50 37.50 1.78 SBD
29 0.43 37.93 1.10 SE
30 0.41 38.34 2.59 S2
31 0.42 38.76 1.15 S9
32 0.40 39.16 1.55 SA
33 0.42 39.58 1.98 S16
34 0.39 39.97 3.93 SAD
35 0.34 40.31 6.37 S5
36 0.37 40.68 4.10 S18D
37 0.37 41.05 1.74 SD
38 0.28 41.33 6.28 SCD
39 0.40 41.73 2.24 S6
40 0.35 42.08 1.59 SAD
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5.4.2.1 Spatial distribution of the commonest OTUs

Spatial distribution of the abundance of the all g@immonest OTUs is presented in the
Appendix (Table A 5.3).

Principal component analysis (PCA) (Table 5.4 aigiife 5.4) shows the overall patterns in
the abundance of these common OTUs across the Wietetchment. Factor 1 explained 19.8%
of the variation of OTUs, while factor 2 explaingtl.4% of the variance. Factors 3 and 4 each
explained a further 8% of the variance.

Axis 1 is essentially upstream-downstream and 2usisparates the December samples. Axis 1
is positively correlated with OTUs 1, 3, 5, 10, 14, 20, 21, 25 and 26, and negatively
correlated with OTUs 2, 4, 9, 12, 23 and 29. Axis positively correlated with OTUs 2, 17,
26, 34 and 40.

The overall patterns of community composition isttthe most common OTUs are positively
correlated with axis 1, so they are becoming cormenas the water moves downstrearfi (3
and 4" order). This presumably reflects the fact thaséhieacteria are actively growing in the
river, and reducing the abundance of other taxae fesult of this is that the community
becomes less diverse as it moves downstream. Howtbeee are one or two sites, such as site
SC that do not fit this pattern (Tables 5.2 and bigure 5.4 and Appendix Table A5.3).
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Figure 5. 4 Principal component analysis of the commonest Ofdgsial weight given to all OTUs) for all sitestbe River Wensum from
February and December 2011.
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Table 5. 4Principal component loadings of the commonest Ofddsial weight given to all
OTUs) for all sites of the River Wensum from Febyuand December 2011.

OoTuU Principal components
1 2
OoTu1 0.254 -0.455
0oTu2 -0.521 0.505
OoTuU3 0.591 -0.081
OoTU4 -0.622 0.176
OTUS 0.644 0.087
OTU6 -0.03 -0.218
oTu7 0.413 0.037
oTus -0.267 -0.395
OTuU9 -0.701 -0.198
OTU10 0.619 -0.358
OTu11 0.024 0.097
OoTu12 -0.626 0.023
OTuU13 -0.304 0.278
OTuU14 0.693 0.252
OTU15 0.128 0.07
OTUl6 0.194 0.181
OoTu17 -0.43 0.58
OoTu18 0.389 -0.399
OTuU19 0.599 0.118
OTuU20 0.731 0.242
OoTu21 0.602 0.12
0oTu22 -0.053 0.383
oTu23 -0.741 0.354
0oTu24 -0.445 -0.446
OoTu25 0.625 0.166
OTU26 0.530 0.59
oTu27 -0.055 -0.317
oTuZ28 -0.254 0.464
0OTU29 -0.546 -0.402
OTU30 -0.014 -0.439
OoTu31 0.133 0.348
OTU32 -0.606 -0.417
OTuU33 -0.290 -0.017
OoTuU34 -0.232 0.621
OTU35 0.187 0.023
OTU36 0.147 0.264
OTuU37 -0.062 0.312
OoTu38 0.001 0.12
OTU39 0.464 0.043
OTuU40 -0.363 0.724
% variance 19.80% 11.40%
explained
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1- Commonest OTUs at upstream sites.

The commonest OTUs at the upstream sites were Bé¢mbacteria (OUTs 2 and 4),
Deltaproteobacteria (OTU29), Gammaproteobacteriel &), Sphingobacteria (OUT9) and
Flavobacteria (OTUs 12 and 23) (Figure 5.4 and @ ah).

The variation of each one of these commonest backas related to some environmental
parameters as revealed by Spearman’s rank coorl@ee Appendix Table A 5.4).

The closest relative of OTU2 Abidiverax ferrireducen3 118 strain DSM 15236 (similarity
96%) which was proposed as a novel facultative mha&especies by Finneratal. (2003),
and can support aerobic growth through maintairengrgy from dissimilatory Fe(lll)-
reduction. It was isolated with other Fe (lll)- tihg microbes from Oyster Bay sediments,
US (Finneraret al. 2003). OTUZ2 can enter upstream sites from teradsireas, especially
during high rainfall and river flow. So its abundarin the upstream sites positively correlates
with TC and TN. OTU2 decreases as the water mavdswnstream sites.

The closest relative of OTU4 Buganella zoogloeoidestrain IAM 12670 (96% similarity).
This taxon was isolated from waste water envirortsidéay Hiraishiet al. (1997) and was
suggested to play an important role in these enments. Th®uganella zoogloeoidas able

to degrade various pollutants and are present tmated sludge. It metabolizes dissolved
organic matter and produces mucopolysaccharidebw@tzeret al.2000). OTU4 can enter
upstream with water from terrestrial areas (arédotes) and groundwater into upstream sites.
So, the abundance of this common OTU4 in upstretes gositively correlated with TC and
TN. OTU4 decreases as the water moves to downstseations of the river (Tables 5.2 and
5.4, Figure 5.4 and Appendix Table A 5.4).

Betaproteobacteria (OTU2) was the commonest bacterDecember 2012 after flooding
events, indicating the role of flooding in flushitigese bacteria from soil into upstream sites
of the river.

The closest relative of OTU29 is tBacteriovorax stolpistrain DSM 12778 (95% similarity)
which is known as the terrestrial Bdellovibrio sigsqBaetet al.2000). The species sefolpii,

like other species of the genBacteriovoraxjs known to be an obligatory predatory bacterium
that preys on the other gram-negative bacteriaarima and freshwater environments (Pineiro
et al.2008). OTU29 can enter upstream sites from tera¢areas (arable lands). Its abundance
negatively correlated with TOC and can be dilutgdhigh rainfall and river flow (Tables 5.2
and 5.4, Figure 5.4 and Appendix 5.4).

The closest relative of OTU32 @ellvibrio gandavensistrain R-4069 (96% similarity). This
strain is described as cellulolytic bacteria and wgalated from agricultural soil. It is highly
able, like other strains belonging to the genu€aelivibrio, to degrade cellulosic plant fibres
(Lednicka et al. 2000; Mergaertet al. 2003). OTU32 can enter the upstream aquatic
environment from terrestrial areas (arable lan@)T 32 decreases as water moves to
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downstream sites. Its abundance negatively coedhaith TP and TOC at these sites (Tables
5.2 and 5.4, Figure 5.4 and Appendix Table A 5.4).

The closest relative of OTU9 ®olitalea koreensistrain R2A36-4 (84% similarity) which was
isolated from greenhouse soils samples in Koreafandd to be a food-associated taxon
(Weonet al. 2009; Corryet al.2011). OTU9 can enter upstream sites from tera¢sireas
(arable lands). So its abundance in the upstre@®s giositively correlated with TC but
negatively with TSS. OTU9 decreases as water miovaeswnstream sites (Tables 5.2 and 5.4,
Figure 5.4 and Appendix 5.4).

The closest relative of OTU12 is tiidavobacterium hercyniunstrain : WB 4.2-33 (97%
similarity) which was isolated from freshwater sdesp(hard water) in Germany by Cousin

al. (2007). OTU12 can come with water from terrettai@as (arable lands) into upstream
sites. Its abundance in the upstream sites padsitogerelated with TC. It decreases as water
moves to downstream sections of the river and tdsvarban areas, and its abundance at these
sites correlated negatively with TP (Tables 5.2 add Figure 5.4 and Appendix 5.4).

The closest relative of OTU23 is tiidavobacterium frigidimarisstrain KUC-1 16S (95%
similarity) which was isolated from seawater in Arttica and proposed to be a novel species
by Nogi et al. (2005). Authors have described this species asemabic psychrotolerant
bacterium that is highly able to catalyse organaterals under cold environments. OUT 23
can come from terrestrial area (arable lands),aaibpeduring high rainfall and river flow. Its
abundance in the upstream sites positively cogélatith TC and TN. OTU23 decreases as
water moves to downstream sites. Its abundandeesetsites negatively correlated with pH
(Tables 5.2 and 5.4, Figure 5.4 and Appendix 5.4).

Overall, the commonest OTUs at the upstream sreegassociated with water from terrestrial
areas (most of them from soil) entering the riiére majority of the bacteria can multiply and
increase in these sites and their abundance islated positively with TC, TN and arable areas,
while they decrease as the water moves to dowmstséas.

Most of the commonest OTUs at the upstream sitesait bacteria (OTUs 2, 29, 32 and 9)
and could be flushed from terrestrial areas inteashs. Two of OTUs (12 and 23) are
freshwater bacteria. OTU4 is a sewage bacteriumnaasdfound to be high at site S20 (about
16% of total abundance) and during December 20ig (iver flow) (Appendix Table A 5.3).
Site S20 is dominated by groundwater and locatedrural area that has many septic tanks.

2- Commonest OTUs at downstream sites

PCA showed that the commonest OTUs at the dowmstredes of the river were
Cyanobacteria (OTU1), Flavobacteria (OTUs 3, 10 &), Cytophagia (OTU14),
Actinobacteria (OTUs 20, 21 and 25) and Alphaproéateria (OTU26).
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The correlations between environmental parametef€ammonest OTUs at downstream sites
as revealed by Spearman’s rank correlation areepteg in the Appendix (Table A 5.5).

The closest relative of OTU1 {Syanothecesp. ATCC 51142 strain (84% similarity). This
strain is unicellular diastrophic and was isolatexn marine environments by Welgh al.
(2008) and has been found to play an importantirole-fixation. Also, Min and Sherman
(2010) found that this strain was able to produggrdgen (H) equal to the rate of nitrogen
fixation. OTUL can enter streams from differentrees (especially from adjacent lakes) and
increase as water moves to downstream sectiongergacan grow and multiply in these sites.
In the Wensum, its abundance was positively caedlaith TP but negatively correlated with
TC, TOC and TN. Because the bacteria are growirtp@nstream of the river, they can be
diluted and decrease in number after high raiafiadl river flow. However, these bacteria were
also found at one upstream site (SC) and may dae tadjacent lake that connect with the
stream upstream of the sampling site. The othesipitity for the source of these bacteria is
septic sewages that are found in the vicinity td SIC (Tables 5.2, Table 5.4, Figure 5.4 and
Appendix 5.5).

The closest relative of OTU3 Bavobacterium yonginensgrain HMD1001 (96% similarity)
which was isolated first from mesotrophic lakeKiorea by Joungt al. (2012). OTU3 can
enter to the river from different sources. Its atbamce at upstream sites negatively correlated
with TN. OTU3 increases as water moves downstreach its abundance in these sites
correlated positively with TP (Tables 5.2 and Héjure 5.4 and Appendix Table A 5.5).

The closest relative of OTU10 Kavobacterium terrigenastrain DS-20 (96% similarity)
which was first isolated from soil samples in Koegal described as a novel species by Yoon
et al. (2007). OTU10 enter streams with soil water. Ibsiredance in the upstream sites
negatively correlated with TN and TC and increasewater moves to downstream sites. The
bacteria were found to be diluted by rainfall arghtriver flow (Tables 5.2 and 5.4, Figure 5.4
and Appendix Table A 5.5).

The closest relative of OTU14 Agcicella aquaticastrain NO-502 (90% similarity) and was
isolated from a neuston biofilm in a freshwaterelak Russia (Nikitiret al.2004). OTU14 can
come with water from different sources and increese/ater moves downstream and towards
urban areas. The bacteria can grow and multipljoainstream sites with its abundance at
these sites positively correlated with pH and TB&h(es 5.2 and 5.4, Figure 5.4 and Appendix
Table A 5.5).

The closest relative of OTU19 Havobacterium aquatilstrain DSM 1132 (96% similarity)
which was isolated first from water and soil sarsgdg Frankland in 1889, and latterly was
described as nitrate-reducing bacteria that aendtiund in freshwater and soil environments
(Weeks 1954; Bernardet al.1996). OTU19 can come with water into the rivenirdifferent
sources and its abundance in the upstream sitesividlg correlated with TC and TN. OTU19
increases as water moves to downstream sites swrabbundance in these sites is positively
correlated with TP and TSS (Tables 5.2 and 5.4)r€i§.4 and Appendix Table A 5.5).
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The closest relative of OTU20 Banguibacter inulinustrain ST50 (92% similarity). This
species is known as a coryneform bacterium andivaissolated from cow’s blood (Ventura
et al.2007). OTU20 can enter river water from differsatirces and increase as water moves
downstream towards urban areas. Its abundancevebgitorrelated with TSS (Tables 5.2 and
5.4, Figure 5.4 and Appendix Table A 5.5).

The closest relative of OTU25 @ryzihumus leptocrescerssrain KV-628 (90% similarity)
which was first isolated from a paddy soil habitalapan (Kageyanmet al.2005). OTU25 can
enter streams from terrestrial areas and its almasdia upstream sites is negatively correlated
with TC. OTU25 increases as water moves downstraathits abundance at these sites is
positively correlated with TP and TSS (Tables 5@ &.4, Figure 5.4 and Appendix Table A
5.5).

The closest relative of OTU26 Bhodobacter megalophilugtrain JA194 (95% similarity)
which was first isolated from soil samples in thienbllaya by Arunasret al. (2008) and was
proposed as a novel species of the g&hadobacterlt is often found in aquatic environments
and can be phototrophic, photoheterotrophic andmoheterotrophic aerobic bacteria
(Arunasriet al. 2008). OTU26 can enter stream water from terdsareas (soil) and move
downstream, especially after events of high rainfallowed by increased river flow.
Suspended particles (TSS) can carry bacteria ittearms. The abundance of OTU26 at
downstream sites is positively correlated with TQKables 5.2 and 5.4, Figure 5.4 and
Appendix Table A 5.5).

Alphaproteobacteria (OTU26) was also the commobesteria in December 2012 after
flooding. The bacteria could be flushed from soildbwnstream sites ( see Appendix Table
5.5). Alphaproteobacteria (OTU26) are often founcaquatic environments, indicating the
suitability of freshwater environments for theiogith and multiplication.

Overall, the commonest OTUs at downstream sitesr snirface water from different sources
and increase in abundance as water moves downsthdast of the commonest bacteria in
downstream sections are freshwater bacteria; Fhoteba (OTUs 3, 10 and 19) and
Cytophagia (OTU19). Alphaproteobacteria (OTU26dfiten found in aquatic environments
and also in soil. Two of the OTUs (10 and 20) asi Isacteria. The downstream bacterial
OTUs showed a positive relationship with TP andptesence of urban areas.

5.4.2.2 Commonest OTUs in December 2012

The distribution in December 2012 of the abundaridbe 40 commonest OTUs is presented
in the Appendix (Table A 5.3). Principal componanalysis (Figure 5.4 and Table 5.4) shows
the overall patterns in the abundance of these com@TUs across the Wensum catchment.
Principal component analysis showed that the conesto®TUs in December 2012 were

Betaproteobacteria (OTUs 2, 17, 34 and 40) and @&dptteobacteria (OTU26).
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As mentioned in section 5.4.2.1, Betaproteobac{@iEJ2) is the commonest bacteria at the
upstream sites of the river, while Alphaproteobaat€OTU26) are the commonest bacteria at
downstream sites. These are soil bacteria ande#flughed from terrestrial areas into streams
and increase in number after rainfall and floodawvgnts. Variations in these bacteria were
related to some environmental parameters as rel/dajeSpearman’s rank correlations
(Appendix Table A 5.6).

The closest relative of OTU17 Bseudorhodoferax saditrain TBEA3 (similarity 97%) which
was isolated from soil and proposed to be a ngyatiss. This strain is only able to utilize an
organic sulfur compound (3,3'-thiodipropionic aagkd as an antioxidant in food) as a source
of carbon and energy, indicating its role in sutfansformations (Brulanet al.2009). OTU17
can enter stream water from terrestrial areas,cespeduring high rainfall and river flow. Its
abundance positively correlated with TC (Tablesam@ 5.4, Figure 5.4 and Appendix 5.6).

The closest relative of OTU34Bechloromonas hortensgtrain MA-1 (96% similarity). This
strain was proposed by Wolterigkal.(2005) and was isolated from garden soil and fatsu
sites polluted with chlorate (used in herbicide®) @erchlorate compounds. It has found to
play an important role in converting perchloratehtorate (perchlorate-reducing bacteria) and
ultimately to chlorine plus oxygen, indicating iitde in the field of bioremediation (Wolterink
et al. 2005). OTU34 can enter stream water from soileegly during high rainfall. Its
abundance positively correlated with TN, TC and T@@ble 5.2 and 5.4, Figure 5.4 and
Appendix Table A 5.6).

The closest relative of OUT40 Ajuabacterium commursgrain B8 (95% similarity) which
was isolated from biofilms in drinking water disttion systems by Kalmbadgdt al. (1999)
and proposed to be a novel species. Its growthvbainas described as microaerophilic (it can
grow at low concentrations of oxygen), conferridgantage on this bacterium in environments,
such as sewage. This bacterium is often founddarstiurce of drinking water (groundwater) at
low level of oxygen concentration (Kalmbaeh al. 1999). The species @&quabacterium
communeis known to be a sulfur-reducing bacterium (Bagteal. 2000). OTU40 was
associated with groundwater at upstream sites ceglyeduring high rainfall and river flow.
Its abundance positively correlated with TN, TC &i@IC but negatively correlated with pH.
OTU40 was found to be abundant at sites SA andv82€th are dominated by groundwater
(Table 5.2 and 5.4, Figure 5.4 and Appendix Tabk &

Overall, in December 2012, the commonest OTUs ssea@ated with water from terrestrial

areas and groundwater entering streams, with highbers after rainfall events followed by

flooding. OTUs 2, 17, 34 and 40 increase at upstrsiges and their abundance is positively
correlated with TN and TC, while OTU26 multipliesdmwnstream sites, with its abundance
positively correlated with TOC.
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5.4.2.3 Other common OTUs

1- Betaproteobacteria

The closest relative of OTU6 Bhodoferax ferrireducenBl18 strain DSM 15236 (similarity
96%) which was proposed as a novel facultative mh&especies by Finneratal. (2003),
and can support aerobic growth through maintairengrgy from dissimilatory Fe(lll)-
reduction. It was isolated with other Fe (lll)- teihg microbes from Oyster Bay sediments,
US (Finneraret al.2003).

The closest relative of OTUS @aenimonas koreensssrain EMB320 (similarity 97%) which
was isolated from activated sludge by Ryal. (2008) and proposed to be a novel genus and
species. This species is strictly aerobic and heen dound to play an important role in
removing phosphorus (Ryat al.2008).

The closest relative of OTU11ks/drogenophaga intermedsdrain S1 (similarity 99%) which
was reported the first time as a bacterial strgifréigel and Knackmuss (1988) and found to
have a high ability to degrade 4-aminobenzenesuglfacid in aerobic conditions. As a
consequences of this ability, it has been of guadile in bioremediation studies has been
gained (Garet al.2012).

The closest relative of OUT13 Rivibacter subsaxonicurstrain BF49, which was isolated
first from hardwater biofilms by Stackebramdl.(2008). The genus dlethylibiumis known
to be an ammonium-oxidizing bacteria (Metoal. 2011).

The closest relative of OTU28 Rolaromonassp. strain JS666 (similarity 96%), which is
known to be pollutant-reducing bacterium and rasisto metals. It plays an important role in
bioremediation at environmental sites polluted witforinated solvent. It has a high ability to
degrade hydrocarbon and xenobiotic compounds (Mlattal. 2008).

The closest relative of OTU37Ideonella azotifigenstrain 1a22 (similarity 95%), which was
isolated from soil associated with the rhizosplfiene agricultural areas in New York, by Noar
and Buckley (2009) and was proposed to be a npesliss of bacteria exhibiting great ability
in N2- fixation.

The closest relative of OTU16 Bolynucleobactenecessariusubsp. asymbioticus QLW-
P1DMWA-1 (96% similarity), which was found to beetimost dominant bacterium of free-
living bacteria in freshwater environments. It @ns sub-species which are cosmopolitan and
ubiquitous in such environments (Meinokeal.2012), and is known to live by utilising low
molecular weight humic materials (Habhal.2012).

The closest relative of OUT22 @@allionella capsiferriformanstrain ES-2 (91% similarity).
Species belonging to this strain are proposedrasval in freshwater. This strain plays an a
crucial role in Fe-oxidation and has a high abilitytolerate heavy metals in freshwater
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environments (Emerscet al.2013). Generally, the genus@allionellais known to be Iron-
oxidizing bacteria (Leagt al.2009).

The closest relative of OTU31 Methylotenera mobilistrain JLW8 (95% similarity), which
was isolated from terrestrial and freshwater emrrents and found to play an important role
in carbon cycling (Lapidust al.2011).

2- Epsilonproteobacteria

OTU15 is closely related trcobactemitrofigilis DSM 7299 (90% similarity) and this strain
is known to be non- pathogenic and described agrage¥n-fixing bacterium, and was first
isolated from a cordgrass root in Canada (Etaail. 2010).

The closest relative of OTU36 Agcobacterhalophilusstrain LA31B and was first known as
an obligate halophilic (salt-loving) bacteria ofetiArcobacter genus, isolated from a
hypersaline lagoon in Hawaii and proposed as alrspexies (Donachiet al.2005)

The closest relative of OTU38 Arcobacter cryaerophilustrain A 169/B (90% similarity)
which was isolated first from animals by Neill Caefi et al. (1985) and proposed to be a
novel pathogenic species. TAEobacter cryaerophilus known to be pathogenic for animals
and also humans and this was confirmed by thetisalaf this species from many causes of
diarrhoea and septicaemia in humans (Pejchadbah 2006).

3- Gammaproteobacteria

The closest relative of OTU27liggionella yabuuchiastrain OA1-2, and this contains species
that were proposed to be novel to the deegionellaafter the first isolation from soil samples
polluted with industrial wastes in Japan (Kurekial.2007). Approximately 21 species of the
genusLegionellahave been found to cause diseases in humans anduard in different
contaminated environments, such as wet soils,si@ed water distribution systems (Kureki

al. 2007). As yet, the speciesyabuuchiaef the genud.egionellahas not been confirmed to
be causative agents of human disease (Astres 2010; Taiet al.2012).

4- Bacteroidetes (Flavobacteria)

The closest relative of OTU8Kavobacterium frigidimaristrain KUC-1 16S (95% similarity)
and was isolated from seawater in Antarctica anggsed to be a novel species by Netgal.
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(2005). Authors have described this species asmati& psychrotolerant bacterium that is very
able to catalyse organic materials in cold envirents.

The closest relative of OTU18 Havobacterium cucumistrain R2A45-3 (96% similarity)
which was isolated first from soil samples in Koresed in cultivating different vegetables,
such as lettuce and cucumber (Webml.2007). This species &lavobacterium cucumis
described as a food-associated bacterium (CGzirgy. 2011).

The closest relative of OUT24 avobacterium hydatistrain ATCC 29551 (99% similarity)
which was isolated from salmon in Michigan, USA @atm and Woese 1992) and is known to
be a causative agent in fish diseases (Weadkat. 2005; Dworkin and Falkow 2006).

The closest relative of OTU33kavobacterium limicolastrain ST-82 (95% similarity) which
was first isolated from cold freshwater sedimentdapan and described as a psychrotolerant
bacterium. This species has found to have a higlityaln decomposing organic matters
(Tamakiet al.2003).

5- Cyanobacteria

The other closest relative of OTU7@yanobium gracilestrain PCC 6307 (88% similarity).
This strain is an unicellular picocyanobacteriumahitwas first isolated from a freshwater lake
in the US by Gerloff, Fitzgeralet al. (1950) and found to play an important role imogen
cycles (Shiket al.2013).

The other closest relatives of OTUs (30, 35 andig8®#eGeitlerinemasp. PCC 7407 strain.
This species was isolated first from freshwateriremvments but the source of this strain is
unknown (Rippkeet al. 1979). This type of flamentous Cyanobacterianswn to produce
bioactive exometabolites, such as 4,4' dihydroXybifyl and harmane (Caicedbal.2012).

6- Actinobacteria

The closest relative of OTU21 i8ryobacterium psychrophilurstrain DSM 4854 (95%
similarity). This species was isolated first fromilsn Antarctic by Inoue and Komagata in
1976 and described as a psychrophilic bacteriumulg@et al. 1997).

In summary, members of bacterial phyla in the RiWemsum are involved in nitrogen cycles
(OTUs 1,6, 7, 13, 15,19 and 37) (Hahn 2006), tlodirny of metals (Lisleet al.2004) as shown

in some members that are involved in Fe-reductdiys 2 and 22), sulfur-reduction (OTU17),
phosphorus removal (OTUS5), sulfur-reduction (OTUlg€prbon cycles (OTU31) and

degradation of pollutants including dissolved oiganatter (OTUs 4, 8, 16, 28, 33 and 40)
and cellulose fibres (OTUs 32 and 9). The remo¥alome chemical compounds is apparent
in some members (OTUs 11, 34, 26) indicating thede in bioremediation. Some members of
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Cyanobacteria (OTUs 30, 35 and 39) are involvegrimducing bioactive exometabolites.
Campylobacteraceae has one human pathogenic mé@®beR8). Also, one species of the
genusFlavobacteriumis a causative agent in fish diseases (OTU24).

5.5 Discussion

Previous studies have shown that 454 pyrosequewntitige hypervariable region (V1-V2) of
the 16S rRNA genes gives detailed information @encitimposition and abundance of bacterial
communities (Edwardst al. 2006; Amendet al. 2010; Engelbrektsort al. 2010) and this
approach has given a comprehensive picture inttldy ©f the bacterial communities in the
River Wensum in February 2012 (26 samples) and idbee 2012 (10 samples).

The results revealed that bacteria in the River $Menare dominated by common freshwater
groups: ProteobacteriBacteroidetes, Cyanobacteria and Actinobacterimzwable studies
using high-throughput techniques to investigatediversity of freshwater bacteria are rare.
Jordaan and Bezuidenhout (2013) carried out aairetlidy in the River Vaal, South Africa
and also found that Cyanobacteria, proteobactBata(Alphaandgamma), Bacteroidetes and
Actinobacteria were the dominant bacterial groupsé in river water, with other phyla such
as Acidobacteria and Firmicutes found in low petages. In a freshwater lake, Molletr al.
(2013) found that Bacteroidetes, Actinobacteria &sfrucomicrobia were the dominant
bacterial groups, whereas Proteobacteria and Cyateria were less important. In the River
Mississippi, Stalewt al. (2013) found that approximately 93% of (lllumimaads belonged to
Proteobacteria, Actinobacteri®acteroidetes, Cyanobacteria and Verrucomicrobising
FISH combined with DAPI staining, Klammet al. (2002) found that 60% DAPI stained cells
in the Tarun and Traunsee Rivers in Austria wera@B®teobacteria, Alphaproteobacteria and
CytophagaFlavobacterium, with Betaproteobacteria the moshdant of these groups in both
lake and river water. Similar techniques were zgiti by Kenzakat al. (2001) to study
bacterial community composition in two urban rivemsMalaysia and Thailand that are
contaminated with untreated sewage. Kenzekal. (2001) found Betaproteobacter@ad
Gammaproteobacteria were dominant in both riveeking up 5% to 39% and 4% to 41% of
the total, respectively.

5.5.1 Proteobacteria

Proteobacteriare known to be of group of Gram-negative bactamaprising a vast majority

of organisms belong to 6 classes Alpha-Beta-GameitaEpsilon and Zeta- Proteobacteria
(Newton et al. 2011). The role of this phylum in freshwater caryvamong these classes
(Matcheret al. 2011). The phylunof Proteobacteria in the River Wensum was the most
abundant with 21 of the commonest OTUs. This phylwas dominated by the class of
Betaproteobacteria (OTUs 2, 4, 5, 6, 11, 13, 16,287 31, 34, 37 and 40 ), followed by
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Epsilonproteobacteria (OTUs 15, 36 and 38) Gamntapbacteria (OTUs 27 and 32),
Alphaproteobacteria (OUT26) and Deltaproteobaci@iaU29).

Betaproteobacteria were found to be the most abiraass in the River Wensum. They are
also known to be abundant in many different fresbwanvironments, representing sometimes
about 70% of the total abundance (Newgbdrl.2011). But this class is also found to be in low
abundance in oceans compared with the class ofafslpibeobacteria. Betaproteobacteria can
be co-cultured witlCryptomonas sgAlgae) and can be associated with differentiglag and
Cyanobacteriaas well. Members of this class in freshwaters ast §rowing and nutrient
loving (Newtonet al. 2011). Species belonging to this class are knayplay an important
role in the cycling of nitrogen. They oxidize amman (ammonium-oxidizing bacteria) to
nitrate first and then support plant life with fireed nitrogen (Newton and Madison 2008).

This study found that the order of Burkholderialess the commonest order belonging to
Betaproteobacteria and has six families, with thestmabundant being the family of
Comamonadaceae. Members of this family are aerahit most of them have flagella to
facilitate their movements (Garritgt al. 2005). This family is known to be found in high
abundance in rivers (Crungt al.2009; Baiet al.2013). The other five families belong to the
order Burkholderiales were Oxalobacteraceae, Budednaceae Gallionellaceae,
Methylophilaceae and Rhodocyclacedbe family Oxalobacteraceae has members that can
strictly live in either aerobic or anaerobic comatis and most of them are able to fix nitrogen
(Garrity et al. 2005). The family Burkholderiaceae is known to dnavsome pathogenic
members (Garritgt al.2005). The family Gallionellaceae is known as ibatteria (Emerson
et al. 2013). The family Methylophilaceae contains mermbeibiquitous in natural
environments, such as freshwaters and saline wanelisating their important role in such
environments. Members are fast growing and carrdi@ea high levels of Csubstrates
(Vorobevet al.2013). The family Rhodocyclaceae has members wdnietknown as aerobic
denitrifying bacteria and some of them play an inga role in the field of bioremediation
(Garrity et al.2005).

Epsilonproteobacteria was the second most aburoiizsg of the phylum proteobactesaad

all their closest relatives belonged to the ordeam@ylobacterales and the family
Campylobacteraceae. Epsilonproteobacteria are ikbdis#gd in marine, terrestrial and
freshwater environments, performing important bamhemical roles in their own
environments and they are abundant in sulphuridremwents. However, there is little
information about their distribution as the claas few cultured representatives. However, the
family Campylobacteraceae has been well studiedaltige pathogenicity of most members
(Rossmassalast al.2012). In this study, all three OTUs had relaietosest to the genus of
Arcobacter The genusArcobacterwas proposed by Vandamne¢ al. (1991) for species
previously assigned to the gerfbampylobacterThis genus includes pathogenic species like
Arcobacter cryaerophilusand non-pathogenic species likecobacter nitrofigilis Some
species oArcobacterare found in sea water, while others are assatiaih animals (Patet

al. 2010). Somdércobacterplay an important role in treating waters througtiucing nitrate
(Essahalest al.2010).

154



This study also revealed that two of the commo@&adts (27 and 32) belonged to the class
Gammaproteobacteria. This class contains the niadies of all bacterial groups (Newton
and Madison 2008) including the enteric bacteuahsasEscherichia coland most numbers

of pathogens belong to this class, sucNiksio, SalmonellaandPseudomonagWilliams et

al. 2010). In contrast to Betaproteobacteria, the dsghabundance of the class of
Gammaproteobacteria is normally found in salineewgtsuch as sea waters and saline lakes
rather than fresh water environments. Pathogenmlmees of this class can be associated with
human and animal wastes (Newton and Madison 20&8)he lower taxonomic level, the
results presented here found that the closesiwetdbelonged to two families: Legionellaceae
and Pseudomonadaceae.

One common OTU (26) was found to belong to thesotdAlphaproteobacteria. Members of
this class are able to establish symbiotic relatigps with root nodules of plants, and so can
facilitate atmospheric nitrogen fixation by plartsreturn, the plants can provide the bacteria
with nutrients. Also, other members of this class r@sponsible for many zoonotic diseases.
The class of Alphaproteobacteria are known to beenabundant in sea water than in
freshwater environments (Newton and Madison 2008).

This study also found that one common OTU (29) hgdal to the class of Deltaproteobacteria.
Members of this class are aerobic or anaerobicraady of them play a major role in the
cycling of elements, such as sulphur and iron (Geaet al.2005).

5.5.2 Bacteroidetes

This study revealed that the second dominant batgenylum in the River Wensum was
Bacteroidetesvith 11 common OTUs (3, 8, 9, 10, 12, 14, 18, 1),24 and 33). This phylum
contains Gram-negative bacteria, commonly known @gtophagaFlavobacterium
Bacteroidetes. Members of this phylum are obligatm@robic or anaerobic and can be found
in different environments, such as soils, freshvgand marine waters. Members of this
phylum are also known to be abundant in the faetasimals and humans. Large percentages
of particle-attached bacteria are comprised of &aaietes which play an important role in
degrading biopolymers (cellulose) (Newton and Madi2008). Bacteroidetes is considered to
be the second most abundant phylum after proteebacin aquatic environments and
members of this phylum are known to be the majoisamer of high molecular weight DOM
(O'Sullivanet al.2006). Bacteroidetes in freshwater environmerggaund in high abundance
following the decline of Cyanobacteria blooms andmmbers likeFlavobacteriumof this
phylum are normally the dominant genus, indicathgimportance of nutrients availability to
these members (Eiler and Bertilsson 2004; EilerBertilsson 2007). This research found that
the most common OTUs belonged to the class Flavebacthe order Flavobacteriales and
the family Flavobacteriaceae, and the geRimsvobacteriumwas found to be dominant.
Flavobacterium comprises about fifty species that have been tetldrom different
environments, such as soil freshwaters, and mavaters. The highest abundance of these
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species is found in cold fresh and marine watedspéing a high ability to uptake and degrade
organic matter (Miyashitaet al. 2010). Most species belonging to this genus ase al
psychrotolerant or psychrophilic and they can besaphilic or halophilic. Some species,
however, are considered opportunistic pathogenshawe been confirmed to be causative
agents of fish disease, such Bkvobacterium columnarend Flavobacterium hydatis
(Dworkin and Falkow 2006).

Two of the other common OTUs (9 and 14) belonght families Sphingobacteriaceae and
Cytophagaceae, respectively. The family Sphing@raateae is known to have a high ability
to degrade nutrients (Vishnivetskagiaal.2011).

5.5.3 Cyanobacteria

This study found that Cyanobacteria are the thiodtrdominant bacterial phylum in the River
Wensum (OTUs 1, 7, 30, 35 and 39). Cyanobacteei@am—negative bacteria distributed in
many environmental habitats, such as fresh andhearaters and terrestrial habitats (Chlipala
et al. 2011). All members of Cyanobacteria (filamentood anicellular) are photosynthetic
releasing oxygeto the atmosphere. Carbon dioxaa be fixed by all of the bacteria but only
some strains are known as-fikation bacteria (Min and Sherman 2010). Taxonathy,
Cyanobacteria were mistakenly classed as belongmgalgae because they contain
photopigments (Chlorophyll a and Carotgrearotene) that are necessary for photosynthesis.
However, Cyanobacteria are the same as bactetinms of their cellular and organismal
contents. The common name of Cyanobacteria isdreen algae and this is because of some
pigments that are produced by most members, giwelg a bluish colour which becomes
apparent at high growth concentrations (Pope atdl R008; Whitton 2012). Nowadays,
Cyanobacteria represent a new and important saireeme pharmaceutical compounds and
also many chemical metabolites. However, many &»snch as hepatotoxins and neurotoxins
can be produced by some members during their blodine presence of these toxins in
drinking water resources is harmful to human heattththe environment (Chlipagdal.2011).

This research found that all the common membeiGyaihobacteria present belonged to the
order Oscillatoriales (OTUs 30, 35 and 39) and dhder Chroococcales (OTUs 1 and 7).
Ferrarietal. (2011) found that Cyanobacteria in the UruguayeRivere mainly represented
by members of the order of ChroococcaadOscillatoriales.

5.5.4 Actinobacteria

Actinobacteriawas the last dominant phylum in the River Wensum laad three common

OTUs (20, 21 and 25). The phylum Actinobacterialkarewn as gram-positive bacteria with
high Guanine and Cytosine (G+C) contents. Actintdrée are one of the major and diverse
phyla in the bacterial domain and compromise mioaa 35 families. Actinobacteria are able
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to produce extracellular enzymes and secondary bokties and this is due to their
physiological diversity and metabolic capabilith€ly are also considered to be a major source
of antibiotic production. Actinobacteria are alswolvn to form spores and can be found in
different environments, such as terrestrial, freshd marine water environments.
Actinobacteria play a major role in decomposing sex/cling organic matter (Ventusd al.
2007; Newton and Madison 2008). In the River Wendimee common OTUs of the order of
Actinomycetales were found represented by the familSanguibacteraceae (OTUZ20),
Microbacteriaceae (OTU21) and IntrasporangiacedéJ&3).

5.5.5 The abundance and distribution of the commorse OTUs

The abundance of the 40 commonest OTUs in the RiAesrsum accounted for approximately
42% of the total abundance in the river water. ascentage is lower than that obtained by
ARISA where the 40 commonest DNA fragment sizeoawoted for about 55% of the total
bacterial abundance, indicating that ARISA gavehbrgabundance but lower diversity than
454 pyrosequencing. Zhet al. (2013) investigated bacterial community compositilo sea
sediments in China using pyrosequencing. In sivadlea sediments, 62 abundant OTUs made
up 22% of sequences, while 62 common OTUs in deapediments made up about 57% of
total sequences. In seawater samples, Cétoal. (2013) found that the five most abundant
OTUs from different depths (0 to 5 m) made up al&f2% of the total bacterial sequences.
Hence, the samples from the River Wensum are lesssé than shallow water sediments (Zhu
et al. 2013) , but show similar diversity to deep searedts (Zhuet al. 2013) and also
seawater samples (Chatal.2013).

The abundance of the 40 commonest OTUs increaseatasmoves downstream in the River
Wensum and the highest abundance of all these coesh®TUs was found at sites SC and
S18. The downstream site S18 is at the outflowhefdtudy catchment, a"%4rder stream
located in an urban area. This location receivgamic matter and bacteria from upstream sites
and as runoff from urban areas and sewage treatmerks. Site SC also shows a high
abundance of all the commonest OTUs especially Qlyacteria, despite being an upstream
site. These organisms are growing at a site widsymably preferable environmental
conditions. Increased Cyanobacteria at site SC dusyto discharges from septic sewage
(Ahmedet al.2005) or an adjacent lake which is connecteddctieam and can release these
bacteria into it. In arctic tundra, Crumgt al. (2007) found that the bacterial community
composition in swage runoff was very similar to wected lakes, and was attributed to
dispersal processes. Also Nelsatnal. (2009) found matching results for different lakesl
streams in California, USA.

The commonest bacteria at upstream sites weredbantteria (Beta, Delta and Gamma) and
Bacteroidetes (Sphingobacteria and Flavobactef). the other hand, Cyanobacteria,
Actinobacteria, Bacteroidetes (Cytophagia and FHacteria) and Alphaproteobacteria were
the commonest bacteria at the downstream sites.
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Sekiguchiet al. (2002) determined the succession of bacterial coniiy structure along the
River Changjiang in China. Upstream sites were dateid by Betaproteobacteria and
Bacteroidetes. These decreased as water moveavitstteam sites of the river with bacterial
communities becoming more dominated by gram-pasibacteria, such as Actinobacteria.
Sekiguchiet al. (2002) attributed the succession to changes ofemis, water temperature,
river flow and pH. In different streams in Spainim8k et al. (2001) found that
Betaproteobacteria and Cytophaga/Flavobacteriume whe most common bacteria at
upstream sites and were largely allochthonousigiror

This study showed that the most common organisrapsiteam sites are soil bacteria (OTUs
2, 29, 32 and 9), indicating the importance of ditbhonous bacteria. These comprise
freshwater bacteria (OTUs 12 and 23) and one sebhagferia (OTU4). These organisms play
different roles in these environments. For exampetaproteobacteria (OTU2) have a role in
Fe (lll)-reduction (Finneraret al. 2003), Betaproteobacteria (OTU4) in the degradatib
various pollutants and dissolved organic mattergidhi et al. 1997), Bacteroidetes (OTU9)
in the degradation of nutrients (Weeh al. 2009) and Betaproteobacteria (OTU17) in the
reduction of organic sulfur (Brulanet al. 2009). Bacteroidetes (OTU23) catalyse organic
matter in cold environments (Nogi al.2005), Deltaproteobacteria (OUT29) prey on theoth
gram-negative bacteria (Pineiet al. 2008) and Gammaproteobacteria (OTU32) degrade
cellulosic plant fibres (Lednicket al.2000).

The majority of the commonest bacteria in the ddve@sn section of the River Wensum are
freshwater bacteria (OTUs 1, 3, 10, 19 and 26). dfwbe OTUs (10 and 20) are soil bacteria.
These organisms play an important role in theser@mwients. For example, Cyanobacteria
(OTU1) in Ne-fixation (photosynthetic bacteria) (Welsh al. 2008), Bacteroidetes (OTU19)
in reducing nitrate (Weeks 1954) and Alphaprotetdyaé (OTU26) in being phototrophic,
photoheterotrophic and chemoheterotrophic (Aruretsai. 2008).

In December 2012, during high river flow events &ame9.6 ni/s at Costessey Mill) and rainfall
(82 mm), the commonest bacteria found were Betaphatcteria (OUT 2, 17, 34 and 40)
followed by Alphaproteobacteria (OTU26). Chetnal. (2013) assessed the effects of dry and
wet seasons on bacterial structure in differemiasis along the River Chongging in China and
found that bacterial diversity and abundance weeatgr in the wet season compared to the
dry season with Betaproteobacteria more commohdmiet season and Actinobacteria in the
dry season. Changes in bacterial communities shost fior Betaproteobacteria in the wet
season (high rainfall events), which are not omigitauted to environmental parameters, such
as water temperature, but also to terrestrial goareas and tributaries that discharge into
stream waters.

This study found that high rainfall and high floweats during December 2012 discharged
many of the commonest OTUs from terrestrial soare@ and groundwater into upstream sites
of the River Wensum (SA, SB, SC, SD, SE, SF and,32€reasing these commonest bacteria.
At upstream sites on the Mississippi River, aburdand diversity of most common members
of the dominant bacterial groups were also positivelated to rainfall (Stalegt al.2013) as
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a result of rainfall carrying bacteria from terrestsource areas into streams, and so affecting
the relative abundance of these bacterial comnasnitither than their presence or absence.

In the research carried out in this study, 454 sgguencing and ARISA (Chapter 4) were
found to be adequate in assessing the bacteriancmity composition present of the River
Wensum. Unlike ARISA, 454 pyrosequencing makes dassible to identify actual
microorganisms. However, 454 pyrosequencing istively expensive and prohibits
processing high numbers of samples.

For the future, lllumina sequencing, which can gbatentially 16 500 bp reads offers the
benefits of both 454 pyrosequencing and ARISAs passible to have barcodes for both the
forward and reverse primers. Hence, with 96 of gich possible to multiplex 96 x 96 = 9216
samples (Harbers and Kahl 2012; keiual.2012; Wonget al.2013). Such that, for a very large
study, the costs are competitive with ARISA.

5.6 Summary

In the research presented in this chapter, 454spguencing offered an insight into the
bacterial community composition of the River Wens(iime dominant bacterial groups in the
river water were found to be common in various Hwester environments and were
ProteobacterigBacteroidetes, Cyanobacteria and Actinobacteria. tAkonomic affinities of
these common bacteria provide important informatamout their relatives, the first
environments from which they were isolated and #isear environmental roles. For example,
most members in the River Wensum belong to the comest bacterial OTUs that are involved
in the cycling of nitrogen and metals. The abundasfche majority of the commonest bacteria
were found to increase as water moves downstre&d'{3tream order), with the highest
abundance recorded at sites S18 and SC. The mosh@o bacteria at upstream sites were
Proteobacteria (Beta, Gamma and Delta) and Badetes (Sphingobacteria and
Flavobacteria). The majority of Proteobacteria dakcteroidetes at upstream sites are
considered to be soil bacteria and these decreasdaindance as water moved downstream.
The commonest bacteria at downstream sites in ither R/ensum are Cyanobacteria that are
involved in N-fixation, Bacteroidetes (Cytophagia and Flavob@a}e and
Alphaproteobacteria. Most of these bacteria aresidened to be freshwater bacteria and
increased in abundance at downstream sites. Thenoanbacteria in December 2012 were
Betaproteobacteria and Alphaproteobacteria. Thesgeba are soil bacteria that can be
flushed from terrestrial source areas into streaftes flood events. The relative abundance of
the commonest OTUs changed in December 2012 cochpafeebruary 2012, suggesting the
role of high rainfall and flow rate at 10 select&tes in shifting the relative abundance of
bacterial communities between these two periods.
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Chapter Six

Conclusions and future work recommendations

6.1 Conclusions

Determining bacterial community composition and awics is a fundamental task in
microbial ecology because of their rapid responseatural and anthropogenic pressures, and
the role that they play in nutrient and carbon eg¢Kirchmaret al.2003; Daims and Wagner
2007). Most studies have been focused on marinsa@hdnvironments with much less effort
on freshwater systems, despite the widespread recme and importance to humans of these
systems worldwide (Debroast al. 2009). Most studies assessing bacteria in fregwat
environments have been focused on indicator bac¢téut composition and dynamics of
bacterial communities in these environments havkléss attention (Siguat al. 2010). The
effects of spatial and temporal variations, abiainl biotic factors on bacterial community
composition, structure and dynamics are still pparhderstood (Lawrencet al. 2004,
Lindstrom et al. 2005). Molecular techniques based on DNA have luomized our
understanding of bacterial community compositiod abundance in natural environments
(Muyzeret al. 1993). In addition, the use of metagenomic apgres@nd other applications
of high throughput sequencing methods to investigpaicterial communities in freshwaters is
still rare (Debroagt al.2009).

This study set out to investigate bacterial comryurmmposition and abundance in the River
Wensum from June 2011 to February 2013. It als@dita determine the effects of spatial and
temporal variation and environmental factors ontdy community composition and
abundance. The River Wensum has been subject tbsiigh high amounts of nitrogen and
phosphorus as a result of intensive agriculturetas (upstream) and also discharges from
sewage treatment works (downstream), causing prabler the river ecology and particularly
in altering bacterial community composition and radance. The research presented in this
thesis presents one of only few studies of thedsettcommunity composition and abundance
in a lowland arable catchment. It is also one afyview studies to carry out a detailed
investigation of the temporal characterisation afterial communities in a river system. In
addition, the microbiological techniques used heeee applied for the first time to samples
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from the river Wensum. The main conclusions from tesearch presented in this thesis are
detailed as follows.

Total bacterial numbers were assessed from Jun& RDFebruary 2013 using standard
methods, epifluorescence microscopy and DAPI siginit is concluded that total bacterial
numbers (Chapter 3) ranged from 0.21 & ddlis/mL to 5.34 x 10cells/mL (mean = 1.1 x £0
cells/mL). Total bacterial numbers varied both g&higtand temporally with greater differences
between times than sites. Bacterial numbers ineteas water moves downstream with the
highest numbers recorded ifi drder streams. Temporally, the highest total batteumbers
were recorded in June and August 2011 (summer)eule lowest numbers were recorded in
December 2012 and February 2013 (winter). The trans of total bacterial numbers showed
some relationship with environmental parametertudiog water temperature, TP, TC, TN,
stream order, river flow and the numbers of adjasewage treatment works. Approximately
52% of the differences in total bacterial abundameee related to these parameters.

In February 2013, total heterotrophic bacteria weletermined using the traditional
heterotrophic bacterial count method and then tbpgations of total bacterial numbers were
calculated. Heterotrophic plate counts (Chaptesh®wed significant variations between sites,
but did not show significant relationships to amywieonmental parameters. However, the
highest heterotrophic plate counts were of the ditngam sites S14 and S8. These two sites
are downstream of the three sewage treatment wadst, likely indicating the role of treated
sewage in increasing heterotrophic bacterial numbespecially those responsible for the
degradation of ammonium (ammonium-oxidizing baejerias shown in the 454
pyrosequencing data in Chapter 5. In addition, gr@eges of total bacteria that are culturable
ranged from 0.48% to 7%, and were negatively rdltdeotal bacterial numbers.

Shifts of bacterial community composition were assé using the automated ribosomal
intergenic analysis (ARISA) technique from JuneR@ilDecember 2012. ARISA fingerprints
(Chapter 4) showed significant spatial and tempsinéts in the composition and abundance
of the bacterial community. Bacterial diversityhighest at upstream sites, while it decreases
as water moves downstream. On the other hand,ri@ebundance increases as water moves
downstream. However, site SC, which is impacteddptic waste discharges, is upstream and
does not fit this pattern. It is more like the detveam sites and presented a high abundance
of a commonly identified OTU (702.09). Multidimeaitial scaling (MDS) displays differences
of bacterial community composition between sited ames. There is a large shift between
upstream sites of the sub-catchment areas (SAN8BE&) and downstream sites (S8 and S18)
of the river Wensum and this was attributed to luawent characteristics. Upstream sites are
small streams located in intensive agriculturabayeand because they are the primary link
between terrestrial areas and aquatic environmiigse locations receive bacteria and nutrient
runoff, especially during high rainfall and floodirevents. Downstream sites, on the other
hand, are large streams located near urban aréaarannfluenced by a number of sewage
treatment works (STWSs). The discharge of bactandh rautrients from both urban areas and
STWs affect bacterial communities in river water.
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Temporally, there is a large shift of bacterial gasition in the same months of different years,
particularly between December 2011 and Decembe2.ZDiie mean water temperature was
the same in both, but water flow was very differ¢mean= 2.30 dfs and 9.60 ris
respectively). Comparing September 2011 and Seme@®l2 (mean water temperatures
were 14.2 °C and 11 °C and mean water flow was 38 and 2.32 Ais, respectively).
Hierarchical partitioning analysis showed that wdliev and temperature were the strongest
factors affected the temporal variations of baatecommunity composition in the River
Wensum. However, bacterial community compositios wery similar between summer 2011
and summer 2012, and between autumn 2011 (OctatzkiNavember) and autumn 2012
(October and November). Temperature and river tlesvefore play an important role on the
temporal variation of bacterial composition.

To investigate the significant effects of spatiadaemporal variations and environmental
parameters on the abundance of common bacterialsOri tthe river, the abundance of the
commonest 20 OTUs were analysed individually arah&hl significant differences between
sites and months. Common OTUs made up 40.4% dbtaecommunity. The abundance of
the majority of these OTUs showed variations, vgtkater abundance between sites than
between months in the downstream sites of the,resgecially at sites S8 and S18. This result
indicates that these OTUs grow and multiply intiker and that changes in their abundance
are based on the fluctuations of physical and cbalnpiarameters of the river water. On the
other hand, a few OTUs exhibited greater and dftereased abundance during high rainfall
and flood events, suggesting that these represeteii of terrestrial origin that are flushed
into the lower streams.

The variations in abundance of the commonest OTWsewelated to a number of

environmental parameters, including stream or@enperature, TN, TP, TC, TSS, pH, arable
land, improved grassland, other grassland, urbea, dlow rate, STWs and rainfall. These
parameters accounted for different proportiondiefvariations of the commonest OTUs, with
highest values explained for the first five comn&ir@TUs (16% to 45%). Changes in bacterial
diversity were related to fewer environmental pagtars, including TC, TN, temperature and
stream order. These parameters explained aboub1 836 variation of bacterial diversity.

The structure of bacterial communities in the rivensum water was determined using 454
pyrosequencing for February (26 samples) and Deeen#®)12 (10 samples). 454
pyrosequencing of 16S rRNA (Chapter 5) showed Haatterial communities in the river
Wensum contained phyla that are found to be comimaime other freshwater environments
worldwide (Jordaan and Bezuidenhout 2013; Mo#eral. 2013; Staleyet al. 2013). The
dominant bacterial phyla were Proteobact@éha classes of Bet&psilon GammaDeltaand
Alpha in decreasing order of importanceBacteroidetes(the classes oflavobacteria,
Cytophagia andSphingobacteria in decreasing order of importan€janobacteria and
Actinobacteria. Principal component analysis shothad the 40 commonest OTUs belonging
to these dominant phyla made up 42% of individuals.

The commonest bacteria at upstream sites were dbatteria (OTUs 2 and 4),
Deltaproteobacteria (OTU29), Gammaproteobacteriel &), Sphingobacteria (OUT9) and
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Flavobacteria (OTUs 12 and 23). Most of them (ORUJS, 17, 29 and 32) are soil bacteria,
suggesting that these bacteria are terrestriakiginoand are flushed into the lower order
streams. Most of them showed positive relationsinfie TN and TC and the presence of
arable areas. On the other hand, the commoneserizacat downstream sites were
Cyanobacteria (OTU1), Flavobacteria (OTUs 3, 10 &), Cytophagia (OTU14),
Actinobacteria (OTUs 20, 21 and 25) and Alphaprogateria (OTU26). Most of these
bacteria are freshwater bacteria. These bacteanb® more common as water moves
downstream, but there is one site (SC) which israpm that was an exception to this pattern.
Bacteria are actively growing in the river, dilgiother taxa and reducing the diversity as
water moves downstream. Most of the bacterial O3tésved a positive relationship with TP
and the presence of urban areas. The highest atcmad all the commonest OTUs was
recorded at site S18'{4rder stream) and site SC (upstream site).

Commonest bacteria in December 2012 were Betagratéeria (OTUs 2, 17, 34 and 40) and
Alphaproteobacteria (OTU26). These are soil baatend showed greater abundance during
this time of high rainfall and flood events, suggesthat these represent bacteria of terrestrial
origin that are flushed into the lower stream order

The majority of the 40 commonest bacterial OTU®bging to the dominant phyla were found
to be responsible for recycling of nitrogen (OTUY$17, 13, 15, 19 and 37), confirming that
the river Wensum is exposed to high concentratiarutrients, such as nitrogen as a result of
agriculture practices and discharges from sewagdrtrent works. Some of the bacterial OTUs
are involved in Fe-reduction (OTUs 2 and 22), sutpieduction (OTU17), phosphorus
removal (OTUS), carbon cycling (OTU31), removakoime chemical compounds (OTUs 11,
34, 26), degradation of dissolved organic mattefy® 4, 8, 16, 28, 33 and 40), and
degradation of cellulose fibres (OTUs 32 and 9)e€hof the bacterial OTUs are able to
produce bioactive exometabolites (OTUs 30, 35 &)dRBesults also revealed two pathogenic
members, one belonging to Epsilonproteobactghich can cause diarrhoea and septicaemia
in humans (OTU38), and the other belongingrFtavobacteriumwhich is known to be a
causative agent to fish diseases (OTU24).

The most common 454 OTUs and ARISA OTUs increasabundance as water moves
downstream (into '8 and 4" order streams). A few bacterial OTUs are more comin P!
order streams, apparently because they are téatestorigin, although site SC is different in
respect of this trend given the influence of lagbtic waste discharges.

The 20 commonest ARISA OTUs make up about 40.4%efotal, while the 40 commonest
454 OTUs make up about 42% of all individuals, aadiing that ARISA gives higher
abundance but less diversity than 454 OTUs. Sberthe same ARISA OTU can represent
more than one 454 OTU or ARISA is overloading m&whUJs because their abundance is
below the limit of fluorescence (weight. off).
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6.1.1 Comment on the techniques used in this resear

Many studies have shown epifluorescence microsapy DAPI staining to be reliable,
successful and suitable direct methods for enuingragacterial cells in freshwater (Hoblae
al. 1977; Porter and Feig 1980; Clarke and Joint 1€a650let al. 1999; Garren and Azam
2010; Yamaguchet al. 2011). Standard methods of determining heterotcoplate counts
using R2A medium and spread plates (Reasoner dddeiad 1985) are efficient in recovering
large numbers of bacteria from the targeted enunents.

ARISA has been shown to provide reliable, robusd amproducible results of bacterial
communities in the targeted environments (FishdrTaiplett 1999; Brown and Fuhrman 2005;
Yannarell and Triplett 2005). It is considered &apowerful technique that can be utilized to
determine spatial and temporal shifts of bact@eahmunity composition (Jones al. 2007).
Large samples can be processed by the ARISA tablestimates of relative abundance of
bacterial groups can be provided by it (Cruet@l.2003; Bendinget al.2007).

ITSF/ITSReub primer pair has been shown to be cemible and can give a high number of
peaks and wide spacer sizes (Cardiealal.2004).

Studies of bacterial communities have shown 454sBguencing to be powerful tool that can
give rapid characterization, better representatind large sequence depth of the bacterial
community composition. It can be applied directlyehvironmental samples without the need
for cloning (Edwardet al.2006; Binladeret al.2007; Bower®t al.2009; Matcheet al.2011).
According to Engelbrektson (2010), amplicons offtpervariable region (V1-V2) of the gene
16S rRNA was found to give higher estimates ofritleness of bacterial species. In addition,
because this study used error correcting barcoldesssignment of sequences to samples was
easy and successful (Parameswasaral. 2007; Hamadyet al. 2008). Also, according to
Amend (2010), 454 pyrosequencing reads exprebgaelative abundance of each taxon and
can be used to compare between bacterial commaupitesent in samples.

6.2 Future work recommendations

DNA for 454 pyrosequencing was selected from thees®NA that was used for ARISA in
February and December 2012. These DNA were selbeteause of the presence of the most
common DNA fragment sizes for these months in tReSR results. It was found that using
ARISA is a powerful tool to estimate the spatialdaremporal variations of bacterial
composition in river water. Then from these resattd checking the times of the presence of
the most common bacteria, DNA from these times lsanselected to discover bacterial
communities using 454 pyrosequencing. This is bezd®4 pyrosequencing is expensive and
needs more effort than ARISA and could not be @&gplio the whole study period.
Alternatively, Illlumina sequencing offers the beaheff both 454 and ARISA. Illlumina
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sequencing is now giving long enough reads in cleffitly large numbers of samples, and at a
competitive price.

Because of the presence of two common pathogenter@Arcobacter cryaerophilysvhich

is responsible for diarrhoea and septicaemia indnaifthe highest abundance of 0.46% was
at site SC), an#llavobacterium hydatiwhich isa causative agent to fish diseases (the highest
abundance of 0.28% was at site S20), more invéistigan river water, especially at sites S20
and SC, is required.

The high frequency of the Betaproteobacteria daggjests that it is an important component
of the bacterial community in the River Wensumsitecommended that the use of specific
molecular probes to study Betaproteobacteria inendetail across the river is required due to
their widespread occurrence and responsibilityniany biogeochemical processes, such as
nitrogen cycles. The Bacteroidetes phylum was datechby the genus Flavobacterium in the
river water, so further investigation of this geraungl its specific role in the river water is also
required. .

Much research has been focused on total coliforoteba as an indicator of water
contamination. However, work focusing on the whudeterial community as an indicator of
water contamination is scarce. The data presentits thesis revealed common OTUs across
different tributaries of the River Wensum that aignificantly correlated with different
environmental parameters. For example, most con@Iads at upstream sites were correlated
positively with TC and TN, and some common OTUslatvnstream sites were correlated
positively with TP. Although, results presentedhrs thesis do not show strong relationships
with ecological status, there is a possibilityhe future to use the whole bacterial community
as an indicator of the changes of river healtherathan just focusing on traditional indicators,
once powerful alternative molecular techniques suiticient physiochemical and biological
date are provided at spatial and temporal scales.

Learet al. (2009) used ARISA to assess the bacterial commumifour streams exposed to
human impacts, and found that the bacterial comiypwmas able to discriminate the most
impacted streams from others. However, letaal. (2009) recommended the use of alternative
techniques, such as high-throughput sequencingtatidtical tools to improve sensitivity of
the analyses of the whole bacterial community. Tdpproach allows the use of bacterial
community as a reliable ecological indicator osfr@ater health.

The research presented in this thesis is for aglesvtatchment and revealed that the dominant
bacterial phyla were ProteobacteBacteroidetesCyanobacteria and Actinobacteria. Crump
and Hobbie (2005) found the same frequency of battphyla in two lowland river
catchments. However, Wintet al. (2007) found that the Danube river was highly dcated

by Cytophaga-Flavobacterium-Bacteroidetes, followgthe less frequent Actinobacteria and
Cyanobacteria. This study is one of few studigsrtwide detailed information about bacterial
communities in a lowland river water catchment. tkeir investigations of the bacterial
community composition especially at sites showingimon bacterial species between the
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upstream (agricultural activities) and downstreambdn areas) in this lowland river are
required, and temporal factors should not be néggiec

Other types of chemical parameters such as DOGa{Sadt al. 1993) and chlorophy# (Siam
and Ghobrial 2000) and also biological parametarsh as grazing by viruses and flagellates
were not measured in this research and may haeatpteffects on the differences of total
bacterial numbers (Gasdt al. 1999; Riemannet al. 2000). Similarly, there are other
environmental parameters beyond this researchnthgtalso play an important role in shifting
the composition of bacterial communities, for extenghe effects of biological factors, such
as viruses and flagellates (Riematal.2000; Simelet al.2001; Hewson and Fuhrman 2007),
and chemical factors, such as chlorophyWinteret al.2007). In addition, heavy metals may
also influence bacterial community composition, égample, chromium and lead (Vilchet
al. 2011), cadmium, nickel and zinc (Fechatal.2011) and arsenite (Quemenetial.2010).

It is recommended that these parameters are intlnd@ture investigations.
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APPENDIX to Chapter Three

Table A 3.1 Mean, standard error, minimum and maximum of water temperature in

degrees Celsius in the River Wensum by sites fronude 2011 to December 2012.

Individual site Mean + standard error Minimum and maximum
S4 9.8 £.041 2.0-155
S5 10.1 +£.038 40-15.0
S6 9.9 +.038 3.5-14.6
S13 10.2 +£.035 3.0-17.0
S20 10.7 +£.038 45-15.0
S1 10.1 +£.038 1.5-17.0
S2 11.6 £.035 45-175
S3 10.2 +£.038 3.5-15.0
S15 10.5 +.038 3.5-18.0
S7 9.6 +.038 40-145
S14 9.7 +.038 25-16.5
S8 11.0 £.035 40-195
S10 9.2 +.038 2.0-155
S11 9.4 +.038 3.0-15.0
S12 9.3 +.035 3.0-15.0
S21 9.3 +.038 25-15.0
S9 10.6 +£.038 45-16.0
S16 9.4 +.038 2.5-16.0
S17 9.6 +.038 3.0-17.0
S18 10.6 +£.038 40-195
SA 9.6 +.038 3.0-15.0
SB 9.9 +.038 45-15.0
SE 10.7 £ .038 3.0-15.0
SC 10.5 +.038 5.0-155
SD 10.3 £.038 4.0-155
SF 10.1 +.038 3.0-15.0

Table A 3.2 Mean, standard error, minimum and maxinum of water temperature

degrees Celsius in the River Wensum by months frodune 2011 to December 2012.

Year Month Mean * standard error Minimum and maximum
2011 June 16.6 +£.081 145-19.0
July 15.7 £.051 15.0-19.5
August 15.3 £.037 13.5-175
September  14.2 +.032 13.0-15.5
October 10.8 £.032 10.0-12.0
November 7.9 +.031 6.5-9.5
December 5.7 £.031 5.0-6.0
2012 January 3.3+.031 1.5-5.0
February 7.1+.031 6.0-8.0
March 7.1 +.031 5.0-11.0
April 10.0 £.031 8.0-12.0
May 10.9 £.031 9.5-13.0
June 14.3 £.031 12.0-195
July 15.1 £.031 12.5-18.0
August 15.4 £.031 13.5-195
September  11.6 +.031 10.0-14.0
October 10.3 £.031 95-11.0
November 7.0 £.031 5.0-10.0
Dec ember 5.7 £.031 45-7.0
2013 February 4.9 +.031 3.0-7.0
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Table A 3.3Mean, standard error, minimum and maximum of pH in the River Wensum
by sites from June 2011 to December 2012.

Individual site Mean * Standard error Minimum and maximum
S4 8.19 +.005 7.99 - 8.37
S5 8.11 +.004 7.97 - 8.33
S6 8.02 +.004 7.75-8.34
S13 8.14 + .004 7.67 - 8.45
S20 8.09 +.004 7.81 -8.44
S1 8.23 +.004 8.01-8.46
S2 8.19 +.004 8.03-8.40
S3 8.20 +.004 8.06 - 8.41
S15 8.21 +.004 7.76 - 8.43
S7 8.14 + .004 7.86 - 8.46
S14 8.25 +.004 7.75 - 8.49
S8 8.21 +.004 7.92 - 8.47
S10 8.18 +.004 7.72 - 8.29
S11 8.13 +.004 7.66 - 8.46
S12 8.12 +.004 7.67 -8.43
S21 8.26 +.004 7.83-8.46
S9 8.17 +.004 7.76 - 8.29
S16 8.17 +.004 7.69 - 8.46
S17 8.30 +.004 7.82 - 8.49
S18 8.23 +.004 7.82 - 8.48
SA 8.02 +.004 7.59 - 8.27
SB 7.97 +.004 7.45-8.29
SE 7.95 +.004 7.43-8.31
SC 7.91 +.004 7.37-8.22
SD 7.96 +.004 7.30-8.21
SF 7.96 +.004 7.45 - 8.28

Table A 3.4 Mean, standard error, minimum and maxinum of pH in the River Wensum

by months from June 2011 to December 2012.

Year Month Mean * standard error Minimum and maximum
2011 June 8.31 +.009 8.23-8.45
July 8.15 +.006 7.84 -8.34
August 8.17 +.004 8.06 - 8.39
September  7.99 +.004 7.59-8.14
October 8.14 + .004 7.94 - 8.33
November 8.06 +.004 7.88 - 8.25
December 8.09 +.004 7.86 - 8.30
2012 January 8.11 +.004 7.88 - 8.35
February 8.19 +.004 7.96 - 8.49
March 8.24 +.004 8.09 - 8.46
April 7.82 +.004 7.37 - 8.27
May 8.10 +.004 7.30-8.40
June 8.16 +.004 7.95 -8.46
July 8.08 +.004 7.92 -8.18
August 8.11 +.004 7.92 -8.30
September  8.19 +.004 8.00 - 8.36
October 8.04 +.004 7.86 - 8.23
November 8.16 +.004 7.95-8.36
December 8.08 +.004 7.79 - 8.27
2013 February 8.37 +.004 8.21 - 8.49
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Table A 3.5 Mean, standard error, minimum and maxinum of total nitrogen (TN) in mg/L
in the River Wensum by sites from June 2011 to Deg®er 2012.

Individual site  Mean + standard error Minimum and maximum
S4 11.5+.079 1.5-20.8
S5 10.6 £.072 9.4-14.3
S6 9.1 +.072 7.1-11.9
S13 9.4 +.068 78-12.4
S20 9.7 +.072 79-123
S1 7.1+.072 0.6-14.4
S2 10.3 +.068 7.1-12.0
S3 5.8+.072 45-9.8
S15 7.7 +.072 6.1-10.9
S7 59+.072 4.8-8.9
S14 7.0+.072 43-11.6
S8 7.2 +.068 5.6 -10.0
S10 3.5+.072 25-75
S11 5.4 +.072 43-7.8
S12 5.3 +.068 44-7.0
S21 3.8+.072 20-6.5
S9 5.2+.072 3.9-7.8
S16 6.0 £.072 45-8.8
S17 6.1 +.072 51-84
S18 6.1 +.072 3.8-8.7
SA 6.3+.072 27-134
SB 8.7 +.072 7.3-10.8
SE 6.4 +.072 39-11
SC 6.1 +.072 51-74
SD 7.2 +.072 55-95
SF 5.8+.072 4.4-10.5

Table A 3.6 Mean, standard error, minimum and maxinum of total nitrogen (TN) in mg/L
in the River Wensum by months from June 2011 to Dexnber 2012.

Year Month Mean + standard error Minimum and maximum
2011 June 6.7 +£.009 5.6 -10.3
July 5.5 +.006 2.8-10.5
August 6.2 +.004 0.8-11.5
September 5.7 +.004 0.6-11.6
October 6.0 +.004 0.8-10.7
November 5.7 +£.004 1.5-10.9
December 7.2 +.004 3.7-19.0
2012 January 7.3 £.004 3.1-145
February 6.9 +.004 3.4-120
March 7.6 +.004 3.8-13.1
April 7.1 +.004 3.5-12.7
May 6.9 +.004 3.2-11.0
June 6.7 +.004 25-125
July 6.5 +.004 2.7-13.4
August 6.4 +.004 2.6-10.5
September 7.1 +.004 3.0-12.0
October 7.0 £.004 3.7-20.8
November 7.9 +.004 5.0-13.1
December 9.8 +.004 5.8-16.2
2013 February 9.1 +.004 4.8-14.1
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Table A 3.7 Mean, standard error, minimum and maxinum of total phosphorus (TP) in
Mg/L in the River Wensum by sites from June 2011 tDecember 2012.

Individual site Mean * standard error Minimum and maximum
S4 82 +.537 30-319
S5 57 +.489 34-91
S6 132 +.489 90 - 211
S13 66 *.460 43 -113
S20 75 +.489 30 - 166
S1 160 + .489 83 - 393
S2 79 +.460 57 - 112
S3 75 *.489 40 - 136
S15 81 +.489 55-110
S7 93 +.489 63 - 130
S14 197 +.489 68 - 497
S8 112 +.460 78 - 151
S10 56 +.489 23-126
S11 297 +.489 72 - 538
S12 242 + .460 63 - 455
S21 86 *.489 46 - 167
S9 44 + 489 24 - 62
S16 58 +.489 37 - 86
S17 159 + .489 94 - 228
S18 108 +.489 54 -173
SA 101 + .489 29 -214
SB 96 +.489 37 - 160
SE 69 +.489 28 -120
SC 151 +.489 81 - 406
SD 80 *.489 50 - 216
SF 76 *+.489 42 -118

Table A 3.8 Mean, standard error, minimum and maxinum of total phosphorus (TP) in
Mg/l in the River Wensum by months from June 2011a December 2012.

Year Month Mean + standard error minimum and maximum
2011 June 141 +1.052 63 - 455
July 92 +.662 37 - 328
August 87 +.476 31-344
September 111 +.412 32 - 400
October 105 + .412 29 - 400
November 104 + .404 37 - 388
December 98 +.404 24 - 339
2012 January 112 +.404 26 - 393
February 95 +.404 34 - 327
March 92 +.404 41 - 367
April 81 +.404 23-351
May 78 +.404 28 - 310
June 102 + .404 50 - 383
July 120 + .404 50 - 297
August 143 + .404 59 - 538
September 120 £ .404 41 - 528
October 126 + .404 49 - 377
November 91 +.404 37 -222
December 101 + .404 51-161
2013 February 71 +.404 37 -112
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Table A 3.9 Mean, standard error, minimum and maxinum of total carbon (TC) in mg/L
in the River Wensum by sites from June 2011 to Deg®er 2012.

Individual site  Mean * standard error minimum and maximum
S4 73.83 +.046 60.06 - 94.20
S5 71.28 +.042 56.48 - 88.36
S6 63.99 +.042 57.36 - 75.05
S13 67.56 +.040 58.74 - 82.48
S20 71.87 +£.042 64.07 - 83.10
S1 77.94 +.042 65.05-99.51
S2 65.64 +.040 57.73 - 79.65
S3 70.06 +.042 59.18 - 89.52
S15 67.58 +.042 57.62 - 85.75
S7 72.53 +.042 62.05 - 88.43
S14 71.55 +.042 60.40 - 90.32
S8 68.87 +.040 61.56 - 85.66
S10 77.92 +.042 63.62 - 99.87
S11 72.71 +.042 63.35-87.01
S12 74.95 +.040 64.31-89.71
S21 75.63 +.042 59.91 - 87.89
S9 71.65 +.042 58.29 - 90.78
S16 65.58 +.042 53.33 - 75.06
S17 76.20 +.042 65.77 - 91.68
S18 67.73 £.042 59.99 - 82.07
SA 77.10 £.042 52.11 - 95.88
SB 70.01 +.042 62.87 - 81.85
SE 74.75 +.042 64.54 - 92.45
SC 71.19 +.042 61.37 - 85.01
SD 61.00 +.042 51.39-71.08
SF 71.86 +.042 61.74 - 86.75

Table A 3.10 Mean, standard error, minimum and maxmum of total carbon (TC) in mg/L
in the River Wensum by months from June 2011 to Dexnber 2012.

Year Month Mean + standard error Minimum and maximum
2011 June 65.28 +.090 57.73-72.15
July 65.29 + .057 5450 - 71.60
August 64.97 +.041 56.22 - 78.16
September  60.74 +£.035 51.39 - 66.20
October 66.11 +.035 58.05 - 77.36
November 69.60 *+.035 57.13-81.23
December 64.69 *+.035 58.29 - 78.99
2012 January 66.67 +.035 57.30-77.01
February 70.86 +.035 61.78 - 84.77
March 70.77 £ .035 63.50 - 78.11
April 71.71 +.035 56.50 - 82.18
May 75.01 +£.035 57.10-84.01
June 73.44 +.035 63.62 - 83.98
July 86.49 +.035 70.21 - 99.87
August 76.34 +.035 62.73 - 88.60
September 74.08 +.035 63.23 - 86.97
October 76.72 +.035 69.35 - 84.60
November 82.19 +.035 69.53 - 95.80
December 73.48 +.035 63.31 - 80.98
2013 February 70.71 +.035 54.88 - 78.69
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Table A 3.11 Mean, standard error, minimum and maxmum of total organic carbon

(TOC) in mg/L in the River Wensum by sites from Jure 2011 to December 2012.

Individual site

Mean * standard error

Minimum and maximum

S4
S5
S6
S13
S20
S1
S2
S3
S15
S7
S14
S8
S10
S11
S12
S21
S9
S16
S17
S18
SA
SB
SE
SC
SD
SF

16.13 .
1140 .
1131 +.
10.57 .
10.87 +.
1521 +.
1194 +.
12.82 +.
12.89 +.
13.02 .
1415 .
12.68 .
1450 +.
1495 +.
14.14 +.
12.61 +.
1142 +.
13.09 .
13.67 .
12.72 .
12.65 +.
12.67 +.
13.36 +.
15.16 .
1585 +.
14.37 .

066
060
060
056
060
060
056
060
060
060
060
056
060
060
056
060
060
060
060
060
060
060
060
060
060
060

6.30 - 37.50
1.95-22.60
3.95-20.91
2.02 - 20.58
4.99 - 21.90
8 .00 - 27.50
3.90 - 23.50
4.22 - 24.50
4.66 - 22.67
5.22 - 24.60
5.05 - 25.90
5.50 - 22.45
5.73-25.70
5.47 - 25.90
4.59 - 24.90
3.68 - 24.80
2.14-21.80
6.05 - 21.90
3.25-24.15
4.99 - 22.10
1.20 - 23.80
2.92-21.80
4.16 - 24.90
7.54 - 24.90
8.76 - 25.80
6.99 - 24.80

Table A 3.12 Mean, standard error, minimum and maxmum of total organic carbon
(TOC) in mg/L in the River Wensum by months from June 2011 to December 2012.

Year Month Mean + standard error Minimum and maximum
2011 June 7.01 +£.129 3.86 - 7.50
July 12.81 +.081 7.32-17.05
August 9.82 +.058 7.60-1351
September 7.18 +.050 3.74-10.84
October 6.74 + .050 4,46 -9.21
November 7.99 +.049 5.34-10.92
December 10.01 +.049 6.90 - 14.52
2012 January 4.60 +.049 1.20 - 8.88
February 11.20 +.049 9.04 - 15.97
March 14.31 +.049 11.04 - 24.18
April 17.28 £.049 14.14 - 20.18
May 20.74 +.049 8.59 - 24.40
June 9.55 +.049 6.91-12.86
July 20.27 +£.049 16.24 - 23.33
August 11.75 +.049 7.36 -16.41
September 12.95 +.049 9.35-18.38
October 22.75 +.049 18.78 - 36.27
November 23.55 +£.049 19.20 - 37.10
December 23.98 +£.049 19.50 - 37.50
2013 February 23.98 +.049 19.50 - 37.50
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Table A 3.13 Mean, standard error, minimum and maxmum of total suspended solids
(TSS) in mg/L in the River Wensum by sites from Jua 2011 to December 2012.

Individual site Mean + standard error Minimum and maximum
S4 4.27 +.236 0.30-122.30
S5 2.67 £.215 1.10-6.80
S6 1.87 +£.215 0.60 - 4.90
S13 1.80 +.202 0.20 - 8.00
S20 2.15+.215 0.30 -7.80
S1 450 +.215 0.30-41.70
S2 5.41 + .202 1.72 - 15.50
S3 5.64 + .215 1.58 - 26.90
S15 2.35+.215 0.80-7.80
S7 4.36 +.215 1.10 - 20.10
S14 3.50 +.215 1.18-11.10
S8 2.44 + 202 1.10-11.00
S10 9.64 +.215 1.72 - 49.80
S11 7.48 +.215 3.26 - 15.66
S12 5.29 +.202 25- 9.20
S21 4.43 + .215 1.54-17.20
S9 6.11 +.215 3.20-13.90
S16 3.82 +£.215 1.74 - 13.40
S17 3.43+.215 1.00 - 20.10
S18 4,65 + 215 1.20 - 24.20
SA 7.37 +.215 1.10 - 37.00
SB 10.73 £.215 1.90 - 50.36
SE 5.04 + .215 0.70 - 39.56
SC 8.66 + .215 4.30 - 23.90
SD 8.18 +.215 3.90 - 38.60
SF 6.14 + .215 1.42 - 14.20

Table A 3.14 Mean, standard error, minimum and maxmum of total suspended solids
(TSS) in mg/L in the River Wensum by months from Jane 2011 to December 2012.

Year Month Mean * standard error Minimum and maximum
2011 June 5.54 + .463 1.66 - 7.88
July 3.563+.291 1.14-9.14
August 6.54 +.209 1.12-16.04
September  4.06 £.181 0.60 - 39.56
October 4,03 +.181 1.48 - 50.36
November 2.85+.178 0.74-12.94
December 2.86 +.178 0.86 -10.44
2012 January 3.86 +.178 0.66 - 17.06
February 3.70+.178 0.30 - 34.80
March 459 +.178 1.00 - 38.60
April 3.68 +.178 0.80 - 14.90
May 3.65+.178 1.20-22.0
June 2.89 +.178 0.3-8.70
July 5.52 +.178 0.8 - 26.90
August 4,92 +.178 0.2 -24.90
September  4.41 +.178 0.9-19.90
October 11.05+.178 1.5-122.30
November 4.70 £.178 0.9 -37.00
December 7.57 +.178 4,1-17.00
2013 February 9.89 +.178 3.1-24.20
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Table A 3.15 Percentages of arable land in sub-cdmment areas of the River Wensum.
Data from Land Cover Map 2007 (LCM2007).

Individual Sub-catchment % of catchment in arable
site area (ha) land
S4 1528.32 82.56
S5 1108.56 80.64
S6 5681.00 66.08
S13 2125.25 63.04
S20 1818.06 75.22
S1 1177.69 79.49
S2 712.94 74.14
S3 1811.94 65.07
S15 3282.19 57.16
S7 957.94 68.04
S14 1552.38 66.42
S8 5123.13 59.98
S10 10.12.69 73.44
S11 694.69 60.75
S12 527.38 52.72
S21 682.00 63.53
S9 1072.19 76.54
S16 1729.69 62.47
S17 4419.63 63.31
S18 2973.50 47.35
SA 496.75 92.38
SB 118.75 88.70
SE 17.44 41.09
SC 212.88 60.49
SD 491.81 74.28
SF 124.31 51.62

206



A 3.16 Percentages of improved grassland in sub-cdiment area of the River Wensum.
Data from Land Cover Map 2007 (LCM2007).

Individual Sub- % of catchment
site catchment in improved
area (ha) grassland

S4 176.88 9.55
S5 102.31 7.44
S6 1556.63 18.11
S13 772.50 22.92
S20 403.44 16.69
S1 178.00 12.01
S2 130.88 13.61
S3 558.13 20.04
S15 1147.56 19.98
S7 291.63 20.71
S14 475.19 20.33
S8 1724.25 20.40
S10 256.44 18.60
S11 218.63 19.12
S12 370.06 37.00
S21 163.31 15.21
S9 204.00 14.56
S16 445.63 16.10
S17 1334.25 19.11
S18 1564.69 24.92
SA 15.38 2.86
SB 2.19 1.63
SE 21.19 49.93
SC 65.94 18.74
SD 56.00 8.46
SF 71.13 29.61
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A 3.17 Percentages of other grassland in sub-catckemt area of the River Wensum.
Data from Land Cover Map 2007 (LCM2007).

Individual Sub- % of

site catchment catchment in
area (ha) other grassland

S4 76.75 4.15
S5 20.81 1.51
S6 318.69 3.71
S13 31.25 0.93
S20 38.94 1.61
S1 52.81 3.56
S2 59.56 6.19
S3 252.44 9.07
S15 282.06 491
S7 80.25 5.70
S14 166.13 7.11
S8 552.81 6.47
S10 29.13 2.11
S11 66.13 5.78
S12 32.88 3.29
S21 84.94 7.91
S9 33.38 2.38
S16 157.50 5.69
S17 256.94 3.68
S18 300.13 4,78
SA 10.75 2.00
SB 7.81 5.84
SE 2.25 5.30
SC 0.63 0.18
SD 14.00 2.11
SF 8.44 3.50
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A 3.18 Percentages of urban areas in sub-catchmeateas of the River Wensum. Data
from Land Cover Map 2007 (LCM2007).

Individual Sub- % of catchment
site catchment  in urban area
area (ha)
S4 20.56 1.11
S5 9.94 0.72
S6 190.50 2.22
S13 195.94 5.81
S20 45.56 1.89
S1 21.94 1.48
S2 5.31 0.55
S3 13.31 0.48
S15 549.88 9.58
S7 11.44 0.81
S14 28.00 1.20
S8 265.63 3.11
S10 10.56 0.77
Si11 76.00 6.65
S12 3.69 0.37
S21 13.44 1.25
S9 23.00 1.64
S16 40.94 1.48
S17 322.44 4.62
S18 307.25 4.89
SA 3.94 0.73
SB 1.25 0.93
SE 0.00 0.00
SC 1.13 0.32
SD 7.38 1.11
SF 2.56 1.06
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Table A 3.19 Monthly mean rainfall for north Norfolk. Data obtained from Wensum

Alliance. Location of gauging station NGR TG 108 2b.

Year Month (mm)
2011 June 55.8
July 47.6

August 63.6

September 25.6

October 22.0

November 23.8

December 62.4

2012 January 39.0
February 13.2

March 52.2
April 125.2

May 42.4

June 95.2

July 66.8

August 80.4

September 48.8

October 83.8

November 78.4

December 82.0

2013 February 41.4

Table A 3.20 Monthly mean flow rate for the River Wensum at Costessey Mill gauging
station. Data obtained from the Environment Agency.Location of the gauging station

NGR TG 176 127.

Year Month (m¥s)
2011 June 1.82
July 1.76
August 1.85
September 1.88
October 1.65
November 1.94
December 2.30
2012 January 2.74
February 2.48
March 3.74
April 4.48
May 3.80
June 2.90
July 2.98
August 2.53
September 2.32
October 3.60
November 6.47
December 9.60
2013 February 7.07
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Table A 3.21 Numbers of sewage treatment works (STHY and stream order for sub-
catchment areas draining to individual sampling sis in the River Wensum.

Individual sites Number of sewage Stream order at
treatment works sampling site

S4
S5
S6
S13
S20
S1
S2
S3
S15
S7
S14
S8
S10
S11
S12
S21
S9
S16
S17
S18
SA
SB
SE
SC
SD
SF
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A 3.22 F-statistic values and p-values of all physal and chemical parameters and total
bacterial abundance from June 2011 to February 2013

Variable Sites and F-Statistic  P-value
dates
Temp. Individual sites 4.57 p< 0.001
Months 403.36 p< 0.001
pH Individual sites 19.62 p< 0.001
Months 27.44 p< 0.001
Total nitrogen TN Individual sites 28.07 p< 0.001
Months 9.98 p< 0.001
Total phosphorus TP Individual sites 28.96 p< 0.001
Months 4.48 p< 0.001
Total carbon TC Individual sites 39.29 p< 0.001
Months 101.71 p< 0.001
Total organic carbon TOC Individual sites 12.21 p< 0.001
Months 292.39 p< 0.001
Total suspended solid TSS  Individual sites 6.36 p< 0.001
Months 6.28 p< 0.001
Total bacterial abundance Individual sites 11.174 p< 0.001
Months 39.930 p< 0.001

Figure A 3.23 Photograph of bacterial cells in sanip 8 in the River Wensum from June
2011, using epifluorescence microscopy.
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Table A 3.24 National Grid Reference (NGR), latitu@ and longitude, sampling date and times for all ®s in the River Wensum from
June 2011 to February 2012.

Year 2011 Year 201Z

Site NGR Latitude Longitude June July August Septembe October Novembel Decembe January February

Date and time Date and time Date andtime Date antime Date andtime Date andtime Date andtime Dat andtime Date and time
S1 TF 93270 12707 5240.631' 00 51.551' - - 16/08 13.20 20/09 1.10 24/10 14.05 22/11 13.25 9/12 12.30 16/01 12.19 22/02 12.02
S2 TF 96668 16215 5242.448' 00 54.690' 15/06 15.20 11/07 14.20 16/08 13.40 201030 24/10 14.25 22/11 13.45 9/12 13.50 16/01 12.38 22/02 12.20
S3 TF 98293 19110 5243.972' 00 56.236' - - 16/08 14.00 20/09 1.47 24/10 14.45 22/11 14.05 9/12 14.00 16/01 12.54 22/02 12.35
S4  TF 8984523780 $246.670' 00 48.900' Dry Dry Dry Dry Dry 22/11 13.00  9/12 13.05 16/01 11.47 22/02 11.40
S5 TF 87251 26799 5248.351' 00 46.698' - 16/08 12.35 20/09 12.20 24/10 13.05 22/11 12.30 9/12 12.50 16/01 11.08 22/02 11.20
S6 TF 86699 27970 5248.993' 00 46.248' - - 16/08 12.20 20/09 12.13 24/10 12.5 22/11 12.15 9/12 12.45 16/01 11.21 22/02 11.13
S7 TF 96132 29217 5249.465' 00 54.682' - 11/07 13.00 16/08 11.35 20/09 11.15 2411045 22/11 11.40 9/12 12.55 16/01 10.38 22/02 10.42
S8 TG 02032 18450 5243.533' 00 59.530' 15/06 16.30 11/07 15.20 16/08 14.30 202020 24/10 15.15 22/11 14.35 9/12 15.25 16/01 13.24 22/02 12.55
S9 TG 03525 16928 5242.680" 0% 00.798' - - 16/08 14.45 20/09 2.45 24/10 15.45 22/11 14.50 9/12 14.30 16/01 13.43 22/02 13.05
S10 TG 09000 21665 5245.107° 0f 05.835' - - 16/08 10.10 20/09 10.25 24/10 10.45 22/11 10.50 9/12 11.40 16/01 9.48 22/02 10.07
S11 TG 09502 21274 524.884' 07 06.266' - - 16/08 10.25 20/09 10.15 24/10 10.35 22/11 10.40 9/12 9.48 16/01 10.02 22/02 9.58
S12 TG 10745 18781 5243.512' 0% 07.272' 15/06 10.40 11/07 10.50 16/08 10.55 204085 24/10 10.15 22/11 10.25 9/12 9.37 16/01 9.20 22/02 9.45
S13 TF 91896 29315 529.609' 00 50.917' 15/06 13.05 11/07 12.25 16/08 11.50 2010913 24/10 12.05 22/11 11.55 9/12 12.30 16/0158.0. 22/02 10.55
S14 TG 01653 24531 526.818' 0059.417' - - 16/08 11.15 20/09 11.00 24/10 11.30 2211125 9/12 11.55 16/01 10.23 22/02 10.32
S15 TF 99845 20065 524.452' 00 57.648' - 11/07 15.00 16/08 14.20 20/09 2.07 241800 22/11 14.20 9/12 14.20 16/01 13.09 22/02432.
S16 TG 12681 18593 523.366' 0f 08.983' - 11/07 11.00 16/08 9.50 20/09 9.45 24/10083 22/11 10.10 9/12 9.30 16/01 9.05 22/02 9.40
S17 TG 18477 11188 5239.239' 07F 13.829' - - 16/08 9.00 20/09 9.05 24/10 9.12 22/1209 9/12 9.03 16/01 14.30 22/02 9.15
S18 TG 17661 12729 520.089' 0% 13.167' - 11/07 9.25 16/08 9.20 20/09 9.13 24/1859. 22/11 9.45 9/12 9.12 16/01 14.40 22/02 9.20
S20 TF 8788124059 526.862' 00 47.164' 15/06 14.10 - 16/08 12.50 20/09 1.35 2411020 22/11 12.45 9/12 13.00 16/01 11.37 22/023a1.
S21 TG 08277 20230 524.350'° 072 05.138' - - 16/08 10.40 20/09 10.55 24/10 11.05 2211105 9/12 11.42 16/01 9.35 22/02 10.16
SA TG 11072 25682 52° 47.222' 0f 07.829' 16/07 9.45 12/07 9.30 - 21/09 13.15 25/1059 23/11 9.40 9/12 10.01 17/01 13.00 21/02 9.50
SB TG 11090 25691 52° 47.226' 0Ff 07.846' 12/07 9.35 - 21/09 13.25 25/10 9.17 23/1449 9/12 10.01 17/01 13.05 21/02 9.55
SC TG 12270 26381 52° 47.570' 0Ff 08.921' 16/07 10.35 12/07 10.00 - 21/09 14.00 259185 23/11 11.30 9/12 11.45 17/01 10.40 21/0234.0.
SD TG 12740 25397 52° 47.029' 0f 09.300' 12/07 10.10 - 21/09 14.25 25/10 10.05 231730 9/12 10.30 17/01 10.25 21/02 10.45
SE TG 11647 25689 52° 47.213' 0£08.340' 16/07 9.57 12/07 9.40 - 21/09 14.45 25/1859. 23/11 10.32 9/12 10.17 17/01 12.45 21/02 10.15
SF TG 12520 24604 52° 46.607' 0£09.073' 16/07 11.05 12/07 11.05 - 21/09 14.55 251104 23/11 13.10 9/12 10.52 17/01 9.38 21/02 11.30
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Table A 3.25 National Grid Reference (NGR), latitu@ and longitude, sampling date and times for all ®s in the River Wensum from

March 2012 to February 2013.

Year 2012 Year 2013
Site NGR Latitude Longitude March April May June July Augus t September October November December February
Date and time Date and time Date and time Date and tim Date and time  Date and time Date and time Date andtie Date and time Date and time  Date and time
S1  TF 9327012707 52°40.631' 00 51.551' 19/03 13.08 23/04 12.20 17/05 12.10 20/06 11.55/07181.38 22/08 11.55 19/09 10.52 17/10 11.40 2155 18/12 13.08 18/12 12.00
S2  TF 96668 16215 52° 42.448' 00 54.690' 19/03 13.26 23/04 12.30 17/05 12.15 20/06 12.15/07182.11 22/08 12.13 19/09 11.08 17/10 12.13 2a/0n2 18/12 13.22 18/12 12.10
S3  TF 9829319110 52°43.972' 00 56.236' 19/03 13.41 23/04 12.40 17/05 12.30 20/06 12.25/07182.25 22/08 12.30 19/09 11.25 17/10 12.30 2225 18/12 13.35 18/12 12.40
S4  TF 89845 23780 52° 46.670' 00 48.900' 19/03 12.41 23/04 11.45 17/05 11.40 20/06 11.25/07181.11 22/08 11.30 19/09 10.25 17/10 11.30 2110 18/12 12.40 18/12 11.30
S5  TF 8725126799 52°48.351' 00 46.698' 19/03 12.13 23/04 11.15 17/05 11.15 20/06 11.05/07.80.49 22/08 10.56 19/09 10.02 17/10 11.05 2Q/110 18/12 12.20 18/12 11.10
S6  TF 86699 27970 52° 48.993' 00 46.248' 19/03 11.58 23/04 11.00 17/05 11.05 20/06 10.55/07.80.39 22/08 10.50 19/09 9.25 17/10 10.55 201100 18/12 12.05 18/12 11.00
S7  TF 9613229217 52°49.465' 00 54.682' 19/03 11.22 23/04 10.30 17/05 10.40 20/06 10.20/070.8.0.09 22/08 9.55 19/09 9.20 17/10 10.23 2010135 18/12 11.35 18/12 11.00
S8 TG 02032 1845052°43.533' 00 59.530' 19/03 14.19 23/04 13.05 17/05 12.50 20/06 13.0®B/07 12.57 22/08 12.58 19/09 11.52 17/10 12.56 2W2.55 18/12 14.05 18/12 12.35
S9 TG 03525 1692852°42.680' 0£00.798' 19/03 14.40 23/04 13,50 17/05 13.00 20/06 13.10/07.83.10 22/08 1.10 19/09 12.10 17/10 1.10 2a11a5 18/12 14.17 18/12 13.00
S10 TG 09000 2166552° 45.107' 0f05.835' 19/03 10.38  23/04 9.40 17/05 10.05 20/06 9.30 A&M4 22/08 9.20 19/09 8.40 17/10 9.40 20/11 0.0 18/12 11.00 18/12 10.10
S11 TG 09502 2127452° 44.884' 0% 06.266' 19/03 10.27 23/04 9.50 17/05 10.00 20/06 850 7A&H®@8 22/08 9.10 19/09 8.50 17/10 9.15 20/11 9.50 18/12 10.50 18/12 9.48
S12 TG 10745 1878152°43.512' 0£07.272' 19/03 10.05 23/04 9.25 17/05 9.45 20/06 8.30 18®5 22/08 8.55 19/09 8.20 17/10 9.00 20/11 9.40 8/12 10.35 18/12 9.35
S13  TF 91896 29315 52°49.609' 00 50.917' 19/03 11.4 23/04 10.50 17/05 10.50 20/06 10.35 07.8/0.22 22/08 10.25 19/09 9.32 17/10 10.40 20050 18/12 11.50 18/12 10.55
S14 TG 01653 2453152°46.818' 0059.417' 19/03 11.07 23/04 10.15 17/05 10.30 20/06 10.05/07.8.57 22/08 10.10 19/09 9.08 17/10 10.09 2010125 18/12 11.23 18/12 10.32
S15  TF 99845 20065 52° 44.452' 00 57.648' 19/03 14.07 23/04 1250 17/05 12.40 20/06 12.50/07.82.47 22/08 12.45 19/09 11.4 17/10 12.45 20240 18/12 13.52 18/12 12.30
S16 TG 12681 1859352° 43.366' 0f08.983' 19/03 9.55 23/04 9.15 17/05 9.40 20/06 8.20 183076 22/08 8.47 19/09 8.10 17/10 10.55 20/11 9.30 8/12 10.25 18/12 9.44
S17 TG 18477 1118852°39.239' 0f13.829' 19/03 9.10 23/04 8.35 17/05 9.30 20/06 14.10 1800 22/08 8.09 19/09 12.52 17/10 8.10 20/11 1.5518/12 9.35 18/12 9.10
S18 TG 17661 1272952°40.089' 0f13.167' 19/03 9.27 23/04 8.50 17/05 9.10 20/06 13.45 1808 22/08 8.24 19/09 12.35 17/10 8.25 20/11 1.40 18/12 9.45 18/12 9.15
S20 TF 87881 24059 52° 46.862' 00 47.164' 19/03 12.25 23/04 11.30 17/05 11.30 20/06 11.20/07.81.02 22/08 9.31 19/09 10.20 17/10 11.20 2Q1n15 18/12 12.30 18/12 11.35
S21 TG 08277 2023052° 44.350' 0£05.138' 19/03 10.5 23/04 10.00 15/05 10.10 19/06 9.45 T71&®B8 22/08 11.13 19/09 8.30 17/10 9.54 20/11ao0. 18/12 11.07 18/12 10.20
SA TG 1107225682 52°47.222' 0% 07.829' 19/03 9.50 24/04 9.10 15/05 9.12 19/06 9.12 168080 21/08 8.35 18/09 8.29 16/10 8.40 19/11 10.35 7/12 9.05 18/12 9.50
SB TG 11090 25691 52° 47.226' 02 07.846' 19/03 9.55 24/04 9.15 15/05 9.18 19/06 9.15 168085 21/08 8.40 18/09 8.40 16/10 8.45 19/11 10.30 7/12 10.15 18/12 9.55
SC TG 1227026381 52°47.570 01°08.921 19/03 11.15 24/04 9.40 15/05 9.50 19/06 9.50 1610335 21/08 9.25 18/09 9.27 16/10 9.40 19/11 @1.0 17/12 10.55 18/12 10.30
SD TG 12740 25397 52° 47.029' 02 09.300' 19/03 12.30 24/04 9.55 15/05 10.00 19/06 10.00 7A&®B5 21/08 9.35 18/09 9.50 16/10 9.50 19/1181.1 17/12 11.10 18/12 10.43
SE TG 11647 25689 52° 47.213' 02£08.340' 19/03 10.15 24/04 9.30 15/05 8.51 19/06 8.51 163005 21/08 9.10 18/09 9.11 16/10 9.25 19/11 9.35 /1270.35 18/12 10.10
SF TG 12520 24604 52° 46.607' 0£09.073' 19/03 1.12 24/04 10.50 15/05 10.40 19/06 10.40 072610.15 21/08 10.05 18/09 10.2 16/10 10.20 19145 17/12 11.33 18/12 11.45
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Figure A 4.1 Spatial variation of the common OTU (985.42) by sites from June 2011 to
December 2012.

Table A 4.1 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OUT (795.42) in the River Wensum by sitesdm June 2011 to December 2012.

Individual site Mean * standard error Minimum and maximum
S4 0.96 +.295 0.00-5.26
S5 3.46 +.258 0.00 -8.51
S6 3.11 +.258 0.00 - 6.58
S13 5.60 £.241 0.00 - 35.47
S20 1.31 +£.258 0.00-5.29
S1 1.96 +.258 0.00 - 39.41
S2 6.23 £.250 0.00 -54.34
S3 0.65 +.258 0.00 - 3.83
S15 5.88 +.258 1.86 - 10.66
S7 1.65 +.258 0.00-18.88
S14 2.31+.258 0.00 - 10.27
S8 10.14 + .241 0.00 - 27.43
S10 1.87 £.258 0.00-9.91
S11 3.21 +.258 0.00 -11.88
S12 4.88 +.235 0.00 — 16.00
S21 2.41 +.266 0.00 -11.89
S9 7.98 +.266 0.00 - 37.38
S16 2.9 +.258 0.00-5.22
S17 6.64 £ .258 1.06 - 15.91
S18 11.98 +.258 0.72 -19.25
SA 0.45 +.244 0.00 - 2.70
SB 0.06 +.259 0.00-0.98
SE 1.14 £ .251 0.00 - 3.76
SC 8.62 +.251 0.00 - 40.78
SD 0.26 +.251 0.00-2.25
SF 3.32 +.267 0.00 - 16.32
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Figure A 4.2 Temporal variation of the common OTU 795.42) by months from June 2011
to December 2012.

Table A 4.2 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OUT (795.42) in the River Wensum by monthsgdm June 2011 to December
2012.

Year Month Mean + standard error Minimum and maximum
2011 June 18.02 +.622 16.0 - 35.47
July 4,69 + .272 1.60 - 23.43
August 5.48 +.243 0.00 - 15.15
September 2.58 +.215 0.00 - 46.17
October 2.51 +.196 0.00 - 54.34
November 1.10 £ .206 0.00 - 14.27
December 0.69 +.206 0.00 - 18.87
2012 January 2.65 +.206 0.00 - 19.28
February 4.69 +.206 0.00 - 37.56
March 4.41 + .206 0.00 - 33.11
April 5.57 +.206 0.00 - 37.38
May 5.35 +.206 0.00 - 40.78
June 3.55+.211 0.00 - 15.85
July 1.52 +.206 0.00-6.16
August 1.47 £.206 0.00 - 8.25
September 2.00 £ .206 0.00 - 20.84
October 1.92 +.225 0.00 - 16.58
November 1.61 +£.215 0.00 - 18.82
December 0.62 +.206 0.00 - 3.98
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Figure A 4.3 Spatial variation of the common OTU (81.79) by sites from June 2011 to
December 2012.

Table A 4.3 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OUT (591.79) in the River Wensum by sitesdm June 2011 to December 2012.

Individual site Mean * standard error Minimum and maximum
S4 0.19 + .246 0.00 - 2.63
S5 3.40 £ .215 0.00 - 19.88
S6 1.02 £.215 0.00-10.91
S13 2.65 +.201 0.00 - 20.03
S20 0.86 +.215 0.00 - 18.73
S1 0.53 +.215 0.00 - 2.09
S2 1.14 +.209 0.00 - 8.19
S3 1.07 £.215 0.00 - 13.88
S15 3.06 £ .215 0.00 - 15.64
S7 1.68 +.215 0.00 - 7.98
S14 0.51 +.215 0.00 - 2.99
S8 5.04 + .201 0.99 - 17.56
S10 1.10 +£.215 0.00 - 7.58
S11 1.73 +.215 0.00 - 19.57
S12 1.55 +.196 0.00 - 18.8
S21 0.90 + .222 0.00 - 3.54
S9 1.71 £ .222 0.00 - 20.3
S16 6.78 +.215 0.00 - 22.56
S17 1.85+.215 0.00 - 10.76
S18 4.75 + .215 1.42 -11.04
SA 0.96 +.204 0.00 - 3.61
SB 0.63 +.216 0.00 - 3.00
SE 0.52 +.209 0.00 - 3.70
SC 0.13 +.209 0.00 - 2.20
SD 3.21 +£.209 0.00 - 27.06
SF 0.69 +.223 0.00 - 5.58
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Figure A 4.4 Temporal variation of the common DNA fagment size (591.79) by months
from June 2011 to December 2012.

Table A 4.4 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OTU (591.79) in the River Wensum by monthsdm June 2011 to December

o0

Study months

Jun Jul Aug Sep Oct Nowv Dec Jan Feb Mar Apr May Jun Jul AugSept
20112041 2011 2011 2011 2041 2011 20122012 20122012 2012 20122012 20122012 20122012 2012

2012.
Year Month Mean * standard error Minimum and maximum
2011 June 1.14 + 519 0.00-9.10
July 2.62 £ .227 0.00 - 27.06
August 4.14 £ .203 0.00 - 19.57
September 1.22 £.180 0.00 - 13.82
October 1.37 +.164 0.00 - 22.56
November 1.17+£.172 0.00 - 10.13
December 0.70 £.172 0.00 - 4.62
2012 January 0.83+.172 0.00-7.40
February 0.85+.172 0.00-2.76
March 1.06 +.172 0.00 - 3.30
April 1.28 +.172 0.00-17.58
May 1.39+.172 0.00 - 18.73
June 3.16 £.176 0.00 - 20.03
July 5.32+.172 0.00 - 18.57
August 1.96 +.172 0.00 - 10.23
September 1.19+.172 0.00 - 10.76
October 1.23 +£.188 0.00 - 7.98
November 1.00 £.180 0.00-6.72
December 0.55+.172 0.00 - 3.35
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Figure A 4.5 Spatial variation of the common OTU (86.71) by sites from June 2011 to
December 2012.

Table A 4.5 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OUT (806.71) in the River Wensum by sitesdm June 2011 to December 2012.

Individual site Mean * standard error Minimum and maximum
S4 0.51 +.279 0.00 - 8.93
S5 2.78 +.244 0.00 - 13.39
S6 1.14 £ .244 0.00 - 19.37
S13 3.71 +.228 0.00 - 16.88
S20 0.15 +.244 0.00-1.31
S1 1.35+.244 0.00 - 10.75
S2 0.75 +.237 0.00-17.51
S3 0.59 +.244 0.00 - 4.49
S15 3.06 +.244 0.00 - 35.1
S7 1.01 £.244 0.00 - 14.19
S14 0.65 +.244 0.00 - 6.59
S8 5.92 +.228 0.00 - 19.43
S10 1.40 £ .244 0.00-9.12
S11 4,32 + .244 0.00 - 67.05
S12 2.72 +.223 0.00 - 10.76
S21 0.80 +.251 0.00 - 9.62
S9 6.82 +.251 0.00-17.01
S16 3.27 +.244 0.00 - 18.82
S17 2.66 +.244 0.00 - 7.57
S18 6.36 +.244 2.59-13.49
SA 0.11 +.231 0.00 - 1.85
SB 0.01 +.245 0.00 - 1.83
SE 0.23 +.237 0.00 - 1.37
SC 3.72 +.237 0.00 - 15.67
SD 0.88 +.237 0.00 - 3.97
SF 0.63 +.252 0.00-7.72
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Figure A 4.6 Temporal variation of the common OTU 806.71) by months from June 2011
to December 2012.

Table A 4.6 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OTU (806.71) in the River Wensum by monthsdm June 2011 to December
2012.

Year Month Mean + standard error Minimum and maximum
2011 June 2.59 + .588 4.29 - 6.96
July 2.05 + .257 0.00-17.51
August 2.55 +.230 0.00-11.66
September 0.93 +.204 0.00-11.31
October 1.43 +£.186 0.00-12.12
November 0.53+£.195 0.00 -8.01
December 0.65+.195 0.00 - 8.90
2012 January 1.25+.195 0.00 - 17.58
February 2.16 £.195 0.00 - 67.05
March 4,44 + 195 0.00 - 53.76
April 2.92 +.195 0.00 - 19.43
May 2.37 £.195 0.00 - 16.88
June 2.52 +.199 0.00 - 14.19
July 1.85+.195 0.00-12.72
August 2.65 +.195 0.00 - 35.10
September 1.11+£.195 0.00 - 14.72
October 0.56 +.213 0.00 - 19.08
November 0.92 +.204 0.00 - 10.75
December 0.79 +.195 0.00 - 4.60
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Figure A 4.7 Spatial variation of the common OTU (85) by sites from June 2011 to
December 2012.

Table A 4.7 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OTU (705) in the River Wensum by sites frordune 2011 to December 2012.

Individual site  Mean * standard error ~ Minimum and maximum

S4 1.88 +.210 0.00-7.94
S5 1.93 +.183 0.00 - 15.96
S6 1.63 +.183 0.00-11.78
S13 1.86 +.171 0.00-11.28
S20 2.19+.183 0.00 - 17.30
S1 1.34 +.183 0.00 - 7.69
S2 0.67 +.178 0.00-3.18
S3 1.11+.183 0.00-5.45
S15 0.91 +.183 0.00-9.74
S7 0.77 +.183 0.00-4.17
S14 1.20+.183 0.00 - 9.65
S8 0.30+.171 0.00 - 7.06
S10 0.71+.183 0.00 - 8.83
S11 0.38 +£.183 0.00-13.71
S12 0.29 +.167 0.00 - 8.09
S21 0.90 +.189 0.00-7.48
S9 0.30 +£.189 0.00-7.26
S16 1.10 +£.183 0.00 - 5.67
S17 0.65+.183 0.00-12.28
S18 0.39 +£.183 0.00 - 10.09
SA 1.17+.174 0.00 - 3.68
SB 1.10 +.184 0.00 - 29.50
SE 1.60+.178 0.00 - 20.61
SC 0.35+.178 0.00-4.81
SD 0.55+.178 0.00-11.64
SF 0.33 +£.189 0.00 - 8.82
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Figure A 4.8 Temporal variation of the common OTU 705) by months from June 2011 to

December 2012.

Table A 4.8 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OUT (705) in the River Wensum by months frondune 2011 to December 2012.

Year Month Mean * standard error Minimum and maximum
2011 June 1.39 + .441 0.00 - 9.88
July 0.58 +.193 0.00-11.28
August 0.11 +.173 0.00 - 2.90
September 0.15 +.153 0.00 - 4.17
October 0.23 +.139 0.00 - 2.84
November 1.03 +.146 0.00-5.34
December 1.01 +.146 0.00-3.18
2012 January 1.16 +.146 0.00 - 6.82
February 1.78 +.146 0.00 - 7.69
March 1.16 +.146 0.00 - 6.27
April 2.26 +.146 0.00 - 15.96
May 1.86 +.146 0.00-11.78
June 0.52 +.150 0.00 - 4.38
July 0.39 +.146 0.00 - 4.88
August 0.15 +.146 0.00-3.72
September 0.13 +.146 0.00 - 2.89
October 0.46 +.160 0.00 - 3.86
November 1.41 +£.153 0.00 - 4.00
December 6.51 +.146 0.00 - 29.50
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Figure A 4.9 Spatial variation of the common DNA fagment size (817.97) by sites from
June 2011 to December 2012.

Table A 4.9 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OUT (817.97) in the River Wensum by sitesdm June 2011 to December 2012.

Individual site Mean * standard error Minimum and maximum
S4 0.14 +.183 0.00-1.35
S5 2.21 +.160 0.00 - 12.86
S6 0.14 +.160 0.00-2.94
S13 1.60 £.150 0.00 - 5.90
S20 0.07 +£.160 0.00-1.23
S1 0.29 +.160 0.00 - 3.77
S2 0.38 +.155 0.00-5.73
S3 0.29 +.160 0.00 - 2.88
S15 0.73 +.160 0.00 - 4.83
S7 0.14 +.160 0.00 - 2.28
S14 0.30 +.160 0.00 - 6.93
S8 1.61 +£.150 0.00 - 4.98
S10 0.12 +.160 0.00 - 1.69
S11 0.17 +.160 0.00 - 2.32
S12 0.39 +.146 0.00-2.19
S21 0.34 +.165 0.00 - 2.90
S9 1.59 +.165 0.00-11.17
S16 0.49 +.160 0.00 - 6.56
S17 1.07 £.160 0.00 - 18.32
S18 1.82 +£.160 0.00 - 6.05
SA 0.05 +.152 0.00-1.83
SB 0.06 +.161 0.00 - 2.39
SE 0.14 + .156 0.00 - 3.44
SC 0.00 +.156 0.00 - 0.00
SD 0.08 +.156 0.00 - 2.98
SF 0.10 +.165 0.00-1.71
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Figure A 4.10 Temporal variation of the common OTU(817.97) by months from June
2011 to December 2012.

Table A 4.10 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OTU (817.97) in the River Wensum by monthsgdm June 2011 to December
2012.

Year Month Mean + standard error Minimum and maximum

2011 June 1.15 +.386 1.13-4.98
July 0.39 +.169 0.00 - 3.44
August 0.20 +.151 0.00 - 2.94

September 0.14 +.133 0.00 - 10.27
October 0.68 +.122 0.00-4.43
November 0.22 +.128 0.00 - 1.67
December 0.14 +.128 0.00 - 4.56

2012 January 0.49 +.128 0.00 - 12.86
February 0.59 +.128 0.00 - 6.93
March 0.91 +.128 0.00 - 6.56

April 0.56 +.128 0.00 - 11.17
May 0.80 +.128 0.00-5.73
June 0.63 +.131 0.00 -4.75
July 0.47 +.128 0.00 - 3.74
August 0.21 +.128 0.00-4.43

September 0.31+.128 0.00 - 18.32
October 0.07 +.140 0.00-1.13
November 0.11 +.133 0.00-1.50
December 0.30 +.128 0.00 - 3.39
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Figure A 4.11 Temporal variation of the common OTW572.13) by sites from June 2011
to December 2012.

Figure A 4.11 Mean, standard error, minimum and maxmum of the abundance (%) of
the common OTU (572.13) in the River Wensum by siefrom June 2011 to December
2012.

Individual site Mean * standard error Minimum and maximum

S4 0.65 +.251 0.00 - 4.08
S5 0.67 +.219 0.00-8.41
S6 0.55 +.220 0.00-7.80
S13 0.61 +.205 0.00-5.24
S20 0.31+.219 0.00-1.79
S1 0.55 +.219 0.00 - 2.68
S2 1.75+.213 0.00-34.44
S3 2.11+.219 0.00 - 26.20
S15 4.17 £ .219 0.00 - 7.98
S7 1.28 +.219 0.00-9.23
S14 0.55 +.219 0.00 -5.45
S8 4.08 +.205 1.62-9.27
S10 224+ .219 0.00-17.79
S11 3.18 £.219 0.00-13.42
S12 2.59 +.200 0.00 - 14.39
S21 0.64 +.226 0.00-3.34
S9 0.54 +.226 0.00 - 2.32
S16 6.25 +.219 0.00 - 28.93
S17 1.46 +.219 0.00 - 4.59
S18 4.82 +.219 0.00-14.51
SA 0.56 +.208 0.00 - 3.25
SB 0.60 *.220 0.00 - 2.97
SE 0.93 *£.213 0.00 - 3.98
SC 0.74 + .213 0.00-6.24
SD 6.18 +.213 0.55-41.94

SF

2.61 +.227

0.00 - 24.44
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Figure A 4.12 (c) Temporal variation of the commorOTU (572.13) by months from June
2011 to December 2012.

Table A 4.12 Mean, standard error, minimum and maxmum of the abundance (%) of
common OUT (572.13) in the River Wensum by monthsgdm June 2011 to December
2012.

Year Month Mean * standard error Minimum and maximum

2011 June 1.77 £.529 0.44 -4.19

July 1.95+.231 0.00 - 20.65

August 1.20 £.207 0.00 - 13.42

September  0.43 +.183 0.00-11.00

October 1.00 +.167 0.00 - 13.19

November 0.66 +.175 0.00 - 10.20

December 0.97 +.175 0.00 - 10.65

2012 January 1.91+£.175 0.00 - 24.44
February 2.07 +.175 0.00 - 7.80
March 1.66 £.175 0.00-9.91

April 4,33+ .175 0.00 - 41.94

May 2.47 + 175 0.00 - 26.20
June 1.64 £.179 0.00-7.81

July 3.64 +.175 0.00 - 34.44

August 1.19 £.175 0.00-14.51

September  1.94 + .175 0.00- 13.44

October 2.72 +.192 0.00-12.03
November 0.67 +.183 0.00 - 6.59
December 0.77 £ .175 0.00 -5.15
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Figure A 4.13 Spatial variation of the common OTU §83.31) by sites from June 2011 to
December 2012.

Table A 4.13 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OTU (683.31) in the River Wensum by sitesdm June 2011 to December 2012.

Individual site Mean * standard error Minimum and maximum
S4 0.45 +.187 0.00-3.45
S5 0.84 +.163 0.00 - 2.85
S6 0.35+.164 0.00 - 2.98
S13 0.44 + .153 0.00 - 4.08
S20 1.22 +.163 0.00 - 4.86
S1 1.11 +.163 0.00 -5.47
S2 0.62 +.159 0.00 - 2.13
S3 0.37 +.163 0.00-9.79
S15 0.50 +.163 0.00-1.59
S7 0.68 +.163 0.00 - 3.80
S14 0.10 +.163 0.00-5.22
S8 0.37 £.153 0.00 - 3.16
S10 0.84 +.163 0.00-6.17
Si11 0.29 +.163 0.00-7.83
S12 0.68 +.149 0.00 - 8.82
S21 2.07 +.169 0.00 - 29.52
S9 0.29 +.169 0.00 - 6.53
S16 0.46 +.163 0.00-1.92
S17 0.73 +.163 0.00-5.41
S18 0.56 +.163 0.00-1.60
SA 1.52 +£.155 0.00 - 7.83
SB 0.81 +.164 0.00-6.24
SE 0.75 +.159 0.00-3.44
SC 0.12 +.159 0.00-4.16
SD 1.38 +.159 0.00-3.32
SF 1.10 +£.169 0.00 - 4.58
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Figure A 4.14 Temporal variation of the common OUT(683.31) by months from June
2011 to December 2012.

Table A 4.14 Mean, standard error, minimum and maxmum of the abundance (%) of
common OUT (683.31) in the River Wensum by monthsgdm June 2011 to December
2012.

Year Month Mean + standard error Minimum and maximum
2011 June 0.77 +.395 0.00 - 2.15
July 0.46 +.173 0.00-2.93
August 0.82 +.154 0.00-3.31
September 0.43 +.137 0.00 - 4.08
October 0.73 +.125 0.00-4.48
November 0.56 +.131 0.00 -4.16
December 0.60 +.131 0.00 -5.47
2012 January 1.00 £.131 0.00 - 29.52
February 0.51 +.131 0.00 - 3.10
March 0.78 +.131 0.00 - 3.75
April 0.48 +.131 0.00 - 3.54
May 0.23 +.131 0.00-1.92
June 1.07 £.134 0.00-7.83
July 0.97 +.131 0.00 - 6.43
August 0.43 +.131 0.00 -2.42
September 0.67 £.131 0.00 - 4.27
October 0.53 +.143 0.00 - 3.79
November 0.41 +.137 0.00-1.92
December 2.85+.131 0.00 - 8.82
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Figure A 4.15 Spatial variation of the common OTU 756.76) by sites from June 2011 to
December 2012.

Table A 4.15 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OUT (756.76) in the River Wensum by sitesdm June 2011 to December 2012.

Individual site Mean * standard error Minimum and maximum
S4 1.41 +.220 0.00-5.06
S5 2.88 +.192 0.00-11.49
S6 4.07 +.193 0.00 - 17.55
S13 1.96 +.180 0.00-11.83
S20 4.56 +.192 1.09 - 18.45
S1 1.32 £.192 0.00 - 6.87
S2 3.12+.187 0.00-10.11
S3 6.22 +.192 1.51-22.64
S15 1.07 £.192 0.00-9.61
S7 3.88 +.192 0.00 - 15.45
S14 2.53+.192 0.00 - 8.60
S8 0.39+.180 0.00 - 6.92
S10 1.88 +.192 0.00 - 10.24
S11 4.18 +.192 0.00-12.09
S12 2.24 £ .176 0.00 - 13.12
S21 3.68 +.198 0.00-13.12
S9 2.80 +.198 0.00-13.31
S16 1.03 £.192 0.00-6.72
S17 2.10 +£.192 0.00 - 18.07
S18 0.16 +.192 0.00-2.54
SA 0.99 +.182 0.00 - 5.26
SB 1.54 +.193 0.00-5.93
SE 1.47 +.187 0.00-4.26
SC 1.67 £.187 0.00 - 8.05
SD 2.76 +.187 0.00-17.99
SF 3.92 +.199 0.00 - 15.31
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Figure A 4.16 Temporal variation of the common OTU(756.76) by months from June
2011 to December 2012.

Table A 4.16 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OTU (756.76) in the River Wensum by monthsdm June 2011 to December
2012.

Year Month Mean * standard error Minimum and maximum
2011 June 0.10 + .464 0.00 - 0.00
July 2.42 +.203 0.00 - 11.05
August 1.04 £.182 0.00-6.28
September 5.03 +.161 0.00 - 22.64
October 3.07 +.146 0.00 - 17.55
November 6.22 +.154 0.00 - 18.07
December 4.84 £ .154 0.00 -12.09
2012 January 1.51 +.154 0.00 - 7.26
February 0.91 +.154 0.00 - 2.55
March 0.82 +.154 0.00 - 5.06
April 0.72 +.154 0.00-7.12
May 0.63 +.154 0.00-4.01
June 2.16 +.157 0.00-7.12
July 1.12 +£.154 0.00-5.91
August 0.84 + .154 0.00 -5.74
September 3.13+.154 0.00 - 10.56
October 5.07 +.168 0.00 - 14.85
November 8.33+.161 0.00 - 18.45
December 2.87 +.154 0.00 - 8.94
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Figure A 4.17 Spatial variation of the common OTU 718.52) by sites from June 2011 to
December 2012.

Table A 4.17 Mean, standard error, minimum and maxnum of the abundance (%) of
common OTU (718.52) in the River Wensum by sitesdm June 2011 to December 2012.

Individual site Mean * standard error Minimum and maximum
S4 4,07 +.193 0.00-9.01
S5 3.71 +.168 0.00-10.5
S6 3.03 +£.169 0.00 - 7.40
S13 2.64 +.158 0.00-7.17
S20 4,79 +.168 0.00 - 15.56
S1 4,11 +.168 0.00 - 12.59
S2 5.50 +.163 0.93-10.4
S3 7.76 +.168 3.34-15.39
S15 3.43+.168 0.00-9.45
S7 7.73 +£.168 4.15-17.21
S14 450 +.168 0.59 - 16.59
S8 1.83 +£.158 0.41 -6.53
S10 6.23 +.168 2.78 -12.24
S11 3.01 +.168 0.00-11.03
S12 4.44 + 154 0.00-11.81
S21 5.53+.173 1.27 -9.29
S9 3.17+.174 1.21-8.01
S16 2.55+.168 0.00 - 6.99
S17 2.92 +.168 0.67 - 7.05
S18 0.63 +.168 0.00 -4.25
SA 5.49 +.160 2.21 -14.33
SB 2.75+.169 0.00 - 6.58
SE 5.04 +.164 1.17 -11.62
SC 2.16 +.164 0.00-5.43
SD 3.29+.164 0.00-11.18
SF 6.71 +.174 0.00 - 14.78
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Figure A 4.18 Temporal variation of the common OTU(718.52) by months from June
2011 to December 2012.

Table A 4.18 Mean, standard error, minimum and maxinum of the abundance (%) of the
common OTU (718.52) in the River Wensum by monthsdm June 2011 to December

2012.
Year Month Mean + standard error Minimum and maximum
2011 June 3.35 +.406 1.26 - 5.67
July 3.50+.178 0.87 -9.29
August 3.14 +.159 0.00 - 15.39
September 4.68 £.141 0.00 - 14.33
October 3.43+.128 0.00-13.73
November 4.34 £.135 0.00 -9.80
Dec ember 4.41 £ .135 0.00-11.81
2012 January 2.82 +.135 0.00 -9.01
February 3.10 +£.135 0.80-11.18
March 3.53+.135 0.00-10.40
April 3.60 +.135 0.62-11.96
May 2.82+.135 0.39-7.99
June 4,34 + 137 0.00 - 8.88
July 3.46 +.135 0.79 - 9.06
August 3.49 +.135 0.00-12.51
September 5.07 £.135 0.41-12.08
October 6.98 +.147 0.51-17.21
November 6.62 +.141 1.37-14.78
December 3.08 +.135 0.00 - 8.28
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Table A 4.19 Fragment sizes making the most contrittion to the dissimilarity between
bacterial community composition upstream and downseam sites on the River Wensum

Fragment size Relative abundance (%) Contribution to Cumulative

Upstream Downstream dISSImI|arIty (%) Contl’ibution to

dissimilarity (%)
702.09 0.45 4.49 4.55 4.55
795.42 0.52 3.24 3.12 7.67
806.71 0.30 2.46 2.44 10.1
591.97 0.82 2.21 1.57 11.68
810.12 0.08 1.41 15 13.18
572.13 0.83 2.10 1.47 14.65
575.27 1.41 0.20 1.43 16.08
713.78 0.45 1.42 1.42 175
718.52 2.09 1.09 1.35 18.86
565.24 1.56 0.40 1.35 20.2
724.25 0.50 1.63 1.31 21.52
817.97 0.29 1.29 1.25 22.77
559.55 1.18 0.21 1.19 23.96
694.57 0.32 1.19 1.19 25.15

Table A 4.20 Fragment sizes making the most contrittion to the dissimilarity between
bacterial community composition in December 2011 ahDecember 2012 of the River
Wensum.

Fragment size Relative abundance (%) Contribution to Cumulative
December 2011 December 2012 dissimilarity (%) contribution to
dissimilarity (%)
638.7 3.51 0.91 3.17 3.17
705 1.01 2.55 2.25 5.43
702.09 1.41 1.17 1.39 6.82
683.31 0.77 1.69 1.38 8.2
729.94 0.35 1.31 1.37 9.57
724.25 0.70 1.43 1.29 10.86
848.48 1.29 0.44 1.28 12.14
756.76 2.20 1.69 1.21 13.36
779.95 1.29 0.89 1.21 14.57
782.92 0.33 1.09 1.2 15.77
718.52 2.10 1.75 111 16.88
795.42 0.83 0.79 111 17.99
557.13 1.10 0.52 1.08 19.07
806.71 0.81 0.89 1.06 20.13
727.07 1.15 0.52 1.05 21.18
776.61 0.31 1.00 1.04 22.22
694.57 0.32 0.98 1.02 23.24
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Table A 4.21 Fragment sizes making the most contritiion to the dissimilarity between
bacterial community composition in September 2011rad September 2012 of the River
Wensum.

Fragment sizes Relative abundance (%) Contribution to Cumulative

September 2011  September 2012  dissimilarity (%) contribution to

dissimilarity (%)
702.09 2.99 2.36 3.25 3.25
795.42 1.70 1.41 2.20 5.46
806.71 1.04 1.05 1.65 7.11
756.76 2.27 1.77 1.60 8.71
572.13 0.70 1.39 1.59 10.3
591.97 1.16 1.09 1.57 11.87
727.07 1.62 1.49 1.46 13.33
718.52 2.18 2.25 1.45 14.78
711.23 0.97 1.04 1.43 16.21
742.92 1.83 1.48 1.29 175
162.59 0.5 1.04 1.26 18.76
565.24 0.62 1.13 1.25 20.01
753.56 0.99 0.61 1.24 21.26
697.29 0.97 0.38 1.24 22.5
678.11 0.70 0.99 1.22 23.72
638.7 0.85 1.12 1.22 24.94

Table A 4.22 Photograph of bacterial DNA bands in 1 samples from February 2012 in
the River Wensum, using the UV transilluminator.
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Appendix to Chapter Five

Table A 5.1 Samples, reverse primers and barcodesed to tag each one of the 36 PCR
products.

Sample Reverse primer Barcode
S1 338R1 ACACGACGACT
S2 333R2 ACACGTAGTAT
S3 338R3 ACACTACTCGT
S4 333R4 ACGACACGTAT
S5 338R5 ACGAGTAGACT
S6 333R6 ACGCGTCTAGT
S7 338R7 ACGTACACACT
S8 333R8 ACGTACTGTGT
S9 338R9 ACGTAGATCGT
S10 333R10 ACTACGTCTCT
S11 338R11 ACTATACGAGT
S12 333R12 ACTCGCGTCGT
S13 338R13 AGACTCGACGT
S14 333R14 AGTACGAGAGT
S15 338R15 AGTACTACTAT
S16 333R16 AGTAGACGTCT
S17 338R17 AGTCGTACACT
S18 333R18 AGTGTAGTAGT
S20 338R19 ATAGTATACGT
S21 333R20 CAGTACGTACT
SA 338R21 CGACGACGCGT
SB 333R22 CGACGAGTACT
SC 338R23 CGATACTACGT
SD 333R24 CGTACGTCGAT
SE 338R25 CTACTCGTAGT
SF 333R26 GTACAGTACGT
S1D 338R27 GTCGTACGTAT
S8D 333R28 GTGTACGACGT
S18D 338R29 ACACAGTGAGT
S20D 333R30 ACACTCATACT
SAD 338R31 ACAGACAGCGT
SBD 333R32 ACAGACTATAT
SCD 338R33 ACAGAGACTCT
SDD 333R34 ACAGCTCGTGT
SED 338R35 ACAGTGTCGAT
SEF 333R36 ACGAGCGCGCT

Key symbols: S= sample site. Numbers and lettdes te site names, D after a site name
indicates December 2012.
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Table A 5.2 The commonest bacterial phyla and theitaxonomic affinities in the River Wensum from Febuary and December 2012,
based on 454 pyrosequencing of the 16S rRNA gensjng the Mothur programme

OTU 1 Bacteria(100);unclassified(97);unclassified®;unclassified(97);unclassified (97);unclassifie@7);unclassified(97);unclassified(97);unclassifie@{);

OTU 2 Bacteria(100);Proteobacteria(100);Betaproteadcteria(100);Burkholderiales(100);Comamonadaceae(D);Rhodoferax(64);unclassified(64);unclassified(64)nclassified(64);
OTU 3 Bacteria(100);Bacteroidetes(100);Flavobactea{100);Flavobacteriales (100);Flavobacteriaceae(1Blavobacterium(100);unclassified(100);unclassifié(100);unclassified(100);
OTU 4 Bacteria(100);Proteobacteria(100);Betaproteadcteria(100);Burkholderiales(100);Oxalobacteracea&Q0);unclassified(70);unclassified(70);unclassifi€d0);unclassified(70);
OTU5 Bacteria(100);Proteobacteria(100);Betaproteadcteria(100);Burkholderiales(100);Comamonadaceae(Dy;unclassified(60);unclassified(60);unclassified®;unclassified(60);
OTU 6 Bacteria(100);Proteobacteria(100);Betaproteadcteria(100);unclassified(100);unclassified(100);wtassified(100);unclassified(100);unclassified(100nclassified(100);

OTU 7 Bacteria(100);Cyanobacteria(100);unclassifigd 00);unclassified(100);unclassified(100);unclasg(100);unclassified(100);unclassified(100);unclagied(100);

OTU 8 Bacteria(100);Bacteroidetes(100);Flavobactea{100);Flavobacteriales(100);Flavobacteriaceae(1QB)avobacterium(100);unclassified(100);unclassified 00);unclassified(100);
OTU 9 Bacteria(100);unclassified(100);unclassifiedQ0);unclassified(100);unclassified(100);unclass#il(100);unclassified(100);unclassified(100);unclagsd(100);

OTU 10 Bacteria(100);Bacteroidetes(100);Flavobact&x(100);Flavobacteriales(100);Flavobacteriaceae(1&lavobacterium(100);unclassified(100);unclassifié(100);unclassified(100);
OTU 11 Bacteria(100);Proteobacteria(100);Betaprotduacteria(100);Burkholderiales(100);Comamonadaceae(D);unclassified(100);unclassified(100);unclassifi100);unclassified(100);
OTU 12 Bacteria(100);Bacteroidetes(100);Flavobactex(100);Flavobacteriales(100);Flavobacteriaceae(1p&lavobacterium(100);unclassified(100);unclassifig(100);unclassified(100);
OTU 13 Bacteria(100);Proteobacteria(100);Betaprotdmacteria(100);Burkholderiales(100);Comamonadaceael9;unclassified(80);unclassified(80);unclassified®;unclassified(80);

OTU 14 Bacteria(100);Bacteroidetes(100);Sphingobaetia(100); Sphingobacteriales(100);unclassified(10@nclassified(100);unclassified(100);unclassified@D);unclassified(100);

OTU 15 Bacteria(100);Proteobacteria(100);Epsilonprteobacteria(100);unclassified(100);unclassified(1@@inclassified(100);unclassified(100);unclassifiedQ0);unclassified(100);

OTU 16 Bacteria(100);Proteobacteria(100);Betaprotduacteria(100);Burkholderiales(100);Burkholderiacea¢l00);unclassified(100);unclassified(100);unclasgl(100);unclassified(100);
OTU 17 Bacteria(100);Proteobacteria(100);Betaprotdmacteria(100);Burkholderiales(100);Comamonadaceae(D);unclassified(100);unclassified(100);unclassifi100);unclassified(100);
OTU 18 Bacteria(100);Bacteroidetes(100);Flavobact&(100);Flavobacteriales(100);Flavobacteriaceae(1&lavobacterium(100);unclassified(100);unclassifié(100);unclassified(100);
OTU 19 Bacteria(100);Bacteroidetes(100);Flavobactex(100);Flavobacteriales(100);Flavobacteriaceae(1p&lavobacterium(100);unclassified(100);unclassifié(100);unclassified(100);
OTU 20 Bacteria(100);Actinobacteria(100);Actinobactria(100);Actinobacteridae(100);Actinomycetales(100Frankineae(100);Sporichthyaceae(100);hgcl_clade(D);unclassified(100);

OTU 21 Bacteria(100);Actinobacteria(100);Actinobateria(100);Actinobacteridae(100);Actinomycetales(@0);Micrococcineae(100);Microbacteriaceae(100);unaksified(100);unclassified(100);
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OTU 22

OTuU 23

OTU 24

OTU 25

OTU 26

OoTu 27

OTU 28

OTU 29

OTU 30

OTuU 31

OTU 32

OTU 33

OTU 34

OTU 35

OTU 36

OTuU 37

OTU 38

OTU 39

OTU 40

Bacteria(100);Proteobacteria(100);Betaprotdmacteria(100);unclassified(100);unclassified(100)nclassified(100);unclassified(100);unclassified(1p@nclassified(100);
Bacteria(100);Bacteroidetes(100);Flavobact&x(100);Flavobacteriales(100);Flavobacteriaceae(1p€lavobacterium(100);unclassified(100);unclassifid(100);unclassified(100);
Bacteria(100);Bacteroidetes(100);Flavobact&x(100);Flavobacteriales(100);Flavobacteriaceae(1p€lavobacterium(100);unclassified(100);unclassifig(100);unclassified(100);
Bacteria(100);Actinobacteria(100);Actinobaceria(100);Actinobacteridae(100);Actinomycetales(100Frankineae(100); Sporichthyaceae(100);hgcl_clade(D);unclassified(100);
Bacteria(100);Proteobacteria(100);Alphaprotebacteria(100);Rhodobacterales(100);Rhodobacterace@l00);unclassified(100);unclassified(100);unclasisid(100);unclassified(100);
Bacteria(100);Proteobacteria(100);unclassiéd(100);unclassified(100);unclassified(100);unclagied(100);unclassified(100);unclassified(100);unaksified(100);
Bacteria(100);Proteobacteria(100);Betaprotduacteria(100);Burkholderiales(100); Comamonadaceae(D);Polaromonas(100);unclassified(100);unclassifi¢€t00);unclassified(100);
Bacteria(100);Proteobacteria(100);Deltaprotebacteria(98);unclassified(98);unclassified(98);unassified(98);unclassified(98);unclassified(98); utassified (98);
Bacteria(100);Cyanobacteria(100);unclassifé{100);unclassified(100);unclassified(100);unclag®d(100);unclassified(100);unclassified(100);unctsified(100);
Bacteria(100);Proteobacteria(100);Betaprotduacteria(100);unclassified(87);unclassified(87);unassified(87);unclassified(87);unclassified(87);utassified(87);
Bacteria(100);Proteobacteria(100);Gammaprotebacteria(100);unclassified(99);unclassified(99); wilassified(99);unclassified(99);unclassified(99); whassified (99);
Bacteria(100);Bacteroidetes(100);Flavobact&(100);Flavobacteriales(100);Flavobacteriaceae(1p€lavobacterium(100);unclassified(100);unclassifid(100);unclassified(100);
Bacteria(100);Proteobacteria(100);Betaprotduacteria(100);Rhodocyclales(100);Rhodocyclaceae()hclassified(96);unclassified(96);unclassified(96unclassified(96);
Bacteria(100);Cyanobacteria(100);unclassifé{100);unclassified(100);unclassified(100);unclag®d(100);unclassified(100);unclassified(100);unctsified(100);
Bacteria(100);Proteobacteria(100);Epsilonprteobacteria(100);unclassified(100);unclassified(1Q@inclassified(100);unclassified(100);unclassified00);unclassified(100);
Bacteria(100);Proteobacteria(100);Betaprotdmacteria(100);Burkholderiales(100); Comamonadaceaed);unclassified(98);unclassified(98);unclassified@;unclassified(98);
Bacteria(100);Proteobacteria(100);unclassid(95);unclassified(95);unclassified(95);unclassid(95);unclassified(95);unclassified(95);unclass#d(95);
Bacteria(100);Cyanobacteria(100);unclassifé{100);unclassified(100);unclassified(100);unclag@d(100);unclassified(100);unclassified(100);uncésified(100);

Bacteria(100);Proteobacteria(100);Betaprotduacteria(100);Burkholderiales(100); Comamonadaceae(D);unclassified(100);unclassified(100);unclassifi¢100);unclassified(100);
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Table A 5.3 The distribution of the abundance (%) bthe commonest bacterial phyla (OTU1 to OTUZ20) irall sites of the River Wensum
from February and December 2012.

Site OTU1 OTU2 OTU3 OTuU4 OTU5 OTUu6 OTU7 OTU8 OYU9 OTU10 OTUll Orui2 OTUl3 OTUl4 OTU1l5 OTUl6 OTUl7 OTU18 OTU19 OTU20
S1 0.21 3.45 0.32 3.72 0.53 2.12 0.00 3.34 3.03 0.64 0.21 234.42 0 011 0.27 0.16 1.86 1.65 0.00 0.00
S10 0.80 2.28 112 1.80 2.92 0.19 0.96 112 2.47 0.22 0.32 0.8.35 0.48 0.22 0.80 0.35 0.51 0.22 0.96
S11 11.96 1.67 1.96 0.55 1.39 2.22 0.67 1.32 1.24 3.01 16.8736 0. 1.03 0.53 1.24 0.26 0.48 151 0.45 0.45
S12 4.44 2.86 2.35 1.46 1.89 3.08 0.90 1.77 1.26 2.50 131 0.51.07 0.61 1.24 0.61 0.95 1.60 0.29 0.75
S13 33.68 2.94 0.98 1.00 131 0.41 0.90 0.82 0.67 0.88 0.33 7 0.50.80 0.54 2.37 0.72 0.64 0.28 0.00 0.41
S14 1.78 4.06 0.31 2.79 0.26 1.58 2.04 1.73 2.74 0.75 0.52 0.91.73 0.23 0.75 2.84 0.80 0.31 0.05 0.05
S15 2.68 3.44 2.13 1.61 4.41 3.35 13.61 2.58 0.87 1.14 0.32 5 04057 0.97 1.19 1.76 0.42 1.14 0.27 1.64
S16 0.53 2.90 2.06 1.67 3.78 0.26 3.03 1.14 0.57 0.83 0.70 0.7@®.88 1.36 0.83 1.80 0.48 0.13 0.88 3.78
S17 0.39 2.83 12.00 1.99 3.22 25.52 0.66 1.15 0.70 2.17 0.14 45 0. 1.09 0.52 0.75 0.91 0.41 0.57 0.27 0.39
S18 2.59 2.02 25.47 0.52 7.18 0.25 2.39 1.53 0.25 5.77 0.49 2 0.20.20 4.20 1.01 1.14 0.47 1.78 4.20 1.97
S18D 0.03 3.67 5.20 2.55 1.46 0.36 1.89 2.35 0.70 0.83 122 9 1.20.70 2.71 6.16 1.85 0.76 1.36 0.50 0.96
S1D 0.06 1.48 0.45 0.51 0.58 0.19 1.35 1.86 1.60 0.58 0.32 0.451..09 0.19 4.04 0.13 0.38 0.19 0.06 0.90
S2 0.85 3.74 0.27 3.45 0.71 0.06 0.74 1.59 1.80 0.21 0.35 0.82.88 1 041 0.74 0.24 0.56 0.41 0.09 0.12
S20 2.16 331 0.02 3.78 0.31 0.78 1.22 2.20 1.36 0.16 0.18 3.14.02 0.02 0.49 0.07 0.44 0.40 0.00 0.00
S20D 0.00 9.57 0.47 15.55 0.10 0.03 0.10 1.85 0.67 0.27 1.88 85 1. 0.67 0.07 0.54 0.03 181 0.30 0.00 0.10
S21 0.00 2.78 3.98 1.45 1.60 3.33 3.33 1.05 2.57 1.73 0.13 0.82.01 0.53 1.26 1.30 0.66 0.64 0.06 0.41
S3 0.56 2.25 0.34 1.06 0.93 13.23 1.86 1.06 1.86 0.27 0.34 0.53.30 0.13 6.31 1.25 0.74 0.21 0.00 0.13
S4 0.06 2.62 0.03 3.14 0.40 0.40 1.20 2.34 2.99 0.31 0.29 2.88.06 1 0.03 0.29 0.63 0.37 1.17 0.03 0.06
S5 2.38 3.11 0.63 1.85 1.39 0.12 1.82 0.78 1.70 0.41 0.53 0.56.90 0 0.92 0.34 0.36 1.68 0.61 0.19 0.75
S6 3.85 3.90 0.08 2.33 0.68 3.52 0.13 0.89 1.27 0.25 1.74 0.51.52 1 0.00 0.51 3.13 0.64 0.17 0.04 0.04
S7 131 2.37 0.52 3.45 1.36 131 1.63 141 1.77 0.41 0.76 11236 1 0.33 0.33 0.24 0.44 0.05 1.58 0.03
S8 2.79 2.66 10.77 1.10 5.14 1.00 5.48 1.53 1.00 2.04 0.31 0.4D.41 2.63 0.47 2.00 0.69 0.94 2.25 1.69
S8D 0.40 1.88 4.57 1.09 1.38 0.69 2.17 2.36 1.01 0.47 0.43 0.69.76 2.64 0.72 0.54 0.29 0.91 0.25 1.96
S9 0.79 1.67 2.05 0.41 20.07 0.02 112 0.41 0.86 2.10 0.38 2.3D2.69 8.60 0.48 0.86 0.53 0.36 8.55 1.74
SA 0.00 4.92 0.08 5.03 0.19 3.45 0.06 3.59 5.47 0.19 0.14 2.79 .83 0 0.25 0.17 0.33 0.83 0.30 0.00 0.00
SAD 0.00 3.96 3.30 3.18 1.23 0.06 0.24 3.12 1.83 0.36 171 2.641.68 0.75 0.03 1.68 1.80 0.72 0.18 0.54
SB 0.00 431 0.00 5.71 0.23 0.42 0.00 3.63 2.55 0.02 0.28 191.17 1 0.00 0.34 0.00 0.76 0.45 0.19 0.00
SBD 0.00 14.65 0.22 5.08 0.54 0.11 0.00 1.89 2.27 0.11 297 816124 0.05 0.76 0.27 6.65 0.27 0.05 0.05
SC 41.18 1.76 5.68 0.22 4.62 0.34 1.88 7.34 0.36 6.79 0.17 0.22.51 0.12 0.34 0.48 0.07 4.53 1.04 0.02
SCD 0.05 3.45 4.75 1.89 1.28 0.36 0.43 3.02 1.35 0.25 0.34 0.920.61 0.02 0.74 4.41 1.08 0.50 0.32 0.54
SD 0.00 1.60 1.50 0.84 1.37 0.00 0.50 1.34 0.77 1.00 0.20 033.90 1 217 0.40 0.10 0.43 0.47 0.30 1.27
SDD 0.89 291 1.48 0.58 1.52 0.04 22.93 0.45 0.40 0.67 022 301121 1.65 0.13 0.49 0.36 1.39 0.27 1.74
SE 0.00 3.37 0.00 3.53 0.26 2.79 0.16 3.66 3.66 0.45 0.03 1.94 .42 0 0.16 0.62 0.10 1.13 0.42 0.03 0.00
SED 0.08 10.62 0.87 4.11 0.61 0.08 0.00 2.27 1.53 0.29 2.08 8 151.58 0.32 0.50 0.66 4.85 0.32 0.03 0.16
SF 5.76 0.99 2.05 0.30 1.36 0.00 0.45 212 1.29 2.27 0.00 0.83.27 2 0.83 0.08 0.08 0.30 2.73 1.06 0.68
SFD 0.43 6.86 1.29 2.54 0.92 0.20 6.33 2.37 1.02 0.26 1.19 0.821.25 0.43 0.16 1.45 2.37 0.73 0.07 0.59
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Table A 5.3 (continued) The distribution of the abmdance (%) of the commonest bacterial phyla (OTU2fo OTUA40) in all sites of the

River Wensum from February and December 2012.

Site  OTU21 OTU22 OTU23 OTU24 OTU25 OTU26 OTU27 OTU28 OTU29 OWU30 OTU31 OTU32 OTU33 OTU34 OTU35 OTU36 OTU37 OTU38 OTU39 OTWO
S1 0.11 0.11 0.96 0.96 0.00 0.21 1.59 0.69 0.16 101 0.32 0.32.69 0 0.16 0.00 0.00 0.21 0.16 0.00 0.05
S10 0.48 0.64 0.26 0.03 1.09 0.26 0.45 0.64 1.00 0.13 0.83 0.60.29 0.19 0.00 0.06 0.32 0.61 0.93 0.16
S11 0.17 0.50 0.17 0.07 0.48 0.79 0.12 0.24 0.31 0.17 0.24 0.00.10 0.24 0.26 0.02 0.22 0.45 0.19 0.14
S12 0.49 0.70 0.49 0.10 0.73 0.46 0.19 0.36 0.41 0.24 0.58 0.2D.17 0.29 0.22 0.07 0.51 0.51 0.24 0.51
S13 0.72 0.23 0.28 0.28 0.36 0.36 0.13 0.18 0.23 1.08 0.23 0.4D.23 0.05 0.59 0.77 0.26 0.00 0.39 0.26
S14 0.03 0.52 0.65 0.52 0.03 0.23 0.36 0.16 0.57 0.28 0.18 0.6D.75 0.36 0.00 0.18 0.28 0.03 0.00 0.41
S15 1.29 0.40 0.22 0.15 1.16 0.32 3.57 0.69 0.40 0.62 0.15 0.20.35 0.10 0.37 0.10 0.15 0.10 0.40 0.05
S16 0.61 0.48 0.26 0.31 3.07 141 0.26 0.97 0.35 0.88 0.44 0.33.98 0.13 141 0.22 0.13 0.04 1.05 0.04
S17 0.39 0.20 0.52 0.25 0.29 0.16 0.36 0.34 0.48 0.77 0.14 0.2@.57 0.07 0.00 0.25 0.25 0.00 0.20 0.18
S18 1.95 0.10 0.05 0.00 1.36 0.77 0.25 0.44 0.12 0.47 0.27 0.0D.22 0.02 0.39 1.18 0.12 0.00 0.84 0.12
S18D 1.03 0.43 0.26 0.13 0.83 0.66 0.33 0.23 0.03 0.03 0.53 3 0.10.20 0.56 0.10 4.10 0.17 0.23 0.40 0.40
S1D 0.38 0.77 0.51 0.00 0.19 0.45 0.64 0.26 0.26 0.00 0.71 0.19.45 0.83 0.00 0.71 0.32 0.06 1.22 0.77
S2 0.27 1.47 0.56 0.53 0.06 0.41 0.38 0.24 0.91 2.59 0.38 0.44.65 0 0.35 0.00 0.15 0.74 0.00 0.03 0.35
S20 0.00 0.22 0.29 4.56 0.00 0.20 0.91 0.20 0.82 2.25 0.27 1.0@.56 0.11 0.00 0.00 0.24 0.00 0.11 0.16
S20D 0.17 0.03 0.91 0.30 0.03 0.67 0.10 1.14 0.07 0.00 0.17 7 0.30.77 0.60 0.00 0.94 0.24 0.00 0.03 1.01
S21 0.98 0.49 0.62 0.47 0.11 0.36 0.41 0.71 0.51 0.17 0.51 0.6@.41 0.13 0.00 0.09 0.43 0.11 0.15 0.26
S3 0.58 0.82 0.34 0.19 0.13 0.19 0.21 1.54 0.48 0.13 0.27 037.37 0 0.21 0.05 0.03 0.19 0.00 0.00 0.37
S4 0.11 0.40 0.43 0.31 0.00 0.29 1.34 0.29 1.00 0.23 0.29 0.37.74 0 0.00 0.00 0.48 0.20 0.03 0.00 0.29
S5 1.73 0.22 0.29 0.49 0.83 0.32 0.27 0.27 0.34 0.49 1.09 0.56.36 0 0.05 6.37 0.10 0.24 0.07 0.12 0.22
S6 0.13 0.47 0.30 0.76 0.04 0.30 0.21 0.08 0.59 0.64 0.76 0.55.30 0 0.30 0.00 0.17 0.51 0.04 2.24 0.13
S7 0.22 1.39 0.76 0.73 0.16 0.30 0.33 0.24 0.35 0.71 0.35 0.68.19 0 0.24 0.00 0.03 0.19 0.00 0.52 0.22
S8 1.79 0.13 0.34 0.03 1.69 0.56 1.10 0.85 0.19 0.81 0.22 0.19.22 0 0.13 0.47 0.00 0.06 0.00 0.81 0.09
S8D 1.20 0.43 0.18 0.07 1.12 0.72 1.01 0.51 0.54 0.33 0.58 0.04.33 0.29 0.18 0.25 0.54 0.18 0.47 0.69
S9 0.33 0.55 0.05 0.07 0.07 2.13 0.05 0.36 0.19 0.14 1.15 0.07.17 0 0.29 0.00 0.19 0.24 0.02 0.14 0.17
SA 0.03 0.36 1.08 0.41 0.00 0.25 0.28 0.41 0.80 0.00 0.44 1.55.86 0 0.03 0.00 0.00 0.22 0.17 0.00 0.03
SAD 0.72 1.20 1.68 0.03 0.09 0.75 0.18 0.33 0.33 0.00 0.51 0.360.57 3.93 0.00 0.24 0.81 0.00 0.00 1.59
SB 0.00 0.19 1.27 291 0.00 0.21 1.23 0.38 1.02 0.00 0.40 1.38.62 0 0.00 0.00 0.00 0.47 0.00 0.00 0.19
SBD 0.11 0.49 1.03 0.11 0.00 0.59 0.32 1.78 0.49 0.00 0.27 0.18.16 0.59 0.00 0.76 0.43 0.00 0.00 0.97
SC 0.26 0.31 0.05 0.07 0.00 0.00 0.05 0.02 0.17 0.58 0.00 0.10.00 0 0.00 0.00 0.05 0.07 0.07 0.41 0.00
SCD 0.99 0.95 1.04 0.16 0.34 0.45 0.14 0.11 0.45 0.00 0.88 0.29.36 0.83 0.00 0.68 0.18 6.28 0.02 0.29
SD 0.13 1.54 0.17 0.07 1.97 0.94 0.10 0.37 0.30 0.00 0.60 0.23.03 0 0.40 1.44 0.00 1.74 0.03 0.13 0.10
SDD 0.58 0.63 0.40 0.00 3.08 1.43 0.13 0.09 0.09 0.00 0.27 0.18.22 0.31 0.00 0.09 0.58 0.00 2.15 0.18
SE 0.00 0.23 0.75 1.20 0.00 0.16 0.45 0.42 1.10 0.00 0.29 0.68.55 0 0.19 0.00 0.26 0.19 0.06 0.00 0.13
SED 0.26 0.74 1.03 0.11 0.05 0.63 0.18 1.74 0.13 0.00 0.47 0.13.37 1.19 0.00 0.53 0.47 0.00 0.00 1.00
SF 0.08 1.29 0.38 0.08 0.99 0.61 0.23 0.08 0.08 0.08 0.08 0.45.08 0 0.08 0.30 0.08 1.14 0.00 0.38 0.30
SFD 0.69 0.89 0.92 0.20 0.59 0.92 0.23 0.56 0.20 0.00 0.23 0.07.36 0.73 0.00 0.46 0.30 0.89 0.76 0.82
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Table A 5.4 Correlation between environmental pararaters and common OTUs in the
upstream sites of the River Wensum from February ad December 2012, using
Spearman’s rank correlation.

Common OTUs at upstream section
OTU2 OTU4 OTU9 OTU12 0OTU23 OTU29 O0OTU32

Temperature (°C) N N N N N N N
pH N N N N -.290* N N
.043
Total nitrogen TN (mg/L) A33% 399** N N .288* N N
.004 .008 .044
Total phosphorus TP (ug/L) N N N -.414** N N -.298*
.006 .039
Total carbon TC (mg/L) .298*  .383*  .422**  412**  540** N N
.039 .020 .005 .006 .000
Total organic carbon TOC (mg/L) N N N N N -.324* - 454**
.027 .003
Total suspended solid TSS (mg/L) N -.304*  -.290* N N N -.390**
.036 .043 .009
Arable land (%) N .330*  .418*  .380* .294* .288* .367*
.025 .006 .011 .041 .044 .014
Improved grass (%) N N N N N N N
Other grass (%) N N N N N N N
Urban area (%) N N - 478** N - 476** N -.280*
.002 .002 .049
Rainfall (mm) .352 N N N .362*  -.346* -.478**
.018 .018 .019 .002
Sewage treatment works (n) N N N -.364* N N N
.014
Stream order -.309* -375* -431** -486** -512* N N
(n) .033 .012 .004 .001 .001
River flow (m3/s) .352 N N N .352*  -.346* -.478**
.018 .018 .019 .002

™ Correlation is significant at the 0.01 leveCorrelation is significant at the 0.05 level, N=t significant, (n) between
brackets= numbers. Inside each square are Spearnaak correlation anglvalues.
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Table A 5.5 Correlation between environmental pararaters and common OTUs in the
downstream sites of the River Wensum from Februaryand December 2012, using
Spearman’s rank correlation.

Common OTUs at downstream section
OTU1 OTU3 OTU10 OTU14 O0OTUl19 O0OTU20 OTU21 OTU25 OTU26

Temperature (°C) N N N N N N N N N
pH N N N .288* N N N N N
.045

Total nitrogen TN -.315%  -287* -.401* N - A57** N N N N

(mg/L) .031 .045 .008 .003

Total phosphorus N .312* N N .288* N N .293* N

TP (ng/L) .032 .044 .041

Total carbon TC -.390* N -.280*  -.287* -.340* N N -.295* N

(mg/L) .031 .049 .045 .021 .041

Total organic -.317* N N N N N N N A19%*

carbon TOC .030 .006

(mg/L)

Total suspended N N N .286* .361*  .456** N .361* H547**

solid TSS (mg/L) .021 .015 .003 .015 .000

Arable land (%) -.365*  -509** -473* -339* -362* -317* -317* -.425* N
.014 .001 .002 .021 .015 .030 .015 .005

Improved grass A19** .330* .380* N N N N N N

(%) .005 .025 .011

Other grass (%) N N N N N N N N N

Urban area (%) N .281* N .356* N .345* N .331* N

.048 .016 .020 .024

Rainfall (mm) -.429** N -.293* N N N N N AT72%*
.005 .042 .002

Sewage treatment .297* N .375* N N N .368* N N

works (n) .039 .012 .014

Stream Order (n) 594 463**  443*  551*  442**  530**  .536**  .651** N
.000 .002 .003 .000 .004 .000 .000 .000

River flow (m3/s) - 429** N -.293* N N N N N AT72%*
.031 .042 .002

™ Correlation is significant at the 0.01 leveGorrelation is significant at the 0.05 level, N=t significant, (n) between
brackets= numbers. Inside each square are Sp€earraak correlation and values.
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Table A 5.6 Correlations between environmental panameters and common OTUSs in the
River Wensum from December 2012 (high rainfall andiver flow rate), using Spearman’s
rank correlation.

Common OTUs in December 2012
OTU2 OTU1l7 OTU26 OTU34 0OTU40

Temperature (°C) N N N -.382*% N
.011
pH N N N -499**  -.366**
.003 .014
Total nitrogen TN (mg/L) A33%* N N .316* N el
.004 .030 .006
Total phosphorus TP (ug/L) N N N N N
Total carbon TC (mg/L) .298*  .476** N 371 499**
.039 .002 .013 .001
Total organic carbon TOC N N A19%* .686** .501**
(mg/L) .006 .000 .001
Total suspended solid TSS N N 547 .543** .347*
(mg/L) .000 .000 .019
Arable land (%) N N N N N
Improved grass (%) N N N N N
Other grass (%) N N N N N
Urban area (%) N -.311* N N N
.032
Rainfall (mm) 352*%  .287*  472* 729%* .636**
.018 .045 .002 .000 .000
Sewage treatment works (n) N N N N N
Stream Order (n) -.309* N N N N
.033
River flow (m¥s) 362*% . 287*  472* 729%* .663**
.018 .045 .002 .000 .000

™ Correlation is significant at the 0.01 leveGorrelation is significant at the 0.05 level, N=t significant, (n) between
brackets= numbers. Inside each square are Spearnaak correlation angvalues.
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