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Mind the Metaphor!
A Systematic Fallacy in Analogical Reasoning
Eugen Fischer

Abstract: Conceptual metaphors facilitate both productive and pernicious analogical reasoning. This paper addresses the question: When and why does the frequently helpful use of metaphor become pernicious? By applying the most influential theoretical framework from cognitive psychology (structure-mapping theory) in analysing the philosophically most prominent example of pernicious metaphorical reasoning (the early modern transformation of ‘the mind’), we identify a philosophically relevant but previously undescribed fallacy in analogical reasoning with metaphors. We then outline an explanation of why even competent thinkers commit this fallacy and obtain a psychologically informed ‘debunking’ explanation of the kind experimental philosophy’s ‘sources project’ seeks.

Keywords: analogical inference, conceptual metaphor, mind metaphors, automatic inference, psychology of judgment and reasoning, debunking explanations.

Conceptual metaphors facilitate both productive and pernicious analogical reasoning. Their conscious and explicit use in analogical reasoning has been demonstrably helpful and productive in disciplines ranging from physics (Hesse 2000) and biology (Keller 1995) to psychology (Gentner and Grudin 1985) – despite limitations (Boudry and Pigliucci 2011). Recent experimental studies have demonstrated their largely productive use in unconscious analogical inferences (Day and Gentner 2007), namely, in problem-solving (Thibodeau and Boroditsky 2011, Keefer et al. 2014). At the same time, prominent philosophical students of metaphor (incl. Lakoff and Johnson 1999, review: Fischer 2011, 2014) have suggested that similarly unwitting use of conceptual metaphors led to intuitive but utterly unsound conceptions of the mind, in philosophy and psychology. The apparent tension gives rise to the question: Exactly when and why does the frequently helpful use of metaphor in analogical reasoning turn pernicious? More specifically (ignoring haphazard slips): What systematic, predictable fallacies arise in the use of metaphors in analogical reasoning?
Analogical reasoning is governed by openly heuristic rules.[footnoteRef:2] Such rules are never guaranteed to preserve truth. In talk about heuristic reasoning, the label “fallacy” is commonly reserved for cases where application of the relevant rules predictably leads from true premises or accurate information to conclusions or intuitions that are false or meaningless – think, e.g., of the ‘conjunction fallacy’ arising from the use of the representativeness heuristic (Tversky and Kahneman 1983). The present paper will address our guiding question by (1) identifying a philosophically relevant but previously undescribed fallacy in analogical reasoning with metaphors and (2) outlining an explanation of when and why even highly competent thinkers (like philosophers) commit it. This will yield a psychologically informed ‘debunking’ explanation of philosophically relevant intuitions, as sought by the ‘sources project’ advocated in experimental philosophy (e.g., Knobe and Nichols 2008, 8). [2:  Whereas normative rules (e.g., of logic or probability theory) determine or constrain what is right or reasonable, heuristics are rules of thumb which yield reasonably accurate judgments in most relevant contexts, without constraining what counts as correct.] 

Philosophers of science have discussed criteria for evaluating analogical arguments as well as philosophical justifications for these criteria (review: Bartha 2010). To enable coherent pursuit of both (1) and (2), this paper, by contrast, will build on the currently most influential account of analogical reasoning as a cognitive process: as psychologically implemented rule-governed information-processing. Bringing together hitherto largely distinct literatures, we will outline a theoretical framework that applies key concepts from the account dominant in cognitive psychology, viz. structure-mapping theory (Gentner 1983, Wolff and Gentner 2011), as well as psycholinguistic findings about the deployment of prior knowledge in word-comprehension (Ferretti et al. 2001, Hare et al. 2009), to analyse conceptual metaphors and metaphorical reasoning as posited by conceptual metaphor theory (Lakoff and Johnson 1999) (section 1).
To identify the fallacy, viz., to identify one set of circumstances under which the rules of analogical inference are liable to lead us from true premises to semantically deficient conclusions, we will apply this theoretical framework in analysing the philosophically most prominent exhibit for pernicious metaphor-use (section 2). This example is from the early modern philosophy of mind: the transformation (a) of ‘the understanding’ from a faculty of reason, intellect, or understanding, into an organ of sense, and (b) of ‘the mind’ from a purely spatial memory-metaphor into a space or field of perception, surveyed by that organ of sense. The analysis of this specific example will elicit a general fallacy.

1. Theoretical Framework
Analogical reasoning about a target domain TD (say, atoms) involves at least three steps (review: Holyoak 2012): First, a source-model (e.g. the solar system) is identified, and knowledge about it is retrieved from memory. Second, model and target are aligned, and elements of the source-model (planets, sun, relations between them: x revolves around y, y attracts x, etc.) are mapped onto elements of the target domain (electrons, nucleus, etc.), subject to constraints including 1-to-1 mapping and parallel connectivity (when mapping a relation onto another, also map their relata onto each other). Third, the actual inferences are made through copying with substitution and generation (CWSG) from a (partial) representation of the source domain SD.
Let’s simplify slightly, and reformulate the basic idea behind an algorithm operating on more comprehensive and differently structured representations, as an idea about the philosophically more familiar format of inferences from a set of premises: Wherever the premises invoke a SD element which has been mapped onto an element of the TD,
1. copy the representations of relations and relata attached to the SD element, into a set of candidate conclusions about the TD.
2. In the candidates, substitute representations of SD relations and relata by representations of TD elements onto which they are mapped.
3. If no such mapping exists, copy the representation of the SD element unchanged into the conclusions (‘generation’).
Examples below (section 2).
Analogical inferences are involved in the systematic metaphorical extension of entire families of related linguistic expressions. Metaphorical extension can exploit different cognitive processes, including stereotypical inference: When interpreting nouns (Hare et al. 2009) and verbs (Ferretti et al. 2001), competent speaker/hearers automatically infer stereotypically associated attributes and consequences. E.g., when people see something happening, they typically know it is happening. Speakers can therefore extend the use of words (e.g., “see”) to stand for the stereotypically associated consequence (the subject knows) that hearers will automatically infer.[footnoteRef:3] Such use turns stereotypical into necessary consequences, and defeasible pragmatic into non-defeasible semantic inferences. (You can ‘see a kidnapping’ without realising what it is, but cannot ‘see my point’ without knowing what it is.) Such ‘pragmatic strengthening’ (Traugott 1989) is one of several processes that can endow expressions with metaphorical senses in which they apply in fresh (here: non-visual) contexts (Traugott and Dasher 2005). [3:  These are pragmatic inferences with the neo-Gricean I-heuristic: ‘Find interpretations that are stereotypical and specific!’ (Levinson 2000, 118)] 

Automatic analogical inferences (Day and Gentner 2007) can then treat these extensions as cross-domain mappings (here: from the SD of vision to the TD of knowledge) and build up to further, related mappings; these, in turn, can motivate the metaphorical extension of further, related expressions:[footnoteRef:4] [4:  Here and below, “” represents mapping, not implication or entailment.] 

(1)	S sees x  S knows x
The simplest inferences building up from such a core mapping invoke only generic (e.g. logical) functions and relations which obtain across domains, and hence get mapped onto themselves.[footnoteRef:5] These elementary CWS inferences involve (i) only copying with substitution (CWS), (ii) no generation, and (iii) employ only core mappings like (1) and ‘mappings onto self’, which are the first mappings to be made in analogical reasoning (Forbus et al. 1995). [5:  These relations include logical, modal, causal, enabling, and disenabling relations. Wallington (2010) provides a fuller list.] 

Such elementary inferences can proceed from closed and open sentences. In the latter case, we obtain fresh mappings of relations onto relations. E.g.:
(2) It’s possible for S to see x  It’s possible for S to know x
(3) It is not possible for S to see x  It is not possible for S to know x
(4) X makes it possible for S to see y  X makes it possible for S to know y
(5) X makes it impossible for S to see y  X makes it impossible for S to know y
A core mapping and the further mappings obtainable through elementary CWS inferences are jointly ‘constitutive’ of a conceptual metaphor (here: the prominent metaphor Knowing-as-Seeing). A conceptual metaphor is such a set of cross-domain mappings.
Elementary CWS inferences can be executed automatically after equally automatic stereotypical or semantic inferences. Such brief inference chains allow hearers to spontaneously give metaphorical interpretations to further expressions. This facilitates the metaphorical extension of these expressions. Consider, e.g., the extension of “beyond my ken” from its literal meaning, ‘beyond my range of vision’. When something is beyond someone’s ken, he typically cannot get to see it. A stereotypical inference hence leads from ‘X is beyond the ken of S’ to ‘S cannot get to see X’. An elementary CWS inference (with mapping 3 above) then leads from the conclusion stating this stereotypical consequence to the further conclusion that S cannot get to know X. A variant of pragmatic strengthening can then make the inference from “X is beyond the ken of S” to ‘S cannot get to know X’ indefeasible, and endow the former with a new metaphorical sense. The expression from which the inference proceeds (“x is beyond the ken of S”) thus acquires as a whole a new sense (‘S cannot get to know x’) which is non-compositional, i.e., not a function of the meaning, literal or metaphorical, of the expression’s constituent parts (“beyond”, “ken”). Indeed, these need not have any metaphorical meanings.

2. The Fallacy
Let’s say that a metaphorical interpretation of an expression is ‘CM-motivated’ iff it can be obtained through (i) stereotypical or semantic inference from the literal use of the expression and (ii) subsequent analogical CWS inference using only mappings constitutive of the conceptual metaphor CM. Further mappings from the same SD to the same TD may be inconsistent with CM-motivated interpretation of an expression E, in the sense that if we used them alongside the mappings constitutive of CM, in CWSG inference from SD premises containing E, we could not simultaneously make the inferences involved in E’s CM-motivated interpretation. Consider, e.g., two mappings early modern philosophers frequently employ alongside visual metaphors like the above (see Fischer 2011, on Locke 1700/1975):
Mapping M: visual field → mind
Mapping N: eyes  understanding
Most uses of “the mind” in ordinary discourse are motivated by a rather different conceptual metaphor, viz. a spatial-inclusion metaphor of remembering and thinking-of which unfolds from the basic
Mapping R: X is inside a space belonging to S → S remembers / thinks of X
This personal space is typically called ‘the mind’. The conceptual metaphor thus motivates saying that we ‘keep’ or ‘have’ something ‘in mind’ when we can think of or remember it, that things ‘come to mind’ when we actually think of them, and that they ‘slip’ or (archaically) ‘go from our mind’ when we forget, temporarily or permanently, etc. (Fischer 2011, 41-45). While it is used only in talk about abstract target domains (what we remember, etc.), “the mind” thus stands for an element of the spatial source domain, in the context of this conceptual metaphor. This well-entrenched metaphor hence does not include mapping M (which treats the mind as element of a target domain).
Rather, early modern philosophers use mappings M and N alongside visual cognition-metaphors. Those mappings are ‘inconsistent’ with interpretations motivated by these metaphors, in the sense explained: E.g., M obliges us to replace “ken” in “is beyond my ken” by “mind”, in CWSG inference. If we apply that mapping, we hence cannot make the initial stereotypical inference to the conclusion ‘I cannot get to see’ that is required as premise for the further analogical inference with a mapping constitutive of a visual cognition metaphor, to the conclusion ‘I cannot get to know’ or (with another metaphor) ‘I cannot get to understand’. Mapping M thus is inconsistent, in the sense explained, with the interpretations of “beyond my ken” that are motivated by visual cognition metaphors.
Once metaphorical uses have become familiar or conventional, their interpretation no longer requires analogical inference (Bowdle and Gentner 2005). The noted inconsistency hence does not prevent the philosophers at issue from interpreting metaphorical uses of “beyond my ken” correctly. The problem is, rather, that the simultaneous use of a conceptual metaphor CM and mappings inconsistent with CM-motivated interpretations, in analogical reasoning about the TD, is liable to lead to conclusions that lack determinate meaning.
As actual examples, consider the intuitive tenets of the early modern conception of the mind as a realm of inner perception. These were, I submit (cp. Fischer 2014), obtained through extension of visual cognition metaphors including ‘Knowing as Seeing’ and ‘Thinking-about as Looking-at’ through mappings M and N, and subsequent analogical (CWSG) inferences from source-domain truisms like “When we look at things, things are before our eyes.” E.g.:

	
	SD premise
	Operation
	TD conclusion

	1
	S looks at X
	Substitution: mapping Looking at→Thinking about
	S thinks about X

	2
	(1) Implies (3-4)
	Substitution: identical
	(1) Implies (3-4)

	3
	X before Y
	Generation
	X before Y

	4
	Y=eyes (S)
	Substitution: mapping N
	Y=understanding (S)



We thus obtain (non-identical substitutions underlined, generated elements in italics):
P1	When we look at things, things are before our eyes.
C1	When we think about things, things are before our understanding.
P2	When we look at things, things are in our visual field.
C2	When we think about things, things are in our mind.
P3	Things before our eyes are in our visual field.
C3	Things before our understanding are in our mind.
P4	When we look at things, we perceive things with our eyes, in our visual field.
C4	When we think about things, we perceive things with our understanding, in our mind.[footnoteRef:6] [6:  ‘S perceives X’ is a generic epistemic relation which obtains in both SD and TD (OED: ‘to apprehend with the senses or mind’), and therefore gets mapped onto, and substituted by, itself. ] 

Analogical inferences which employ only mappings constitutive of the visual metaphors at issue (and thus use neither M nor N) yield conclusions that have straightforward metaphorical interpretations motivated by those metaphors, even when the relevant formulations sound unidiomatic. Such inference from P1, e.g., yields (C1*) ‘When we think about things, things are before our eyes’. This has a literal interpretation (which is true: when I think – or do anything else, for that matter – something or other will be in front of my eyes, and sometimes I even think about the very things then in front of me). Crucially, it also has a metaphorical interpretation motivated by the visual metaphor: When something is before my eyes, it is typically easy for me to notice (get to see). Stereotypical inference therefore furnishes the premise for an elementary analogical (CWS) inference to the conclusion that it is easy for me to get to know. This yields this interpretation of C1*: ‘The moment we think about things, things are easy to get to know’ – optimistic but intelligible.
By contrast, mapping N forces substitution of “eyes” by “understanding” and, thereby, generation of the remaining “x is before y” in the conclusion C1. This conclusion (‘When we think about things, things are before our understanding’) has no literal interpretation: Today as four hundred years ago, “the understanding” ordinarily refers to a faculty (which the Oxford English Dictionary characterises as the ‘faculty of comprehending or reasoning’ or ‘power or ability to understand’). And faculties cannot be literally placed in spatial relations (like ‘x is before y’). Nor do the visual metaphors at issue motivate a metaphorical interpretation of “is before our understanding”: Unlike “is before our eyes”, this phrase has no stereotypical or semantic implications in the visual SD that could furnish a premise for subsequent CWS inference with a mapping constitutive of a visual metaphor. Nor can any such inference be drawn from it directly. 
Mutatis mutandis, these points also apply to C2 to C4: All lack a literal interpretation as well as a metaphorical interpretation motivated by visual metaphors. Other conceptual metaphors may come to the semantic rescue: E.g., mapping R (p.6) lets us interpret C2 as expressing the truism ‘When we think about things, we think of things’, even if thinkers will have difficulties coming up with this interpretation as long as they are using mapping M.. In the absence of such fortunate coincidences (and prior to exploiting them), thinkers are unable to give determinate meaning and content to conclusions like C1 to C4.[footnoteRef:7] [7:  Subsequent ad hoc explications fall outside this paper’s scope. Fischer (2011, 35-41) shows how they were applied inconsistently, frequently disregarded by their own authors, and fail to provide determinate meanings.] 

The resulting lack of determinate meaning may be obscured by subjective plausibility: C1 to C4 have us posit higher-order relations between mapped and generated relations: (C1) When we think about something, it is before our understanding. (C3) When something is before the understanding, it is in the mind. (C4) When objects of thought are perceived with the understanding, then they are before the understanding, and in the mind, etc. Such deeply integrated mappings endow analogical conclusions with high subjective plausibility (Gentner et al. 1993; Lassaline 1996). Furthermore, the posited framework of higher-order relations facilitates inferences from and to constituent and related claims, despite their lack of determinate meaning. E.g.: If something ‘is before our understanding’ (whatever that might mean exactly), it ‘is in our mind’ (whatever that might mean here), and ‘we perceive it there with our understanding’ (ditto). Thinkers may thus be subject to illusions of sense: Since they can make various inferences from and to sentences employing these phrases, they may think that these have a determinate meaning, and that they know it, even though they cannot satisfactorily explain the meaning, or apply the phrases consistently to concrete situations.
We have thus built up to a potentially hard-to-spot fallacy committed at the mapping-stage of analogical reasoning. The fallacy consists in extending a conceptual metaphor CM (such as, e.g., Knowing-as-Seeing) through mappings inconsistent with CM-motivated interpretations (like mappings M and N). The rules of analogical (CWSG) inference are then liable to take us from true premises to semantically deficient conclusions. In the absence of semantic rescue through other conceptual metaphors (or fortuitous metonymy, etc.), they will lead to such conclusions whenever we simultaneously use, in CWSG inference, mappings constitutive of a conceptual metaphor CM and mappings inconsistent with the CM-motivated interpretation of an expression employed in the premises. 
Analogical inferences with conceptual metaphors are executed unconsciously in problem-solving settings that share many traits with speculative reasoning, including dearth of information and topical expertise (Thibodeau and Boroditsky 2011, Keefer et al. 2014). The present hypothesis is that C1 to C4 are intuitions obtained through this kind of automatic inference from implicit premises in speculative reasoning, and that the fallacy identified is made primarily at the level of automatic cognition – like the ‘conjunction fallacy’ (DeNeys 2006).

3. Generality
This fallacy is general, rather than idiosyncratic, if mappings inconsistent with CM-motivated interpretations get recruited for analogical inferences with the same conceptual metaphors CM, and their recruitment is due to general features of particular cognitive processes. Elsewhere (Fischer 2014), I have shown how such problematic mappings can be recruited as the result of the interaction of automatic analogical inferences with routine information integration processes governed by the partial match heuristic: ‘When unsure how to understand a new statement or conclusion, interpret it as stating the semantically most similar proposition you already believe true – provided the similarity exceeds a certain threshold’ (cp. Kamas et al. 1996, Park and Reder 2004). In the relevant sense, two concepts are semantically similar for a subject S to the extent to which S believes the things they stand for to share the same attributes and relations (Oostendorp and Mul 1990, 36-7). Semantic similarity between propositions then depends upon the similarity of concepts filling the same thematic roles (agent, patient, etc.) in them, and on the number of roles filled in either. According to a predictively successful computational model (‘information-based processing’, Budiu and Anderson 2004), the heuristic is implemented through a simple analogical search-and-match process which incrementally compares new statements and conclusions with prior beliefs for semantic similarity, and assigns the most similar prior belief as content to the new, say, conclusion, provided its similarity is above threshold.
[bookmark: _GoBack]Skipping detail, the upshot is that (i) where propositions employ the same concepts in earlier positions, low levels of semantic similarity suffice for concepts in final position, and (ii) semantically similar concepts in same positions get mapped. So when CWSG inference only with mappings from the relevant visual cognition metaphor leads, e.g., from P2 (above) to C2* ‘When we think about things, things are in our visual field’, this conclusion is matched with the common prior belief that when we think about things, they are in our mind (in the ordinary metaphorical sense of R), and ‘visual field’ gets mapped onto ‘mind’ (which we can apparently place into some of the same relations, see p.6).[footnoteRef:8] Whenever analogical conclusions which involve, e.g., ‘visual fields’ and ‘eyes’ are suitably similar to background beliefs involving, e.g., the concepts ‘mind’ and ‘understanding’, the problematic mappings will be established.[footnoteRef:9] [8:  Or consider progress from the premise ‘When we look at things, we use our eyes.’]  [9:  For helpful comments on previous drafts I would like to thank an anonymous referee and an audience at the Research and Application of Metaphor conference, Cagliari, June 2014.] 
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