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Abstract

The escalating imperative of climate change mitigation implies a substantial change in the
technologies of electricity generation and supply in industrialised and industrialising
countries alike. Understanding how to effect this technological change is therefore
imperative if the challenge of climate change is to be addressed. The literature is replete
with technology and policy studies investigating technologies, policy instruments and
processes of technological change, however, surprisingly little research has addressed the
broader political economy context within which any technological change will need to be
realised.  This research investigates linkages between the sort of systematic
environmental technological change implied by the imperative of climate change

mitigation and the broader political economy context.

Firstly, considering evolutionary economics approaches to understanding technological
change, we argue that evolutionary micro-foundations lend themselves to an analysis of
political economy processes. Moreover, it is a direct consequence of evolutionary micro-
foundations that technological change, and particularly that linked with structural change
in an economy, is likely to have important political economy implications. Secondly, we
show how heterodox approaches to understanding structural change and development in
economic systems are consistent with evolutionary micro-foundations and allow the
development of an analytical framework based upon an understanding of the process of
economic rent creation and preservation. Thirdly, we apply these insights to a critical
reconstruction of the evidence on the development of the electricity services industry
(ESI), illustrating the importance of political economy considerations in understanding
technological and institutional change in that sector. Finally, we apply these insights to a
detailed case study of the ESI in Vietnam, investigating the ways in which political
economy factors have influenced the broader development of the sector, and examining
how the choice of specific technologies is likely to be affected by political economy of

the sector.
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Chapter 1: Introduction

1.1 Climate change, GHG emissions and environmental technological change
There is a general scientific consensus that anthropogenic climate change poses a serious
threat to the development prospects of many countries in the medium to long term.
Recent projections discussed by the Inter-governmental Panel on Climate Change
(IPCC) suggest that to stabilize the concentration of greenhouse gases (GHG) at a level
below 490ppmv CO,e' global GHG emissions would need to be cut by at least 50%
from 2000 levels by 2050 and peak before 2015. This is likely to limit global warming to
1.4-3.6°C above pre-industrial levels depending on climate sensitivity (Metz et al 2007).
Even temperature rises of this order are likely to pose a substantial threat to the climate
system, temperature rises of above 2°C risk serious damage to ecosystems through
exceeding key tipping points beyond which change is expected to increase rapidly (Metz
et al 2007; Stern 2007).

Figure 1.1. Global CO; emissions from fossil fuel combustion by country income group 1990 - 2010
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Given the rapid growth in global GHG emissions over recent decades, and accelerating
growth in emissions in middle income ‘emerging’ economies (Figure 1.1), there is an
escalating imperative for countries to decrease the speed of emissions growth in the near
term and reduce absolute levels of emissions in the longer term. Recent projections from
the IEA suggest that even if OECD and other high income countries reduced their

emissions to zero, without abatement effort in developing countries this would not be

! 'The notation indicates: ppmv — parts per million volume; and, CO2e - carbon dioxide equivalent, this includes other
greenhouse gases such as Nitrous Oxide, Methane and CFCs weighted by their global warming potential.



enough to stabilize emissions at a level which would avoid an increase in global
temperatures of above 2°C (IEA 2008). Despite disparities in per capita emissions

abatement efforts are therefore imperative in both developed and developing countries.

At the most general level, the problem this research proposes to investigate is therefore
how to induce a downward perturbation from current GHG emissions trajectories in
order to stabilize atmospheric concentrations and reduce the risks associated with climate
change. Reducing GHG emissions will be extremely challenging. Growing global
population and growing economic activity imply increased energy demands. The
predominant sources of energy available for economic use are fossil fuels, which generate
carbon dioxide in their combustion. It is therefore widely accepted that technological
innovation, technological change and technology transfer are central to addressing the
problem of climate change (Olsen 2007; Gupta et al 2007; Stern 2007; de Coninck et al
2008).

1.2 Identifying the research gap

Given the need for technological change to address the issue of climate change the
question becomes not so much whether change in technological systems is necessary, but
how to achieve it. It becomes a question of what policies and institutions are likely to be
the most effective in promoting the kind of technological change needed (2008). This is
recognised by a number of authors, for example, Olsen (2007) notes the importance of
broader development pathways and socio-economic choices in influencing mitigation
outcomes and how these can be integrated with climate change mitigation policy. These
issues are also explicitly recognised in towards the end of the IPCC’s fourth assessment
report on climate change, Gupta et al (2007) comment that in relation to developing

countries:

“...additional work is needed to bolster the currently sparse body of research addressing the concerns of
developing countries. Understanding how to accelerate policy adoption may be the most important

research topic for the immediate future...” (Gupta et al., 2007:796)

Despite these considerations the paucity of research on climate change mitigation policy,
policy choice and the determinants of broader socio-economic development pathways is

somewhat surprising. In this respect a recent paper comments:



“The plethora of low-carbon scenarios, road maps and pathways developed in recent years by academia,
businesses, governmental agencies and NGOs do not have a remote chance of becoming reality without
conducive political and institutional conditions...[...]...future studies must go beyond studying technical-
economic possibilities and consequences and put more emphasis on how these futures can be
attained...future studies will then benefit from integrating nnderlying political drivers and the complex institutional and
social context through which policies are conceived, filtered and interpreted before they have an effect”’” [emphasis added)]
(Nilsson et al 2011:1127)

While the literature on climate change is replete with work on the micro and macro-
economics of climate changed modelled using a variety of methods from a variety of
methodological and theoretical standpoints, there are two important gaps in the literature
that this research attempts to address. The first relates to the extent to which the political
economy is addressed in the literature on technological change (Geels 2011). The micro
foundations of evolutionary economics and other research conducted in broadly this
tradition fail to satisfactorily address the implications of their approach for the
relationship between technological change and political economy. Similarly, while a
number of writers have gone some way to investigating the relationships between
technological change, economic development and political economy, work on the
implications this may have for climate change mitigation is largely absent (Mokyr 1992,
1997; Moe 2009, 2010). The second gap in the literature relates to the paucity of
empirical research relating processes of environmental technological change to political
economy considerations. There are growing bodies of research on the political economy
of technological systems (and energy systems in particular) and institutional change, but
these have generally failed to address considerations relating to the mitigation

implications of technology choice in general and in developing countries in particular.

Formalising the focus of this thesis, in addressing these two gaps in the literature the
question we first seek to answer is: To what extent is the possibility for systematic environmental
technological change affected by political economy. What are the linkages between technological change and
political economy processes and how should we understand them? In addressing the second gap in
the literature, we seek to answer the question: To what extent have political economy factors

influenced the choice of technology in the electricity services industry of Vietnam?

1.3 Overview of the argument
In order to answer these two questions our argument is developed in two main parts, the

first concentrating on the theoretical and analytical basis (Chapter 2 and 3) and the



second elaborating the application of the theoretical work to a particular sector (the
electricity services industry (ESI)) (Chapter 4) and the case study country of Vietnam
(Chapters 5, 6 and 7). The jumping off point in Chapter 2 is an overview of the literature
on evolutionary approaches to technological change. We argue that the explanation of
technological change calls for more realistic causal micro-foundations than those offered
by the neo-classical economic cannon. The approach offered by evolutionary economics
is found to offer realistic micro-foundations, which enable a more accurate description of
empirical phenomena and a fruitful way of understanding the dynamic processes driving
technological change. At the same time we find that the implications of evolutionary
accounts as regards the role of the political economy have not been fully taken on board
by the literature on technological change, and this is an important gap in the evolutionary
literature on technological change. From this argument we conclude that when
considering the possibility of environmental technological change, the political economy
context is likely to be closely related to the technological context, and there is a strong
prima facie argument for the examination of the political economy of technological change

when seeking to address climate change mitigation.

Chapter 3 makes the same argument from the top down, through a review of the
literature on institutional development and political economy in the process of economic
development. This traces the implications of this literature for the understanding of
technological change, with a particular emphasis on the process of economic
development. In common with the bottom-up argument, from the top-down this
account takes issue with broadly neo-classical explanations of the process of
technological change in the wider development process. We find that attention needs to
be paid to the structural aspects of technological change in the process of economic
development and industrialisation, and in particular institutional and political economy
factors. Again, we find close connections between the process of technological change
and political economy. These institutionally mediated connections are likely to be an
important factor in determining the possibility of technological change. We complete this
chapter by sketching an analytical framework, which uses the notion of economic rents

as a means to understanding political economy processes in developing countries.

Chapter 4 takes up the theory developed in Chapters 2 and 3, and develops a case study

of the electrical services industry. This chapter uses secondary accounts in a critical



reconstruction of the research on the sector to establish in greater detail the linkages
between technological systems and the political economy. This review presents evidence
to support the contention that technological choices made in the electrical services
industry have often been subordinated to political economy processes. Based on the
evidence presented in the chapter, Chapter 4 ends with an elaboration of the analytical

framework developed in Chapter 3 with respect to the ESI.

Following on from this analysis Chapters 5 and 6 develop an empirical case study of the
power sector in Vietnam examining in greater detail the coevolution of the electricity
services industry and the political economy. Chapter 5 explains the rationale for the
selection of Vietnam as a case study and presents background information on the
political economy context in Vietnam to allow the development of the ESI case study in
Chapter 6. Chapter 6 gives a history of the development of the ESI in Vietnam, with a
particular focus on the development of the sector in the period between 1990 — 2010. In
so doing it seeks to illustrate how the fundamental technological and economic attributes
of the ESI have developed in Vietnam’s institutional and political economy context. In
particular, it seeks to draw out key linkages between the political settlement in Vietnam,

the role of elites, and the development of the ESI.

The final chapter of this thesis concludes through drawing on the evidence presented in
Chapters 4, 5 and 6 to illustrate more specifically how political economy factors have
influenced technology choice. The chapter also looks at what this may imply for climate

change mitigation in Vietnam and concludes with recommendations for further study.



Chapter 2: Getting the micro-foundations right - a critical
reconstruction of the literature on technological change

“The current dialogue regarding policy toward innovation rests on two premises. The first is that
technological advance has been a powerful instrument of human progress in the past. The second is that
we have the knowledge to guide that instrument toward high priority objectives in the future. The first

premise is unquestionable: the latter may be presumptuous.” (Nelson & Winter 1977:38)

2.1 Introduction

Economists have long realised the importance of technological and institutional change
as key causal factors in generating economic growth and development (Smith 1776;
Marx 1867). In more recently, early growth accounting exercises found that technological
change accounted for the largest proportion of productivity growth (Solow 1956;
Denison 1962).” But, as the quotation from Nelson & Winter (1977) above suggests,
while there has been a general agreement on the importance of technological change
there still remains a deep disagreement as to the causal factors that drive technological

change.

Initial characterisations of technological change explained it as a, more-or-less, linear
process, either effectively driven by investment in research and development activities, or
induced in firms through market price signals (Ruttan 2001). More recently, this ‘induced
innovation’ account has been augmented by the suggestion that the process of
technological change is subject to chronic market failures due to various externalities and
knowledge asymmetries (Jaffe et al 2002; Jaffe et al 2005). Despite the continuing
influence of the induced innovation account in the formation of technology (and
environmental) policy, the empirical evidence is equivocal, and the account itself has
been subject to considerable criticism on conceptual grounds (e.g. Mowery & Rosenberg
1979). Indeed, opponents have suggested that precisely in the explanation of the
phenomena of technological change that the induced innovation account, and the neo-
classical economic foundations upon which it rests, have been at their weakest (Nelson

1995; Nelson & Winter 2002; Dosi 2011).

Here we focus on alternative accounts of technological change that have rejected the

primary causal role given to demand in determining technological change.” Drawing on

2 These are discussed in greater detail in Annex A3.
3 For a critical review of the induced innovation account and realted empirical work see Annex A2.



Schumpeter (1934; 1939) and Simon (1955), evolutionary and path-dependency
approaches have developed theories of technological change, which stress the role of
uncertainty, technological inertia and path-dependency in technological change (Dosi
1982; Nelson & Winter 1982; David 1985; Arthur 1989). These accounts also emphasise
the role and co-development of institutions in understanding technological change. In so
doing, evolutionary and path-dependency accounts represent a departure from neo-
classical micro-economics and present a challenge to the dominant paradigm (e.g. Dosi

2011).

A large case study literature from economic history and innovation systems stressing the
role of the national institutions in realising technological change has been an important
source of empirical evidence for the evolutionary approach (Lall 1994; Freeman 1995;
Kim & Nelson 2000). More recently, focusing on the development of individual
technologies or technological regimes, in respect of technological transitions towards
greater environmental sustainability, developments in theorising technological change
have drawn heavily on the insights of evolutionary economics, path-dependency,
technological lock-in and new institutional economics (much of which is seen as broadly
compatible with evolutionary micro-foundations). The sustainability transitions literature
has yielded valuable insights into the way in which technological change is articulated in
social systems (Rip & Kemp 1998; Unruh 2000; Geels 2005b; Geels & Schot 2007). Both
the transitions literature and the evolutionary tradition in general have been productive

of a great deal of detailed empirical research in support of the theory.

Evolutionary approaches have also been extended to the description of political
processes. The application of evolutionary concepts to political analysis seems
particularly promising (Pierson 2000; Pierson 2004). The implications of this research
program have yet to be fully worked out or taken on board by other writers on
technological change in the evolutionary tradition, with a few notable exceptions (e.g.
Mokyr 1997, Moe 2010). By contrast, the treatment of politics in the sustainability
transitions literature remains a largely ahistorical account of the technical difficulties with
governing technology transitions (Smith et al 2005; Smith & Stirling 2010; Meadowcroft
2011). Given the amenability of political processes to an analysis through evolutionary

micro-foundations the absence of a more descriptive evolutionary account of the



relationship between the causal processes involved in technological, economic and

institutional change, and the causal processes involved in political change is puzzling.

The main argument of this chapter is that there are good reasons to believe that an
evolutionary account of technological change is correct. The implications of this for
understanding the process of technological change and appropriate technology policy are
significant and well developed in the literature. The focus of the argument here, however,
is that a direct consequence of evolutionary micro-foundations is that political processes are also subject to
evolutionary dynamics. The way in which these micro-foundations are likely to be articulated
in political processes will lead to the co-determination of political and techno-economic
processes, or to put it another way, the emergence of a determinate political economy. In
effect, the implication is that a technological regime zs a regime of political economy with
implications for the distribution of wealth and power. These vested interests are likely to

be a significant source of technological inertia.

In developing this argument this chapter serves both to present a brief review of the
theoretical literature on evolutionary approaches to technological change, and to place
the political economy analysis that will form the basis of following chapters on clear
micro-foundations.* The chapter also extends the theory relating to technological change
(particularly as relates to radical or disruptive technological change), though showing
how evolutionary micro-foundations could lead to the emergence of a political economy

process, and so constitutes a novel addition to the literature.

Section 2.2 introduces evolutionary and path-dependency approaches to technological
change and elaborates their implications. Section 2.3 addresses some of the main
criticisms of the evolutionary approach. Section 2.4 takes up a key criticism relating to
the failure to treat political processes adequately within the evolutionary tradition, and
shows how political economy processes might emerge from evolutionary micro-

foundations, and section 2.5 concludes.

2.2 Evolutionary economics approaches to technological change

4 While this often seems to be regarded as an unnecessary step, there are important epistemological reasons relating to
the identification of causal patterns in social systems (i.e. open systems which cannot effectively be closed), which
point to the importance of realistic causal micro-foundations.



The main theoretical alternatives to the induced innovation approach are path-
dependency and evolutionary economics approaches.” Both approaches represent a
significant departure from the micro-foundations of neo-classical economics through the
development of an account of causal mechanisms able to explain the empirical
phenomena of technological change. The strategy of neo-classical economics has been to
attempt to show how empirical evidence on innovation can be made to accord with the
established axioms and the deductive superstructure of the discipline. By contrast, these
alternative approaches, put the dynamics of technical change at the heart of their
understanding for economic processes. This is enabled by the adoption of what they see

as more realistic micro-foundations.

2.2.1 Bounded rationality and its implications
The starting point for evolutionary approaches is the rejection of the perfectly rational

economic actor, which lies at the heart of neo-classical theory:

“The central presumption in neo-classical theory is that the observed configuration of economic variables
can be explained as the result of rational actors...[...]...having made choices that maximize their utility,
given the constraints they face, and that they have made no systemic mistakes about
that...[...]...systematic mistakes associated with ignorance, or wrongheaded understanding, of the basic
features of the situation are not admitted. The theory “works” by presuming the actors have a basically
correct understanding of there actual choices and their consequences, as the theorist models that choice

context....” (Dosi & Nelson 1994: 157)

The economic assumption of individual rationality is replaced by the notion of ‘bounded
rationality’, that is the observation that economic agents (individuals, firms, other
organizations) are more realistically characterised as being rational only within the limits

of their cognitive capacities and access to information (Simon 1955; Simon 1959).°

Simon suggests that there are potentially significant costs associated with information
gathering and working out the consequences of an action (notwithstanding actual limits
to computational ability and available information). This implies a trade-off between

additional advantage gained by investing in information gathering activities and the cost

5 See Annex A2.

6 A similar rejection of rational choice theory is made in the influential behavoiral economics literature, “...the
deviations of actual behavior from the normative model are too widespread to be ignored, too systematic to be
dismissed as random error, and too fundamental to be accommodated by relaxing the normative system.” (Tversky &
Kahneman 19806: 253)



of engaging in these activities. On this account, agents do not seek optimal courses of
action, rather within the constraints defined by their computational ability and their
access to information, they seek a ‘satisfactory’ course of action with respect to an

aspiration level, to use the term coined by Simon, they ‘satisfice’:

“...economic man is a satisficing animal whose problem solving is based on search activity to meet certain
aspiration levels rather than a maximizing animal whose problem solving involves finding the best

alternatives in terms of specified criteria.” (Simon 1959: 278)

The level of aspiration, which defines the conditions for the satisfaction of a desire is
based upon past experience and can move up or down in response to this (Simon 1959).
In this way, the notion of bounded rationality, suggests a second-order rationalisation of
satisficing behaviour — as procedural - to replace the first order, substantive rationality of
neo-classical economics (Simon 1986). This approach opens up the possibility that actors
may be wrong about the world, and that the social influences which form agents’
perception of, and expectations about the world are central to understanding the decision

making process (Foxon 2006).”

Simon (1959) suggests that firms (and organisations) also tend to act as satisficers rather
than maximisers. That is, they seek to satisfy an attainable objective such as an acceptable
market share or level of profit. The evolutionary theory of Nelson & Winter (1982) built
on this notion in the development of their concept of ‘routines’. Routines are patterns or
satisficing rules of thumb adopted by firms that persist over time, act as guides in
decision-making and together with environmental conditions determine firm behaviour.
For example, in the context of the innovation process, Dosi makes the following

observation relating to R&D expenditures:

“...firms tend to work with relatively general and event-independent routines (with rules of the kind . . .
‘spend x% of sales on R&D),” ‘distribute your research activity between basic research, risky projects,
incremental innovations according to some routine shares . . .” and sometimes meta rules of the kind ‘with

high interest rates or low profits cut basic research,” etc.).” (Dosi 1988: 1134)3

7 It should be noted that this picture of decision-making is largely supported by, and consistent with empirical evidence
from behavioural economics (Tversky & Kahnemann 1986).

8 This stands in marked contrast to the account related earlier given by Jaffe et al (2005) where R&D decisions are just
the same as any other profit maximising decision made by the firm.
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For Nelson & Winter (1982) routines form the basic building blocks of firm behaviour,
playing a role analogous to that played by genes in evolutionary biology.” Routines are
‘heritable’, tend to show inertia and persist overtime. There are a number of reasons
given for this, firstly, because learning alternative routines can be costly (as the account
of bounded rationality suggests). Secondly, because firms are made up of individuals with
differing goals, routines have almost always evolved as - amongst other things - ways of
coping with conflict between different interest groups and individuals within the firm.
Because any change in routine can open up sources of conflict there is a tendancy
towards inertia. Thirdly, routines can also persist overtime as an irrational response to
change (Nelson & Winter 1982, 2002)." " Given this persistence, routines are retained,

and are passed on overtime from one generation to the next.

The economic system evolves through a process akin to natural selection. In a
competitive market environment, successful routines are selected both as a result of
negative feedback, as unsuccessful firms go out of business and their routines cease to
exist, and through positive feedback as firms develop new successful routines in
response to changes in firm objectives or external conditions. The evolutionary
metaphor, in this case, implies both Darwinian and Lamarckian processes. Therefore, to
paraphrase Nelson & Winter (2002), the acquisition of ‘individual skills, organisational
routines, advanced technologies and modern institutions’ comes about through a process

of ‘trial-and-error cumulative learning.’

The process of selection also assumes variation between firms and their fitness in a
particular context. This variation is a consequence of a complex changing environment
and the satisficing behaviour of firms, meaning that a single optimal solution is unlikely
to be obtained (Foxon 20006). The process is therefore one of constant change and the

system highly dynamic:

“...the selection process is always in a transient phase, groping toward its temporary target. In that case, we
should expect to find firm behaviour always maladapted to its current environment and in characteristic
ways—for example, out of date because of learning and adjustment lags, or “unstable” because of on-

going experimentation and trial-and-error learning ... in reality, the broader currents of historical change in

9 At the level of the individual the analogous analytical category is that of ‘“skill’.
10.Of course, if we may already espy a third order rationality here, in that individuals, as a rule of thumb have
internalized the rule as regards routine of the sort, if it ain’t broke don’t fix it.”
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the socioeconomic system are forever imposing exogenous change on the economic subsystem, posing
new and unfamiliar problems to firms. To capture the phenomena characteristic of this reality requires a

fully dynamic analysis.” (Nelson & Winter 2002: 26)

Schumpeter’s conception of capitalist economies as dynamic systems prone to crisis
driven by technological change has been an important influence in the development of
the evolutionary approach, and as with Schumpeter the treatment of innovation and
technological change is central to the theory. Innovation is largely endogenous to the
system (although open to exogenous influence), firms search for better techniques and
technologies and as with other routines, the competitive market selects more successful
technologies for the particular market conditions. In this case, both demand-pull and

supply-push are clearly important.

2.2.2 Hierarchical complexity

Foxon (2000) has also suggested that Simon’s notion of hierarchical complexity relating
to complex systems can also help understand key characteristics of an evolutionary
system. Simon (1962) argued that in a complex system structural hierarchies consisting of
subsystems are likely to be more successful than systems with no hierarchies. He
suggested that in a complex evolutionary system made up of a large number of parts with
complex interactions, a structural hierarchy is likely to evolve as it can respond faster to
change. Simon drew an analogy with watchmakers creating their wares. When a
watchmaker attempts to build a whole watch at one go, if they are disrupted they need to
start the process again from scratch. If the watchmaker, however, builds a watch as a
series of sub-assemblies, then if they are interrupted in the process they loose much less
work. For sufficiently complex mechanisms consisting of many parts processes which
employ sub-systems are much more robust to environmental shocks (Simon 1962). This

implies that

“....[the] principle of faster evolution of a complex structure consisting of relatively stable sub-structures
will apply to any biological or social system and so such hierarchic systems are likely to be much more
common than non-hierarchic complex systems. For example, a problem-solving process, such as safe
cracking, consisting of selective trial and error, in which partially successful approaches are retained, will

find a solution much more rapidly than a completely random trial and error process.” (Foxon 2006: 263)

In the case of economic systems - where economic agents are self-aware, and though

bounded in their rationality, are satisficing — there is also room for positive feedback.
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The productivity-enhancing division of labour in Adam Smith’s (1776) apocryphal pin-

factory, would seem to have been the result of just such a process of positive feedback.'

Another feature of hierarchical complexity is that systems are frequently ‘nearly
decomposable into their subsystems. That is to say that the links between subsystems are
much weaker relative to those within subsystems. As a result, analytically, the short-run
behaviour of a sub-system can be regarded as approximately independent of the short
run behaviour of other sub-systems. Similatly, the long-run behaviour of the sub-system
depends only on the approximate aggregate behaviour of other sub-systems (Foxon

2006).

Therefore, hierarchical complexity is likely to be common in evolutionary systems. It also
presents a more tractable way of understanding how a system is constructed, in terms of
system processes, functions and dynamics, rather than an understanding based upon a
description of their configuration at a point in time (Foxon 20006). This not only has
implications for the ontological categories admitted by evolutionary accounts (as
opposed to neo-classical accounts), but also their method. In the rest of this section we
examine the broader implications of these evolutionary micro-foundations in thinking

about technological change.

2.2.3 Implications of the evolutionary account

The evolutionary account places technological change at the heart of understanding
economic dynamics. It paints a picture of economic systems as open and dynamic, not
necessarily operating at an equilibrium, and prone to both periods of inertia and periods
of rapid change. Economic agents in these systems are heterogeneous, limited in their
abilities to gather knowledge and accurately assess the implications of their behaviour.
Instead, in the presence of bounded rationality, rational procedures guide decision-making,
which are learnt and adapted overtime in a cumulative process as a response to various
teedback mechanisms (Foxon 2010). This picture has important implications for typical
patterns of system behaviour. These emerge at the micro level, in terms of technological
change and at the macro-level in terms of economic growth and development. Here we

concentrate on the micro-level implications for technological change. The macro-level

12 Although we must tread with care, a certain degree of hubris means we are often want to attribute a degree of
tractability and agency to a complex and uncertain world where these may frequently be epiphenomenal.
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implications for economic growth and development are discussed in Chapter 3 and

Annex A3.

A number of important patterns and higher-level processes appear from the micro-
foundations of the evolutionary account, which have important implications for the
process of technological change. These include path-dependency (and the related
concepts of dominant design and technological lock-in), co-evolution of technologies

and institutions and the notion of a technological regime or paradigm.

Path-dependency on the evolutionary account is a consequence of cumulative learning
and the rejection of optimisation, there are three main ways in which path dependency
can emerge (Dosi 1997). Firstly, as a result of cumulative learning about technologies by
individuals; secondly, in behavioural routines or rules; and, thirdly, it may be a
consequence of cumulative growth, the development of production processes, factor
intensities etc. over time. In the evolutionary account, an important source of dynamic
increasing returns and thus path-dependency and lock-in is cumulative learning (Dosi &

Nelson 1994).

Running in parallel to evolutionary theory, path-dependency accounts of technological
change focus specifically on the process of adoption of new technologies and the
dynamics of their wider diffusion. The basic idea is that there are positive feedbacks
from the adoption of a technology, which generate path-dependencies over time. The
causal mechanisms by which these processes take place are those of dynamic increasing
returns to adoption. Arthur (1989) showed in a simple model of two competing
technologies, in the presence of positive feedback to adoption from unlimited dynamic
increasing returns, the initial choice of one or other of the technologies will lead

eventually to that technology absolutely dominating the market with a probability of one.

Arthur (1989, 1994) suggested four main types of dynamic increasing returns. Firstly,
scale economies, which are present when unit costs decline with increasing output. These
are typical of industrial and manufacturing processes, where the specialised division of
labour and large fixed, sunk costs mean that higher productivity and lower costs are
achieved at larger scales. However, these increasing returns are likely to be limited and at

some point are likely turn constant or decline (Arthur 1996). Secondly, learning effects
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such as ‘learning-by-doing’ and ‘learning-by-using’ (see Annex A2, section A2.1). These
effects are empirically well established in the literature on learning curves." Thirdly,
adaptive expectations, which occur as a result of increasing the general knowledge stock
relating to a technology, thus decreasing uncertainty relating to the performance of the
technology and therefore acting to increase adoption relative to other competing
technologies. Finally, network and system effects. Network effects occur when the more
a technology is utilised the greater its usefulness becomes, such as with telephones or the
internet. System effects are similar, but are associated with groups of complimentary
technologies. For example, power generation, transmission and distribution technology,
which co-developed with end use technologies such as the electric light bulb and the
rotary electric motor (Hughes 1983; Katz & Shapiro 1994). Some of these dynamic
increasing returns will be more important in some industries and product classes than
others (Nelson 1995). Returns to scale are likely to be particularly prominent in
manufacturing industries as are learning effects, whereas, network effects are of

particular importance in the software industry, for example in social media.

The implication of this process is that initial conditions, historical contingencies or

<

otherwise random events, through increasing returns, “..can cause the economy
gradually to lock itself in to an outcome not necessarily superior to alternatives, not easily
altered, and not entirely predictable in advance.” (Arthur 1989b: 128) A number of
historical case studies support the main contentions of path dependency theory, where
historical contingencies and dynamic increasing returns have led to the lock-in of inferior
technologies. For example, David’s study on the dominance of the QWERTY keyboard
(David 1985), the so-called ‘battle of the currents,” between AC and DC electricity supply
technologies (David & Bunn 1988), and Cowan (1990) on the adoption of light water

nuclear reactots.

Similarities with evolutionary accounts are immediately clear, as both learning effects and
adaptive expectations fit comfortably under the description of cumulative learning of
evolutionary theory. Indeed, Arthur’s following description of the economic system

bears more than a passing similarity that of Nelson & Winter (2002: 26):

13 For example, see Rubin et al (2004), Soderholm and Sundqvist (2007), and Jamasb (2007) for recent treatments of
learning curves in renewable energy technologies.
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“...in the increasing-returns world...[...]...re-everything has become necessary because every time the
quest changes the company needs to change. It needs to reinvent its purpose, its goals, its way of doing
things. In short, it needs to adapt. And adaptation never stops. In fact, in the increasing-returns
environment ...standard optimization makes little sense. You cannot optimize in the casino of increasing-returns
games. You can be smart. You can be cunning. You can position. You can observe. But when the games
themselves are not even fully defined, you cannot optimize. What you can do is adapt. [emphasis added](Arthur 1996:
5

A particular weakness of path-dependency theory relates to its limited scope, in particular
it does not have an answer to the question of what happens when the dynamic increasing
returns to technological adoption are used up. With the exception of network and system
externalities, for any particular technology or set of technologies dynamic increasing
returns are likely to be limited and at some point in the diffusion of a new technology
conditions are likely to revert to those of declining returns (Unruh 2000, Ruttan 1997) (as

shown in Figure 2.1). '

Figure 2.1: The scope of increasing returns
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While Dosi (1997) points out that the micro-foundations of the path-dependency
account and the evolutionary account differ, there is a consensus in the later literature
that the two approaches are compatible (e.g. Foxon 2006, 2010). It is worthwhile
remembering that evolutionary theory is a theory of the economy in general, whereas the

focus of Arthur and other writers on path-dependency is specifically on technology

14 Arthur gives tacit acknowledgement of the possibility of this possibility in his account of the ICT industry compared
to manufacturing industries (Arthur 1996).
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adoption. Nevertheless, it has proved to be a powerful argument in explaining the
phenomena of technological change and the tendency for convergence on dominant

designs and broader lock-in to particular technological systems.

The consequences of evolutionary micro-foundations go beyond path-dependency, and
are manifest in the notions of ‘dominant design,” ‘technological lock-in’ and the co-
evolution of institutions. These are best illustrated by considering the dynamics of
technological change at the firm, although these processes will have their analogues in

other kinds of activity.

In the early stages of technological development there are typically a number of
variations of a technology all meeting an expected market demand in some way. These
technological alternatives compete in terms of market share and for cost reductions. At
some point, one technology reaches a dominant position in terms of market share and
becomes the de facto standard technology for meeting that particular demand, that is, it
becomes the ‘dominant design’ (Nelson 1995; Suarez & Utterback 1995). Once a
dominant design emerges from the innovation process, the risk of backing a white
elephant technology is diminished and firms tend to invest heavily in refining the design
and manufacturing processes, thus reducing costs. Therefore there is a shift away from
product innovation to process innovation and incremental improvements to the

dominant design (Unruh 2000)."

This in turn leads to specialisation in a firm’s routines as they become adapted to the
production of a particular technology. As many writers have pointed out, production and
the organisational capabilities of firms, centred on the dominant design, frequently
become part of firms’ core competencies and the foundation of their competitive
advantage (Chandler 1992; Leonard-Barton 1992; Prahalad 1993; Chandler et al 1999;
Christensen 1999). Therefore, a dominant design can entail a broader technological
trajectory, which will not only be composed of concrete technologies and the tacit
knowledge associated with their production, but also the very organisation and

management of the firm.

1> Nemet (2009) finds just this pattern in his study of patent data for wind turbines in the US.
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More generally, drawing on Khun’s notion of scientific paradigms and revolutions, Dosi
(1982) suggests an analogous process in the development of technology he terms a
‘technological trajectory’. He makes a distinction between normal incremental problem
solving within a technological regime and non-normal problem solving associated with
radical technological change. Technological lock-in may result from ‘mutual
reinforcement’ between an incumbent technology, the process of learning surrounding it
and patterns of investment in innovative activity, which have been fruitful previously. A
concrete example of this comes from Christensen’s (1997) observation that large firms
that are the successful producers of dominant technologies, tend to invest in R&D
concentrating on incremental improvements of incumbent technologies.'® Smaller firms
which are not heavily invested in the current technological trajectory, and who are unable
to compete with incumbents in established technologies, are more likely to be
innovators, investing in riskier new technologies, provided they are able to obtain the

necessary resources.

Typically, how firms respond to technological change will depend upon the extent to
which a firm’s competitive advantage, core competencies, capabilities or assets are
perceived as being compatible with the new technology (Pinkse & Kolk 2010). In the
case where a new technology is perceived as not being compatible firms may act to
intentionally supress it.'” Therefore, it is important to stress, the positive feedbacks of
evolutionary dynamics'® are not confined to embodied technologies and low-level firm
routines, as evolutionary economics sometimes seems to suggest, but can encompass
strategic and political decisions. We will consider in greater detail the role of vested

interests in technological change later on in this section.

Considerations of the different possible types of technological change are extremely
important in determining the likely characteristics and barriers to change that can
emerge. Empirical work has added to the understanding of different ways in which
technological change can be elaborated within the framework above. Freeman & Perez
(2000) suggested a four level taxonomy of technological change, distinguishing between,

incremental innovation, radical innovation, new technological systems and changes in

16 Dosi (1982) also notes how concentration on incremental and process innovation centring on a dominant design
may effectively suppress investment in R&D for new, innovative technologies.

17 See Sovacool (2008) on the use of IPRs to suppress environmentally friendly technologies.

18 Lamarkian evolutionary dynamics (characterized by positive feedbacks) as opposed to Darwinian evolutionary
dynamics (characterized by negative feedbacks).
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techno-economic paradigms. Incremental innovations are those that take place almost
continuously; these processes are the same as learning processes in the manufacture and
use of technologies (i.e. learning-by doing and learning-by-using)."” These processes are
extremely important in determining productivity improvements, but they are not the

result of formal R&D activity.

Radical innovations are typically the result of R&D activity in firms or other institutions.
They are radical in the sense that they are a departure from incumbent technologies and
processes in a way which would preclude their development from within them. For
example, nuclear technology could not have evolved within the fossil fuel fired thermal
industry. Such innovations tend to be unevenly distributed between sectors and over
time. They also frequently entail a combination of product, process and organisational
innovation. Such technologies are associated with the development and expansion of
new markets and concomitant surges in investment. However, in general their individual
economic impact is limited, in aggregate they can bring structural change overtime or
when part of a nexus of related radical innovations they can lead to the rise of new

sectors of production.

Changes of ‘technology system’ are wide ranging technological changes affecting a
number of economic sectors and creating new sectors. These technological changes
affect a number of firms and are based upon a cluster of both incremental and radical
innovations that are economically and technically related. They are usually associated

with managerial and organisational change affecting a number of firms.

Finally, changes in ‘techno-economic paradigm’ these are changes that have pervasive
system-wide implications for the behaviour of an economy. They go beyond ‘engineering
trajectories’ for particular processes to affect the cost structure, mode of production and
distribution throughout the economy. These paradigms, once established, become the
main influences on incumbents (engineers, designers, managers) for decades. These
changes imply a painful and disruptive adjustment process for the economy, and

importantly, its characteristic institutional framework. Freeman & Perez (2000) argue that

19 See Annex A2.
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these changes in techno-economic paradigm are associated with long- term economic

cycles (Annex A2, Table A2.1).*

This taxonomy serves to highlight how different types of technological change are likely
to differ substantially in their characteristics and implications. Importantly, the causes of
technological change differ in each case. For example, incremental technological change
might be more responsive to market demands, whereas radical technological change
might be more closely associated with R&D spending. Similarly, effects are likely to
differ. In the case of incremental change processes, organisations and institutions are
likely to be unaffected. Radical change is likely to have a localised impact on a wider
range of managerial and organisation arrangements. And shifts in the techno-economic
paradigm are likely to have far reaching implications for all kinds of production,

consumption - and importantly - institutional arrangements.

2.2.4 Co-evolution of institutions

Another aspect of technological change discussed in detail by evolutionary theorists has
been the co-evolution of technologies with institutions.” On an evolutionary account,
institutional arrangements and their development can be generated by similar micro-
foundations as those used in the analysis of technological change (i.e. bounded rationality
and uncertainty). Institutions (like firms) are satisficing, not optimising (North 1990a).
This implies that the characteristics of evolutionary development will also apply to
institutions, variation, selection and persistence of institutions or institutional
characteristics carried by satisficing routines, which encapsulate a knowledge gained
through a cumulative learning process, whether it be tacit or explicit, formal or informal.
The development of institutional arrangements overtime is therefore likely to be
characterised by non-linear change, path-dependency and lock-in (North 1990a; Pierson
2000; Nelson & Nelson 2002; Foxon 2010).

North (1990b; 1990a; 1994) draws heavily on Simon’s notions of bounded rationality,
and Arthur’s account of path-dependency in his analysis of long- run growth. He argues
institutions imply very high set-up costs, significant cumulative (more or less

incremental) learning effects can occur within an institutional framework. Network-like

20 Kondratiev long-waves.

21 Here we follow Foxon (2010) in defining institutions broadly as ‘ways of structuring human interactions’ (21)
22 This contrasts with writers such as Williamson (1998) who see institutions as efficient ways of structuring
interactions developed in response to, amongst other things, transaction costs.
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effects occur in virtue of the co-ordination function institutions play, for example in
ensuring contracts will be honoured. Adaptive expectations play a role in this as
institutional norms define broad trajectories, which are expected to persist overtime. This
not only encompasses formal, explicit institutional rules, but also a range of informal

norms, which tend to be resistant to change:

“It is the admixture of formal rules, informal norms, and enforcement characteristics that shapes economic
performance. While the rules may be changed over-night, the informal norms usually change only
gradually. Since it is the norms that provide ‘legitimacy’ to a set of rules, revolutionary change is never as
revolutionary as its supporters desire, and performance will be different than anticipated.” (North 1994:

366)

Once a particular path has been taken in institutional development, these positive
feedbacks serve to lock-in institutional arrangements potentially, for the very long term.
It should also be noted that, these positive feedbacks will be largest, not at the level of
the individual firm or institution, but at a macro-level where many institutions interact in

(13

complementary ways, North (1990a) argues “...the znterdependent web of an institutional

matrix produces massive increasing returns” [emphasis added](95).

Williamson (2000) echoes this observation in his frequently cited analysis developing a
four level taxonomy of institutions. This analysis identified different types of institutions
in terms of their relative stability over time, in respect of the type of institution and the
decision principles characterising the behaviour of individuals within these institutions.
Some types of institutional arrangements, such as cultural values, social norms, customs,
tradition and religion, have a tendency to persist for very long periods of time, over
centuries or millennia. Although even in these cases change can be rapid, if one thinks of
the Reformation in the sixteenth century or the rapid spread of Islam in the seventh
century. Other types of institutional arrangements are changing almost constantly, such
as transactions within markets. The characteristics of individual behaviour within these
different institutions also tend to differ, within the realm of cultural norms deliberative

decisions are atypical, whereas within the market direct deliberations are the norm.*’

23If Williamson is correct and most decision making within these kinds of institutions is not deliberative, then we could
expect to see less room for a process of positive feedback in these kinds of institutions. Although, it is not out of the
question, as arguably the example of the Reformation illustrates.

21



Institutions can be described as developing through similar processes to technologies and
productive capacities. it becomes clearer how technologies and institutions can co-
evolve. On one hand, the institutional context will, to a considerable extent, determine
the extent and success (or otherwise) of technological innovation and change by
providing not only resources, but also more general incentives and opportunities that can
facilitate technological innovation and change. For example, certain cultural norms
arguably persisting since the Enlightenment have been present and played an important
role in the technological change in the modern eara. The particular form of property
rights and onweship patterns that developed in North-Western Europe, and the United
Kingdom in particular, in the seventeenth and eighteenth centuries lent themselves to a
particular type of production and the co-development of associated technologies (Myrdal
1990; Wood 2002). In this case, the form of institutions that developed provided
incentives for increasing economic productivity from the application and development of

new technologies (North 19902).**

Private and social institutions that tend to co-develop with technological systems and are
often an important source of technological inertia. For example, institutions, which
develop with technological systems include schools of specialist study, professions, new
academic disciplines, and unions. The interests of these institutions are often aligned with
the technological system of production and consumption, which developed with them
(Unruh 2000). Hughes writing on electrification at the beginning of the twentieth century

describes this process:

“The momentum initially came mostly from an aggregate of manufacturers who invested heavily in
resources, labor, and manufacturing plants in order to produce the machinery, devices, and apparatus
required by the new system; later, educational institutions taught the science and practice of the new
technology; then research institutions were founded to solve its crucial problems; and all the while a
growing number of engineers, skilled laborers, appliers of science, managers, and other persons invested

their experience and competence in the new...system” (Hughes 1983)

A similar story is found in Freeman’s (1995) historical account of national innovation
systems. Freeman stresses the role of the nation state in promoting technological change
and innovation. Taking the example of German catch up to Britain in the nineteenth

century, Freeman suggests that in order to catch up the Prussian (and later German)

24 This is a point to which we return in the review of literature on economic catch-up in Chapter 3 of this thesis.
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state, amongst other things, developed technical training programmes and institutes,
oversaw the acquisition and reverse engineering of British technology, waived duties on
imports of industrial equipment, oversaw the distribution of technology to
manufacturers, organised the employment of British craftsmen in Prussia to allow the
transfer of tacit knowledge and sent officials abroad for ‘tours of inspection’. Freeman
also points out how the right sort of institutions can promote innovation, citing again the
example of the development of in-house R&D in the German chemical industry in the
1870s, an innovation that was subsequently copied in other industries and in other
sectors. The National Innovation Systems (NIS) literature is important in the discussion
of catch-up in latecomer countries this is taken up in greater detail in Annex A3 and

Chapter 3.

2.2.5 The multi-level sustainability transitions perspective

The multi-level perspective is an influential and recent approach to understanding
technological change, emerging from research into policy design for managing system-
wide technological change to promote environmental sustainability in the Netherlands.
There is a large literature on the multi-level perspective, our purpose here is the purely

instrumental one of interrogating the theory to unearth its micro-foundations.

In general the systems-wide approach of the multi-level perspective draws heavily (and
often implicitly) upon evolutionary economics notions of bounded rationality,
statisficing, path-dependency, dominant design, the co-evolution of institutions.
Exposition of the role played by contextual contingencies in the development and
diffusion of new technologies plays a central role in this approach to the analysis of
technological change (Rip & Kemp 1998; Geels 2004; Geels & Schot 2007). However,
the level of analysis in the literature concentrates upon the operation of social and (more
latterly) governance structures, with little reference to the more fundamental casual
mechanisms that determine the material distribution of resources, upon which these
social structures must necessarily supervene.” Nevertheless, this level of analysis has
enabled the transitions literature to emphasise the importance of higher-level structures
at different scales of analysis, and attempt a more systematic account of the role they play
in technological change. There are also close parallels between this work and that of

Freeman & Perez’s (2000) and their taxonomy of technological change, NIE accounts of

25 Indeed, a fundamental criticism of the transitions account is that is pays too little attention to economic factors, and
in particular costs as a determinant of technological change.
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institutions (e.g Williamson 2000; North 1990) and Simonian notions of hierarchical

complexity.

Figure 2.2: Multi-level perspective on transitions
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From the multi-level perspective the development of technological systems is understood
in terms of three nested systems, those of technological niches, socio-technical regimes
and socio-technical landscapes (Figure 2.2). Higher levels are more stable and resistant to
change and condition the direction of change at the lower levels (Rip & Kemp 1998). At
the micro-level the technological niche is a localised system where new innovations
become established. Niches are not stable socio-technical systems, but represent
locations or spaces within which new technologies can be developed both technically and
institutionally. Technologies developed within niches will only become successful if they
can interact in a complimentary way with incumbent technological systems (for example,
as has been the case with organic farming and wind turbines), where this is the case they

can develop into technological regimes (Berkhout et al 2009).
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Socio-technical regimes are thought of as an extended version of Nelson & Winter’s
(1982) notion of a technological regime or Dosi’s (1988c) techno-economic paradigm

(Geels & Schot 2007). Rip & Kemp (1998) describe regimes as follows:

“A technological regime is the rule-set or grammar embedded in a complex of engineering practices,
production process technologies, product characteristics, skills and procedures, ways of handling relevant
artifacts and persons, ways of defining problems - all of them embedded in institutions and infrastructures.
Regimes are intermediaries between specific innovations as these are conceived, developed, and

introduced, and overall sociotechnical landscapes.” (Rip & Kemp 1998:338)

A technological regime is defined by a shared pattern of routines within which engineers
and firms generally work, but extended beyond the supply-side pre-occupations of much
evolutionary economics theory to include societal influences including interest groups,
consumers and policy makers. Thus the satisficing routines, which define the institutional
environment within which societal influences function take an important role in
determining behaviour and influence technological change. Regimes can exist at multiple
scales and are frequently nested, as in the example of various large-scale power
generation technologies, which represent individual regimes nested in the boarder
national power generation and transmission regime (Berkhout et al 2009). This notion of
regime may seem to add little substantively to theory elaborated in the analysis of writers
such North (1990, 1994) and Freeman (1995), save by making the function and
importance of different forms of institutions more explicit. However, another factor
which re-emerges as a result of this more detailed understanding is the importance of the
demand-side. This is not demand manifest as an undifferentiated demand-pull, but as a

distinctly complex social phenomenon which itself co-evolves with technology.*

At the broadest level, socio-technical landscapes are usually described as the contextual
influences on the socio-technical regime or the selection environment for a regime
(Berkhout et al 2009). These include, for example, trends in demography, culture, politics
and other social trends, the bio-physical environment, resource price and income levels.
In early iterations of transitions perspective the landscape is considered largely

exogenous to the socio-technical regime (Geels & Schot 2007):

26 In a way this represents a reprise for a more Veblenian understanding of demand and the socially constructed role of
consumption.
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“...background variables such as the material infrastructure, political culture and coalitions, social values,
wortldviews and paradigms, the macro economy, demography and the natural environment which channel

transition processes and change themselves slowly in an autonomous way.” (Kemp & Rotmans 2001: 7)

More recently, in a paper addressing criticisms of this notion of the landscape, Geels
(2011) has proposed a more nuanced account of landscape trends. Firstly, landscape
trends can be more or less dynamic. Bio-physical systems, for example, tend to change
only slowly, other influences may be volatile and change rapidly (e.g. oil and other
commodity prices) and still others can display trends over time (such as demographics).
Second, landscapes can act both to stabilise and destabilise incumbent regimes. For
example, high oil price could destabilise the current personal transportation regime, but
on the other hand landscape elements such as higher incomes, increased globalisation
and world trade could act to stabilise the regime. And, thirdly, landscapes could be
treated as endogenous, rather than just a source of exogenous shocks or stabilisations. In
this context, Geels (2011) suggests the notion of landscapes could be linked with that of
Kondratiev long waves. Alternatively, Geels (2011) also suggests that macro-economic

growth and development could be analysed as:

“...the emergence of new socio-technical systems, replacing or radically altering traditional and eatly-
modern systems in key sectors, including energy, transport, agriculture and food, water and urban
development. These new systems emerge through the interplay between new knowledge and practices on

the one hand, and the prevailing institutional and social contexts on the other.” (Berkhout et al 2009: 225)

Geels (2011) comments that there is scope to link transition studies to broader research
on development in general. We return to linkages between economic development and

technological change in Chapter 3.

The transitions literature is a fruitful elaboration of the evolutionary account,
representing a broader and more systematic treatment of the interplay of societal
influences on the process of technological development. This is warranted particularly in
response to the challenge posed by the development of a sustainable techno-economic
paradigm, which has far reaching implications beyond considerations of firm, regional or
national economic performance. Nevertheless, its weakness also lies in an over-emphasis
on societal factors, and a failure to give adequate weight to the material determinants of

technological change. These appear in two ways, i) in terms of the costs of technology;
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and, ii) in a rather less straight-forward way, in terms of the political economy which to a
large extent is likely to be determined by the surplus (profits, rents) associated with a

particular techno-economic paradigm.

Technology costs are something which re-emerge clearly in Chapter 4 with the
consideration of the ways in which technological change is elaborated in the power
sector. Linked to this, the importance of the political economy, however, emerges from
the micro-foundation of evolutionary theory. This is discussed in greater detail in section

2.4.

2.2.6 Implications for policy

We have attempted to briefly present a large and rapidly growing theoretical literature
that can broadly be described as belonging to the evolutionary canon. We have done this,
not in order to give a comprehensive review, but to uncover the causal micro-
foundations, which are elaborated through the process of technological change. What
emerges is a substantially different world to that of neo-classical economics, economies
emerge as dynamic open systems with no tendency to anything other than temporary,
local equilibriums; economic agents are heterogeneous, only boundedly rational, with
imperfect foresight and knowledge of the world, but with the ability to learn and adapt
over time; agents interact not only through markets but through a variety of different
structures; higher-level structures emerge from the operations of micro-level behaviour
upon which they supervene; and, the evolutionary processes involved create new patterns

and structures, which develop in order and complexity over time (Foxon 2011).

This account has important implications for policy to promote technological change.
The conventional, induced innovation perspective would suggest that the policy
imperative is to ensure that the prices are correct. In the case of environmental
technologies this means through internalising external environmental costs to generate
demand and correcting market failures associated with technological innovation and
adoption, i.e. knowledge spill-overs to innovation and diffusion, network externalities,
and financial market failures both in funding R&D and in funding the adoption of new
technologies. Correcting the market failures internal to the process of technology change

and environmental externalities generated by incumbent technologies would allow
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optimising firms to respond to the price signals and engage in the development and

adoption of new environmental technologies.

We may agree with Ruttan’s (2001) intuition, in common with the neo-classical inducted
innovation account, that demand plays a role in conditioning the direction of
technological change. We may also allow that in certain circumstances for certain types
of technological change that demand may indeed be the primary driver for technological
change. For example for certain sorts of non-disruptive, incremental technological
change within a particular technological trajectory, such as that which Pavitt (1984)
identified within production intensive firms. But, comntrary to the induced innovation
account, the important policy implication of the evolutionary account, supported by
much of the evidence, is that demand-—side policies are unlikely to be enough, even when
supplemented with additional instruments to correct market failures.” This is likely to be
especially the case where radical technological change is concerned, and it is just this sort
of change we have in mind when considering the technological response to climate

change.

Unlike the neo-classical account, the policy implications of the evolutionary account do
not flow directly from the micro-foundations but are dependent upon how particular
technological systems are manifest on the ground. It is suffice to note at this point that
the policy implications are likely to be much more hands on, imply significant industrial
policy interventions and technology management to overcome path-dependencies and
lock-in. As we shall see in section 2.4, it is likely that, in some cases, the co-determination
of the political economy and the techno-economic paradigm will mean that the very
possibility of technological change and policies to promote technological change is an
outcome of the particular technological-economic-institutional arrangements that are in

place.

Before going on to look at the issue of politics and political economy in greater detail in
the following section we first look at the main criticisms of the evolutionary approach to

technological change.

27 See Annex A2 for a discussion of key empirical evidence on technological change.

28



2.3 Are the micro-foundations right? Criticisms of evolutionary approaches

Evolutionary approaches have been criticised on a number of grounds, here we address
the four main criticisms; i) the evolutionary account has limited empirical support; ii)
even if the evolutionary account is a better representation of the causal processes at
work, the competitive fitness context in which firms operate means that we can threat
them ‘as if’ neo-classical precepts held; iii) the theory is too heavily dependent upon
dynamic increasing returns; and, iv) evolutionary theory does not treat the role of politics
and power and its role in technological change adequately. As we will see there are close

links between the response to ii), iif) and iv).

First, Ruttan (1997) argues that the evolutionary approach has relied too heavily on
simulation models of the economy, which can produce plausible results based on stylised
facts relating to the firm, sector and aggregate economic growth. An overreliance on
simulation models, he argues, has led to the evolutionary approach not being productive
of empirical research — it therefore “must be regarded as ‘a point of view’ rather than as a

theory” (Ruttan 1997:1522).

Whereas a reliance purely on simulation modelling would indeed be a cause for concern,
the contention that there is limited supporting empirical evidence is simply not an
accurate reflection of the literature.” There is a wealth of empirical evidence with
findings that either broadly support an evolutionary approach or are consistent with it,
from economic history (North 1990a; Chandler 1992; Mokyr 1992; Mokyr 1998;
Chandler et al 1999; von Tunzelmann 2003; Mokyr 2005; Mokyr 2006; Moe 2010), the
history of technology (Hughes 1983; David 1985; David & Bunn 1988; Brown &
Mobarak 2009; Wrigley 2011), an extensive case study literature including case studies
and quantitative empirical work broadly based in the innovation systems tradition
(Nelson & Langlois 1983; Lundvall 1992; OECD 1992; Nelson 1993; Edquist 2000; Dosi
2007; Marerba & Nelson 2010), including work on newly industrialising and developing
countries (Johnson 1982; Amsden 1992; Kim & Nelson 2000; Kim 2001; Lundvall et al
2002; Wade 2004; 2007; Dosi et al 2009), and finally, many detailed case studies of
individual technologies from the Dutch research on the multi-level perspective (Geels &
Smit 2000; Geels 2002; Elzen et al 2004; Geels 2005a; Geels & Raven 2006; Geels 2000a;
Geels 2000b; Geels & Raven 2007; Verbong & Geels 2007; Geels 2007; Geels et al 2007,

28 Granted that increasing amounts of empirical work have been conducted in intervening years since Ruttan was
writing.
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Schot & Geels 2008; Geels 2009; Raven & Geels 2010; Berkers & Geels 2011). In recent
reviews of the empirical literature on environmental technological change Kemp and
Pontoglio (2011) and Gonzalez (2009) also find general support for the evolutionary
account. Moreover, as mentioned above empirical research in behavioural economics is

largely supportive of evolutionary micro-foundations (Simon 1986).”

Like all theory, and
especially theory in the social sciences, these accounts are necessarily underdetermined by
the evidence, but the same can be said of explanations using neo-classical micro-
foundations. The contention that there is no good evidence for evolutionary theory and

it is over-reliant upon simulation models, if it was once true it is certainly no longer the

casce.

Second, some have argued that evolutionary theory is not substantively different from
neo-classical economics. Competition between firms will ensure that only firms that are
profit maximizers will be selected, thus even if the evolutionary micro-foundations do
describe the causal processes more accurately, this does not matter as in virtue of a
competitive environment, firms will behave ‘as if’ they operate on the basis of neo-
classical micro-foundations (perfectly rational, utility maximises etc.)(Friedman 1953;

Nelson 1995). However, Nelson counters this argument, suggesting:

“Any ‘optimizing’ characteristics of what exists therefore must be understood as local and myopic,
associated with the particular equilibrium that happens to obtain. The beart of any explanation ...[...]... must
be evolutionary analysis of how the particular equilibrinm, and not a different one, came to be. Further, often there is
good reason to suspect that evolution presently is going on at a relatively rapid rate, and thus equilibrium
of any kind is not an appropriate concept for analysis. [Therefore]...to say that actors behave “as if” they
were maximizing does not tell us much about why they are doing what they are, and provides only a start
on any prediction of what they will end up doing if conditions change.” [emphasis added] (Nelson 1995:
51)

Thus the contention is that this similarity produced by a competitive ‘fitness’
environment to the extent is approximates neo-classical equilibrium is a special case,

limited in its scope and through time. Moreover, from an ontological and epistemological

29 Simon forcefully puts it in a later work, “...I would recommend that we stop debating whether a theory of
substantive rationality and the assumptions of utility maximization provide a sufficient base for explaining and
predicting economic behaviour. The evidence is overwhelming that they do not.” (Simon 1986: 223)
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perspective there are good reasons to reject this instrumentalist argument and opt for

. . . . 30
more realistic micro-foundations.

A third criticism, relating more directly to the path-dependency account of technological
change (and by implication the reliance of evolutionary theory on path-dependency) was
elaborated by Ruttan (1997). Ruttan accepts that technological change must display path-
dependency in that it builds upon eatrlier technological developments, but suggests that in

evolutionary theory:

“There is little discussion, for example, of how firms or industries escape from lock in. What happens
when the scale economies resulting from an earlier change in technology have been exhausted and the
industry enters a constant or decreasing returns stage? At this point in time it seems apparent that changes
in relative factor prices would, with some lag, have the effect of bending or biasing the path of technical

change along the lines suggested by the theory of induced technical change.” (Ruttan 1997: 1523)

Interestingly, both Unruh (2000) and Arthur (1996) recognise that decreasing returns
may kick in at some point (Figure 2.1). While Unruh does not explicitly elaborate what
happens at this point, it seems to be that path-dependency switches from being a
dynamic process, to a static one of lock-in, due to the installed base effect (in fixed,
human capital and institutional capital etc.). Similarly, Arthur contrasts knowledge
intensive sectors (such as computing, biotech, etc.) with those of more traditional
manufacturing industries. Arguing that the kind of dynamic processes of path-
dependency and non-linear change are more applicable to the ‘knowledge’ intensive

sectofrs.

“...we can usefully think of two economic regimes or worlds: a bulk-production world yielding products
that essentially are congealed resources with a little knowledge and operating according to Marshall’s
principles of diminishing returns, and a knowledge-based part of the economy yielding products that
essentially are congealed knowledge with a little resources and operating under increasing returns...[...]...
Because bulk processing is repetitive, it allows constant improvement, constant optimization. And so,
Marshall’s world tends to be one that favours hierarchy, planning, controls. Above all, it is a world of

optimization.” (Arthur 1996: 3-4)

30 A more detailed discussion of this is beyond the scope of this thesis. However, the contention is broadly that
realistic micro-foundations are likely to be a more reliable way of finding out about causal processes in complex open
systems.

31



Arthur recognises that these worlds are not totally distinct, as for example, computers
have to be manufactured, nevertheless, he contends that important differences do exist.
Pavitt (1984), in his survey of technological change in the UK, also found evidence to
support a similar contention, distinguishing between the kind of technological change
found in supplier dominated, production intensive and science based firms. Pavitt (1984)
notes that technological change in each of these firm types seems to be characterised by
processes as described in the vintage model (Salter & Reddaway 1960), induced
innovation and evolutionary accounts respectively. This may entail a considerable

curtailing of the explanatory usefulness of the evolutionary account.

The evolutionary account, however, can accommodate both the possibility that
technological change can be characterised by local equilibriums and the observation that
dynamic-increasing returns can start to decrease at some point. First, dynamic increasing
returns are important in explaining the notion of path dependency. Once these run out
and declining returns set in other effects are likely to predominate to maintain lock-in.
These include factors such as certain aspects of the physical capital, such as the life—span
of installed capital (the ‘installed base effect’), capital intensity etc.; network effects;
cumulative learning; institutional arrangements; and, as we shall argue political economy
considerations (section 2.4). Arthur’s description of ‘old” manufacturing industry seems
to be of a fairly stable local equilibrium in a technological system dominated by just these
effects. In this context, innovation is likely to be non-disruptive and incremental in
nature, bound to a particular technological trajectory and concentrated on cost reduction

and productivity enhancement.

Similarly, Pavitt’s taxonomy can be explained from an evolutionary perspective as
different sectors each of which, as a consequence of their particular characteristics, have
differing levels of stability over time. This means within a given time period, the
particular dynamics of evolutionary change in that sector may not have opportunity to
show themselves.”' So, the chronological scale of heavy industry may be different from
that of the ICT sector. The taxonomy of different types of technological change
developed in Freeman & Perez’s (2000) analysis also serves as a reminder that for the
more profound types of technological change (i.e. a shift in techno-economic paradigm)

maybe infrequent and not always amenable to study within a short time frame.

31 1Indeed it maybe misleading to think of competition between incumbent and new technologies as frequently the
latter can comprise a totally new sector in themselves and compete only indirectly with incumbent technologies.
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The last criticism we address here is that the evolutionary approach takes insufficient
account of the role played by politics and power in the process of technological change.
A number of writers both from within the evolutionary perspective and from outside it
have called for a more satisfactory treatment of politics (Nelson 1995; Meadowcroft
2009; Hall et al 2011; Meadowcroft 2011). In the following section, we take up the issue
of political aspects of technological change, arguing not only that political arrangements
are amenable to analysis using evolutionary micro-foundations, but that there is likely to
be a close relationship between political economy influences and the process of
technological change is a direct consequence of evolutionary micro-foundations. And
therefore, from the perspective of the evolutionary micro-foundations, there is a prima
facie case for a more detailed examination of the role of political economy in
technological change, and in particular as regards systemic changes in the energy system.
These contentions are illustrated using work by economic historians on the political

economy of the industrial revolution.

2.4 Distribution, vested interests and politics

Much of the literature on technological change seems at pains to avoid the explicit
treatment of politics and the political process. It may explicitly address questions of
policy, but lies silent on the role political processes may play in technological
development. In most of the literature politics is regarded as exogenous to the process of
technological change. The treatment of economic catch-up in the USSR presented by
Unruh (2000) is typical. He argues that while the ‘techno-institutional complex’ was able
to orchestrate a process of rapid ‘catch-up’, from a largely feudal economy to an
industrialised economy, it was ultimately unable to keep pace with productivity growth in
the West as the techno-institutional regime was unable to generate the dynamic
incentives for innovative activity provided by competition between firms. The issue of
politics is not broached. The USSR’s failure to keep pace on this account was one
mediated by technology, as a result of zustitutional failures, which presumably emerged out
of an evolutionary and historical process. Here political processes are relegated to the
status of a ‘historical contingency,” rather than as a broader consequence of the operation

of the system itself.

33



2.4.1 Theorising politics in the processes of technological change
Similarly, writers in the broadly evolutionary economics tradition tend to steer clear of
the mention of politics, other than as part of the exogenously given ‘fitness environment’

within which firms operate:

“In many cases the evolutionary processes at work seem to involve a blend of market, professional, and
political processes, and it is likely an enormous task to sort these out and get an accurate assessment of

operative “fitness” criteria and selection mechanisms.” (Nelson 1995: 82)

This absence is somewhat surprising given the observation that the process of politics is
very closely connected to the development and operations of institutions, and that there
is a general consensus amongst writers on technological change in the evolutionary
tradition that technologies co-evolve with institutions (North 1990a, 1994; Unruh 2000;
Foxon 20006, 2011). Indeed, institutional variables are critical to the notion of lock-in in a

number of influential accounts:

“In general, the limits on technological change lie not with science and technology, which tend to evolve
much faster than governing institutions, but rather with the organizational, social and institutional changes

that allow the diffusion of new technological solutions.” (Unruh 2002: 318)

While criticized for their limited treatment of power and politics, it is perhaps the
transitions accounts that have gone furthest in developing a systematic approach to the
political issues raised by technological change. There has been increasing interest in the
discussion of, getting the institutions ‘right’.” Where politics has been considered it has
frequently been conceived of, rather narrowly, as a problem related to governance, of
putting the right institutions and strategies in place (Smith et al 2005; Scrase & Smith
2009). The question of policy and of governance therefore becomes a technical one.
Smith et al (2005) present the question of governance in just this kind of way. Power is

considered important within a socio-technological system, the process of governance

stands somehow owfside it and independent of it:

“The legitimate authority to push change through, or the resources available to build consent, to raise
informed dissent, or even to block change, will depend on power relations across the networks of actors
involved in a regime. Governance processes can be seen as acting as an independent influence to ‘manage’ or modulate

regime transformation for sustainable development.” [emphasis added](Smith et al 2005: 1508)

32 Williamson’s (2000) ‘third-order’ economizing.
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The conception of the political process is one where politics is somehow divorced from
the forces to which the rest of a system is subject. Torvanger & Meadowcroft (2011) go
some way to bringing in political economy considerations, but this is limited to a more
nuanced recognition of the constraints the political process is subject to. In this case,
recognizing binding technological and economic constraints, and advising that policy
should follow the path of ‘least resistance’ by promoting technologies in line with local
interests and incumbent industries (Torvanger & Meadowcroft 2011). In a recent paper
Meadowcroft (2011) also comments on the importance of ‘getting the politics right,’

rather than just the policies:

“So far sustainability researchers have focused latgely on policy: what it is and what it could/should
be...[...]... much less attention is devoted to the political circumstances that make the adoption of such
policies likely. But behind policy there is always politics, and getting the politics right appears to be a prerequisite to

getting the policies right.”” [emphasis added] (Meadowcroft 2011: 73)

This account goes a long way to recognizing the likely constraints on the policy process
and the limited space to make policy decisions this implies. More recent papers by Smith
& Stirling (2007; 2010) have also sought to better address issues of political power and
agency, including the recognition that the political process may not be external to the
particular technological system in place, and that therefore the room for the exercise of

‘governance’ maybe constrained:

“It cannot be assumed that existing institutions and infrastructures will afford the requisite space and
resources for the kinds of continual adaptations and social learning necessary for effective transition
governance...|[...]..Structural change in something as pervasive as a socio-technical regime entails both
losers and winners. In considering what a transition to sustainability actually means, the stakes are typically

very high.” (Smith & Stirling 2010: 19)

This position comes close to a recognition that politics in many cases should be treated,
in the first instance as an endogenous part of technological change, but there is a deep-

seated reluctance to grasp the nettle:

“The argument is not that conceptual distancing between socio-technical governance subjects and objects
is always necessarily unhelpful or wrong...[...]... there needs to be greater appreciation of the internal loci
of governance processes within the socio-technical systems themselves...[...]...In contrast to governance

conceptualized outside the system, positioning governance inside the negotiation of socio-technical change
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requires processes for opening up debate and revealing technology’s inherently political nature. In short,
we need to move from a view of Steering as management’ to an understanding of Steering as politics.” [emphasis

added] (Smith & Stirling 2007: 369)

The strategy is one not of endogenising politics but in the creation of ever-increasing orders
of meta-theorizing, from the techno-economic aspects of technological change, to
institutional, to policy, to governance, to politics. On these accounts feedbacks
proliferate between technology, the economy and institutions, politics may not sit
entirely outside this as it is linked through budget constraints, and the process in virtue of
which power to make decisions is vested in the political process. Nevertheless, the
conception seems to be one of politics as somehow insulated from the workings of the

technological system as broadly conceived.

We can perhaps agree with Smith & Stirling (2007) that, ‘distancing between socio-
technical governance subjects and objects’ can be a helpful approximation. Where in
Simonian terms, they may be considered ‘approximately independent subsystems’. In the
case where we are considering largely distributionally neutral or otherwise incremental
shifts in technology, such as shifts characterized by technological change within a
particular techno-economic paradigm. It is surely not the case when we are considering
disruptive technological change. Nor would it be the case where institutional
arrangements link techno-economic systems more closely to the accrual and articulation
of political power. Moreover, while running the risk of being accused of pedantry - from
a theoretical perspective it is always wrong, and this would seem to be a necessary

implication of evolutionary micro-foundations.

The omission of a satisfactory treatment of politics on the part of the evolutionary
economists is probably a result of the focus on firm level technological change in a
relatively competitive environment.” It is perhaps a less forgivable omission on the part
of governance and institutional theorists, as well as those writing specifically on
governance issues related to technological change (Smith & Stirling 2007, 2010;
Meadowcroft 2011). There is a failure to anticipate the possible extent of political capture
(Lawhon & Murphy 2011). We can conjecture that this may be a result of a

preoccupation with technological change in the context of relatively liberal democracies

33 Indeed, a good proportion of the literature on latecomer catch-up; ie. on the process of technological change
outside a competitive firm level environment, does deal more of less explicitly with politics.
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where government has made concrete commitments to technological change and as such
at least appears to be relatively independent of vested economic influences.” This might
just be a failure in neglecting to delimit the application of the theory — to the rather small

set of industrialized Western liberal democracies.

More setiously, it is probably a sin of commission on behalf of the transitions account.
The transitions literature is normative. It is concerned with the promotion of
technological sustainability. For their normative project to the feasible, there must be
space for political agency to act to seriously promote a transition to sustainable

technologies. This is recognized by Meadowcroft:

“Ultimately, the most potent of the sceptical arguments is the one that focuses on the economic imperative
confronting states. There is no doubt that the stability of modern societies...[...]... has depended upon
the maintenance of steady economic growth. But the indictment of the state to which this points really
rests on a specific claim about the modern (capitalist) economy - that economic advance can only be
purchased at the expense of the environment. And there are grounds for doubting the validity of this contention.”

[emphasis added] (Meadowcroft 2005: 495)

Where we may not be as sanguine regarding the economic implications of switching
away from cheap energy sources, the transitions approach requires the technological,
economic and political feasibility of a transition to sustainable technologies. It creates
this space thus by a rejection of technology skepticism, underplaying cost and the
political economy context within which technology is embedded. There maybe room for
a more nuanced rendering of the political economy, which may mean there is space for
transitions to more sustainable technologies — but whether this space exists or not in a

particular context is a condition of the political economy and should be shown rather than assumed.

Leaving this criticism to one side, it seems to be that this lack of interest in the political
process is a significant theoretical problem. It is not only that political processes are
amenable to the micro-foundations of evolutionary theory, but the implications of an
evolutionary approach which conceives of technological change as embedded in

institutions is likely to entail the emergence of political economy processes.

34 For example, as in Michell’s (2010) characterization of the ‘regulatory state’ in the UK.
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2.4.2 The emergence of political economy

The absence of politics in evolutionary economics is surprising because the evolutionary
account lends itself to an endogenisation of the political process, or more propetly
speaking, the political economy. There are two main reasons for believing this. > First,
because political processes have been shown to be amenable to the same sort of
evolutionary analysis as technological and institutional processes (Pierson 2000). This
should not be surprising given that the evolutionary account of technological change is
based upon a purportedly realistic account of human behaviour. Second, given the
observation that technological change, and especially radical or paradigmatic
technological change, is likely to have implications for institutional and political
arrangements, and as a consequence the distribution of wealth, resources and power,
there are prima facie reasons to believe that politics is likely to be an important part of the
process of technological change. That is to say, there are good substantive reasons to
believe that political, institutional and technological = systems co-evolve. This contention is

supported by historical research on technological development.

Firstly, considering the micro-foundations of political processes, and drawing on Arthur
(1984) and North (1990a), Pierson (2000) explains how the micro-foundations of path-
dependency theory (and to this extent evolutionary theory) can extend to an
understanding of the causal processes involved in politics. He suggests that political
processes have four characteristics, which mean that feedback effects and path-
dependency are likely to be particularly strong. These are, 1) the central role of collective
action in politics; ii) the ‘high density’ of institutions; iii) the use political influence to
extend unequal distributions of power; and, iv) the inherent complexity and lack of

transparency of political processes (Pierson 2004; Pierson 2000).

In a political context, the impact of individual actions is highly dependent upon the
actions of others. As a result, and analogous to North’s (1990) account of institutions
more generally, political institutions have very high start-up costs. Adaptive expectations
are also important, as the perceived efficacy of a political action is highly dependent upon
the actions of others. Similarly, political institutions are numerous, broad in scope and
complex. They placing significant (and frequently binding) constraints on behaviour, and

are frequently characterised by cumulative learning, network effects and adaptive

35 In contrast to earlier broadly evolutionary work — in which the political process was central such as in Marx and
Veblen.
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expectations. Thirdly, asymmetrical power relations can be subject to positive feedback
as those in political power may use their influence or authority to make (formal or
informal) institutional changes that reinforce their position of power (incumbent
gerrymandering of electoral constituency boundaries is perhaps the paradigm example of
this type of feedback). To put it another way, those in a position of power may seek to
recreate the distribution of power. Finally, in contrast to the activities of a firm in a
competitive environment, where there are likely to be clear negative feedbacks in terms
of changes to competitiveness through which a selection process can operate, the
outcomes of political processes are frequently diffuse and ambiguous, which makes

mistakes difficult to identify and rectify (Pierson 2000; Pierson 2004).

As a consequence political process and the institutions that result from them are apt to
show high levels of path-dependency and lock-in. This in turn means that in
understanding political processes — as with technological and institutional change -
timing and sequence matter; there are multiple possible outcomes, large changes may
result from small initial events; some processes are irreversible and there are pivotal
moments which can shape irrevocably the course of events. Pierson (2000) also suggests

that a number of additional characteristics are likely to make feedbacks even stronger.

“...the absence or weakness of efficiency-enhancing mechanisms of competition and learning; the shorter
time horizons of political actors; and the strong status quo bias generally built into political institutions.

Each of these features makes increasing returns processes in politics particularly intense.” (Pierson 2000: 257)

On this account political arrangements are therefore subject to the same dynamic
processes that result in path-dependency and lock-in in technological and institutional
contexts. This is entailed by similar micro-foundations of bounded rationality, satisficing
heritable routines, variation, the importance of environment and selection through a
process of competition and feedback. Indeed a number of writers have recognised the
role bounded rationality is likely to play in the political process (Forester 1984; Hafner-
Burton et al 2011). In a sense, on Pierson’s (2000) account, political arrangements are a
special case of institutional arrangements. This is already a prima facie reason to believe
that political arrangements are endogenous to the evolutionary development of the
system, just as other institutional and technological processes are. It should be noted that

although the micro-foundations and fundamental processes giving rise to political
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phenomena are similar at some level, how these processes are articulated given different

historical contingencies, scales and causal mechanisms involved will differ dramatically.

Secondly, given these micro-foundations political dynamics that can be best described as
political economy processes are likely to emerge. This is a consequence of the processes
which lead to path-dependency in the political system as described by Pierson (2000) and

the co-evolution of political processes and techno-economic paradigms.

Distributional outcomes and judgements relating to the significance of these outcomes
are relegated to the realm of politics in most economic (neo-classical and evolutionary)
theorising. However, inequality is a common feature of evolutionary models, and a direct
result of the dynamics of evolutionary economics (van den Bergh 2007). Intuitively,
increasing returns and path-dependency mean that some routines will be more successful
than others. ‘Satisficing’ behaviour and the need for economic agents (firms,
organisations, institutions, individuals) to search for routines suggests that optimal
routines are typically not available. Some level of inequality is likely to result as some
agents will be better suited to conditions than others. Therefore, it is not difficult to see

on an evolutionary account how inequality could emerge.

In the account we have given of path-dependency in political processes, inequality in
political power could emerge through increasing returns to political power as power is
exercised by agents to change the fitness environment to benefit themselves. The
strength of positive feedback to political power contrasts with the weakness of negative
feedback caused by the difficulty of understanding the implications of political decisions.
Relative to evolutionary processes experienced by firms in a competitive environment,
these lead to much stronger processes of path-dependency and lock-in. Therefore, we
could also expect to see larger inequalities in the distribution of political power in the

political sphere than in the sphere of the firm.

If there is no clear distinction between access to resources afforded by (evolutionary)
success in the techno-economic sphere and access to resources mediated by the political
process, then economic agents would presumably seek to influence the economic fitness
environment to favour themselves. This may happen as firms seek to bribe or lobby

politicians, or make political donations in order to influence policy-making. More
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fundamentally, such processes may extend to the techno-economic paradigm and
technology choice itself. The potential for positive feedbacks to this process is large,
leading to concentrations of economic and political power. Particularly where economic
agents are able to capture large profits or economic rents. That is, where the benefits of
an activity greatly exceed costs. This is likely to occur precisely where there are
paradigmatic shifts in techno-economic systems that allow agents engaged with the new
technology to reap considerable profits, and in the case of natural resources where the
cost of resource extraction is much less than its worth. When these contingencies have
come together, the results have been a significant change not only in techno-economic
paradigms, but broader institutional and political arrangements. This is therefore not just
an explanation of how political processes are important, but how the political economy process is

endogenous to the techno-economic paradigm.

We define the political economy very simply, first with the observation that resources are
unlikely to be distributed evenly in an economy. Second, with the observation that
control over resource distribution will tend to be a function of the distribution of
resources. Third, that relatively resource rich agents will seek within their ability to
reinforce or recreate their distributional advantage over time. Political economy
processes are therefore processes by which this uneven allocation of resources is
recreated. For theses reasons the distribution of resources, and the power which this
implies, as well as the processes, which act to reconstitute the distribution of power over

time, are likely to be particularly stable and resist change (North 1990; Pierson 2000).

As we have shown above based on the micro-foundations of evolutionary theory, there
are good prima facie reasons to believe that political economy is not only amenable to an
evolutionary approach but that political economy processes emerge as a consequence of
evolutionary micro-foundations. These contentions say very little about the shape the
political economy might take, its technology, sustainability or other welfare implications.
At this stage it is suffice to note that given an evolutionary account, and on the basis of
the micro-foundations it implies, we have good theoretical reasons to believe that
political economy dynamics will play a central role in the functioning of a techno-
economic system. How this is articulated in any particular context will differ and this is
something we will explore with respect to economic and institutional development in the

rest of this thesis.
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2.4.3 Two important criticisms and two responses

In consideration of an evolutionary account of the emergence of the political economy,
two fundamental criticisms emerge, 1) the account is over deterministic and leaves little
room for agency; and, ii) the account implies a similar functionalism or instrumentalism

to that implied by neo-classical economics.

First, addressing the criticism of the approach being over-deterministic. It is certainly
true that the evolutionary account of the political economy is deterministic in that it
closes down the space for exercising meaningful decisions about technology and the
allocation of resources more generally. This is analogous to similar criticisms levelled at
the transitions approach (see Geels 2011). Leaving aside the normative implications of
the criticism, the first part of the response to this points to the observation that there is
already room for positive feedback, though the search and selection of satisficing
routines by the firm, organisation, group or individual. It is true that on some level the
processes are deterministic but they can also give rise to systems, which create space for
agency. In fact, the place where direct determination of outcomes through evolutionary
processes has been superseded is precisely the place where negative feedback effects are
expected to be weakest, and positive feedbacks and path-dependency strongest, i.e.in the
political process. This is not to say that political arrangements either tend towards social
optimality or some other particular form. But that precisely because of weak negative
teedbacks and strong positive feedbacks to political economy outcomes (as described
above), this is the realm in which dividends to intermediation in the evolutionary process
(though the development of political institutions that allow stronger feedback to
performance and delimit feedbacks which reinforce the uneven distribution of power),

are likely to be the most significant.

Moving on to the second, related objection, that the evolutionary account is
fundamentally instrumentalist. In a sense this represents the opposite argument, we have
moved from the contention that the evolutionary account is over-deterministic, to the
contention that it is empty, and that the Panglossian ‘black-box’ functionalism of neo-
classical theory has been replaced by a slightly more elaborate ‘black-box’ of evolutionary

theory.
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The response to this criticism relies upon the observation that behaviour characterised by
bounded rationality and satisficing routines that tend to persist overtime leaves room for
individuals, groups, firms, organizations, countries, whole epochs to be significantly and
systematically wrong about the world. Leaving space for different interpretations of the
world to emerge. As we are realists about the world and the constraints this implies, we
would expect negative feedbacks to kick-in at some point to reign in representations of
the world (and the broader techno-economic paradigms in which they are embedded)
that are particularly divorced from reality. That is to say, even though we are realists
about the micro-foundations upon which techno-economic, institutional and political
processes rest and the constraints of the bio-physical world, within these constraints
there is space for a multitude of different human arrangements to emerge. The
evolutionary approach implies very little about the content of these processes and
arrangements, and the precise way in which they are elaborated over time, but it does
give a framework for understanding the general dynamics involved. In this way it also

relies very heavily upon empirical evidence to flesh out its account.

A case in point is the economic history literature on the political economy processes as it
relates to technological change. In the following section we briefly look at some explicitly
evolutionary accounts of the political economy of technological change before turning
our attention to the implications of the evolutionary account for technological change in

developing counttries.

2.4.4 Political economy and technological change in economic history

The economic historian Joel Mokyr (1992, 1997) in his writing on the Industrial
Revolution has emphasised the importance of political resistance to technological
change. He suggests that the extent to which political forces can act to resist
technological change depends upon three main factors. Firstly, the strength of the
incentive to oppose the technological change, for example, if an incumbent experiences a
large loss in welfare due to the development of a new technology. Secondly, the extent to
which costs and benefits of the technological change are concentrated amongst winners
and losers, the more concentrated the gains or losses the easier it would be to mobilise
and organise political action on either side. Finally, the position of the political

authorities as regards the technological change. Mokyr argues that if the political
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authorities have a vested interest in the incumbent technology then they are likely to

favour the status quo.

It should be noted that Mokyt’s account while consistent with the evolutionary micro-
foundations, looks simply at political resistance to technological change. It does not
examine the particular outcomes of that resistance. Although it would seem to support
the contention that technological change is likely to be bound up with the creation and
perpetuation of inequality, in that where all three conditions are met for political
opposition (ot promotion) — significant incentives, concentration of costs/benefits and

the role of state power — technological change would be unlikely (likely).

Moe (2009, 2010) picks-up more explicitly on this notion, finding evidence from a
number of historical case studies that success in managing structural economic change
(i.e. technological change) occurred when either vested interests in incumbent economic
arrangements were too weak to seriously retard the process of technological change, or
states were effectively able to prevent vested interests from blocking technological

change. Reflecting on these historical lessons Moe suggests:

“...in describing structural change and long-term growth and development, technology and economics
cannot by themselves provide sufficient explanatory leverage. For that, politics - or the political economy,
with its focus on actors and decision-makers, on institutions and regulations, and on past and present
interactions - must be included. And thus, technology, economics, and politics constitute a triangle, with

all sides of the triangle capable of preventing structural change from occurring.”(Moe 2010: 1731)

2.5 Conclusion

This chapter has argued that evolutionary theory has not gone far enough in developing
the implications of an uneven distribution of resources. It is highly unlikely that radical
technological change — let alone changes in techno-economic paradigms — will have
neutral implications for the distribution of resources in an economy. If there are likely to
be winners and losers from technological change, then we can expect to see incumbent
vested interests actively seek to protect their position - through Lamarckian processes of
positive feedback — to seek to prevent or retard prospective technological change. Their
status as incumbents is likely to mean they have greater ability to influence the process,
as heirs to the benefits associated with a successful technology. Just in the same way as

technological trajectories become locked-in as investment in incumbent technologies
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close down the possibilies for technological alternatives, so incumbent vested interests
are likely to try and close down, by investment in political means, the emergence of new
technologies. Technological change will also imply a process of negative feedback, as

technologies are replaced and the power of their associated vested interests eroded.

Ownership of technological assets can be quite liquid and investment fungible across a
range of technologies, to the extent that technological change does not dramatically
affect the behaviour of an economy, vested interests, in this case capital, may not
necessarily oppose the development of new technology. Just as large land-owners were
able to shift their accumulated capital into new manufacturing enterprises in the
nineteenth century, so equity investors can shift investment between different sorts of
technologies. In this way, relatively liquid, ‘deep’ capital markets can act to spread risk.
Although, it has to be said, this will be of little impact in a structural crisis of adjustment
driven by technological change. The question is, what kind of technological change is the

change necessitated by the climate crisis?

This question leads to another under-theorised relationship, which is also of potential
importance here, that of the interrelationship between natural resources, technology and
the political economy. In the schema sketched above the possible interrelationships
between technology and the political economy are fairly clear. When we examine the
possible candidates for techno-economic paradigms the importance of natural resources
also becomes clear. In the five long-waves’ identified by Freeman & Perez (2000) (see
Table A2.1, Annex A2), each techno-economic paradigm is associated with a particular
energy carrier. The association of fossil fuels with the Industrial Revolution is of

particular concern when considering the issue of cliamte change.

Fossil fuels, with a high energy density and high ratio of energy returned over energy
invested, have been an essential element in the facilitation of the process of industrial
development and the gradual rise in labour productivity. The combination of these
energy sources and new technologies has allowed the generation of extremely large
resource rents (Wrigley 2011). These rents, are not evenly distributed, by sector,
nationally or globally. Geographical contingencies are important. Perhaps of greater
importance have been the techno-economic paradigms and the institutional structures

within which they reside (firms, nation states, etc.), which have mediated generation of
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consumables from these resources. The interests vested in fossil fuels are inextricably
linked to the techno-economic paradigm. Not only this, the rents generated through this
process are very large, meaning both in technological terms and political terms, the
inertia demonstrated by this configuration is likely to be extremely large. Its stability
equally is likely to be dependent upon adequate cheap fossil fuel resources. Economic
power expressed through the political, production and consumptive processes is likely to
be extremely hard to displace. Particularly when the benefits, which accrue to the
alternatives are generally less concentrated or when many of the benefits are in the future
and are therefore difficult - if not impossible - to appropriate through the political
economy process. Meaning that the dynamic increasing returns to the political power
generated through the ownership of an emerging technology (and especially one that can
generate significant natural resource rents) are not likely to be available in the case of

fossil fuel alternatives.
In the following chapter we go on to look at how the insights of evolutionary economics

have influenced accounts of technological change and catch-up historically and in

emerging economies, with a particular focus on the role of the political economy.
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Chapter 3: Catch-up, institutions and political economy

3.1 Introduction

Neo-classical economics is ambivalent regarding the role of the state, with a tendency to
regard it as essentially parasitic on an otherwise efficient allocation of resources realised
through the operation of markets. This comes as no surprise, there is a strong normative
current in neo-classical economics which, to paraphrase Veblen (1900), uncritically
assumes a ‘meliorative trend’ in the course of events, expressed autonomously of the
‘conscious ends’ of economic actors. If the central tenets of the orthodox economic
canon are correct then properly functioning markets deliver the best possible outcome,
realising ‘the greatest amount of good for the greatest number’. According to the
orthodox account, extra-market institutions have - at best - a limited role where markets
are not functioning correctly. At worst, they actively distort market allocations and
reduce the greater good. And the risk of ‘government failure’ is almost always thought to

be much larger than the risk of ‘market failure’ (Rodrik 2008; Helm 2010).*

The account of technology policy to address climate change given by orthodox
economists continues to reflect these preoccupations (see Annex A2). According to static
partial equilibrium analysis, market based policy to address the environmental externality
is always best. Positive externalities associated with technological innovation and
adoption may warrant additional interventions, such as subsidies for R&D or
underwriting some portion of technology risk for early adopters. In spite of equivocal
empirical evidence for both the orthodox account of technological change and the
primacy of market based environmental policies, the policy prescriptions have remained
indissolubly wed to the static analysis, and therefore substantially the same. Recent World
Bank papers on the possibility for ‘green growth’ in developing countries point to similar
policy implications, involving an overwhelming (if not exclusive) emphasis on ‘getting

the prices right’ (Popp 2011b; Dutz & Sharma 2012).”

36 While neo-classical economics recognizes market failures, problems relating to uncertainty, collective action,
externalities etc., which may necessitate government intervention, these are introduced to explain deviations from an
ideal.

37 Popp’s (2011b) paper is typical in its narrow focus on market failures, there is no mention of industrial policy, or
recognition of a large and complex literature on technology transfer which clearly presents itself as highly relevant in
the case of environmental technological change. We should also note that it is perhaps unfair to pigeonhole the
perspective of the World Bank, it is home to a wide divergence of opinion. Official policy pronouncements are highly
constrained by political interests, and as such show a significant status quo bias. Despite what Rodrik (2006) dubs the
“Washington Confusion”, conceptually and institutionally the Bank is still wedded to the orthodox canon and
privileges scholarship within this canon over other approaches.
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The prescribed technology policy approaches for climate change in developing countries
stand in a marked contrast to more nuanced approaches to technological change
emerging from the literature on economic development. Influenced by New Institutional
Economics (NIE) and historical developments which have served to highlight the
importance of institutional factors in economic change and development, the research on
economic development has taken a distinct ‘institutional turn’ placing much greater
emphasis on the role of institutions. And, as a direct consequence of this, an increased
interest in the political economy context (Rodrik et al 2002; Acemoglu et al 2005; Evans
2006).” Theoretical disagreements aside, in their substantive implications at least, these
approaches go a long way towards embracing a more nuanced account of economic
development and the process of technological change. This represents a move away from
a neo-liberal ‘market fundamentalism’ and the universalism this implies, and towards an
understanding of development processes as contingent and particular (Rodrik 2010a).”
And a reprise for what Krugman (1997) rather disparagingly described as ‘high
development theory’ - or at least - for something very like it."” More substantively, the
literature on technological change and catch-up in developing countries implies an
important role for more intrusive policy, institutions, and explicit analysis of the political

economy context in understanding the conditions for technological change.”

Notwithstanding the revealing insights of the emerging institutional and political
economy literature, it is still hobbled by theoretical roots in neo-classical economics and
what are essentially rational choice frameworks. The piecemeal analysis of ‘market failure’
and ‘government failure’ - that characterises much of the literature - fails to articulate a
convincing account of the dynamic processes involved in technological change and
economic development (Nelson 2008; Dosi 2011). As a consequence the treatment of
political economy remains somewhat shallow, frequently presupposing the causal
primacy of institutional arrangements (such as property rights and markets) and by
implication the political economy arrangements that enable them in explanations of

economic development and technological change (Khan & Blankenburg 2009). An

38 This literature is broadly consistent with the argument presented in Chapter 2.

39 The growth diagnostics literature has already been taken up by the OECD, although in a rather crude form, in
assessing barriers to Green Growth (see OECD 2011)

40 For example see Levy & Fukuyama (2010), Khan (2010), Robinson (2011), Acemoglu et al (2005), and perhaps
most influentially, North (1990a, 2005).

41 Even the World Bank now recognises the need for an analysis of political economy analysis in addressing issues of
growth and ‘green growth’ (e.g. World Bank 2012). However, as we argue below the approach taken is highly
constrained, shallow and is essentially an elaboration of the notion of government failure.
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inability to take history, contingency, path-dependence and lock-in seriously in much of
this analysis leads to an account that is theoretically unable to appreciate the systemic
causal processes that lie behind technological change and economic development, and
that constitute the context within which climate change mitigation efforts will need to

bear fruit.

In this chapter we argue that technology policy should attend more carefully to the
historical experience of structural technological change in developing countries
(Berkhout et al 2009; Rodrik 2010b). This involves a fuller engagement with institutional
explanations, and by implication, the political economy. We find that political economy
processes emerge as crucially important in making the process of technological change,
in this case in the form of economic catch-up, understandable. Based on insights from
economic history and recent scholarship on the political economy of economic catch-up,
we develop a framework to allow the analysis of the political economy of technological

change.

In the following section we look in greater detail at the ‘institutional turn’ in development
economics. Following the arguments made in Chapter 2, we argue that current
mainstream thinking on institutions is constrained by its reliance on neo-classical micro-
foundations leading to the emergence of an unwarranted unilinear causal narrative and
limiting its ability to place adequate emphasis on the political economy process. Although
recent scholarship in development economics has again propelled political economy
considerations into serious contention, we argue that the understanding of the process is
still stymied by a narrow focus on market enabling institutions. Section 3.3 presents an
alternative framework based upon an evolutionary understanding of the political
economy emphasising the close association between the processes of production and the
distribution of power. Based on these observations we describe and develop our
analytical approach for understanding how political economy considerations can

influence environmental technological change. Section 3.4 concludes.

3.2 The ‘institutional turn’ and the (re)emergence of political economy
Much of the understanding of institutional arrangements in the debates surrounding the
economics of catch-up (see Annex A3) have been influenced by New Institutional

Economics (NIE). Research in NIE has placed a stress upon the institutional and
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political conditions for the development of markets, and shown a greater appreciation of
their historical genesis and the likelihood of market failures. Importantly NIE
approaches typically emphasise that effectively functioning markets neither emerged
automatically, nor, where recognisable markets did emerge, did they necessarily function
particularly well.” This theory has been supported by an expanding body of empirical
evidence and an emerging consensus on the importance of institutions for development

(Rodrik et al 2002; Acemoglu et al 2005; Evans 2000):

“...perhaps only one broad conclusion emerging from the wealth of growth regression results commands
universal support. This is that %ustitutions matter’ for growth and development and that they matter decisively
...[...]...The implication is that to understand the historical and spatial patterns of growth and
development it is necessary to understand the role and functioning of the ‘deep’ determinants of
development, those institutional or political factors that ultimately shape the proximate determinants of growth: factor

accumulation, technology adoption, and policy choices.” [emphasis added] (Adam & Dercon 2009: 174)

The ‘institutional turn’ thus identified institutional and political arrangements as the
fundamental determinants of economic development and by implication (and
importantly for our argument) technology adoption. While the ‘right’ sort of institutional
arrangements were perhaps not sufficient for development, they are certainly regarded as
necessary (Khan & Blankenburg 2009). There remains, nevertheless, a great deal of
debate on the precise role of government, the state, and the implications for political
economy. At one end of the spectrum sits the paradigm notion is of a minimalist
regulatory state working to ensure the effective functioning of markets through ensuring,
amongst other things, third party contract enforcement and property rights (e.g.
Kaufmann et al 2007; Kaufmann et al 2009; Savoia et al 2010). Towards the other end of
our notional spectrum are the statist explanations, which stress the potential efficacy of
the state in guiding technological change and development, property rights are deemed
instrumentally useful, but not sacrosanct, and there is no unilinear path to development,
a view typical of the literature on the developmental state (Chang 1994; Leftwich 1995;
Khan & Jomo 2000; Haggard 2004; Leftwich 2005).

This distinction also relates to the causal role institutional arrangements are deemed to
take in the process of economic development. Paldam & Gundlach (2008) distinguish

between advocates of a minimalist ‘good governance’ approach to the state who tend to

42 A foundational assumption of much neo-classical and neo-liberal scholarship see Annex A3.
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treat institutional arrangements as exogenous and the fundamental cause of economic
development (North 1990a; Acemoglu et al 2000, 2005), and proponents of a more
activist state which tend to view institutions as endogenous to what is a political
economy of development (Myrdal 1968; Evans 2006; Andrews 2008; Khan 2010; Chang
2011; Khan 2012). In the following sections we look at the debate surrounding the role
of the state and the political economy of development in greater detail to enable the
development of an adequate framework to allow us to start understanding the

relationships between the process of technological change and the political economy.

3.2.1 From institutions to good governance

The theoretical roots of the ‘institutions first’ perspective are in NIE including the work
of writers such as North (1990a, 1990b), Olson (1997), and Acemoglu et al (2005),
amongst others.” This approach, based on an analysis of the historical experience of
industrial development in Europe (and Britain in particular). It suggests that efficient
market institutions may not spontaneously emerge as much of the neo-classical theory
seems to assume (Nabli & Nugent 1989; Khan 2012). The failure of catch-up economic
growth and the attendant technological change to emerge is not in general related to the
market failures characterised as intrinsic to the process of technological change (Chapter
2 and Annex A2), which are associated, to a greater or lesser extent, with technological
change in developing countries and developed countries alike.** The market failures
implicated in the failure of economic development to emerge are existential. That is to say,
they are related to the fundamental conditions for efficient markets emerging in the first
place, i.e. property rights and contract enforcement. On this account, the problem of
development is the second-order condition of the institutional arrangements necessary
for the functioning of markets. The notion is that without a third party actor effectively
enforcing property rights and contracts, market transactions cannot take place and

markets cannot exist.

Importantly, in putting the institutions for markets in place there is a role for the state,

although one that is circumscribed with stress placed upon just those factors that are

43 Although this also draws on earlier institutional economist such as Veblen (1998) and Commons (1931).

4 The possible exception to this is the case of intellectual property rights that in principle incentivize innovation by
creating formal right to technology rents. But in the case of developing countries the role of IPRs is unclear. As
developing countries are frequently relying upon foreign IPRs, an effective IPR regime may indeed retard
development. Poor IPR may act as a disincentive to invest for foreign companies but this is not necessarily the case.
For example, it has not really acted as a disincentive for investment in China where the loss propriety technology to
weak de facto enforcement of international property rights is seen as an inevitable cost of investing there (e.g. see
Sawdon 2011).
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deemed important for productive investment and a market allocation of resources to

take place:

“....the key challenge for most developing countries is to create the basic legal and institutional
infrastructures that protect property rights, enforce private contracts and allow individuals to freely take
advantage of market opportunities. In principle there are many more things that governments could and
should do: provide public goods, correct market failures, reduce inequalities in income and opportunities,
stabilize excessive economic fluctuations. But these other government activities are not what make the difference
between success and failure in economic development. The real difference is made by the basic institutional and legal
infrastructures that protect property rights, enforce the rule of law and prevent abuse by governments.” [emphasis added)]
(Tabellini 2005: 283)

It is not so much that the state could not be active elsewhere, but the essential cause of
economic development is a state that acts to enable the market, and given the essential
economic institutions which undergird the operation of the market, otherwise refrains
from interference in the economy (Tabellini 2005; Savoia et al 2010). The message is
twofold, that institutions are the fundamental cause of development, and that a
minimalist state can do the job. The logic of this stress on economic institutions in
promoting economic growth and development is clear, property rights and contract
enforcement are essential for the conduct of transactions and the development of
effective markets. In the case of technology, the particular institution of IPRs plays an

important role, in line with the conventional neo-classical story (see Annex A2):

“...the rate of technological change depended on the inventor's ability to capture a larger share of the
benefits of his invention. Only the patent system created a set of systematic incentives that raised the

private rate of return closer to the social rate.” (Mokyr 2009: 349)

But once we have taken the crucial step away from the Wunderursprung of markets and
introduce, instead, key institutions that are the cause of economic development, we have
also necessarily introduced a role for extra-market players. That is to say we have
introduced a polity. But, there is nothing in the polity of itself to ensure that it will not
seek to influence the operations of economic processes to favour its members. The state
can be as much a threat to property rights as it can be a guarantor. Indeed, all other
things being equal, given the fundamental assumptions of economics relating to the

utility maximising behaviour of individuals, we would expect to see rent-seeking behaviour
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emerge from the state, which will in turn retard investment. As Weingast (1997)

observes:

“The more likely it is that the sovereign will alter property rights for his or her own benefit, the lower the
expected returns from investment and the lower in turn the incentive to invest. For economic growth to
occur the sovereign or government must not merely establish the relevant set of rights, but must make a

credible commitment to them.” (Weingast 1997 cited Haggard et al 2008: 213)

Therefore, the theory suggests, there is need for another level of institutional
arrangements, which ensure that the state does not use its power over otherwise efficient
market allocations in rent-seeking behaviour. For example, concerns relating to state
predation on private property, mean that protection from the state is one of the key
functions of the legal institutions, explaining the stress often placed upon ‘the rule of law’

(Haggard & Tiede 2011).

It is interesting to note that the essential logic of the position developed from NIE - that
property rights and contract enforcement are important in ensuring markets can function
propetly - is transformed from an assertion of the positive role the state could play in
promoting economic growth (and indeed the acknowledgement that the state cox/d do a
lot more), to the predominantly negative caricature of the predatory state, and the role of
a set of additional institutions in curtailing what is seen as an inevitable consequence of

administrative fiat.

The ‘institutions first’ account has attracted a significant amount of criticism. Critics
point to the partial reading of history, which has placed the development of property
rights at its centre (Ogilvie 2007; McCloskey 2009; Khalil 2012; Khan 2012). In North’s
canonical formulation, property rights (including the development of IPRs) and
supporting institutions were something that uniquely emerged on the eve of the
Industrial Revolution and played #be causal role in its emergence in the 17" and early 18"

centuries, as North & Thomas put it:

“Efficient economic organization is the key to growth; the development of an efficient economic
organization in Western Europe accounts for the rise of the West. Efficient organization entails the
establishment of institutional arrangements and property rights that create an incentive to channel

individual economic effort into activities that bring the private rate of return close to the social rate of
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return...If a society does not grow it is because no incentives are provided for economic initiative.”

(North & Thomas 1973: 2-3)

Critics argue that the historical record does not support this assertion. Well-developed
property rights, contracts and markets existed in many places at many times in history
prior to the industrial revolution that did not lead to the same sustained economic

growth, McCloskey (2009) writes:

“The long perspective is why North’s is an exceptionally poor argument for explaining the Industrial
Revolution or the modern world. The choice to escape from growth-killing investing in swords or in
influence at Court rather than investing in good textile machinery to make good woolen cloth, and in good
organizations to administer the good machinery, has happened repeatedly in history - in China for whole
centuries at a time, in Rome in the second century C.E., in much of Europe after the eleventh century.
Something was radically different about the case of eighteenth-century Britain. Buz the difference was not the
rearrangement of incentives beloved of economists, those rules of the game. The incentives had already been rearranged, long

before, and in many places.” [emphasis added] (McCloskey 2009: 20-21)

Other critics such as Khan (2012) and Ogilvie (2007) concur. The picture of economic
development that emerges from the NIE account is one in which economic
development - and technological change - takes-off as a more-or-less automatic
consequence of the emergence of efficient markets, once the barriers created by
feudalism and inefficient institutions are removed.” But in common with McCloskey
(2009), these writers point to the emergence of a much broader range of specific
conditions, which lead to the emergence of modern capitalism in Britain. A new
structure of property rights and institutions associated with new modes of production, as
Khan & Blankenburg (2009) put it, ‘forced productivity growth’, in ways that did not
happen elsewhere (Wood 2002; Adam & Dercon 2009; Khalil 2012). This points to a
more complex understanding of the process of industrialisation, one in which requires
both a better understanding of the role of political, and technological conditions, and
perhaps as Mokyr & Nye (2007), McCloskey (2009), Hickey (2012) and Evans (2006)
argue an understanding of human motivations that goes beyond the reductive

assumption of utility maximisation:

45 It should be noted that this reading of North, while correct in its criticism of the substantive and empirical aspects
of his work tends to obscure the elements of his method, which sit uneasily with this reading. In particular, North’s
commitment to bounded rationality and path-dependency, the centrality of beliefs in determining human behaviour
and his criticisms of the neo-classical canon more generally. Nevertheless, the criticisms of North’s earlier work (pre
1990) and of North how he appears in the subsequent mainstream economics literature is probably accurate.
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“An institutional analysis that takes goals and interests for granted would be intellectually impoverished.
The better part of human needs and desires are culturally constructed. Enabling people to construct and
reconstruct their aims is a basic task of institutions as enabling people to satisfy the needs and desires that
have been constructed. Just because this complicates linear explanatory logics does not give us an excuse

for ignoring it.” (Evans 20006: 41)

Turning back to the criticisms of the ‘institutions first’ perspective, even if we were in
agreement with North’s account of the genesis of modern capitalism resting on the
creation of a stable property rights regime, it does not follow that, in the case of
contemporary development we can necessarily expect this pattern to be repeated. The
world is changed, it remains an open question whether or not in the contemporary
context a reliance on a stable property rights regime alone would lead to sustained

: 46
economic growth.™

3.2.2 A critical review of the empirical evidence

A large empirical literature has developed seeking to test which institutions are important
in promoting economic growth. The empirical method of choice is that of cross-country
econometric analysis, which attempts to test the correlation between economic
performance and variables standing as proxies for various institutional arrangements, in
order to establish a causal relationship running from the latter to the former. It is a large
literature, here we review a few influential studies to illustrate the difficulties the work

faces.

On the issue of property rights there is little dissent concerning their importance in
realising long run economic growth. For example, Knack and Keefer (1995) found a
significant association between property rights institutions and economic growth, not
only in terms of encouraging aggregate levels of investment but by enhancing the
efficiency with which those investments have been made. Other studies have found
similar evidence of the association of long run growth with the strength of property
rights in the cross-country data (e.g. Porta et al 1996; Mahoney 2001; Keefer & Knack
2002; Keefer 2007; Asoni 2008) and in micro-level studies (e.g. Kaufmann 2004; Bazzi,
& Clemens 2009; Malesky & Taussig 2010).

46 Indeed the discussion of the Gerschenkronian account of latecomer catch-up suggests otherwise, see Annex A3.
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Studies linking more general conceptions of good governance or broader policy with
economic growth have been more equivocal in their findings. In ex#remis, broader
governance institutions ensuring freedom from the threat of violence are important. As
Haggard et al (2008) point out security of the person clearly has priority over security of
property rights or contract enforcement. This observation is reinforced by Collier et al

(2003) who clearly illustrate the disastrous economic consequences of armed conflict.

Leaving these considerations aside to focus on the larger set of more stable developing
countries, and particularly emerging economies, the empirical question of the extent to
which the right kind of institutions are associated with - let alone are the identifiable
cause of - economic growth remains an open one. The originators of the World Bank’s
Wortld Governance Indicators, Kaufmann, Kraay & Mastruzzi (2004, 2009) argue
strongly for the relevance of their composite indices, and the causal role played by
institutions in enhancing growth outcomes.”” Aidt (2009), however is more equivocal, in
a review of the literature, noting, for example, that while there are good reasons to think
corruption is growth retarding there is little robust empirical evidence to indicate that the
rate of GDP growth is significantly affected by corruption. Flachaire et al (2011) find
that political institutions do matter for growth, but not decisively as in some
circumstances regimes which are relatively authoritarian, or perform badly in terms of
institutional or governance indicators have shown high levels of growth. This finding is
supported by a diverse range of writers such as Przeworski & Limongi (1993), Khan
(2005; 2007a), Rodrik (2007a) and Gerring et al (2012).

Notwithstanding, the equivocal evidence on political institutions and growth outcomes,
which itself points to the need for a better understanding of the linkages between
political arrangements and economic outcomes, the general policy prescriptions which
continue to be taken away from this debate are not only that institutional arrangements
are important for growth, but that a specific set of institutional arrangements that
characterises the small set of modern capitalist liberal democracies is generally the best
for promoting growth. Hence, the overwhelming emphasis on the normative grab-bag of
‘good governance’ reforms that continue to be emphasised by donor agencies (Andrews

2008; Gisselquist 2012).

47 Even arguing that there is a negative feedback from income levels to governance measures (Kaufmann & Kraay
2002).
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This large body of empirical literature has come in for extensive criticism, with the
empirical support for ‘good governance’ particularly contested. Criticisms centre on both

methodological issues*, and the veracity of the empirical claims.

Criticisms of method centre on the use of proxy variables for institutional arrangements,
the ontological implications of universalism this entails, and issues of endogeneity and
establishing the direction of causality. Firstly, the widespread use of proxy indicators to
represent complex institutional arrangements is criticised. The notion that nebulous, ill-
defined proxies can somehow aggregate and capture a range of varied institutional
structures is questioned. It is not clear what institutional arrangements are signified by
the composite proxy measures used in the cross-country analysis, for example in the
Wortld Bank Global Governance indicators or Political Risk indicators compiled by
ratings agencies. But these proxy indicators, available for a range of countries over an
extended period of time, are essential for the very possibility of the empirical analysis.
Evans (2000) questions the plausibility of arranging property rights, which are dependent
upon specific historical context, and reflect a complex of institution and political

arrangements, on a ‘simple ordinal scale’:

“Any initial allocation of rights to different kinds of property...[...]...is disputable and somewhat arbitrary.
Enforcement of rights once they have been allocated is equally so. Sending the National Guard to evict
peasants growing crop’s on a landlord’s unused land is enforcing property rights. So is shutting down a
factory whose pollution is making the surrounding neighbourhood unliveable. Development almost
certainly depends on how property rights are allocated and what kind of property rights are enforced for
what segments of the population. Exactly how these complex patterns of allocation and enforcement are

related, positively or negatively, to development can hardly be taken for granted.” (Evans 2006: 37)%

Andrews (2008) makes a similar point, asking what the proxy indicators actually
represent. Countries with high governance scores have in common are strong
governance outcomes and high levels of economic development.” But the underlying
governance structures are quite different. Moreover, contemporary governance structures

did not emerge in their current form in some common linear fashion, the paths to better

48 Addressed in greater detail in the discussion of the problems facing cross-country growth regressions in Annex A3.
49 Mokyr makes a similar point: “Indeed, one could argue that to some extent the reverse was needed for rapid
technological change: some property rights had to be extinguishable when they got in the way. This was true not just
for such concrete matters of eminent domain used the expropriate land...but also to extinguish a host of monopolies
and other rent-generating exclusions and privileges that had been regarded as assets in an earlier age but were
effectively used to block technological progress” (Mokyr 2009: 349)

50 As he notes with no little irony, “...like Denmark or Sweden on a good day, perhaps.”
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institutional and economic outcomes were extremely varied, effective governance
structures in successful countries when they started out on their path to development did
not resemble the institutional arrangements we find today. Indeed, given the high costs
of effective governance, it is difficult to see, materially, how this could be possible

(Khan 2012).

Secondly, the empirical claims that right kind of institutional arrangements cause growth
is not well founded. Indeed causation could quite easily run the other way. As we noted
eatlier, the presence of complex, contingent causal conditions in open-systems means
that causation is extremely difficult to pin down (see annex A3). In the case where we are
seeking to link two variables, one of which is extremely ill defined, with events that are
not contiguous in space or time, but linked by a complex series of interactions, the
possibilities for confounding variables are dizzying. Absent the respectability offered by
the historical account, the argument begs the question. The argument that good
institutional arrangements are associated with good economic outcomes, therefore good
institutional arrangements are necessary for good economic outcomes, only makes sense

if we assume that good institutional arrangements are necessary in the first place

(McCloskey 2009).

These two criticisms are related to a third, that of the assumption of an epistemic
universalism (Kenny & Williams 2001). That is, the assumption that the experience of
economic development, and the role institutions play in it can be reduced to a notional
relationship between two aggregate indicators which captures the essential causal
dynamics of the relationship between institutional and economic change seems far
fetched. Nevertheless, the ahistorical normative implication of this logic has been

extremely influential in policy fields.”

Khan (2007b) has made related criticisms of the veracity of the empirical evidence.
Firstly, he argues that the relationship between the indicators of good governance and
economic performance is generally weak anyway. Without the high-income countries,
the statistical relationship between good governance and good economic performance
disappears. Secondly, unpicking the empirical analysis, he points out that there is little

difference in the governance scores, even related to core economic governance indicators

51 Again, discussed in greater detail in Annex A3.
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(such as property rights), between developing countries that have good growth records
and those with poor growth records. Moreover, the outliers to the analysis are precisely
those high-growth developing economies that have managed to realise significant
economic catch-up, i.e. those with poorer governance scores but high levels of economic

growth.

In short, the interpretation of the regression results as supporting the causal primacy of
good governance institutions, and by implication the likely efficacy of good governance
reforms is misleading (Figure 3.1). The alternative interpretation of the data in Khan’s
analysis stresses that institutional arrangements ozber than those of the good governance
paradigm are found in converging developing countries (such as those in East Asia).”
This view is broadly supported by an increasing number of writers including Grindle
(2004, 2007), Evans (2006), Adams (2008), Levy (2010) and Fritz (2007), as well as
writers on the developmental state (Leftwich 1995; Haggard 2004; Wade 2009; Routley
2012).

Figure 3.1. Governance characteristics of growth economies
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Source: (Khan 2007b)

Attempts have been made to support the case for the primacy of property rights through
the use of instrumental variables and historical data. Acemoglu, Johnson & Robinson
(2000) in an oft cited paper use the exogenous variable of settler mortality rates as an

instrument for property rights (proxied by average expropriation risk for 1985-1995)

52 What these institutions may look like is discussed in greater detail in section 3.3.2 below.
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which they find is correlated with better growth performance. The argument is that in
settler colonies with initially high settler mortality rates were more difficult to settle and
as a result developed extractive institutional arrangements and weak property rights.
Settler colonies (such as Australia or New Zealand) on the other hand, were easier to
settle, thus settlers engaged in productive activities demanded propriety rights similar to
those enjoyed in the home country. The historically persistent institutional form of a
strong-stable property rights regime has been associated in the long term with better

growth performance.

Khan (2012) argues that the perception that this analysis has, once and for all, proved the
association of property rights regimes with economic performance, is wrong. He
suggests that the research shows that settler colonies performed better in the long run,
controlling for other factors, than non-settler colonies — but that this is not controversial.
He challenges the link between the instrumental variable (settler mortality rates) and the
associated strong property rights regime, pointing out it relies on a particularly partial
reading of the historical narrative, one which omits the violent expropriation of long-
standing, stable indigenous property rights regimes. Indeed, that the low density of
indigenous populations, which is used as an instrument in a follow-up paper by
Acemoglu et al (2001), was a condition of development through the violent
expropriation of indigenous rights. In short, what seems like the best effort to prove the
causal efficacy and primacy of the property rights accounts in the mainstream account, as
with the story told by North is based upon a partial understanding of the historical

record, which serves to obscure what is a more complex process.

3.2.3 Embracing the political economy

Evans (2006), and Adam & Dercon (2009), while to varying degrees harbouring doubts
about Acemoglu, Johnson & Robinson’s conclusions, credit the account with influencing
the re-emergence of political-economy considerations in understanding the process of
development. Despite the partial reading of the historical narrative in Acemoglu et al’s
account, what does emerge from the argument is the importance of an understanding of
history, and through this an understanding of the particular ‘political equilibrium’ or
‘political settlement’ in determining the conditions for economic growth. That is to say,
even if we accepted that property rights institutions are the cause of economic growth,

that these institutions emerge is a condition of a political economy process:
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“...property rights and the integrity of contract are not simply the result of “getting the law right” in any
narrow sense. Rather, property rights come out of a complex causal chain that includes a variety of
complementary institutions and political bargains - with respect to security, appropriate checks on private
capture of the state, institutional checks on state power, and the more discrete features of the judicial and
legal system. In simplest form: Property rights and contracting rest upon institutions, but these in turn rest

upon deep coalitions of consenting interests.” [emphasis added] (Haggard et al 2008: 221)

Drawing on their empirical work Acemoglu et al. develop a pared down conceptual
framework illustrating the dependence of institutions on essentially exogenous political
and distributional factors (Figure 3.2). In this framework economic institutions
determine both economic performance in the present and the future distribution of
resources. Economic institutions themselves are chosen based upon political power. De
Jure political power is that held and exercised by formal political institutions, and de facto
political power is political power exercised outside formal institutions. Essentially the
definition of political power in this framework is the capacity to decide upon institutional
arrangements (both political and economic). Political power in the current period is
determined by incumbent political institutions and the current distribution of resources.
These are the two ‘state variables’, which change slowly overtime and determine the state
of the rest of the system. The upshot of this model is that those who possess political
power will seek to choose economic and political institutional arrangements, which will
recreate this distribution of resources and power. Political institutions and the
distribution of resources in the initial period are effectively exogenous and determine
economic outcomes, crucially through the choice of economic institutions. While this
elaboration of the theory is helpful in stressing the importance of the political economy
and the distribution of resources, by suggesting that political conditions are effectively

exogenous, the critical policy variable remains economic institutions.

Conceptually, the account developed by Acemoglu et al moves the mainstream position
closer to an account whereby the process of economic development and technological
catch-up is understood as a political economy process. Substantively, the account
remains one wed to a belief in the efficacy of markets, although now the account is
mediated through a long causal chain - markets require suitable institutional
arrangements, which in turn require suitable political arrangements. It is this substantive

account that we have rejected. It relies either on a partial and misleading interpretation of
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the historical record (which in any case may be of limited relevance to the contemporary

context), or on shaky cross-country evidence.

Figure 3.2. A simplified political economy relationship
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Source: (reproduced from Acemoglu et al 2005) Note: Subscript ‘Z denotes the current

period, and ‘#+7’ the future period.

On the other hand, the suggestion that the political economy context is likely to be an
important determinant of economic growth and technological change, is one with which
we agree. The question remains if, as we contend (along with writers such as North
(2005) and Nelson (2008)), the mainstream framework is inadequate for this task, how
can we understand this relationship? The micro-foundations developed in Chapter 2
provide only a basic ontology within which our processes must be framed. It is this

question we turn to in the next section.

3.3 A conceptual framework for understanding political economy of economic
growth and technological change

This section draws upon the analytical work done on the political economy of economic
development and seeks to articulate an analytical framework explicitly linking political
economy processes to technological change in the process of economic catch-up. This
framework will serve as a basis for understanding the political economy context for

environmental technology choice.

Managing the transfer, acquisition and diffusion of technology and the organisational and
institutional arrangements within which they are embedded is at the heart of the problem
of economic development. A general consensus amongst practitioners and academics has
developed over the last 15 years that a ‘hands-off’ regulatory state is not likely to be

sufficient to do the job (e.g. see Commission on Growth and Development 2008).
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Important ‘externalities’ mean that government (or other extra-market players) are likely
to have to use systematic intervention through various sorts of policy to support the
acquisition and diffusion of new technology (i.e. the governance capabilities to trigger
and sustain growth in Figure 3.1). The point we wish to stress here, drawing on the
arguments made in Chapter 2, is the importance of the links between zechnology and the
political economy. A point which is not articulated particularly well either in the
emerging literature on the political economy of development, or indeed the evolutionary
account of technological change. The analysis of Mokyr (1992, 1997), and Moe (2009,
2010) of the relationship between technological change and the political economy in the
context of the Industrial Revolution discussed in Chapter 2 suggests a useful conceptual

starting point.

3.3.1 Technology and political economy

Both Mokyr (1997) and Moe (2010) stress that vested interests have been an important
determinant of the pace and direction of economic and technological change. They point
out that the history of technological change is one in which the interrelationships
between the political economy and technology have been extremely important.
Technological change not only changes aggregate economic performance, it changes the
distribution of material benefits, particularly so in the case of technological and economic
changes that precipitate wide-scale structural or disruptive technological change. Mokyr
(1997) points out, technological change can elicit significant political resistance, as the
beneficiaries of incumbent technologies (be they artisanal craftsmen, industrial workers
or oil companies) seek to preserve and further the benefits they enjoy, or reap new
benefits. An individual or group’s ability to mobilise and articulate political power will be
dependent upon a number of factors including the difficulty or otherwise of mobilising
collective action, the extent to which interests are aligned with those of politically
powerful groups, the extent of the perceived change in welfare, and above all their own

political power in the first place.

It would be a mistake to think that historically, the links between technology and power
have only, or predominantly, been exercised through economic means, coercive power
and ideological power have also been extremely important in this interplay between
technology, economics and politics (Galbraith 1983). For example, throughout history

the pursuit of political power through military means has been a key driving force behind
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technological acquisition and advancement, technological advancements (in material
technologies as well as tactics), in the pursuit of ancient bronze-age warfare through to
the development of nuclear weapons in the twentieth century (Lipsey 2009). Similarly,
the pursuit of political power through ideological means has also been articulated in
technological development as in the ‘Space Race’ in the 1960s and 1970s, or as we will
argue in Chapters 4, 5 and 6 in the ideology surrounding electrification and the
construction of hydropower dams (Ruttan 2001; Williams & Dubash 2004). Similarly,
while we may harbour some fundamental doubts about North’s story, we can certainly
agree that important institutional arrangements have themselves been both cause and
effect of military, ideological and economic changes, just as in other cases they are

constitutive of inertia (North et al 2009).

What is important then about the emergence of a capitalist mode of production, is not as
on the NIE account stable property rights per se, but the particular form of institutions
that emerged in the Industrial Revolution, and importantly their relation to the means-of-
production, and of interest to us here, the technology of production.” Khan &
Blankenburg (2009) and Wood (2002) are correct to point out that the particular
institutional forms were instrumental in the emergence of capitalism and the Industrial

Revolution:

“Rapid productivity growth in England was associated with the emergence of a new system of property
rights (a ‘mode of production’) that required the imposition of a new structure of rights and institutions
that forced productivity growth in England in a way that did not happen elsewhere.” (Khan &
Blankenburg 2009: 340-341)

However, the technologies that were an intrinsic part of this change do not get a
mention. Khan & Blankenburg’s account of technological change while broadly
consistent with evolutionary economics, largely overlooks the implications of the
technological changes taking place during the Industrial Revolution. The supposition
seems to be that it was the form of property rights that emerged that spurred
entrepreneurship and innovation. But we contend that the story is more complex than

this. Incentives for innovation were in part a condition of institutional and political

53Tt should be pointed out that there is no inevitability about this process. The historical antecedents for these
institutional forms came about as much through the capricious vicissitudes of history as they did through the beliefs
and actions of individuals and groups.
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arrangements, but were also a condition of the #pe of technological advance that was

taking place.

As we argued in Chapter 2, technologies and institutions co-evolve, institutional change
and technological change are different facets of the same process. A key feature of the
Industrial Revolution, compared to other technological changes in the past was the
massive increase in labour productivity, enabled by technology that allowed cheap energy
to be applied to the process of production (Smil 2010; Wrigley 2011). This in turn
generated hitherto unseen increasing returns to scale (Lipsey 2009). The point to take
away from this is, while cheap energy resources were available elsewhere in the world, the
availability of the requisite fechnology was a necessary condition for the industrial

revolution.

Our contention is supported by Mokyr’s (2009) analysis that shows that the alternative
notion, that the development of property rights institutions for intellectual property
spurred invention and technological change (essentially an induced innovation account),
is not supported by the evidence. The IPR regime during the Industrial Revolution was
weak and often ineffective, and to reduce the incentives of inventors to simple benefit
seeking does not accord with the historical record, in common with McClosky (2009),
Evans (2000), Ogilvie (2009) Mokyr (2009), and Mokyr & Nye (2007) see this as
misleading. Other motivations such as honour and even altruism were important
incentives.”* Moreover, as Allen (2012) points out much innovation took place informally
as part of a collective learning process — part and parcel of those positive externalities to

technological innovation and diffusion.

Our position on the importance of technological change in the industrial revolution, and
in general for sustained economic growth approaches that of Lipsey (2009), who suggests
that the Western Scientific method was a critical condition for technological advance.”
This in turn may have been the result of historical contingencies, but it provided for the
systematic development of knowledge about the world, which enabled industrialisation

to take place. This is in accord with writers in the evolutionary economics tradition,

>4 Keynes” General Theory and the later works of Douglass North also place some emphasis upon the role of ideology

and beliefs in explaining human action.

55 To cite Lipsey (2009) “A necessary condition for the Industrial Revolutions was Western science whose roots lie as
far back as the scholastic philosophers and the medieval universities. Its absence elsewhere is a sufficient reason why
no other place developed its own indigenous industrial revolution.”(259)
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which repeatedly stress the importance of the means of invention and innovation, in
terms of funding for education, basic and applied research, and the development of
institutions such as R&D labs within firms and university systems (Freeman 1995; Lall

2000; Nelson 2004; Mowery et al 2009).

The important thing to come out of this story is not so much how the Industrial
Revolution was put in motion. Although this too is important both in a rebuttal of the
accepted wisdom of NIE, and an illustration of how intricate the articulation of these
processes is in complex, open systems. Rather, our interest is in how we can understand
the processes that emerged in this colossal structural change in the social order. We
suggest it is precisely at this period in history that because of the dynamic increasing
returns to the application of capital to productive processes, this is where power
articulated through economic means comes to predominate, where the technology rents

are used to enable further transition:™®

“The success of the British experiment was the result of the emergence of a progressive oligarchic regime
that divided the surpluses generated by the new economy between the large landholders and the newly
rising businessmen, and that tied both groups to a centralized government structure that promoted
uniform rules and regulations at the expense of inefficient relics of an economic ancient regime. Wealth -
inherited or earned - remained the source of political power, but as its base broadened, its political

objectives shifted.” (Mokyr & Nye 2007)

There are two important elements to the dynamic we wish to highlight here. First, the
massive increasing returns to scale allowed by the new technologies. Second, the way in
which this means that power shifted from being articulated primarily through physical
coercion or ideology, to power generated and articulated primarily, if not exclusively,
through economic means. This is not to suggest other forms of power are not important,
or indeed to afford any causal primacy to economic power (Marx 1867; Heffer 2011).
Ideology and coercive power have been and remain extremely important both in their
own right and in the articulation of economic power. But, we maintain that the change in
the social order that emerged as the Industrial Revolution is uniquely characterised by the
scale of generation of economic power articulated through the political processes, and

that this was enabled by technology.

56 Or at least technology-enabled rents, such as those associated with new energy realted technologies.
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Thinking about this conceptually, we can start to see an alternative framework emerging
which modifies that offered by Acemoglu et al (Figure 3.2) in some significant ways
(Figure 3.3). First, the process is cumulative and circular rather than linear, meaning that
the endogeneity problem cannot be assumed away. Second, while the distinction between
de jure and de facto political power remains important (as we shall see in section 3.3.2) for
the purposes of this exposition it is assumed that both types of political power perform
similar functions is-a-vie the techno-economic paradigm and political institutions.
Similarly, the reference to political institutions extends to encompass formal and
informal institutional arrangements. Third, and perhaps the most significant departure
from the framework in Figure 3.3, is that economic institutions are replaced by the
notion of a techno-economic paradigm, highlighting the co-dependency and co-
evolution of technologies and institutional arrangements (as stressed in Chapter 2).
Fourth, the link between economic performance and the political institutions and
distributional implications is made more explicit, economic performance enables political
institutions by providing the material wherewithal to support opperations. Fifth, two
important positive (Lamarckian) feedbacks are indicated (the discontinuous grey lines),
these are direct feedbacks not mediated through the broader political economy process.
One arrow, links economic performance with the techno-economic paradigm, and
represents the operation of firms, for example, in their search for more effective
routines, or alternatively as they seek directly to supress institutional forms and
technologies that are perceived not to be in their interests directly (such as in
warehousing patents). The second feedback is from political power to the distribution of
resources, as for example, states may actively seek to alter the distribution of resources
though redistributive taxation policy. These economic and political feedback pathways
would tend to be stronger and more important in advanced economies and liberal

democracies respectively.
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Figure 3.3: Linking politics and the techno-economic paradigm
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In common with Acemoglu et al’s framework, the main point of this framework is to
illustrate how the particular configuration of economic institutions, and in our
framework the techno-economic paradigm, is closely related to the particular
configuration of political power. For Acemoglu et al institutions need to be feasible
from the perspective of the particular configuration of political power. This is true in the
case of this framework too, although, in this case the relationship between political
power and the techno-economic paradigm is one best characterised as co-evolutionary.
Moreover, as with Acemoglu et al’s framework, this framework is suggestive of inertia as

a particular distribution of economic power is created through this process.

Nevertheless, the similarity is superficial. Whereas Acemoglu et al see the particular
political settlement as an equilibrium, suggesting static inertia, in our case we see a
political settlement emerging from a dynamic process and one that is constantly evolving,.
Dynamic increasing returns would serve to quickly reinforce an emergent distribution of
power, this settlement is not a precarious balancing act between competing interests, but
a system where inertia, lock-in and increasing inequality in the distribution of power are

intrinsic characteristics.” At the same time, the system is intrinsically unstable.

57Tt is interesting to note that for all the reliance of the Acemoglu et al/NIE account of institutional development on
North, his ontological commitments to significant dynamic increasing returns leading to institutional inertia, sits
uncomfortably with the notion of an equilibrium, something which his neo-classical acolytes seem to be oblivious. We
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Exogenous shocks are as likely to be important here as in Acemoglu et al’s framework.
But incompete understanding and uncertainty about outcomes means the system will
never be in equilibrium and always prone to unforeseen contingencies. This too gives
greater play to other expressions of power not incorporated here such as ideological and

coercive power.

This framework serves to emphasise the broad conceptual direction in which we are
going, and our contention that the techno-economic paradigm is part of a broader
political economy process, but it is not adequate to explain or examine how the political
economy of technological change is articulated in a particular context, and in particular in
the context of economic catch-up. To understand this we need to turn to the analysis of
the political economy of technological change in latecomer catch-up, and the work on

developmental states in particular.

3.3.2 Drawing on the experience of developmental states

In common with our argument, an influential and comprehensive review of the
institutional literature on East Asian economic development by Haggard (2004), stresses
the role of an understanding of the political context in an explanation of institutional and
economic outcomes. Haggard argues that a variety of institutional forms were able to
perform important developmental functions such as ensuring requisite property rights,
making credible and effective policy commitments, formulating effective policy and
constraining rent-seeking behaviour. In common with other writers including Acemoglu
et al (2005), Khan & Blankenburg (2009), Chang (1996) and Leftwich (1995, 2008),
emphasis is placed upon the understanding of functional outcomes not as an inevitable
consequence of some uniquely optimal institutional form, but as a consequence of the
motivations of those in positions of power, that is, as a consequence of politics. What
emerges as important from the analysis of East Asian development, is not that the
institutions played the function they did, other institutions may have performed equally

well or better, but how they were acatually able to do it:

“... to the extent that dictatorial regimes faced credible commitment problems, representative institutions
did not appear to be a necessary condition for solving them. Authoritarian governments established their

credentials with private actors through other commitment technologies: industrial policies, subsidies, rents,

may note, in support of North, that institutions are frequently shot through with anachronisms, frozen hard fast into
the structure of our social arrangements.
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corruption, particularistic ties, and simple ‘repeat play.” Through non-predatory behaviour and restraint,
sustained over time, governments signalled that the property rights of favoured groups were assured.
Institutions were not necessarily important, and to the extent that they were, they rested on more fundamental political

coalitions and exchange relationships.”’[emphasis added] (Haggard 2004: 62-63)

Leftwich (1995) offers a more detailed political account of the role of East Asian states in
the process of economic catch-up in his discussion of developmental states. In
developing an ‘ideal-type’ of developmental state Leftwich highlights key characteristics
of the political context in these states that allowed them to play an effective
developmental role. First, the presence of a narrow political elite committed to national
economic development, typically with close links to the military and administrative
organs of government. Second, these states were able to achieve relative autonomy from
competing special interests. Historically, this has been a consequence of the state’s ability
to consolidate its power without the interference of other interests. The paradigm
contrast is between states in Fast Asia and ostensibly similar states in South Asia, Latin
America and the Philippines. In the former, the political power of the Ancien Régime was
weakened by violent conflict and colonization allowing the emergence of a politically
autonomous developmental elite, in the latter, long standing economic and class interests
were able to capture the political process and effectively ensure that the state served their
interests, thus retarding development (Khan & Blankenburg 2009). Autonomy has also
been a consequence of the broader geo-political context, providing both the external
threat, which necessitated development, and external material (money and know-how)
from politically allied states (Stubbs 2008). Third, Leftwich notes the autonomy,
competence, and power the economic bureaucracy in developmental states enjoyed,
which in particular enabled them to effectively implement important policies. Fourth, the
relative political weakness and subordination of civil society. And, fifth, as a result of a
combination of the preceding factors, the ability of the state to effectively manage non-
state economic interests. State power was consolidated in such a way that it was able to
avold capture by the interests of capital. On one hand, the closeness and denseness of
formal and informal linkages between state and the emerging industrial sector played an
instrumental role in the relative success of industrial policy (importantly through
reducing knowledge asymmetries between policy makers and firms). On the other hand
the state was able to maintain its autonomy to effectively implement and monitor
industrial policy, a characteristic often referred to as ‘embedded autonomy’ (Chang 1994,

Evans 1998; Khan & Jomo 2000).
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Importantly, this points to a broader political settlement, which enabled the emergence
of states that were actively able to pursue economic catch-up. These regimes depended
on the subordination of other interests to the goal of national economic development.
This entailed the suppression of possible competing interests, enabled by the relatively
high degree of legitimacy these states enjoyed. This was, in turn, a function of their actual
performance, in terms of the delivery of developmental goods, such as jobs and rising
income levels as a consequence of economic growth, but also the delivery of services and
essential infrastructure (Leftwich 1995). The suggestion is that developmental states
represent a particular type of implicit political trade-off between the suppression of
popular political power and developmental performance (Fritz & Menocal 2007; Levy
2010; Levy & Fukuyama 2010).

Similarly, Khan & Blankenburg (2009), in their comparative study of the political
economy of industrial policy in South Korea, Thailand, Malaysia, India, Bangladesh,
Pakistan, Brazil, Colombia and Peru contrast the relative success of industrial policies for
technological catch-up in South East Asia, and the relative failure of industrial strategies
in South Asia and Latin America. They explain this based upon the incompatibility of the
particular political economy configuration with the successful implementation of

technology policy, and in particular the management of resource flows or rents.

It is not our purpose to understand the details of the process of economic catch-up in
developmental states, rather we are interested in explaining the importance of political-
economy processes to allow an understanding of technological change, and potential for
environmental technological change in particular. More specifically, drawing on the
experience of both successful and failed political settlements, the question is, how can we
articulate the political economy process in a conceptual framework that is at a sufficiently
general level to allow of application in this research? In order to enable us to do this we
turn to recent work by Khan (2010, 2012) Levy (2010), and North, Wallis & Weingast

(2009) and their work on political settlements.
Khan (2010) suggests that at the most general level a political settlement is one in which

the distribution of net benefits in a system is consistent with the distribution of what he

calls ‘holding power’, defined as:
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“Holding power refers to how long a particular organization can hold out in actual or potential conflicts
against other organizations or the state. Holding power is a function of a number of different
characteristics of an organization, including its economic capability to sustain itself during conflicts, its
capability of inflicting costs on competing organizations, its capability to mobilize supporters to be able to
absorb costs and its ability to mobilize prevalent ideologies and symbols of legitimacy to consolidate its

mobilization and keep its members committed.” (Khan 2010: 20)

Control over material or economic resources is likely to be an important determinant of
holding power. As we argued above, economic power is likely to become much more
important with the development of capitalism, both due to the scale of capital
accumulation needed to invest in modern industrial production, and once underway as a
consequence of the massive dynamic increasing returns to scale enjoyed by new forms of
production. When the distribution of benefits and the distribution of holding power are
consistent with one another the system will be relatively stable as the distribution of
resources, power and institutional structures are mutually reinforcing. The relationships
and the system will however evolve overtime through the evolutionary processes
outlined in Chapter 2. Institutional arrangements, both formal and informal mediate this
relationship. In a capitalist settlement formal institutions predominate, but in the context
of most developing countries informal, patron-client relationships are likely to be of

significance (Figure 3.4).

Figure 3.4: The interdependence of power and institutions
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Source: Based on Khan 2010

The distinction between formal and informal institutions is key for Khan. Khan (2010)

contends that in the early stages of economic catch-up politically powerful groups are
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unlikely to be able to capture benefits through formal capitalist institutions of property
rights and the rule of law, or indeed have the technological wherewithal to enable them
to effectively exploit the new techno-economic paradigm. And even when they do, the
capabilities needed to succeed in competitive markets are unlikely to be present from the
get go. Therefore, informal institutions can play a role in ensuring benefits are aligned
with holding power in a way that formal institutions could not. That is to say, if there is
to be institutional stability the mismatch between the structure of power and the
structure of formal emerging capitalist institutions needs to be met by informal
institutions, and in particular patron-client networks. The economic and technological
outcome of these resource flows are ambiguous and depend on how the process of
economic development is articulated zis-a-vie the particular political economy context, but
in all cases, resource flows mediated through both informal and formal institutions have
an important role to play in maintaining political stability through the process of
transition (Khan 2000; North et al 2009; Levy 2010). This argument is broadly in line
with the evolutionary approach we adopted in Chapter 2, and illustrates how this is likely

to play out in the context of a developing country.

Importantly for our purposes, the political settlement and the distribution of holding
power is likely to be related closely to the possibility of promoting structural change in
techno-economic systems. Conversely, inertia in the political economy settlement could
in some important cases be associated with inertia in techno-economic systems. The
extent to which technological change is either resisted or promoted by powerful groups
will depend upon the perception of the implications of the technological change for
those groups. Again, it is worth stressing that uncertainty and exogenous factors are
likely to play important roles meaning that particular settlements maybe more or less

stable over time.

The final component of Khan’s account that is utilized in this analysis is the notion of
rents. Here the term rent is used in a similar way to the notion of classical economic
surplus. That is the income accruing to the owners of property after the direct costs of
production have been paid for (Khan 2000a). The main types of rents and the
institutional structures sustaining them are identified in Table 3.1. Khan (2000a) takes
care to distinguish these rents from both classical economic surplus and in terms of neo-

classical economic theory. As opposed to the Khan’s (2000a) more ontological concerns,
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for our purposes a looser explanatory characterisation of these rents as economic surplus
will suffice. The import thing to note is the institutional arrangements or structure of
rights sustaining these rents and the source of the rent. Rents and rent-seeking are the

main means by which holding power is articulated.

Table 3.1. Rents and the rights sustaining them

Type of rent or surplus Structure of rights sustaining it

Classical economic surplus Property rights of capitalists over capital equipment and of
landlords over land
Monopoly rent Indivisible rights over lumpy assets or legal right to be sole

supplier in a market

Natural resource rent Exclusive rights over natural resources

Rent based transfers Transfers of rights through the political mechanism
Schumpeterian rents Rights over intellectual property

Rents for learning Transfers conditional on learning

Rents for monitoring Rights over residual earnings

Source: Khan 2000a

In terms of technology policy, rents may be allocated (by the state) to firms to promote
learning or innovation. This opens up the possibility for ‘government failure’. This
framework gives us a tool to understand where government is likely to fail and why.
Policies to promote technological change are technically demanding and require constant
monitoring. Rents will need to be put in place to incentivise technological learning and
better economic performance, but will need to be removed over time as firms become
more competitive, otherwise infant industries will face no incentive to grow up.
However, the optimal rent pathway (if there is such a thing) cannot be known ex ante.
Therefore, rents will need to be closely monitored and modified on a trial and error
basis. This in turn requires the technical capacity to perform this task, and the political
power to reduce rental allocations as performance improves, or where firms are not
performing, to reallocate assets and rents. In short, this requires a set of political
capabilities, which must be compatible with the broader political settlement (Khan &

Blankenburg 2009):

“...managing rents for technology acquisition is not just constrained by state capacities, but also and often
primarily by political constraints that prevent specific strategies of rent management from being

implemented...[...]...rent-management strategies... can themselves vary significantly given different
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internal political configurations of power, and their relative success depends on the ‘compatibility’ of these

institutions with these pre-existing distributions of power” (Khan & Blankenburg, 2009: 348-349)

Similar arguments are applicable to natural resources, and in particular fossil fuel
exploitation (Khan 2000; Kolstad & Wiig 2009). Given the features of a political
settlement discussed above, it becomes clearer to see how lock-in can emerge where large
rents are available. In the case of fossil fuel exploitation, the returns from investment can
be significant - as we have argued elsewhere this is a key characteristic of modern
capitalism which is frequently overlooked. It is likely that most of the rents associated
with these resources are dispersed throughout the productive and consumptive sectors
(including not just extractive industries, but processing and transformation, distribution
and with end users). This distribution of resource rents will be mediated by both formal
and informal institutional relationships. These rents, in turn, create vested interests with
the material and economic wherewithal and holding power to influence the development

of formal institutional structures.

Effective policy for climate change mitigation in the energy sector is likely to be subject
to just these types of political economy constraints. Just how constraints are articulated
in any given context will depend upon the distribution of holding power, the distribution
of material resources and the formal and informal institutions that mediate this
relationship. This in turn will depend on the more concrete considerations of resource
availability, the structure and relative power of energy sector firms and institutions on the
supply-side, the political power of the demand side, and the evolving national political
settlement within which this dynamic creation and recreation of the political economy

takes place.

3.5 Conclusion: political economy and technology for ‘green growth’

We started out this chapter with the observation that broadly neo-classical economic
thinking continues to predominate in questions of climate change mitigation policy in the
context of advanced industrial economies, but also and perhaps more explicitly in the
policy prescriptions doled out to developing countries. The simple answer is get the
prices right. At first glance this stands in some contrast to the substantively more
nuanced explanations of technological change and economic development which now

predominate in thinking on development.
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On closer analysis of the theory, however, we find the repeated retrenchment of the neo-
classical paradigm in the face of conflicting empirical evidence. Far from falsification,
neo-classical theory has ironically extended its reach from prices, to institutions, to
governance, to politics. And produced policy prescriptions to match. If it is not the
prices, then it is getting the institutions right, if not the institutions then the governance,
if not the governance then the politics. And what are the ‘right’ institutional, governance
and political arrangements? Precisely those which will allow us to get the prices right, and

this goes for environmental governance as much as it does economic governance.

Recent research performed under the auspices of the World Bank, focuses on, in order
of merit, considerations of internalizing knowledge and environmental externalities
(preferably through market based mechanisms such as the CDM), trade liberalization and
FDI, addressing financial market failures, and developing absorptive capacity in recipient
countries (Popp 2011b; Dutz & Sharma 2012). Even political economy and behavioral
issues get a mention, although there remains a strong aversion to the béte noir of selective
industrial policy (e.g. World Bank 2012). On closer analysis, the account of both
behavior and political economy is very narrow. Political economy emerges as a
consideration only due to government induced market distortions such as fuel subsidies,
not as a more fundamental condition of the system. Behaviour is also characterized in

terms of individual motivations, broader social structures are not considered.

As regards our concerns here, the treatment of the political economy of climate
mitigation is inadequate if not wholly absent. Political economy considerations are likely
to be critical for understanding the context for the implementation of mitigation
strategies, from the perspective of institutional arrangements to foster environmental
technology adoption and development, the implications for natural resource rents, and

from the more general perspective of capital accumulation and redistribution.

The process of industrialisation or economic catch-up is a process of structural change
that is unlikely to be distributionally neutral. This itself is likely to mean that changes may
be destabilising and face political inertia. This may be overcome through the
redistribution of political power managed through economic rents or other means, and
the formal and informal institutions that mediate this process. Moreover, the creation of

rents is likely to be central to the possibility of technological change in the shape of rents
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for learning. Both redistributional rents and rents for learning may coincide, but they may
not. Whether they do or not depends upon the political economy context. It is not only
that in the board sense that there will need to be some concordance between economic
and political power. But at the micro-level the configuration of political power will need
to be such that it can foster technological catch-up through the effective management of

rents, and address the vested interests emerging from incumbent sectors.

When considering the possibility of environmental technological change, the implications
for rents (whether they be technology rents, natural resource rents or something else),
and the extent to which the scale and distribution of rents is likely to change will be
important. Indeed, considering the scale of fossil fuel rents and the dramatic change in
the distribution of rents a more sustainable techno-economic paradigm may imply,
considerations of rents, their distribution and the political economy context, which
determines this is likely to be central to the possibility of this type of change occurring. It
maybe that in some contexts there is greater political space for environmental
technologies than others, but as we suggested in Chapter 2, this needs to be shown it

cannot be assumed.

We are now in a position to start to answer the first research question raised at the end
of Chapter 1. Our question asked to what extent systematic environmental technological
change was likely to be affected by the political economy, and what were the best ways of
understanding this relationship. In response to this Chapters 2 and 3 (and supporting
annexes) agrued that there are strong grounds for adopting an evolutionary approach to
understanding processes of technological change and economic development. This
seems to be the case for both an understanding of the micro-foundations for
technological change (Chapter 2), and an understanding of the broader process of
economic development (Chapter 3). We have also agrued that a direct implication of this
is that we can expect political economy processes to be directly implicated in structurally
significant technological change. Further, that the scope for structural technological
change to take place will be dependant upon the political economy context. An analytical
framework for elaborating this process (Figures 3.3 and 3.4) which stressed the
interlinkages between the disposition of holding power, the techno-economic paradigm,

economic performance, and distributional and institutional outcomes.
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The development of this framework also represents a step towards answering the
second, empirical research question, namely “To what extent have political economy factors
influenced the choice of technology in the electricity services industry of Vietnam? ” This question both
serves to test the utility of the analytical framework we have developed and generate
substantive understanding of a particular country context. Before testing the research
questions through the development of the Vietnam case study (Chapters 6 and 7), we
first need to understand how the techno-economic constraints fced by a particular
technological system interacts with the political economy. The next chapter looks at how
the political economy is likely to be elaborated in the context of the electricity sector

though an examination of the technological, economic and political aspects of the sector.
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Chapter 4: Political economy and technological change in
the electricity supply industry

4.1 Introduction

It is difficult to over-emphasise the importance electricity has acquired in the modern
world. Electrical light, power and heat have come to perform ubiquitous and critical roles
in all modern economic and social systems. Electricity has been a key driving force in
productivity growth and structural economic change since before the beginning of the
twentieth century (Devine 1983; Freeman & Perez 2000; Steiner et al 2000; Stern 2011).
And in terms of social welfare, electricity provision is associated with improved health
and educational outcomes, as well as improvements in household productivity (Winkler
et al 2011). The importance of reliable and affordable access to electricity supplies means
that power sector development is regarded as an integral and essential part of the broader
process of industrialization and economic catch-up (Williams & Dubash 2004; Victor &
Heller 2007).

Figure 4.1. Annual change in global electricity production and real GDP (5 year moving average)
1972 - 2010
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If anything, the relationship between economic performance and the use of electrical
energy has been strengthening. Empirical studies have found a strong relationship
between both increased electricity consumption and economic growth, and increases in

the proportion of energy consumed as electricity and economic growth (Ferguson et al
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2000; Yoo & Lee 2010; Payne 2010). These trends have been even clearer in countries
undergoing the process of industrialization, where both historically and in the
contemporary context, growth rates in electricity consumption have, with very few
exceptions, seen growth in electricity consumption outstrip economic growth

considerably (Figure 4.1) (Victor & Heller 2007; Hausman et al 2008).”

Figure 4.2. Global carbon dioxide emissions by source 2009
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Electricity, however, is also the largest and fastest growing source of carbon dioxide
emissions (IEA 2012a). The imperative of climate change implies the need to achieve
significant emissions reductions through technological change in the global electricity
supply industry (ESI) (Metz et al 2007; Ferrey 2009; IEA 2010; IPCC 2011). If we are to
be able to achieve emissions reductions sufficient to avoid the risk of dangerous climate
change, nothing short of a shift in the prevailing technological paradigm in the power

sector will be needed.

Changes to supply side practices and technologies could include switching to fossil fuels
with lower carbon intensity (e.g. from coal to natural gas), the roll-out of carbon capture
and storage (CCS), and similar end-of-pipe (EOP) carbon sequestration technologies,

expanded use of renewables and possibly nuclear generation, and improved operating

58 A crude indication of these trends, global growth in electricity consumption has consistently outstripped growth in
GDP, at a rate of 5.1% between 1960 and 2010, compared with real GDP growth of around 3.5% (IEA 2012, World
Bank 2012). In more recent years, global electricity production has increased about 82% from around 11,800 TWh in
1990 to over 21,500 TWh in 2010, and despite the global financial crisis, over the last decade production growth has
once again accelerated to around 3.5% between 2000 and 2010 (IEA 2012). Much of this resurgent growth has been
driven by rapid capacity expansion in emerging economies. The glaring exception to this being India, which during its
high-growth period between 1994 and 2006, saw average annual real GDP growth of 6.7% compared to electricity
consumption growth of around 5.0%. This is in part explained by India’s large service sector which has been a more
important driver of growth than in many other countries, and in part, by India’s notoriously dysfunctional power
sector which has extreme difficulties in meeting demands placed upon it (Victor & Heller 2007; Szirmai 2011; IEA
2012)
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efficiency in generation, transmission and distribution. Greater emphasis on demand side
management measures (DSM), and in particular on energy efficiency amongst end-users
are also likely to play an important role (Figure 4.3).” Changes in the nature of
generation technologies, the mix of generation technologies, and the need for demand
reduction measures may, in turn, imply concomitant change in the technological and
institutional organization of electricity systems, such as greater levels of distributed
generation and the development of so-called ‘smart-grids’. Meeting these challenges also
implies the need for significant investment in RD&D in energy technologies (Metz et al
2007; IEA 2010; Schleicher-Tappeser 2012). As yet the implications of these changes for
the future development of the sector remain unclear (Kinneke 2008; Kessides 2012b).
But the scale of the requisite changes should not be under-estimated (Unruh 2000;
Sioshansi 2009; Smil 2009; Solomon & Kirishna 2011; Tainter 2011; Fouquet & Pearson
2012). Nor should, if our previous analysis is correct, the scale of the barriers that are

likely to stand in the way of such a transition.

Figure 4.3. Energy related CO; abatement from the electricity sector of major economies
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The arguments in the previous chapters sought to establish a prima facie case for
incorporating political economy considerations in the analysis of technological change. In

the case of developing countries and technologies that allow the production of large

59 Renewables by convention includes wind, solar, wave and tidal energy, geothermal, biomass and waste to energy as
well as small hydropower. Large scale hydropower is excluded, usually defined at plants exceeding 30MW in installed
capacity are excluded.
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economic rents, distributional outcomes and therefore political economy considerations
are likely to be significant. In this chapter we argue that based upon a critical review of
the history of the sector and in the case of the technological changes needed to promote
low carbon development in the ESI, there is similarly a strong case to expect political

economy considerations to be important.

That the political economy is, in some sense, ‘important’ for outcomes in the power
sector, is uncontroversial and commonplace (e.g. Williams & Dubash 2004; Besant-Jones
20006; Victor & Heller 2007). The treatment of the political economy, and Aow it emerges
as important, however, differs considerably between writers. Advocates of power system
liberalisation and market-based reform, in common with the proponents of the neo-
liberal view of governance, have tended to treat political economy considerations as
potential sources of interference in otherwise rational techno-economic decision-making
processes, and as an exogenous barrier to otherwise desirable reforms (Bacon & Besant-
Jones 2001; Besant-Jones 2006; Jamasb 20006). Similarly, as noted in Chapter 2, and in
contrast to the more historical bent of the long-term energy transition studies, much of
the recent writing on technological change in the sector seeks to abstract from the
political economy context, placing a stress on individual behaviour, non-cost barriers or
market failures (Lewis 2007; Sovacool 2009; Smits & Bush 2010; Solomon & Krishna
2011; Wiustenhagen & Menichetti 2012; Negro et al 2012; Schleicher-Tappeser 2012;
Sovacool 2012). This literature tends to downplay the importance of real material costs
associated with low carbon technological change, which in turn means that the
implications for the change in the distribution of material wealth, and thus political

economy considerations are not taken seriously enough.

By contrast, historical treatments of ESI development and reform have tended to focus
upon the interaction between technological, economic, institutional and political
economy aspects of the sector (Hughes 1983; Hirsh 1999; Hirsh 2003; Williams &
Dubash 2004; Williams & Ghanadan 2006; Hirsh 2007; Victor & Heller 2007; Hausman
et al 2008; Clifton et al 2011; Hausman & Neufeld 2011; Millward 2011a; Millward

2011Db). In these accounts, political economy processes emerge, not as some adjunct to

%0 One common approach is not to mention increased costs at all. For example, a recent paper by Schleisher-Tappeser
(2012) much is made of immanent grid parity of solar PV with other sources of electricity in Germany. It forgets to
mention that cost parity is only achieve thanks to a subsidy to solar PV. Another approach is to calculate costs
including externalities or insist that costs are otherwise lower than fossil fuels (Sovacool 2008). Unfortunately, these
are profoundly optimistic estimations of cost. Such advocacy is misplaced in the academic literature, and may have
unforeseen negative consequences for the roll out of renewables, for example see Mints (2012).
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the functioning of a techno-economic system, but as an intrinsic part of the system.
Drawing on this work, and in a similar vein to Moe (2010), Mokyr (1997, 2006) and
Lipsey (2009), it is our contention that in common with the energy sector more generally,
a more systematic understanding of the importance of political economy dynamics will
be central to identifying the potential for technological change in the ESI, and that an

approach based upon Khan’s (20002) notion of rents can serve to elaborate this process.

The task in this chapter is broadly three-fold; to investigate the key factors driving
change and development (technological, economic and institutional) in the power sector;
to understand how political economy dynamics have entered into and influenced these
changes; and, to elaborate what implications political economy considerations may have

for technological change in the ESI.

To achieve these objectives we first draw on the history of the ESI. In a discussion of the
early development of the sector we investigate the motive forces behind the emergence
of the relatively stable techno-economic paradigm in the ESI during the 1930s, around a
dominant system design of large scale centralized electricity grids. We move on to look at
the development of institutional arrangements in the ESI (namely vertically integrated
monopolistic state owned or controlled regional grids) and how these arrangements
emerged through interactions between the incumbent techno-economic paradigm and
the broader social, political and economic context. Lastly, we move to more recent
developments and look at the post 1980 period of ESI liberalization. Appealing to this
evidence we go on to develop an analysis of political economy dynamics within the ESI
and characterize them as a fundamental response to the presence of significant economic
rents (or opportunities to generate rent-like transfers). Finally, we examine what the
presence of these rents (appropriable though the exercise of political power) is likely to
mean for different technologies and develop a taxonomy of rents associated with the

sector.

In what follows, section 4.2 starts with a discussion of the history of the ESI. Section 4.3,
looks at the emerging pressures facing the sector, while section 4.4 draws on this analysis
by elaborating rents likely to be associated with different technological options, and

section 4.5 concludes.
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4.2 Understanding the dynamics of power sector development®'

The ESI is sui generis, the nature of its technology and the resulting economic,
institutional and political dynamics that characterize the sector and condition its
development differ substantially from other industrial sectors, and as well as other
superficially similar network, utility and energy sectors (Grubb et al 2008; Hausman &
Neufeld 2011). In the case of the power sector, its particular technological characteristics
mean that the dynamic increasing returns resulting from economies of scale and scope
are particularly strong. This has, in turn, had significant implications for the development

and structure of the sectot.

The objective of this section is to draw out the broad technical, economic, institutional
and political factors that have shaped power sector development. Roughly following
Hausman et al (2008), we breakdown the historical development of the sector into three
overlapping periods, 1) the period of emergence and rapid technological development
from the early 1880s to the 1930s, by which time a relatively stable dominant system
design had been established; i) the long period from the 1920s until the 1980s
characterized by continuing expansion of the sector, incremental technological change
within the dominant system design and increasing public ownership and/or control of
the sector; and, iii) from the 1970s to the present, characterized by important changes in
technological dynamics, sector liberalization, and the large scale re-entry of private and
foreign capital into the sector. In this discussion we do not seek to give a detailed
account of ESI development, rather our emphasis is on teasing out interactions between

technological change in the ESI and the political economy of the sector.

4.2.1 Electrical utilities and the emergence of a techno-economic paradigm

In understanding the emergence of a dominant system design in the ESI, Hughes (1983)
offers a useful three-stage chronology of the development, 1) development of the small
utility; ii) development of a universal system and diversification of load; and, iii)
diversification of supply. Each stage is associated with particular technological and

economic advantages over the preceding arrangements. The transition between these

01 The reader should note that this section on the early development of the power sector draws on relatively few
available academic sources. Despite the importance of the sector, as Morton (2002) and Hughes (1987) have both
noted, the academic work on the sector remains relatively sparse, and in most cases concentrates on the development
of the power sector in North America and Europe. Nevertheless, in terms of development of the power system this
was to serve as a blueprint for development elsewhere. As a consequence this section draws heavily on the
comprehensive historical works of Hausman et al (2008) and Hughes (1983) supplementing these sources with other
authors where possible.
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stages overlapped and was not always smooth (see section 4.2.2), the advantages of these
developments proved influential and resulted in the gradual emergence of ESI utilities
and regional or national electricity grids that now dominate the ESI (Hughes 1983b;
Hausman et al 2008; Hausman & Neufeld 2011). By and large, these advantages also
represent fundamental technical and economic characteristics of power generation and
supply which have continued to influence the shape of electricity provision to the

present day (Morton 2002).

Electricity has been used for commercial purposes since the beginning of the nineteenth
century. In its earliest commercial applications electricity was supplied from isolated
sources, Initially chemical batteries and later in the nineteenth century, with the
development of electro-mechanical generation technologies, steam powered generators
rapidly became the dominant form of electricity supply. Electricity supply was typically
owned and operated by consumers in the form of isolated generation plants built on site
to meet on site consumption needs, usually for lighting or industrial purposes (Hughes

1983; Hausman et al 2008).

Initially, the largest potential market for electricity was deemed to be for lighting. In the
late nineteenth century, this market was largely served by gas companies operated on a
utility basis, owning both supply infrastructure and distribution networks through which
they supplied gas lighting to customers. Electricity entrepreneurs, most famously
Thomas Edison, saw an opportunity for electrical lighting utilities to compete with gas

62

using a similar model (Hughes 1983).” But it was not until the 1870s, with the invention
of the incandescent light bulb, that the prospect of a competitive electricity supply utility
became technically feasible.”** The first electricity utility with centralized generation,
distributing electricity over a geographically dispersed area to household and business

customers started operations in 1882 in New York (Hughes 1983; Hausman et al 2008).

02 Gas for street and domestic lighting provided from centralized plants through a distribution network to customers
over a geographical area were the first example of utilities, and presented the largest competitor to electricity utilities
(Hausman et al 2008, Hughes 1983). Neufeld (1987) comments, “Electric power companies historically faced stiff
competition from substitutes for centrally generated electricity. For example, the market for artificial lighting was
originally served by gas companies, and Edision’s initial pricing policies were based non on his production costs but on
the cost to his potential customers of gas lighting.” (693)

03 1In contrast to the previously available arc lighting, incandescent bulbs could be connected in parallel to a high-
voltage network allowing both individual customer control of the lighting and the provision of a level of light that was
suitable for domestic use.

64 Themselves a consequence of the development of more effective technologies for creating vacuums.
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Figure 4.4. Key technological developments and the expansion of electrical power use in US

industry 1870 — 1930
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In the years after development of the first utilities, a series of inventions made electricity
cheaper, more reliable and easier to distribute at scale (Figure 4.4). At the same time,
innovations in end-use technology meant that wider-use of electricity could be made by
consumers in manufacturing industry, the commercial sector and amongst households
(Devine 1983; Hughes 1983a; Hausman et al 2008). Exmaples include, the development
of the steam turbine greatly increased the overall efficiency and efficient scale of
electricity production over reciprocating generators. Improved transmission and
distribution technologies allowed larger grids to be developed and allowed access to
more distant generation sources, such as hydropower and coal-fired thermal plants at
mine-mouths. The development of relatively cheap, reliable electric motors to drive
machinery offered unprecedented flexibility to manufacturers, which were able to
capture significant productivity gains as a result. Household devices such as washing

machines, refrigerators and air conditioners also added to the increasing demand for
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electrical power (Devine 1983; Hughes 1983).

These technological changes enabled the rapid expansion of the power sector globally, in
cities, industrial and suburban areas and in more isolated locations such as plantations
and mines, gradually towns and rural users were incorporated into networks. The
geographical spread of electrical energy use was rapid, and by the turn of the century, in
urban areas it was already becoming ubiquitous. Hausman et al (2008) comment on the

dynamics of these developments:

“While the story in each country had unique aspects, the process of electrification followed certain
patterns. Globally, urban areas became electrified before rural ones. There was a strong preexisting
demand for light, power, and transportation. Over time, new devices to connect to the system were
invented or adapted, including products such as electric irons, fans, heaters, ranges, vacuum cleaners,
shavers, toasters, hot plates, and refrigerators. Every city and town in the world wanted electricity service.
By the turn of the century, or shortly thereafter, with the exception of the least developed areas of the
world, neatly every city and most of the larger towns had electricity service of some type...” (Hausman et

al 2008: 18)

Small electrical utilities spread quickly aided by technological change, which rapidly
enhanced their viability. However, up until 1917 in the USA and considerably later in
Great Britain, most electricity generation capacity was still installed in the form of
isolated generation units at industrial plants (Devine 1983; Hughes 1983; Hausman et al
2008). Initially, isolated plants had key cost advantages over utilities. They did not need
to develop an expensive distribution network over an extended geographical area to
supply customers as power was consumed in situ, nor did they have the administrative or
billing costs of utilities, and if steam were produced as part of the industrial process or
for heating, electricity could be generated as a by product (Neufeld 1987). Nevertheless,
the utility model enjoyed a number of important technological advantages that lead to
increasing economic returns to scope and scale, and resulted in the eventual emergence

of the utility as a core element in the design of electricity systems.

The first advantage that utilities enjoyed over isolated generation plants was their ability
to separate decisions about the citing of generation plants from considerations of
customer location. The first utilities had rather small distribution networks, and were
constrained by available transmission technologies. But with the development of

technologies that allowed the relatively long-distance transmission of electricity at higher
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voltages (Figure 4.4), these advantages came to the fore.”* This allowed generation
plants to be cited away from city centres in locations with cheaper real estate. In later
years, it also allowed greater flexibility in the citing of factories, which had previously
sought geographical locations with easy access to energy resources such as coal or
hydropower (Devine 1983; David & Bunn 1988; Hirsh & Sovacool 2006; Hausman &
Neufeld 2011).

Generation technologies available at the time also enjoyed considerable economies of
scale. In the case of thermal and hydropower generation technologies, larger generation
units tended to have more efficient operational attributes. This allowed utilities, which
supplied larger loads to realize returns to scale that were not available in smaller, isolated
generation units (Chao et al 2007; Hausman & Neufeld 2011; Severnini 2012). As with
transmission technologies, technological innovations in the sector gradually increased the
efficient scale of power generation equipment, further reinforcing the advantage of ever-

larger utilities (Kunneke 1999; Bejan et al 2011) (Figure 4.5).

Figure 4.5. Thermal efficiency and power plant size over time (left) and for gas turbines (right)
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Note: Thermal efficiency () differs from considerations of the optimal plant size in respect of cost per
unit of installed capacity. The latter cost curves for units of installed capacity measure only capital
investment costs, not variable costs. Nevertheless, between 1880 and 1980 (left) the large increases in

thermal efficiency seem to have been closely related to increases in the economically efficient scale of

95 The resistance of an electrical conductor is a function of the current and the inverse of the cross-sectional area of
the conductor. To transmit power over long distances without requiring prohibitively expensive transmission cables
with a large cross-section area, electrical power needed to be transmitted at high voltages and low currents. This
effectively precluded long distance transmission and constrained the geographical areas utilities could serve.
Development of transformer technology to allow voltages to be stepped-up for transmission, and stepped-down to be
safe for domestic consumption made larger scale transmission and distribution systems, and utilities economically
viable (Hughes 1983a; David & Bunn 1988).

6 In the so-called ‘battle of the currents’ between competing systems based upon alternating or direct current, both of
which could be produced by available generation technologies, in the end rested upon relative cost advantages and a
more simple technology from transforming AC compared to DC (Hughes 1983, David & Bunn 1988, Hausman et al
2008).
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power plants.

Third, electricity is not easily storable and requires that demand and supply be matched
in real time to ensure the stability and reliability of the network. As a consequence, the
generation capacity’’ requirements of a power system are not determined by average, but
peak level demand (similar considerations apply to other network industries such as ICT
and transport) (Kunneke 1999; Grubb et al 2008).”® For a plant that supplies a diversified
consumer base, whose individual peak demands differ over time, there is significant
opportunity to achieve higher utilization rates of generation capacity and, as a result,
much better returns on generation investment (Neufeld 1987; Chao et al 2007; Hausman
et al 2008; Hausman & Neufeld 2011).” What is more, larger networks with a diversified
consumption base tended to require lower reserve margins and enjoy higher load factors,
and hence were able to earn a better return from their assets.”” While these returns to
scope were not unlimited, in the eatly stages of system expansion they proved to be
significant. Expansion in demand was also being promoted through innovation in end-
use technologies for household, industrial and public use. The expansion in scope and
variety of demand allowed dramatic improvements in load factors and consequently

returns to investment for larger utilities (Hughes 1983, 1987).

Fourth, a larger supply and distribution network allows a greater number of generation
units in the network. Given that generation equipment periodically requires maintenance
and may sometimes breakdown, to ensure supply at these times back-up generation
capacity needs to be available. Spreading this back-up capacity over a larger network
effectively lowers the proportion of capital costs that need to be invested and increases

the average load factor for generation assets (Hausman et al 2008).”

67 Peak loads will also be determinate of the size of transmission and distribution equipment. However, the actual
capacity needs for T&D will depend on the portion of the load flowing through that section of the grid which depends
upon the particular way in which the grid is configured.

% For example, intuitively, for an isolated plant serving a factory, demand may be intermittent, demanding a peak
capacity of 20 MW for 5 hours a day (in other words demanding 100MWh of electricity), potentially the plant
operating at full capacity could produce 480MWh per day, so the plant would be running at approximately only 21% of
its capacity.

9 The rate of utilization of generation equipment is known as the load or capacity factor. This is measured in terms of
the proportion of which its rated capacity is used over a given period of time.

70 The reserve margin is usually defined as the total available capacity divided by peak capacity demand, load factors
reflect the proportion of the time overall capacity is used. For example, a load factor of 80% means that 80% of
generation capacity is fully used.

7! Intuitively an isolated plant would require 100% back up capacity in case of breakdown or when regular maintenance
is required, a network with two plants, if each were likely to be out of action 10% of the time, would require a back up
of only 50%, for 4 equivalently sized plants 25% and so on — up to the point where we may expect 100% of the back-
up plant’s capacity to be used.
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Figure 4.6. Construction cost declines, capacity (load) factor increases for coal generation in the

US 1882 - 2006

Specific construction cost Capacity factor
T T T T T T 1 T T T T T T
100 F 1
= . 08 r % 1
& o, %a® 8° a . o8 06 - [ b @™ P4
g : r‘"c: R = ‘.niu *4 u .:9 s %‘I)D,'qzégf
S 10° | b o 1 0
o g o o 04 - o 4
o 3 ,o’f\’mf’_, ¢
w oo )
i &
02 °° 77 R
102 . . . . k k 0 1 1 1 L 1 1
1880 1900 1920 1940 1960 1980 2000 1880 1900 1920 1940 1960 1980 2000

Source: (McNerney et al 2011)

Note: the Capacity or load factor measures do not only reflect the relative operating efficiencies of
technologies, they also reflect capacity needs relative to demand. Declines in the capacity factors in the
figure can therefore be explained in part, in the 1930s by the Great Depression, and in the 1970s by the Oil

Crisis and resultant economic problems.

Fifth, differing generation technologies have different cost attributes that lead to
significant economic benefits when operated together in the same network. Some
generation technologies have high up-front costs but relatively low operating costs,
whereas other technologies have lower capital requirements but large operating costs.
For example, in the early stages of ESI development improvements to generation
technologies meant that for a large expanding network with more efficient generation
capacity being constructed, capacity of an older vintage could be used in times of peak
demand only, again offering opportunities not available to isolated plants or smaller
networks. The relationship between the efficiency of generation and the load may differ
for plants of different scales. Large generation networks employing a variety of different
types of generation asset can run those with low operating costs continually to provide a
base-load supply, and generation assets that are more costly to run to provide power at
time of peak demand (Murray 2009). In the early years of power sector development, the
possibility of incorporating hydropower offered just such advantages (Hughes 1983;
Hausman et al 2008).

In addition, there are also a number of advantages that larger systems can enjoy through

the incorporation of hydropower resources.”” Due to the relative efficiency of hydraulic

72 The first hydropower station was developed in the 1870s and the first documented use of hydropower for electricity
supply was in 1878 by Sir William Armstrong, which used a small hydropower plant to generate electricity to power arc
lighting in his Northumberland home. Other early examples of hydropower stations in the US were at Grand Rapids in

90



turbines and the availability of cost-free energy, hydropower is generally cheap relative to
thermal power (WCD 2001; Kumar et al 2011; Severnini 2012).” Hydropower was also
generally more reliable than thermal plants in the early days of the ESI when emerging
thermal plant technologies were prone to breakdown. These cost advantages meant that
in the early years of ESI development wherever there were adequate water resources and

a demand for electricity, hydropower plants proliferated (Electricity Today 2000).

Most, but by no means all, the early hydropower plants were small by modern standards
with small storage reservoirs relative to their capacity, meaning they were particularly
vulnerable to seasonal variations in water availability. This seasonal intermittency in
hydropower availability meant it was much more valuable when part of a diversified
portfolio of generation assets including coal fired generation which was available year
round. Coordination of several hydropower plants operated as a cascade (i.e. a series of
hydropower plants on the same river system where the discharge of one plant becomes
the inflow to another) could also be optimized to maximize the value of electricity
output. The ability of larger utility networks to integrate and effectively utilize relatively
low cost hydropower therefore also represented a significant advantage (Hausman &

Neufeld 2011).™

Hydropower offers a number of additional ancillary benefits that can improve system
stability when operated as part of a varied generation portfolio (Kumar et al 2011). With
the exception of run-of river plants, most hydropower plants have the capacity to store
water in an impoundment area behind a dam.” Notwithstanding seasonal variability, this
means hydropower plants can effectively store power and to be used at peak times. What
is more, from a purely technical perspective, hydropower is particularly well suited to this

role as is can be brought on-line and off-line relatively quickly, plants can vary their

Michigan which was used to power arc lights for store fronts and a theatre in 1880 and at Niagara Falls which was used
to power machinery at a flour mill as well as street lighting in 1881, and later as part of a long distance AC transmission
line to supply load in Buffalo.

73 Severnini (2012) also claims that hydro’s cost advantage was maintained in the US until around 1950, when
improvements in transmission technology and the thermal efficiency of coal fired plants lead meant it lost its
advantage. It should be added, that each hydropower plant differs, it is also likely that the best, most accessible,
cheapest hydropower sites had been used up by the 1950s.

74 The importance of long distance transmission technology for enabling the effective utilization of hydropower (which
is frequently in remote locations away from load centres) is illustrated by the observation that in 1914 of the 25 highest
voltage transmission lines outside the US 23 were servicing hydropower plants (Hausman et al 2008). It seems the
potential benefits of hydropower were both an important factor in influencing the development of long distance
transmission technology and also had influence on the development of regional grid systems.

75 The size of the reservoir impoundment and ‘live storage’ capacity varies considerably with the design of the dam.
Run-of river hydropower plants typically have no impoundment, or very little live storage, whereas very large dams can
have a storage capacity which represents a large proportion of annual in-flows.

91



production in real time in response to variations in load, and work efficiently at different
generation loads (Kumar et al 2011). This contrasts with coal generation technologies,
which require time to be brought into operation, and cannot be turned on and off
quickly to meet changing demand. This necessitates the operation of ‘spinning reserves’
to maintain system stability. This in turn implies a significant cost as plants are effectively
running but producing no power (Murray 2009). Hydropower’s flexibility in managing
variable system loads and maintaining the quality of power supplies is extremely valuable
in maintaining overall system reliability (Altinbilek et al 2007; Kumar et al 2011).”° This
was particularly the case in the early years of power sector development when other
technologies more flexible than coal (i.e. such as fuel oil, diesel and gas turbine

generation technologies) were not available at scale.

It is worth noting that due to the cost advantages enjoyed by hydropower, in countries
where significant hydropower potential is available it has frequently been a key
technology in the eatly development of the sector. For example, in the USA, over 40%
of electricity produced was from hydropower by the early 1900s, a figure which had
dropped to about a third by 1940, but in areas such as the North and Northwest of the
country where hydropower resources were abundant approximately 75% of power was
generated by hydropower (Bureau of Reclamation 2008; IEA 2011). The dominant role
of hydropower has tended to change once the best hydropower resources become fully
utilized and power systems come to rely on what are generally initially more expensive
thermal generation technologies (Electricity Today 20006). This remains the case today
and can be seen clearly in the gradual decline of the share of electricity produced by
hydropower overtime, as well as the greater reliance on hydropower in developed

countries with smaller less developed ESIs (Figure 4.7).

These advantages combined firstly to favor utilities over isolated plants; secondly to
favor systems with a more diversified and larger demand (pointing to the co-evolution of
demand and supply side technologies); and, thirdly, to favor systems with a more
diversified supply. These all represented returns to scale resulting from the emerging

techno-economic characteristics of the ESI. These are summarized in Figure 4.8.

76 Conversely hydro-heavy electricity systems are vulnerable to hydrological risks, such as droughts.
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Figure 4.7. Share of electricity production from hydroelectric sources by country income group
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Figure 4.8: Systematic techno-economic advantages of electrical utilities and their increasing scale

in the early stages of power sector development
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The strength of increasing returns to the scope and scale of networks meant that systems
relatively rapidly converged towards what can be considered a dominant system design
(Chapter 2, section 2.2.3), which has since seen little fundamental change.”” Until
relatively recently, significant technological changes in the ESI that have taken place
since the 1930s such as ever-larger coal-fired thermal and hydropower plants, higher-
capacity long-distance transmission technology, improvements in the management of
scheduling, dispatch and capacity expansion in large networks, and, in the 1950s, the
development of commercial nuclear power, have been technological changes along the
same technological trajectory and have continued to enhance these returns to scale and

as a consequence lock-in a dominant system design in the ESIL.

Despite the dominance of techno-economic factors in determining the emergence of this
technological paradigm, as pointed out in Chapter 2, we should be cautious about
arriving at to overly reductive conclusions relating to the emergence of the paradigm.
Learning effects leading to improved technologies and falling costs also played a role in
the expansion of the system (Grubler 2004; Wilson 2012). As the historical scholarship
indicates evolving behavioral routines, in terms of emerging socio-cultural influences
added to the momentum of the developing techno-economic paradigm. This is illustrated

by the focus of R&D efforts, as well as the broader engineering approaches to the ESI.

As suggested by Dosi (1982) and Unruh (2000), this pattern of technological
development has likely been influenced by feedbacks between the technological
trajectory set in motion by these economies of scale and the process of defining the
research agenda.” Hughes (1983) comments on the emergence of the technological form
of the large-scale regional utility towards the end of this period of intense innovation and

technological change:

“In the 1920s, however, engineers, managers and financiers realized that a technical form — the regional
system — had fulfilled inherent implications and could be considered conceptually mature. This realization
was manifested in engineers’ and managers’ conceptualization of underlying technical and economic
relationships; their deft identification of critical problems and efficacious solutions; and their introduction

of institutional forms that were suited to expansion; and their development of organized knowledge

77 Although as Kunneke (2008) notes we may now be on the verge of a significant change in these arrangements,
discussed below.

78 Using Freeman and Perez’s (2000) taxonomy and from the point of view of incumbent fossil fuel and hydro based
generation technologies, the development of nuclear technology may be regarded as a ‘radical technological change’,
but from the point of view of the power system in general it represents only a incremental innovation. See the
discussion of individual technologies below.
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(science of technology) about regional power systems.” (Hughes 1983: 363)

Evidence suggests that other influences such as national security and fuel availability also
influenced R&D choices and consequent technological trajectories (e.g. on nuclear
technology see Cowan 1990; and on energy efficiency see Reddy 1991). These efforts did
not seek to fundamentally change the techno-economic paradigm, but essentially
concentrated on solutions within it. The technological trajectory and associated R&D
activity that took place within the power sector, is best understood using Dosi’s (1982)
characterization as ‘normal incremental problem solving’ within a technological regime, a
process from which non-disruptive technologies tend to emerge. As such, these
technological changes have acted to further consolidate the dominant design and, in

. . . . 79
most cases, 1tS orgamzatlonal attributes.

A further consideration is the co-development of a particular engineering ideology also
associated with the system design. Hughes (1976, 1983, 1987), Morton (2002), and
Hausman et al (2008) note that the emergence of an engineering ‘ideal’ acted to further

entrench the focus on achieving scale economies:

“...owing in part to the economies of scale made possible by building large power plants and transmitting
the resulting electricity over increasingly longer distances. Soon municipalities were linked into single
systems, then regions and states...[...]...the engineers who were making it possible were simultaneonsly
establishing a technological ideal of great importance - the goal of a single, unified system covering a huge region,
an entire nation, or perhaps someday a whole continent (or, indeed, the entire world). The obsession with
increasing scale dominated both the engineering effort and the publics” debate over its results for the next

half century.”[emphasis added] (Morton 2002: 60)

These examples serve to illustrate the role non-technological, non-economic factors
likely played in adding to the momentum of the dominant system design, and the global
diffusion of the ESI. Indeed, engineering visions of large-scale electricity grids may
occasionally have outpaced the technological capacity to realize them, as seems to have
been the case with the Heinemann-Oliven project announced at the Second World
Power Conference in 1930. This proposed a regional high voltage grid in Europe,
stretching from Oslo in the north to Rome in the south, and from Lisbon in the west,

through Bucharest to Rostov in the east (Hausman et al 2008).

79 While nuclear power from an energy technology perspective could be classed as a radical technology, from the
perspective of the ESI it did not affect the dominant design of the sector see Markard & Truffer (2006)
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This techno-economic paradigm was not confined to the relatively developed parts of
the world, but was quickly spread globally through the transfer of technologies and
engineering know-how. Western engineering institutions trained cadres of engineers
from all over the world, leading to the rapid global propagation of these ideas (Hughes
1983; Coopersmith 1993). The dominant system design has been (and in many cases
continues to be) influential in the development of the power sector throughout the
world, with significant influence on the development of the sector in the former USSR,
Latin America, Asia and parts of Africa (Singer 1988; Coopersmith 1993; Williams, &
Dubash 2004; Yeh & Lewis 2004; Williams & Ghanadan 2006; Victor & Heller 2007;
Tafunell 2011). While economic growth and the associated expansion of the ESI was
slower to get going in these regions, the technological objective and the techno-

economic rationale guiding the development of the sector has been essentially the same.

4.2.2 Co-evolution of institutions: ownership and control of power systems

At the same time as the gradual emergence of the dominant system design, the
institutional arrangements of the ESI were evolving. The institutional corollary to the
technological ideal of the centralized regional grid was that of a state owned, or at least
very tightly regulated, vertically integrated monopoly. This was based upon
considerations relating to the likely depredations of monopolistic electricity suppliers,
issues relating to raising finance for the sector and the role of ESI in the provision of
public goods. These all represented considerations stemming from the basic
technological and economic characteristics of the sector. The rational response to these
issues was deemed to be one of state activism through direct ownership and tight
regulation of the ESI (e.g. see Jaccard 1995). A review of the historical development of
these institutional arrangements, however, shows them not to be a product of rational
design, but the outcome of complex historical processes in which political economy

considerations played an important role.

In the eatly years of ESI development in the USA and Europe, power utilities tended to
be privately owned and operated by relatively small companies operating in discrete
command areas, usually centered on an urban municipality or location of industrial
activity (e.g. a plantation, mine or close to a hydropower source). In much of the early
global expansion of the power sector through late nineteenth century and the early

decades of the twentieth century, this pattern was repeated, private companies and their
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financial backers were the prime movers, electricity systems were often fragmented, with
separate utility networks of limited scope based close to large load centres (e.g. see Yeh
& Lewis 2004; Victor & Heller 2007; Clifton et al 2011; Hausman & Neufeld 2011;
Millward 2011a; Tafunell 2011).

At the same time more extensive regional transmission and distribution grids using ever-
larger generation technologies were emerging. These started to answer the technological
and economic imperatives of the increasingly dominant engineering paradigm. By the
1930s in Germany’s Ruhr valley, North Eastern USA, the USSR and Great Britain to
name a few, large scale grids were being developed interconnecting varied loads with a
range of generation sources over large areas (Hughes 1983a; Coopersmith 1993;
Hausman et al 2008). While the private sector still dominated electricity production, the
substantial capital requirements of the ESI (Table 4.1), especially in the early years of
expansion and transmission system development required the mobilization of financing

from a range of different sources.

The capital requirements of a rapidly expanding ESI necessitated a means of financial
intermediation that could act to pool and mobilise the kind of investment capital

80
needed.

Specialist banking institutions and holding companies developed that were able
to draw on broad financial networks. These institutions were able to spread risks that
could be involved in providing finance to individual utilities, and their understanding of
the sector better placed them to assess investment risk in what were technically complex
undertakings. They were also better able to access capital markets than smaller
companies. In addition, they enjoyed advantages related to access to accumulated
technical expertise and management know-how, upon which smaller firms were unable
to draw (Chandler 1992; Chandler et al 1999; Hausman et al 2008). Public investment
was also important in some locations with municipalities, regional and national
governments engaged in ESI investment. This was particularly the case with the
development of transmission grids and large-scale power plants (such as the Tennessee

Valley Authority (TVA)) (Hausman et al 2008; Hausman & Neufeld 2011). Generally, the

pattern of ownership and control in the global ESI was extremely complex:

“Electric and gas utilities in the various countries have developed in a variety of ways. In some countries

80 Similar to the processes involved in latecomer catch-up suggested by Gerschenkron (1962) (see Annex A3).
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foreign capital has played a major part, in other nations public ownership and operation has been entirely
or almost entirely responsible for their growth and development, while in still other lands private
companies, municipal plants, State or Province ventures, and mixed public and private schemes have each

contributed in building and operating these industries.” (England 1936, cited Hausman et al 2008: 23)

Notwithstanding this complexity, a key emerging trend in the sector was the importance
of private and foreign capital in the ESI, a trend which continued up until the Second

World War (Annex A4, Table A4.1).

Table 4.1. Capital output ratios for selected utilities and manufacturing industry in the USA 1900 -
1937

Street and

Electric light Steam . All
. Telephones electric .
and power railroads . manufacturing
railways

1900 12.48 6.43 412 6.85 0.79
1904 10.26 5.15 3.25 6.61 0.89
1909 10.27 4.49 2.77 6.16 0.97
1914 10.83 4.59 2.16 5.06 1.01
1919 5 3.52 1.77 4.29 1.02
1929 3.55 3,57 1.57 3.21 0.89
1937 2.76 4.27 2.01 3.52 0.74

Source: Neufeld 2008

State involvement also came in the form of granting franchises to utility operators — who
were dependant upon access to public rights of way for their distribution networks.
Price regulation to reign in monopoly profits was adopted in most jurisdictions based on
some calculation of service costs allowing for what was deemed a fair return on capital,
ot a so called ‘cost-plus’ tariff. This was gradually replaced by pricing regulation based on
the long-run marginal costs of supply in the 1970s. Nevertheless, between the early 1900s
and the last quarter of the century, cost-plus price regulation was an important feature of

the institutional arrangements of the ESL.

The ESI was also starting to see a gradual institutional change, the expansion in scale and
scope of the sector, the emergence of national electricity grid systems, and the
development of a universal service as supply networks extended to rural areas, generated
greater political interest in the sector, a concomitant rise in state regulation and in some
cases state ownership of the sector. This in turn meant the gradual withdrawal of foreign
and private capital from the sector (Victor & Heller 2007; Hausman et al 2008; Clifton
et al 2011; Millward 2011a). These changes happened at differing paces and to differing
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extents in different parts of the world, with public ownership of the ESI in continental
Europe taking off in the interwar years, and globally in the post war period. This
coincided with the view of an increased role for the state in mobilizing capital to enable
the realization of the ‘big-push’ externalities particularly associated with investment in
public infrastructure. By the 1970s, in practically all countries’ power sectors were
publicly owned monopolies, with the major exceptions of West Germany, Japan and the
USA — although even in these countries the sector was heavily regulated (Bacon 1995;
Gratwick & Eberhard 2008). In countries with sufficiently developed power sectors,
vertically integrated regional or national grids were the norm. In general, the role of
international finance had diminished and power sectors were domestically owned and

controlled (Annex A4, Table A4.1).

This shift in organization, ownership and control, while taking place in highly
idiosyncratic ways in different locations over the period, are typically explained in the
economics literature as a response to three salient techno-economic features of the
sector, 1) its status as a natural monopoly; ii) the presence of significant transaction costs
associated with large sunk costs and slow turnover of capital stock in the sector; and, iii)
the provision of important public goods associated with managing a grid system and

operating power generation technologies (Jaccard 1995; Chao et al 2007).'

First, the power sector was generally regarded as a natural monopoly (Gratwick &
Eberhard 2008). As costs tended to decrease with the scale of production, it was cheaper
for one firm to supply electricity than two or more competing firms. Intuitively, duplicate
distribution networks and larger efficient scales of power generation (discussed in section
4.2.2 above) are lower cost than multiple distribution networks in one area and smaller
competing generators (Bacon 1995; Chao et al 2007). Complete control of the market
would in the first instance allow the generation of monopoly profits. Additionally,
because monopolistic firms do not face a competitive market for their goods, they are
potentially able to generate supranormal profits. The ability to engage in price
discrimination by charging higher rates to consumers with greater demand inelasticity,

allows monopolistic electricity providers to capture a greater share of consumer surplus

81 Jaccard (1995) mentions a range of other potential public goods (provision of employment, up-stream and down-
stream linkages). These have not been included here as these are not directly associated with the essential technical and
economic characteristics of the ESI, rather they are contingent, and frequently used as political and ideological
arguments for state ownership and control. These ‘public goods’ are discussed below in greater detail, but as
elaborations of political economy processes.
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and generate greater profits. For example, monopolistic firms may supply electricity at
much higher tariffs to households than energy intensive firms. Households tend to
display low price elasticity of demand, where as energy intensive industries tend to be
sensitive to changes in the price of what is a key input.*”” The justification for government
intervention in the sector in terms of ownership or regulatory control, is given by the
potential for electrical utilities to generate high levels of monopoly profits (or monopoly

rents) (Neufeld 1987; Jaccard 1995; Neufeld 2008).

Second, the cost structure facing an electricity utility means that it is particularly
vulnerable to transactional risks (Neufeld 2008; Hausman & Neufeld 2011). The
electricity sector is particularly capital intensive and capital in the electricity sector is
relatively long-lived.” Because much of the capital is invested in transaction-specific
stock, for which there are limited alternative uses, there is a large difference between the
value of the stock realized as a consequence of use for its design purpose, and the next
most valuable use (Williamson 1985). Indeed, in many cases, the next best use for capital
stock in the power sector is as scrap metal. To guard against the risk of not being able to
sell their electricity, investors enter into long-term supply contracts. But, there is always
the possibility that the other contracting party may renege on the contract. Alternatively,
as the contact cannot possibly cover every eventuality, contractual arrangements are
likely to require periodic renegotiation, at this point the electricity purchaser is in a
stronger bargaining position and may seek more favorable terms. In both cases, the high
level of sunk costs means that once invested the owner of the capital stock stands at a
clear disadvantage in negotiations. The high level of capital intensity and the long-lived
nature of the capital stock compound this risk (Chao et al 2007; Hausman & Neufeld
2011).* As a result the investor may be reluctant to undertake the investment in the first
place. Vertical integration of utilities can act to mitigate some of these risks as all
transactions within the sector would take place within a single firm. State ownership or

control of the sector could also effectively internalize these risks (Besant-Jones 2000).

Third, the power sector provides a number public goods, which would be difficult to

internalize into the costs of a privately owned and controlled firm, therefore justifying

82 For large scale industrial users it may also be feasible to switch energy supply away from electricity to other energy
sources (e.g. in steel production).

83 According to recent EIA (2010) estimates between 25 — 80 years for generation assets.

84 This is closely related to the notion of the ‘obsolescing bargain’ discussed below.

100



public ownership and control (Jaccard 1995; Gratwick & Eberhard 2008).” The narrow
public goods provided by the sector include the coordination of planning and ensuring
capacity requirements are met, maintenance of a plant mix by fuel and type reducing
energy security risks, and the need to fix responsibility for maintaining the security of the
system (Murray 2009). To this we may also a unified operational control of the systems

to ensure grid reliability and prevent cascading failures (Chao et al 2007).*

Jaccard (1995) points out that the public good rationale covers a broader range of
different arguments that have been deployed covering different characteristics of the
sector which have been important in different times and different places. Broader ‘public
goods’ include provision of employment in the ESI itself, employment in fuel and
equipment input providers, employment in sectors which receive subsidized electricity,
cross-subsidization of strategic or otherwise favored sectors, and cross-subsidization of

supply to rural locations and poor households.

These arguments offer a first-order rationale for, what was by the 1970s, almost
ubiquitous state ownership and control of the ESI globally.”” However, to portray the
ostensibly stable institutional arrangements that had emerged, as a rational response to
the considerations of monopoly, transaction costs or public goods is misleading. A
review of the historical literature on the development of the ESI shows that these
changes were not only, or even primarily, a prudential response of rational states, but the
outcome of often-complex political processes (Williams & Dubash 2004; Hausman et al
2008; Neufeld 2008; Hausman & Neufeld 2011; Millward 2011a; Millward 2011b).

Instead notions of efficiency and public good appear along-side the play of vested
interests, and geo-strategic considerations. Often they appeared as part of a justification
for government action, sometimes as window-dressing, sometimes as genuine ideological
commitment. Notions of public good were extremely broad and open to interpretation,
reflecting commitments to objectives such as employment generation, universal service,
energy security, modernization and economic growth. The gradual development of
monopolistic national utilities was uneven and contested, and illustrates the importance

of political economy dynamics in understanding the development of the sector.

85 Although these may not be ‘pure’ public goods in the textbook sense of goods, which are non-excludable and non-
rivalrous, they do have public good attributes.

86 For example, in maintaining synchronized frequencies in different parts of the grid.

87 We look at how this rationale may have been succeeded by that of sector liberalization in section 4.2.5
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4.2.3 Politics and the coevolution of institutions

In spite of the available returns to scale enjoyed by large networks, writers such as
Hughes (1976, 1983) and Hausman & Neufeld (2011) point out that the development of
large scale grids and interconnection of municipal utilities in the 1920s was often resisted
in the USA, Great Britain and Germany as they threatened vested political and economic
interests. For example, in the case of the proposed Giant Power project in Pennsylvania,
long distance transmission lines from mine-mouth plants threatened a range of interests.
These included municipal governments who would no longer be able to exercise the
degree of control they enjoyed over generator revenues and rail firms that were
threatened by the potential loss of custom from the transportation of coal from mines to
power generation plants (Hughes 1976). Another example is the ‘Superpower’ project
proposed in 1921 to develop an integrated system transmission grid system between
Boston and Washington. This promised a 40% reduction in total costs, but also
floundered in the face of opposition from utilities operating in the area who could not be
convinced that the benefits to them would outweigh their loss of control (Holland &
Neufeld 2009). In these cases, inertia emerging from the political economy context
slowed the realization of the engineering ideal and the formation of institutional

arrangements to facilitate that.

In 1930s Britain and the USA, state involvement in the power sector and the promotion
of larger regional grids was in part as a response to the exigencies of the Great
Depression (Hughes 1983; Hausman & Neufeld 2011). In the case of federal
government investment in hydropower in the USA such as the TVA and associated
developments, the ability of government to mobilize finance to cover the high upfront
costs of the generation plants and associated transmission lines, the public ownership of
land where these projects would be cited, and the significant public good of cheaper
electricity, rural electrification and industrial development in an economically depressed
region of the US provided significant justification for state intervention (Hughes 1983).
Even with this significant technical and economic advantages, public good rationale, and
federal backing, the development of these hydropower projects encountered significant

resistance from private utilities and parts of government hostile to federal government
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involvement. Similarly, in Great Britain, the development of the National Grid despite its
technical and economic advantages also faced opposition from private ESI utilities and

was only enabled by the prevailing political climate during the depression (Hughes 1983).

Notwithstanding increased public investment in the ESI in the USA and Great Britain in
the interwar period, private sector generation utilities continued to dominate. This was in
contrast to the situation in continental Europe, where public ownership developed eatlier
(Millward 2011). Again, the evidence points to the predominance of political concerns
related in this case to national security. Millward (2011; 2011a) suggests the actual
reasons for public ownership of utility industries in continental Europe up to 1939, were
related primarily to geo-strategic considerations of territorial integrity and industrial-

military capabilities amongst competing, geographically contiguous states:**

“....public ownership was not the prime instrument for dealing with natural monopolies and related
dimensions of market failure (for which arms’ length regulation was the most common instrument); nor
can its occurrence be found in government policies to avoid worker exploitation...[...]...public enterprise
was often an instrument for promoting social and political unification, securing national defense and
related strategic considerations, in some instances for promoting economic growth, with regulatory failures

and socialist pressures playing a more subsidiaty and/or occasional role.” (Millward 2011b: 377)

Techno-economic and public good considerations did seem to get greater purchase when
the political environment was favorable. Such as in times of national security or
economic crises, or when in the interests of the nation state, private sector vested
interests could be more easily overridden. The paradigm example is perhaps the radical
upheavals caused by the Russian Revolution in October 1917 and subsequent civil war

which led to the opportunity for wholesale reform of the sector:

“Where Russia differed was the collapse of the old regime and its replacement by a new government
whose leadership viewed science and technology as essential components in their quest for a socialist
society. Only in revolutionary Russia, when the old tsarist power structure and techno structure had been
discredited and a revolutionary government explicitly desired to transform society, did the goals of large-

scale electrification and of the new political elites successfully converge” (Coopersmith 1993:14)

88 In contrast, as Yergin and Stanislaw (1998) point out, British military power was perceived as being dependent upon
sea power, which motivated the public acquisition of a controlling stake British Petroleum, as oil was the energy
resource seen as essential to maintain military supremacy.
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In the case of the USSR, Coopersmith notes that the electrification plan was out of synch
with conventional economic logic, which may have favored a more incremental approach
to improving on existing supply arrangements and a greater concentration on large urban
load centres. But the engineering ideal of a large-scale centralized system, was aligned
with the new structure of political power. The New Economic Plan (adopted in 1921)
and subsequently the First Five Year Plan (1928 — 1932), with the objective of promoting
rapid industrialization had electrification at its heart (Dobb 1949; Coopersmith 1993).
The technocratic bent of socialism, the ideology of common ownership and
modernization, the strategic vision of industrialization and perceived need to bolster
military power, propelled wholesale reform of the ESI’s technological, economic and
institutional arrangements. Within the Soviet sphere of influence, this pattern of ESI
development was to have a lasting effect on the structure of the industry (Williams &

Dubash 2004).

Faith in the private sector as a means of achieving social well being had been shaken by
the Great Depression. The post war period (1945 — 1970s) was marked by an increased
state intervation and public ownership, and the withdrawal of private capital from the
ESI. The perception was that state control of the strategic ‘commanding heights of the
economy’ was justified by practical and ideological considerations. Yergin & Stanislaw’s
(1998) account of the rationale for nationalization of industries in the case of post war

Britain is illustrative:

“...that as private businesses, these industries had underinvested, been inefficient, and lacked scale. As
nationalized firms, they would mobilize resources and adapt new technologies, they would be far more
efficient, and they would ensure the achievement of the national objectives of economic development and
growth, full employment, and justice and equality. They would be the engine of the overall economy,

drawing it toward modernization and greater redistribution of income.” (Yergin & Stanislaw 1998:20)

Appeals were thus to technical considerations of efficiency and resource mobilization,
but also to the broader public goods of economic growth and modernization, and
considerations of social equity. Arguments relating to private monopolies seemed to play
a less important role. Again in this case, the dislocation of the political settlement caused
by the war and its aftermath, shifted the balance of political and economic power,
allowing institutional change in the ESI to take place. In other cases, despite the

disruption of war, ESI institutions remained relatively intact, and private regional utilities
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continued to operate albeit under tight regulatory control and as part of a regional

transmission grids (e.g. in the USA) (Pond 2006; Hausman et al 2008).*

At the same time, these institutional developments were accompanied by the
development of civil nuclear power in France, the UK, the USA and the USSR, which
served to reinforce both the dominant system design and role of the state in the ESI
(Cowan 1990). In many ways nuclear power technology embodied the institutional and
techno-economic paradigm that had emerged in the ESI in the 1930s, comprising of
large generation units supplying relatively inflexible base-load (Thomas et al 2007). Large
upfront capital costs, the risky nature of investments in a new and complex technology,
important safety and security aspects, and the perceived strategic nature of the
technology necessitated intensive state intervention in the mobilization of capital, and in

the development and diffusion of this technology (Damian 1992; Thomas 2010).

Figure 4.9. Global nuclear power fleet cumulative installed capacity and proportion of global

electricity consumption (left), and annual change in capacity (right) 1950 - 2013
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There are a number of different factors driving the adoption and relative success of
nuclear programmes in different countries. The initial impetus to develop nuclear power
was for military purposes, only later did technical and economic considerations come to

the fore (Cowan 1990). Many of the countries that adopted nuclear technology, such as

89 Indeed, White et al (1996) comment: “Since passage of the Federal Power and Public Utilities Holding Company
Acts in 1935, the electric power industry has remained one of the most tightly regulated sectors of the U.S. economy.
Through lengthy and litigious proceedings, state and federal regulatory commissions adjudicate the prices, capital
investments, financial structure, and corporate organization of the 250 investor-owned electrical utilities that
principally operate as de jure or de facto franchise monopolies.” (201)
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France, Korea and Japan had relatively limited domestic energy reserves and did so in
response to energy crisis of the 1970s (Kessides 2009). But the literature also points to
important socio-cultural and political differences in determining the degree to which this
technology was deployed in different countries. In France, a more fundamental belief in
the role of the state, close collaboration between government and the ESI, was influential
in determining the relative success of the nuclear program there. Similar points have
been made about Korea, Japan and latterly China. (Jasper 1992; Hadjilambrinos 2000;
Grubler 2010; Valentine & Sovacool 2010). In states with a less powerful central
government and poorer coordination between the ESI, technical experts and
government such as in Sweden, the UK and the US the nuclear industry fared less well

(Cowan 1990; Jasper 1992; Hadjilambrinos 2000; Thomas et al 2007).”

4.2.4 Development of the ESI in developing countries

It was only in the post war period that electricity demand growth really took-off in many
developing countries (Williams & Ghanadan 2006). This period in the developing world
saw state lead development of the ESI become the norm, this accompanied the process
of decolonization and the nationalization of strategic industries (Williams & Dubash
2004; Victor & Heller 2007). At the beginning of the period ESIs in many former
colonies were wholly or partly foreign owned (Annex A4, Table A4.1).”' Independence
brought a range of pressures on foreign owned and private utilities, which lead to their
withdrawal over a number of years. Although the details of each case were different, the

literature identifies a number of general trends that commonly characterized the process.

The arguments for state ownership in developing countries, like those proffered in the
industrialized world, drew on the rationale that the sector was a natural monopoly,
suffered from important investment risks that necessitated vertical integration and had a
number of important public good attributes. However, in the developing world these
considerations were articulated through different political processes than had been the

case in the development of public utilities in industrialized countries.

%" 1t should be added that the USA and UK probably suffered from being early adopters of nuclear technologies. By
the time France started pursuing nuclear generation at scale reliability had improved significantly with capacity factors
up from around 60% in the 1960s to 80-85% in the 1970s (Grubler 2010).

91 Although as Nellis & Kikera (1989) point out colonial administrations tended to be more ‘economically intrusive’
than they were at home, meaning that in many cases a president was already set for state involvement.
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Firstly, there was a public perception that monopolistic electrical utilities had the
opportunity to generate a high level of profits from what was regarded as an essential
public service. Where these profits were generated for foreign shareholders this was
especially unpopular. This perception was also fueled by the lack of understanding of
ESI costs. A focus on operational costs, rather than the capital costs that utilities needed

to recoup, also lent to a sense that utility operators enjoyed excess profits (Hausman et al

2008; Victor & Heller 2007; Williams & Dubash 2004; Nellis 1989).

Secondly, state control of the sector, allowed the politicization of decisions, and the
channeling of resources to politically important groups. There was a realization of the
political benefits the provision of ‘public goods’ could afford, including subsidized
electricity supplies to favored sectors and the generation of employment from large
construction projects such as dams (Nellis & Kikeri 1989; Victor & Heller 2007). Thus
State control over the ESI had the potential to allow a politically expedient allocation of

resources.

Thirdly, political allocations aside, in general the strategic role of the ESI deemed was
important in promoting modernization and nation building, as described by Williams &

Dubash (2004);

“IThe power sector] played an important role in national ideology, symbolizing a new type of social
compact between state and citizen. For post-colonial developing countries, electricity represented the good
life - well-illuminated homes and workplaces, modern factories and transportation, escape from the
drudgery of manual labour - that had been denied the majority of people in the first half of the twentieth
century. In propaganda and popular consciousness alike, images of a society with universal and affordable

electricity became important tropes for state-led development.” (Williams & Dubash 2004: 413)

From the perspective of investors the withdrawal of private and foreign capital had its
own particular dynamic. Private and foreign investment faced an increasingly hostile
environment. Alternative sources of capital became available for governments. The Cold
War fueled competition between Western and Soviet powers for influence in newly
independent states. Concessional loans and technical assistance were granted, frequently
for large ESI projects as a means to garner influence. At the same time, the belief at the

time in the efficacy of lending to address capital shortages to fund public utilities
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influenced lending policy at donor institutions.”” The increasing unpopularity of foreign
and private sector ownership and increasing reluctance of foreign owned firms to invest,
coincided with declining requirements for foreign capital (Williams & Dubash 2004;
Hausman et al 2008). With adequate access to capital, governments did not perceive
foreign owned ESI utilities to be adding any value, and felt they had adequate trained
staff and technological know-how to manage the sector domestically. They thus came to
see private sector investments in terms of an obsolescing bargain. Without the perceived
need for foreign know-how, or technology transfer, the sunk capital costs of the ESI
meant that the bargaining power of foreign private investors was diminished

(Woodhouse 20006; Victor & Heller 2007).

In the face of tightening electricity price controls foreign firms were also forced to bear
exchange rate risks. The gaps between long-run and short-run marginal costs left a short-
term opportunity for the host government to appropriate these funds though price
controls, taxation or other means. In the long term, this led to declining service standards
as firms were reluctant or unable to replace worn out capital stock or expand generation
capacity to meet needs. Declines in service provision, for which utilities were blamed,
further added to political pressure upon them. Gradually increasing pressure made
foreign investment in ESIs unattractive. This was part of a wider process as nationalist
and socialist governments came to dominate in the developing world making conditions
unattractive for foreign investment (Nellis & Kikeri 1989). More attractive investment
opportunities existed elsewhere. Over a period of approximately one turnover of the
capital stock, foreign private sector investment had all but disappeared from developing
country ESIs (Harris 2003; Victor, & Heller 2007; Hausman et al 2008; Annex A4, Table
A4.1).

4.2.5 A universal techno-economic paradigm?

At this point it is worth noting three points salient to our more general argument. First,
techno-economic and (de jure) institutional outcomes are marked by a considerable degree
of uniformity. By the 1930s, the dominant system design of large-scale grids reaping
increasing returns to scale was becoming almost universal. Large positive feedbacks from
scale and scope efficiencies, learning externalities in terms of both manufacture of ESI

technologies and their operation in complex systems, their institutionalization, though

92 Influenced by the success of the Marshall Plan and influential writers such as Rostow.
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bodies of scientific, engineering and managerial practice, and propagation through
schools of study and the development of specialist firms (electrical equipment
manufactures, utilities, holding companies and specialist banks). By contrast, the
relatively weak feedbacks and strong lock-in effects that characterize institutional and
political arrangements meant that a partial convergence on institutional arrangements for
the ESI was not reached until the 1960s and 1970s. Convergence was typically achieved
not as a result of rational policy choices but through external disruption of incumbent

institutional and political arrangements.”

Second, that convergence did take place is indicative of the fundamental technological and
economic characteristics of the ESI, which gave rise to significant returns to scope and scale,
these in turn lead to positive feedbacks to the dominant system design, and the
consequent emergence of the techno-economic paradigm. Conversely, the IRS also can
serve to explain the inertia facing the political and institutional arrangements in the
system. It is not only that feedbacks to political and institutional performance tend to be
weak, and especially so if performance is deemed adequate.” But, that given large IRS
and resulting appropriable benefit streams, the political power accruing to a particular set
of institutional arrangements is likely to show inertia as the beneficiaries of those
arrangements seck to preserve their position using the wherewithal the appropriable
benefit streams entail. Thus inertia is likely to be large and convergence on institutional

forms that are better able to serve their purpose has been slow.

Thirdly, the purpose of the techno-economic paradigm is frequently subordinated to
political ends through the development of particular institutional arrangements. Positive
feedbacks to technological and economic performance may result in the emergence of
technological arrangements that are optimal. Similarly, the interests of those in a position
of power to ensure their position (which in most cases is maintained in virtue of public
consent), will in a large part depend upon the effective delivery (or the perception of
capacity to do such) of ‘public goods’. Given the central importance of the ESI in the
provision of these goods, it has generally been in the interests of those in power to

ensure adequate technical performance of the sector. The subordination of the sector to

93 For a discussion of the theory behind the notions of learning externalities, feedbacks and lock-in as regards
technological, institutional and political systems see chapter 2.

94 1n this regard the reader will recall we rejected the notion that people are optimizers, and instead adopted a
characterization of them as only boundedly rational satisficers, see Chapter 2.
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political ends therefore may also tend towards the adoption of performance enhancing

technologies and institutional arrangements in the longer term.

On the other hand, the political control of the sector could result in outcomes that are
dysfunctional from a welfare perspective, such as the favoring of particular interest
groups or technologies that served broader political purpose. The size and capital
intensity of the ESI gave ample room for machinations of just this sort — particularly in
developing countries where feedback in the form of rents or other benefits to those in
positions of power tended to be highly concentrated, and feedback to the performance
of those in power tended to be weaker. In section 4.2.6 we look at how political and
consequent macro-economic failings featured in the movement to reform the ESI in

developing counttries.

Finally, the IRS enjoyed by the sector meant that negative feedbacks to sector performance
tended to be weak. Poor performance, in terms of the efficient use of resources and
delivery of least-cost service could be effectively hidden. The reduction in long-run
marginal costs in virtue of technological improvements and IRS swamped signals about
the efficiency of the ESI, which would otherwise have been passed on in consumer
prices or failures in service provision. Negative feedback would only be visible if the IRS
and technological improvements ran out, and performance underwent a marked
deterioration in terms of cost or service. Only then would political pressure for
performance improvement be likely to emerge. This is essentially what happened in

industrialized countries during the 1970s, and to which we turn next.

4.2.6 Dynamics of ESI liberalization in the industrialized world

By the middle of the 1970s, a number of important trends were starting to undermine
established institutional arrangements in the ESI’s of industrialized countries. These
included supply-side pressures, changes in generation technology, and perceived
shortcomings in institutional arrangements, as well as broader macro-economic and
political considerations. All this was underpinned by the emergence of a strong neo-
liberal ideological current, which endorsed a greater role for private ownership and
market allocation mechanisms throughout the economy and a concomitant withdrawal
of the state (e.g. see Onis & Senses 2005). These pressures lead to significant global

institutional change in the ESI led by reforms in the USA during the 1970s, Chile in the
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1980s, and the UK in the 1990s. These changes in many ways set the global reform
agenda for the next 20 years as they were subsequently taken up by many developing
countries at the behest of the IMF, World Bank, and other multi-lateral and bi-lateral

donor institutions.

As with the emergence of the techno-economic and institutional paradigms that came to
dominate the ESI in the post war period, the dramatic changes in the ESI in the last
quarter of the twentieth century had important (if not entirely determinate) technological
precursors. The fundamental and systematic technological characteristics of the ESI and
their economic consequences had not really changed between the 1930s and the 1970s.
For the most part, the dominant system design driven by IRS of large centralized
generation plants, and regional or national transmission and distribution grids persisted.
Coal and hydropower generation technologies were still the predominant technologies,
with oil-fired generation important in some countries (Figure 4.10). ESI utilities were
publicly owned or tightly regulated regional monopolies operating on a cost-plus basis.
However, the technological and economic dynamics that had characterized the ESI were
changing. Stagnation in performance of scale technologies, the development and
deployment of nuclear power generation from the 1950s onward and the economic
implications of this, the emergence of smaller-scale efficient generation technologies, a
growing of awareness of environmental problems related to electricity generation
technologies and increasingly acute energy supply constraints, all served to undermine
the incumbent techno-economic paradigm, and lead eventually to profound institutional
change in the sector (Hausman & Neufeld 2011; Hirsch 1999, 2007; Williams & Dubash
2004; Jaccard 1995).”

9 The CCGT combines a gas turbine generating electricity, the exhaust gasses from which are used to heat water and
drive a steam turbine which generates additional electrical power, hence a combined (gas and steam) cycle turbine, as
opposed to an open cycle gas turbine (OCGT) which does not incorporate a steam cycle.
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Figure 4.10. Share of global electricity production by fuel (%) 1960 - 2010
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By the 1970s there was an emerging consensus that the returns to scale and scope
enjoyed by the utilities had run their course (Christensen & Greene 1976; Joskow 1987
Victor & Heller 2007). Hirsh (1999, 2003, 2007) points out at this stage the ESI in the
USA (and elsewhere) was characterized by ‘technological stasis’, in which the potential

for incremental marginal improvements to technologies had run out:

“Despite the desire to attain increased economies of scale, especially in light of the industry’s inability to
reach higher thermal efficiencies, managers stepped back from the largest units and settled for smaller,
proven units...[...]...In previous decades, the improvement of power-producing technologies had
mitigated increased costs in building materials and labor, allowing the industry to reduce the price of its
product. But because of technological stasis - along with greatly increased borrowing rates for an industry
that consumed vast amounts of capital - power companies soon found themselves uncharacteristically

requesting rate hikes from utility commissions.” (Hirsh 2007:76)

As a consequence electricity prices, which had seen continual decline since the early years

of the sector, had by the late 1960s stopped falling (Figure 4.11).
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Figure 4.11. Price of residential electricity in the USA 1892 - 2006
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Other emerging problems from within the industry and external to it would put upward
pressure on costs in the 1970s. Following the Yom Kippur war in 1973 and the Arab Oil
embargo the price of energy increased dramatically (Yergin 1996). At around the same
time it emerged that ESI utilities across many industrialized countries had over-invested
in capacity. The economic downturn had led to falling demand for electrical power. In
the past planners had relied upon a rule of thumb estimating demand growth at about
7% per year, but by the 1970s with falling economic growth and rising inflation demand
growth fell dramatically across industrialized countries (Patterson 1983) (Figure 4.12). As
a result electricity utilities were lumbered with excess capacity and increased pressure on

costs and tariff levels (Boston Pacific Company 2000).”

In some countries such as the USA and UK, much of the over investment in capacity
had been made in nuclear plants during the 1950s and 1960s. Due to large capital
requirements, construction and cost overruns this left utilities with large borrowing
requirements. Ballooning nuclear costs coincided with dramatically increased interest
rates, leaving the private US utility companies in particular with huge a huge debt

problem (Hausman & Neufeld 2011; Damian 1992).

9% To quote from the US FERC, “...expensive large base-load plants for which there was little or no demand, came
onto the market or were in the process of being constructed. Accordingly, between 1970 and 1985, average residential
electricity prices more than tripled in nominal terms, and increased by 25 percent after adjusting for general inflation.
Moreover, average electricity prices for industrial customers more than quadrupled in nominal terms over the same
period and increased 86 percent after adjusting for inflation.” (Federal Electricity Regulatory Commission cited Boston
Pacific Company 2000:3)
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Addtionally, during the 1960s and 1970s there was a rising awareness of the potential
environmental consequences of power generation. These included air pollution from
fossil fuel combustion at thermal plants, the risks associated with the uncontrolled
release of radioactive substances and the disposal of radioactive waste at nuclear plants,
and environmental costs associated with hydropower development, particularly to
fisheries (Jaccard 1995). Increasingly stringent environmental regulations for generators
meant greater capital and operational costs for environmental protection activities

(MacKerron 1992; WCD 2000; McNerney et al 2011).97

Finally, the oil embargo and energy crises of the 1970s focused policy-makers’ attention
on energy security concerns. The response to the energy crisis differed from country to
country with, for example, the pursuit of nuclear power in France, Japan and Korea, and
wind power in Denmark (Hadjilambrinos 2000; Kessides 2009; Valentine & Sovacool
2010). Energy efficiency also emerged as a key policy response, focus moved from least-
cost electricity provision, which had guided ESI policy, to least cost energy service
provision. This could also serve to undermine the dynamic of cost reductions through

expansion under-written by a guaranteed cost-plus tariff (Jaccard 1995).

Figure 4.12. Electricity consumption growth in OECD countries 1960 - 2010
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Thus the technologies and consequent economic logic, which drove the expansion of the

ESI was confronted by technological limits to scale and significant cost pressures. There

97 While these technologies were probably marked by IRS in terms of efficiency and declining unit costs at larger
scales, this was probably off-set to some extent by lower pollution control requirements for smaller generation plants.
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was the perception that the sector was underperforming. The cost-plus regulatory model
that had been in place since the 1930s was under threat. While it may have served the
sector well when IRS could yield both the expansion of supply and falling consumer
tariffs. Once IRS had been exhausted and demand growth slowed, institutional
arrangements had promoted over-investment in capacity (so-called ‘gold-plating’), and
investment in risky nuclear technologies. Cost-plus regulation and state ownership
essentially meant that the consumer would have to under-write these risks and pick up

the tab.”

At the same time technological advancements were leading to a decrease in the efficient
and economic scale of generation, meaning that other ways of organizing production in
the sector were becoming viable. In particular, the development of Combined Cycle Gas
Turbines (CCGTSs) would prove influential in driving change in the sector, and further
destabilize the incumbent institutional arrangements. Through the 1970s and 1980s gas
fired electricity generation technologies, and in particular, CCGTs started to compete
with traditional coal-fired generation technologies (Islas 1997; Winskel 2002; Watson
2004). By the 1990s, with improvements in the technology, bringing increased reliability

and larger-scale generation units, the technology became able to compete with coal.

CCGT plants had a number of important advantages over other generation technologies
these included much higher thermal efficiencies (approximately 50% greater than other
fossil fuel plants), lower unit capital costs and limited civil works for projects which
meant the risk of construction (and cost) overruns was much lower, lower pollution
emissions than coal or other fossil fuels.” CCGTs were more compact and could be
placed closer to load centres, and construction times were much shorter. CCGTs had a
smaller efficient size in terms of thermal performance, the optimal plant size in terms of
cost per unit-installed capacity was significantly lower than coal (Figure 4.13).'" After the
mid 1980s falling gas prices also made CCGT much more attractive, as did the

availability of North Sea gas in Europe and the prospect of Russian supplies of gas

98 It should be noted that by the 1970s marginal cost pricing was being used to some extent within publicly owned
utilities in France and the UK.

99 CCGTs also have the advantage of being a technology that is relatively clean compared to other fossil fuels, coal
producing practically no SOy and limited amounts of NOy, emissions of particulates and volatile organic compounds
are similarly limited. CO3 emissions are also lower per Kwh than other fossil fuels, although at the time this was not an
important consideration.

100 Tt should be noted that the development of CCGT benefited from R&D in the jet propulsion turbines for aircraft,
existing use in the oil and gas industry for driving pipeline pumps, and the discovery of gas reserves both in the USA
and Europe (notably the North Sea) (Islas 1997; Winskel 2002; Watson 2004).
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following the end of the Cold War. The net result of this was a significantly lower unit
cost for electricity from CCGTs compared to that from coal (Watson 2004). In
particular, CCGT technologies would prove to be sufficiently cheap and have a
sufficiently attractive risk profile to allow significant private re-entry into the electricity

generation market once regulatory conditions allowed.

Figure 4.13. Optimal plant size per MW cost curves 1930 - 1990

MW
1930
1970

CCGT \‘su/

1980

1950

MW
Source: Casten 1990 reproduced in Kunneke (1999)

In the USA, as a response to the energy crisis, and after significant resistance from states
to new federal legislation, the 1978 Public Utility Regulatory Policies Act (PURPA) was
passed (Hausman & Neufield 2011). The legislation was initially designed to improve
energy efficiency through promoting combined heat and power (CHP) and renewables
generation. To enable this PURPA created a new class of generation companies that
were essentially independent of the utilities. The regulated utility companies were
required to purchase all the electricity generated by these independent firms at a price
calculated to be the ‘avoided cost’ of the utilities provision as determined by state
regulators, rather than based upon the non-utility generators own costs. This represented
a significant advantage for these generators. Many new generators entered the market
frequently using renewables and CHP technologies (often using gas turbines) that
subsequently saw considerable deployment in the 1980s (Jaccard 1995; Hirsh 1999). High
oil prices did not last, and rapid price declines in natural gas prices the 1980s further
added to the competitiveness of these technologies. Electricity produced by these smaller
producers cost the same or less as that produced at large troubled utility owned plants

(Hirsh 2007).
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The largely unforeseen implications of PURPA and supporting legislation were wide
ranging and set the scene for liberalization globally."" First, a de facto competitive
generation market was created. While regulations differed from state to state, an
important class of non-utility generators were created that effectively competed with the
utilities. This undermined the notion that the ESI was a natural monopoly — in
generation markets at least - competition was possible. Secondly, a competitive
generation market implied equal access to transmission and distribution infrastructure,
access that was guaranteed by legislation, but this in turn implied a vertical unbundling of
generation, and T&D functions of the system. Thirdly, PURPA made cogeneration and
CCGT installation at larger industrial plants feasible. Excess electrical power could be
sold to the grid. This undermined the monopolistic power of utility electricity service
provision in some market segments, and pressured utility suppliers who had been
effectively cross-subsidizing service provision to household and rural customers. This in
turn put upward pressure on utility tariffs (Chao et al 2007). Finally, the large-scale entry
of so-called ‘merchant’ generation companies to the ESI in the US (and later globally)
was closely associated with the increase in electricity production from natural gas, using
CCGT generation technologies. As explained above, the favorable cost structure of these
technologies leant themselves to private sector financing. The installed capacity of
CCGTs grew rapidly, the share of coal and nuclear in the US (and global) generation mix
tell (Figure 4.14) (Islas 1997; Winskel 2002; Watson 2004).

101 Hirsh (2007) comments: ““.... I would love to report that the lawmakers who crafted and passed that law acted in an
informed and rational manner, secking to employ market forces to eliminate inefficient and illogical bureaucratic
practices and thus yielding a lower-cost, more environmentally friendly way of producing and using electricity. Of
course, I can tell no such story. Instead, I relate a history of corporate lobbyists who influenced uninformed and time-
constrained legislators. When they passed PURPA in 1978, lawmakers thought (if they thought about it at all) they
would make a marginal impact on improving energy efficiency of utility companies while appearing to do something
substantive after the 1973 energy crisis. But as often happens in the legislative process, creation of policies have
unintentional consequences.” (16)

117



Figure 4.14. CCGT cumulative installed capacity and proportion of gas fired generation high-
income OECD countries!?2 1960-2010
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Similar pressures were being felt throughout the industrialized world. The combination
of technological stasis, energy price increases and over investment in expensive
generation technologies placed the techno-economic paradigm and the institutional
structures it supported under pressure for reform. In some quarters, this also fed into
growing doubts about the broader role of the state in society in both industrialized and

. . 1 3
developing countries.'”

It was the radical restructuring of the ESI in the UK in the early 1990s that in many ways
set the global reform agenda. During the late 1970s and 1980s the sector showed many
of the problems that had come to be deemed typical of publicly owned ESI utilities,
according to Newbery & Pollitt (1997):

“The experience of this period [of public ownership from 1948 — 1990]...[...]...can be briefly summarised
as a classic example of a cost-of-service regulated public utility, with excessive capital costs, overdependence on high-
cost indigenous coal and nuclear power, a low rate of productivity growth, a low rate of return on assets, in
turn reflecting the inefficient balancing of interests of the coal miners, the industry itself, domestic voting
consumers, large industrial consumers, the Department of Energy, and the Treasury.” [emphasis added)]

(Newbery & Pollitt 1997:275)

102 OECD countries excluding Mexico and Turkey.
103 See chapter 3.
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In the UK the pressure for institutional reform came from a perception of poor
performance. To this we can add that there was a real belief that privatization and
competition could reduce costs to the consumer by providing better incentives for more
efficient management and investment. Technology choice would not be decided in
response to broader public policy goals, but by the market. Privatization would also
provide significant receipts to the sate budget and cut the amount of subsidies paid by
government to the sector — generating greater fiscal space for politically popular tax
reductions. Finally, there was a perception that the ESI had been effectively subsidizing
the UK’s large coal industry through favorable long-term contracts. A privately owned
ESI would not be compelled to renew contracts on such favorable terms, and the power
of the coal mining unions would be reduced (Bacon 1995; Turnheim & Geels 2012).
The rationale and ideology of private ownership and liberalization of the sector
dovetailed neatly with political concerns to enhance electoral prospects through tax
reductions, and longer-term concerns with shifting the structure of power within the

national polity, in particular, in shifting power away from the powerful mining unions.

The reforms of the ESI in the USA, and at around the same time the wholesale reform
of the ESI in Chile during the late 1970s and 1980s were important in the formation of a
new institutional paradigm for the ESI. This was followed by reforms in the 1990s by
England and Wales, Norway, Australia, and elsewhere (Besant-Jones 2006). Putting the
broader ideological and political goals to one side, the stated economic goal of
restructuring the ESI in industrialized countries was to realize sufficient competition to
ensure the efficient allocation of resources in the sector given binding constraints relating
to system reliability, energy security, universal service provision and environmental

requirements (Murray 2009).

Reform typically involved a number of discrete steps, starting with privatization of the
sector and then the incrementally introduction of competition to different parts of the
sector. Typically the reform steps proceeded as follows, i) corporatization of the utility
and creation of an independent regulator (if one was not already in existence); ii)
unbundling the different parts of the electricity supply chain (generation, transmission,
distribution and retail) into functionally separate units; iii) splitting up generation into
competing blocks and allowing entry by other providers; and, iv) creation of an

independent system operator (Gratwick & Eberhard 2008; Murray 2009). These steps
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were typically followed by the development of market mechanisms in order to facilitate
competition. This was deemed easiest in generation, but more difficult in wholesale and
retail segments.'” Restructuring thus sought to enable competition between privately
owned entities in generation and retail, and to create market structures that would

facilitate this competition.

Gratwick & Eberhard (2008) in their analysis of the ‘standard model’ for ESI
restructuring note the emergence of an institutional ideal and a package of restructuring
measures, based in a large part on the early experience of restructuring in industrialized
countries and the UK in particular (Table 4.3). The actual implementation of this
programme differed between countries, and was fully implemented only in a few cases in
industrialized countries (Besant-Jones 2006; Williams & Ghanadan 2006; Gratwick &
Eberhard 2008). Nevertheless, this package developed into a technological and
institutional template for ESI reform supported by powerful institutions such as the

European Commission and the World Bank (Thomas 2000):

“...these reforms gradually crystallized into a standard model for power sector reform, which would be
related to countries across the globe...[...]...A number of the consultants involved in the reforms in Chile,
Argentina (later) and the UK, subsequently were involved as advisors to development finance institutions
and developing country governments, and were often directly involved in the design of power sector

reform in developing countries.” (Gratwick & Eberhard 2008: 3949)

Table 4.2. “Standard textbook model” for electricity reform

Policy Dimension Key features

Unbundle Separate generation, transmission, distribution and
marketing of electricity

Privatize Sell those parts of the system amenable to completion
to multiple private firms

Create regulatory institutions Setup independent regulators to oversee market
conduct in the competitive industry and to regulate the
monopoly-prone parts of the system

Create markets Allow markets to function for parts of the system that
are amenable to completion.

Source: Victor & Heller (2007: 6)

In much the same way that the dominant system design that emerged in the 1930s was

supported by an influential engineering ideal, so the standard package of restructuring

104 There are a broad-range of market arrangements that have been adopted in different countries, it is beyond the
scope of the discussion to investigate these further, Murray (2009) gives a useful technical overview of different market
arrangements.
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reforms and its technological implications that emerged in the 1990s has been promoted
and underwritten by an important body of economic and institutional theory - supported
by groups of specialized practitioners — as well as its relationship to the broader neo-
liberal program of economic reforms that dominated policy making at the time (Williams

& Dubash 2004; Thomas 2000).

4.2.7 Dynamics of ESI liberalization in developing countries

Institutional changes happening in the industrialized world had far reaching implications
for the development of the global industry. The standard model of institutional reform
was promoted in response to the emergence of increasingly acute problems with the ESI
in developing countries coupled with more general macro-economic problems. By the
end of the 1980s it was widely recognized that the ESIs in developing countries faced a
number of increasingly acute problems (Williams & Ghanadan 2006; Victor & Heller
2007; Gratwick & Eberhard 2008; Tan 2011):

“Notwithstanding the alleged advantages of the pre-reform structures, from the early 1990s [developing]
countries have been experiencing power shortages and frequent interruptions. Their power generating
plants emit toxic pollutants, their power utilities are bankrupt, their power tariffs do not cover costs
(particularly for residential users), electricity is widely stolen by customers (frequently with the active
support of existing employees), many citizens - especially those in rural areas - lack access to electricity

supply, and the power sector drains the government’s fiscal resources.” (Besant-Jones 2006:10)

Many ESIs were caught in a downward spiral of falling revenues and under-investment
leading to poor technical performance, which again put pressure on revenues (Jhirad
1990). Gratwick & Eberhard (2008) catalogue a long list of performance failings typical
of developing country ESIs at the time, including high transmission and distribution
(T&D) losses, low average load factors, very low self-financing ratios, low and falling
rates of return, low worker productivity (and over employment), and low levels of
electricity access and consumption. Kessides (2005) stresses the problems faced by ESI
monopolies in developing countries were a result of underinvestment caused by failure to
set tariffs at levels which reflected costs, particularly during periods of high inflation.
During the 1980s tariff increases failed to keep pace with cost increases leading to severe
capital shortages at ESI utilities (Dunkerley 1995). The capital requirements for the
expanding ESI were large. Jhirad (1990) estimated that during the 1990s more than one

trillion 1990 US dollars would be needed for ESI investment. LLoans for ESI investment
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during the 1980s accounted for around 25% of public sector foreign debt in developing
countries, and as high as 50% of debt in some (Jhirad 1990). The exact problems of the
sector varied from country to country, but there was a perception that reforms to

improve the performance of the sector were needed.

From the perspective of IFIs, their involvement in developing country ESIs was also
problematic. The experience of the World Bank in particular in lending for the power
sector during the 1970s and 1980s was poor, projects often under performed, financial
and environmental performance were particular areas of concern (Wamukonya 2003).
These performance concerns were compounded from the 1980s onwards, by the
awareness that IFI resources would not be sufficient to cover the large investment needs

in developing countries for rapidly expanding ESIs.

As is often the case, the opportunity for reform emerged out of a destabilizing macro-
economic crisis. Global macro-economic conditions had deteriorated as a result of the
energy crises and ensuing economic stagnation of the 1970s. By the 1980s many
countries were mired in unsustainable foreign debt, budget deficits and high inflation.
Developing countries were encouraged to engage in programmes of structural
adjustment, opening capital accounts to encourage foreign investment and fiscal austerity
reducing government spending (Onis & Senses 2005; Adam & Dercon 2009; Booth
2011). A second round of reforms in the 1990s sponsored by the World Bank and the
IMF, promoted neoliberal Washington Consensus economic policies. In need of capital
and offering potential for commercialization and revenue generation the ESI was seen as
a prime candidate for institutional reform based upon what was regarded as the
successful experience of ESI reforms in Chile and the UK (Williams & Ghanadan 2000).
By the early 1990s the World Bank made funding to the power sector contingent upon
government commitment to ESI reform, including the introduction of competition and
enabling private sector participation. Other IFIs followed, including the IMF, ADB and
AfDB, which also promoted liberalisation (Williams & Ghanadan 2006; Gratwick &
Eberhard 2008).

While IFIs and the World Bank in particular were instrumental in promoting and

designing reforms (Wamukonya 2003), it is inaccurate to suggest that developing

countries were simply in thrall to the IFIs as some writers seem to suggest (e.g. Thomas
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2000). In fact, developing country governments were often keen to comply. Reform of
the sector offered the opportunity to attract inward investment into a strategic and
politically important sector and remove a significant burden from state budgets (Williams
& Ghanadan 20006; Gratwick & Eberhard 2008). The poor performance of the ESI and
the perception of high levels of corruption were also a source of widespread political
dissatisfaction (Wamukonya 2003). Williams & Dubash (2004) also note that in a number
of countries ESI reform was part of a political process as military leaders were replaced
by a more democratic polity, the emerging business elites saw reform as a way of
breaking-down their political power and the networks of patronage upon which it was
based (such as in Argentina, Korea, Thailand and Taiwan) (see also Chapter 3, section
3.2.3). There was also the argument that investment by foreign firms would be a key
conduit for technology transfer, bringing up-to-date technologies know-how,
management practices and financial skills thereby improving the performance of the

sector (Besant-Jones 2006; Hausman et al 2008).

Finally, it should be added that many industrialized countries had a vested interest in
promoting reforms. They saw an opportunity for their newly independent and aquisative
ESI companies in pursuing investment opportunities in emerging markets. Liberalisation
in developing countries could also provide opportunities for a coterie of international
consultants, lawyers and project financiers, to generate valuable business (Williams &

Dubash 2004; Nepal & Jamasb 2011).

Reform of developing country ESIs took-off relatively rapidly in the 1990s, and by 1998
figures show that a large proportion of developing countries had undertaken a number of
steps derived from the ‘standard model’ (Table 4.4). Reviews of ESI reforms conduced
by Estache & Goicoechea (2005) and Besant-Jones (2000), also illustrate the continuing
implementation of reforms (see Table A4.1 in data annex). The geographical distribution
of reforms was uneven, with Latin America and the Caribbean seeing highest number of
countries undertaking the most wide ranging reform efforts and with Sub-Saharan Africa
seeing the lowest level of reform."” Many countries underwent at least some reforms,
with the corporatization of utilities and the entry of independent power producers
(IPPs), being particularly common. On the other hand, Besant-Jones (2006) notes that by

2006 only 20 countries had introduced wholesale competition (i.e. for distributors and

105 Gratwick & Eberhard (2008) note that in some countries low income countries with small power sectors are
generally constrained in their ability to adopt reforms.
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other bulk buyers), and full retail competition was rare. And it is perhaps significant that
there is no case where the full ‘standard model’ of reforms has been adopted (Williams &

Ghanadan 2006; Victor & Heller 2007; Gratwick & Eberhard 2008).

Table 4.3. Developing countries taking key reform steps in the ESI 1998

. Pass a new Establish Independent Private Private
Corporatize electricity power Restructure . R
regulator generation distribution
law producers
51 (44%) 38 (33%) 33 (29%) 46 (40%) 40 (35%) 24 (21%) 21 (18%)

Source: ESMAP 1999 Note: sample of 115 developing countries

The technocratic ideal may not have been realized in developing countries, but the
impacts of ESI reform have been significant. The most visceral indication of this can be
seen in the expansion of foreign and private capital into the ESIs in developing
countries, with investment first peaking at over US$ 40 billion in 1997 just prior to the
Asian Financial Crisis and again at a little over US$ 70 billion in 2009, just before the

1% Cumulative investments

Global Financial Crisis made its impacts felt (Figure 4.15)
between 1990 and 2011 have exceeded US$ 560 billion, with Latin America and the
Caribbean, South Asia and East Asia and the Pacific accounting for 82% of investment.
Although these large capital flows should be considered along—side the size of

investment needs in the rapidly growing and capital-intensive sector, they clearly

represent the significant re-entry of foreign capital into developing country ESIs.

These reforms had coincided with the infrastructure investment boom of the 1990s, and
the rapid increase in private investment exceeded initial expectations (Harris 2003;

Williams & Dubash 2004; Williams & Ghanadan 20006):

“Development bank prodding alone likely would not have produced such a stampede effect, however, had
it not intersected with other elements of the great economic boom...[...]...new commercial interests,
aggressive persuasion by Northern governments and unprecedented capital flows. All these elements had

specific manifestations in the electricity sphere.”(Williams & Dubash: 425)

106 As Estache (2004) points out caution should be exercised with this data as it records commitments rather than
disbursements, projects may be cancelled before disbursements are made but figures on these are not available. The
likelihood is that commitments tend to over-estimate actual disbursements in boom-times, and are perhaps closer to
disbursements during a bust. Nevertheless, commitments are a measure of genuine interest and given the significant
investment that initial project identification entails it is likely that they are at least some indication of the magnitude of
investment realized.
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Similar to the first round of global electrification at the beginning of the twentieth
century, freer international capital flows, coupled with an opportunity to invest - enabled
by (albeit) partial ESI reforms — allowed the capital needs of expanding ESIs to forcefully
reassert themselves. With this private transnational corporations (TINCs) active in the

107

ESI have re-emerged as important players (Annex A4, Table A4.3).”" The emergence of
large TNCs specializing in electricity supply technologies and utilities as a result of
liberalization of the ESIs in their home markets, particularly in Europe stands out
(Hausman et al 2008; UNCTAD 2008; Kolk et al 2013)."” The net result of this, Estache
(2004) estimates, was that by about 2000, private sector investment had replaced the
traditionally dominant ODA as the main source of infrastructure funding in developing
countries.

Figure 4.15. Private sector involvement in electricity infrastructure in low and middle-income

countries 1990 — 2011 (left) and cumulative (right)
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— East Asia and Pacific.

The structural implications of the influx of private capital and foreign TNCs to the sector
varied between countries and regions. Much of the private sector involvement in Latin
America and Eastern Europe was driven by divestiture of assets as Argentina and later
Brazil privatized their relatively well-developed ESIs. In South and East Asia greenfield
investment to meet rapidly expanding demand was more common. Most of this
investment has been in generation, through independent power producers, with relatively

little investment in the politically more sensitive and financially less rewarding areas of

107 While most of this investment has been through M&A activity in industrialized countries, these firms have also
have significant investments in developing country ESIs.
108 Although companies from the USA, Japan and Hong Kong have also been important.
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transmission or distribution (Figure 4.16) (Williams & Ghanadan 20006; Victor & Heller
2007).

Reform in developing countries, while falling well short of the ideal of the ‘standard
model,” has resulted in large-scale re-entry of private capital into the sector, mainly in the
form of independent power producers (IPPs) in the generation market. But reforms have
not really achieved their initial intentions of introducing the rigors of competition-
induced market-discipline to investment choice and utility operations (Thomas 2000;

Williams & Ghanadan 2006; Victor & Heller 2007):

“It is now evident that implementing sustainable market-oriented electricity reforms is more complex than
initially anticipated. Even reforms in developed countries, have led to some unanticipated problems and
unintended consequences. Developing countries have had to reform technically and financially less
efficient systems with less developed private sectors, weaker economic and political institutions, and less

regulatory experience and skilled human resources.” ( Jamasb 2006: 25)

By the mid 2000s reform in developing countries was perceived as having stalled.
Investment had dropped dramatically from a peak before the Asian Financial Crisis
(Figure 4.16) TNCs withdrew from a slew of overseas investments. Most famously, AES
which withdrew from large investments in the UK after taking heavy losses, as well as
investments in India (Orissa), Georgia (Tiblisi), Brazil, Khazakstan and the Bujugalie dam
in Uganda (Hall 2005; Thomas 2006; Victor & Heller 2007; Hausman et al 2007,
Woodhouse 20006). The French utility GDF Suez announced a reduction in investment
in developing countries by one third in 2003. In general, it was felt that the ESI in
developing countries had not lived up to its promise of high returns on investment, with
a 2003 World Bank survey finding that interest in developing country power sectors had
declined dramatically. Reasons given by investors for this reversal included inadequate
tariff levels, poor payment enforcement, weak legal foundations for contracts and

regulatory frameworks, and political interference (Williams & Ghanadan 2000).

The failure of the ‘standard model’ to take root in developing countries is generally
regarded by the proponents of liberalization as a failure of the process to take adequate
account of the broader institutional and related political context for reform. The
fundamental problems facing the ESI in developing countries were deemed to rest on

the same failings regarded as intrinsic to publicly owned utilities, i.e. they lacked adequate
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incentives to improve efficiency and performance, had no incentive to avoid investment
risk, and were vulnerable to political interference (Bacon 1995; Bacon & Besant-Jones
2001; Besant-Jones 2000). It was felt therefore that a similar program of reform to that

adopted in industrialized countries would be appropriate.

However, the issues facing ESIs in most developing countries differed markedly from
those faced by industrialized countries. In the latter, problems were generally the result
of over-capacity and rising energy prices, and reforms justified by reference to the
efficiency of investment and costs reductions to consumers. By contrast, ESIs in
developing countries were characterized by the opposite problem, under-investment and
tariff levels too low to cover costs. The issues in industrialized countries were ones of
improving efficiency and performance in the context of relatively strong legal and
regulatory institutions. In developing countries, in general, the requisite institutional
framework was generally not in place to allow the emergence of an effective arms-length
regulatory approach - namely strong property rights and contract enforcement,
guaranteed by an impartial judiciary, and an independent electricity regulator with
adequate technical and legal authority to ensure beneficial outcomes (Dagdeviren 2009;
Tan 2011; Dubash & Morgan 2012). Political forces were able to subvert what were weak

institutional arrangements (Thomas 2006; Victor & Heller 2007).

Figure 4.16. Private sector involvement in electricity infrastructure by sub-sector 1990 - 2011
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The reform of institutional arrangements had implications for the distribution of benefits

and was therefore a politicized process:

“If reform were only a matter of economics, power systems would not have been experiencing the problems experienced in so
many countries. Political factors cover both the importance of politics and many vested interests, and they
include the willingness or opposition of politicians to support a political consensus in favor of power
market reform. This consensus is needed because reform entails a redistribution of property rights (to
remove politics from the management of public service providers) and formulation of new ground rules
(introduction of competition and market-oriented incentives) through changes in laws and regulations.
Governments must generate public acceptance and stakeholder consensus for these programs”[emphasis

added] (Besant-Jones 2006: 14)

In a process somewhat familiar from the NIE accounts of economic development
(Chapter 3, section 3.2), the diagnosis therefore shifted, from failures related to the
micro-economics of the sector, to those related to the formation of institutions, to those
related to the political process. In this context, the political process was seen as an
external constraint to achieving otherwise technically (and socially) desirable reforms.
The task of government then was to mange reform effectively through building a
consensus for reform.'” But there emerges from this a tension that is not resolved. The
government’s role is to build a consensus for performance enhancing reforms. If, as in
the case of Latin America, reform has been unpopular, this is deemed not the fault of the
reform package, but the fault of government for not managing the reform properly
(Kessides 2005; Hall et al 2005). It is precisely this narrow conception of governance that
we criticized in Chapters 2 and 3. Rather, it is through a consideration of the historical
evidence of the reform process that we are able to achieve a more satisfactory account of

what is fundamentally a political economy process.

The reasons why the ‘standard model’ was not fully adopted, are complex and differ
from country to country, but in general relate both to perceptions of the technical
performance of reforms, and fundamental political economy processes. Doubts about
the technical and economic performance of the model became increasingly apparent
during the late 1990s and early 2000s. The Californian electricity crisis in 2000, whatever
the actual reasons, was perceived as a failure of the liberalization reforms (Williams &

Ghanadan 2006; Gratwick & Eberhard 2008). Secondly, the Asian Financial Crisis

109'To do otherwise is a governance failure because it leads to ‘sub-optimal” outcomes.
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exposed some governments, most notably the Philippines to problems with long term
‘take-or-pay’ agreements made with IPPs.'"” The economic downturn in the late 1990s
led to a fall in electricity demand and utility revenues. Under these long-term power
purchase agreements (PPAs) the utility was required to pay for electricity that was not
generated. In addition, payments usually needed to be made in dollars, the devaluation of
domestic currencies as a result of the crisis made servicing these obligations more
difficult. In the end, public utilities ended up carrying the investment (supply) risk and
exchange rate risk for these projects at great expense (Wyatt 2002; Williams & Dubash
2004).

Privatization was also unpopular in many countries due to the perception that it lead to
increased tariffs, people being cut-off when they were unable to afford supplies, and the
loss of jobs - particularly amongst unionized workforces (Thomas 2006). Similar to the
situation in the post war period in developing countries (section 4.2.3), privatization was
seen as serving the interests of elites and foreign capital by generating profits that did not
benefit the country nationally. Whereas the costs of reforms were obvious in the shape
of immediate increases in consumer tariffs, any benefits only emerged incrementally over

a realtively long period of time (Hall et al 2005).

Despite the surge of literature diagnosing the failures of the standard model in realizing
market based reform in developing countries in the mid-2000s (much of it referred to
here), since the late 2000s private sector investment in developing country ESIs has seen
a resurgence (Figure 4.15 and 4.16). Developing country ESIs have not seen either a
return of public ownership, or any reversal of the reform steps that have been
undertaken (Gratwick & Eberhard 2008). On the other hand, reforms have slowed to a
snails pace or stalled in many countries. The characterization of the sector by Victor &
Heller (2007) from their research in five major developing countries gives a useful
exposition of the current situation, one in which political economy considerations play

an important role.

Victor & Heller (2007) argue that while reforms have stalled, the situation can be seen as
having reached a new partial equilibrium in which the private sector and large publicly

owned and controlled monopolistic electricity utilities exist side-by-side. They argue that

110 This type of agreement was developed as a means of mitigating some of the investment risks discussed in section
422..
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a ‘dual-market’ has developed. The core of the system typically remains owned and
operated by state-owned electricity utilities (or their privatized progeny), with private
capital (from both domestic and foreign sources) meeting a good portion of grid

expansion needs:

“...the power system that has emerged is neither state nor market dominated. Rather, financially viable
units (generally privately owned) and insolvent systems (generally state-owned) can co-exist, along with a
few profitable state assets, such as generation units. Islands of profitability have arisen within seas of
insolvency. Around the profitable islands, hard budget constraints and standard efficient management for
accountability prevail. The rest of the system is characterized by opaque budgets, and units are solvent only
when they obtain politically controlled allocations of subsidies, soft loans and other special payment and

financing arrangements.” (Victor & Heller 2007: 283)

Four types of firms feature in this new set of institutional arrangements. Firstly, there is a
limited presence of foreign owned IPPs. These generally using new technologies (CCGT,
renewables etc.) as mentioned above, these technologies are easier to fund for have lower
incremental capital requirements, imply lower construction risk and so are easier for the
private sector to finance. They also use technologies that are frequently novel to the
country context and so could not otherwise be easily deployed. IPP investors require
long-term PPAs (usually from 15-25 years) and relatively high rates of return on
investment to offset political and regulatory risks (Hall et al 2009). As a consequence
they represent a long-term upward pressure on system costs compared to older
technologies, which have fully depreciated their assets and often have access to
subsidized inputs. Therefore these firms act both to introduce inertia into the system
precluding further reform, and at the same time put financial pressure on incumbent
utilities, which are forced to cover the difference between the relatively expensive IPP-
generated electricity and controlled end-user tariffs (Woodhouse 2005; Victor & Heller
2007).

Secondly, captive generation at isolated plants, typically servicing large end-users such as
manufacturing plants and mines. These are common in locations where grid service is
poor and usually function as an ancillary back-up service. These plants use relatively
small-scale technologies such as gas turbines, diesel and heavy fuel oil, to this we may
also add CHP technologies (Wu & Wang 20006). In so far as these plants are used as a

back-up for grid supplies they may not pose a threat to the system. But if the quality of
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service provided by the grid declines markedly, the prices charged to these consumers
increases, or the costs of power from increasingly efficient isolated plants declines then
there is the possibility that these large users will exit the grid. In this case, grid based
suppliers will lose valuable customers whose use often cross-subsidizes that of poor and

rural users (Victor & Heller 2007).

Thirdly, state-owned elements of the ESI utility. This is typically composed of the
insolvent rump of a partially reformed power sector, including transmission, distribution
and retail and some generation assets and is typically marked by heavy levels of subsidies.
Generators will have inherited old technologies usually including some mix of
hydropower and coal, however assets are fully depreciated, inputs are subsidized and
electricity can be generated cheaply. The degree of solvency or otherwise of these firms is
determined by the extent to which ‘asset sorting’ has taken place. This is a process by
which the better performing solvent parts of the system are sorted out and hived off
from the insolvent rump. In some countries this may have progressed substantially, in

others not at all (Victor & Heller 2007).

Finally, firms which have aspects of both private and public sector entities, what Victor
& Heller (2007) call ‘dual-firms’. These may be owned privately or operated as state
owned corporations. They benefit both from better organization and operating practices
associated with private firms, but also enjoy close political connections with government
that makes investment of large sunk costs in a weak institutional climate possible.
Importantly, this combination of commercial orientation and political connections makes
them better able to mobilize the level of financing needed to meet growing demands
than the other types of firm. These firms are composed of both dedicated utilities but
may also be companies with broader interests in electrical and engineering manufactures,
or fossil fuel extraction. They are also typically the vehicles for large capital investment
projects such as nuclear and large hydropower dams. This includes examples from
OECD countries such as EDF (France), Iberdorola (Spain), and E.ON (Germany),
TEPCO and Mitsubishi (Japan), but also from developing countries such as EGAT
(Thailand), ESKOM (South Africa), Tata and Reliance (India), China Power Investment
Corporation and China Huaneng Group, as well those from smaller economies such as
Kazakhyms (Khazakstan) and Petrovietnam (Vietnam). These firms have the flexibility to

manage the unstable environment presented by operations in emerging economies by
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tapping government support through their political networks. (Victor & Heller 2007,
Williams & Ghanadan 2000).

Not all these types will be present in all systems, but this typology does illustrate the
pressures partially reformed ESIs in developing countries face. Victor & Heller (2007)
note that while there are forces exerting inertia on the system such as fully depreciated
assets and long-term PPA agreements, other factors such as cost pressures, capital needs
to meet expanding demand, and the need to control politically unpopular tariff increases
may lead to instability. This model also serves to emphasize the importance of political

economy considerations, which they warn should not be considered as:

“...simply “barriers” that can be cleared with enough political will. Economists and investors must
consider the likelihood that fragmented and transitory systems are reasonably stable political economic

orders.” (Victor & Heller 2007: 305)

This is particularly the case in weak institutional contexts, and in the case of many
developing countries one in which there may be a significant gap between the interests of
those in power and the rest of society, a gap which is narrowed, perhaps only a little by

mechanisms ensuring better state accountability.

4.2.8 Distilling the implications for technological change

The emergence of what we have called the dominant system design in the 1930s, and the
dominant institutional form of state-owned (or controlled) monopolistic provision of
electricity services by the 1970s was marked by a degree of convergence. The
fundamental technological and economic characteristics of the ESI and associated
performance benefits to the techno-economic paradigm, conferred positive performance
and political benefits which could be better appropriated and controlled through public
ownership. By contrast, the period of reform since the 1980s represents a divergence in
institutional outcomes across countries. Nevertheless, within the wider range of
heterogeneous outcomes patterns emerge that serve to re-emphasize the fundamental

characteristics of the ESI and the importance of political economy processes.
Firstly, physical constraints in terms of technology and energy resource availability have

been fundamental to enabling institutional change in the sector. Pressure on incumbent

institutional arrangements came from the failings of the energy supply system in the
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1970s. These included the oil crisis, large unanticipated nuclear costs, and the emergence
of ‘technological stasis’ leading to the end of IRS that had underwritten the expansion of
the sector for 90 years. On the other hand, the smaller efficient scales of technology, the
availability of better ICT systems for management and control of the sophisticated
systems needed to operate a system based on competitive markets and the availability of
new energy sources such as natural gas acted to facilitate reform. Reforms in turn further

promoted the use of these facilitating technologies.

Secondly, technological change alone was not sufficient to realize momentum to reform
the ESI. The pursuit and elaboration of political power formed an important basis for
the adoption of the standard model of reform which was previously untried and
untested. The physical constraints enumerated above lead to tariff increases which were
politically unpopular. This dissatisfaction was given a neo-liberal ideological rationale
which suggested publicly owned utilities should be expected to perform pootly and
empahsised the advantages of private ownership.''' At the same time the pursuit of vested
political interests not directly realted to either the performance of the sector or ways of
understanding it also played an important role. This was an act of Schumpeterian creative
destruction, as old industries and configurations of power were broken and new vested
interests asserted themselves — this time in the form of large international ESI companies
and a body of professionals dedicated to reform of the sector. Technological and
institutional change was subordinated to the articulation of political and economic

power.'"?

The experience in developing countries also speaks of a predominant role played by
political economy. Macro-economic constraints, public dissatisfaction, rapidly expanding
capital needs, and in some contexts, the desire to rearrange power relations. External
pressure from the ideologues of the IFIs likely played a secondary role in most cases.
Politics also explains the limits to reform as higher tariffs and foreign ownership were
unpopular, and the weak institutional environments that facilitated patronage relations,

represented a risk that drove up investment costs.

111 Or in the USA, protected monopolies could be expected to perform poorly.
112 Indeed while not reviewed here the outcomes of these reforms in terms of ESI performance has been equivocal
(Erdogdu 2010; e.g. see for recent analysis Erdogdu 2011a; Erdogdu 2011b).
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Finally, liberalization reforms were based upon an economic and institutional ideal that
did not fit well with the fundamental characteristics of the sector. Since the 1990s these
characteristics have largely reasserted themselves as private sector investors seek a
guaranteed return on their investment, and monopolistic power abounds in most
markets, which in turn need to be tightly regulated. In developing countries, where ESIs
are dominated by capital needs and constrained by the exercise of political power and
patronage, institutional arrangements remain in flux. Indeed, in the case of both
developing and developed countries there are indications that changing ESI technologies
and imperatives are likely to have profound implications for the future development of

the sector.

4.3 Conclusion: Political settlements, holding power, rents and the ESI

We are now in a position to understand the implications of the historical record and
draw some initial conclusions relating to the development of the ESI. Exactly how policy
pressures are likely to be elaborated depends upon the political economy context. We
should recall that, from a political economy perspective the role the ESI plays is 7oz best
understood as the delivery of a public service, and the best means of managing the ESI is
not best regarded as a means of realising socially optimal solutions. Rather to understand
the choices made about the management and operations of the ESI, the institutional
arrangements, and the flows of resources associated with them, it should be regarded as a
political economy process. That is to say it should be looked at with a view to uncovering
the way in which the ESI functions to create and reinforce patterns of power. This is #oz
to say considerations of technical performance or societal outcome are unimportant.
Quite the opposite, the provision of this essential good may be central to maintaining a
particular distribution of power, but it is to say that if they are important they are likely to be

mediated through the political economy processes.

The key benefit to flow from the sector is the provision of an electricity service, which
can be put to all sorts of productive and consumptive uses. The sector also has the
potential to produce a number of general public goods including direct and indirect
employment, strategic targeting of resources (e.g. to heavy industry), to promote equality

and poverty reduction (though the cross-subsidisation of prices), and environmental
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protection (i.e. reduction in environmental harm) (Jaccard 1995).'" Additionally, it is the
source of less widely disbursed benefit streams accruing to power sector financiers,
technology and fuel suppliers, project developers, utility owners and the government, to
name but a few. All these groups stand to benefit from the sector. The pattern of
benefits accruing to each of these groups depends upon the institutional arrangements of
the sector. As argued in section 4.2, institutional arrangements in the ESI in turn depend
upon the interaction between the nature of the technology and the economic

implications of this, and the broader disposition of power in a particular context.

Changes in technologies or institutional (formal and informal) arrangements that may
alter the distribution of benefits are likely to be opposed (promoted) by those who stand

to lose (gain).'™

Changes in the disposition of power in the groups that are able to
appropriate these benefits is likely to lead to changes in technological or institutional
factors that determine the distribution of those benefit flows. For example, according to
Hughes, in the USA the opposition and subsequent failure of the Giant Power project in
1925 was explained as a result of incumbent utilities protecting the economic benefits
that accrued to them through existing arrangements, and resisting the formation of new

technical, economic and institutional arrangements (Hughes 1976). And Coopersmith’s

(1993) example of the Russian Revolution, is a good example of the latter case.

This is not to say that actors are not often highly constrained, or that they had a perfect
insight into the prevailing conditions or the implications of their actions, far from it.
Essentially random changes in resource endowments or access can have destabilizing
impacts such as the implication for the coal-mining sector in the UK of the discovery of
North Sea oil and gas (Turnheim & Geels 2012). Technological advances are notoriously
unpredictable, the importance of civilian nuclear power did not inform the US research
program, nor later were its significant costs foreseen (Cowan 1990; Grubler 2010).
Patterns of institutional reform in the 1980s and 1990s also had unexpected effects, such
as the impact of PURPA on the adoption of CCGTs and gas consumption more

generally, the implications of sector liberalisation for the nuclear technologies, the

113 There are some very specific public goods associated with the sector which are not included here, but from
hydropower could include flood protection and water supply for irrigation, and possibly from fast-breeder nuclear
reactors, plutonium for armament manufacture and the provision of national security.

114 Changes are unlikely to start with institutional arrangements as we have argued they are generally the result of
interactions between technology and the disposition of political power. Unless they are enforced from outside the
system. Arguably this has been the case with liberalization reforms in the sector, and especially in the case of
developing countries, the essential techno-economic characteristics of the sector and associated power relations have
reasserted themselves.
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Californian Energy Crisis or the need for the renegotiation of IPPs in Latin America and
Asia (Williams & Dubash 2004; Williams & Ghanadan 2006; Hirsh 2007; Hausman &
Neufeld 2011). The private sector has also seen its share of imperfect foresight. To wit,
the billions lost by AES in India, Uganda and the UK stand testament. But this is not to
say that human agency is inconsequential, nor history ‘ust one damn thing after another,’

as Hirsh & Sovacool (2006) note in their review of technological change in the US ESI:

“...stakeholders play important roles in channeling momentum. Though they may not always realize the
consequences of their actions - contributing to forces that alter momentum in unanticipated ways - people
remain at the core of technological systems because of their concern for political control, influence,

money, and power...” (Hirsh & Sovacool 20006).!1>

The problem is to identify the systematic elements, the regularities that characterise
behaviour in the sector. We have illustrated a number of fundamental technological and
economic characteristics of the ESI that recurrently influence investment decisions in the
sector, i) large sunk costs and capital intensity; ii) the monopolistic nature of electricity
service provision; iii) the wide range of public and private goods generated by the sector
(employment, pollution abatement, upstream and down stream linkages). To this we can
add, equally important but contingent, iv) natural resource endowments. These in turn
give rise to appropriable benefit streams or economic rents (described in Chapter 3,

section 3.3.2).

The distribution of these rents is determined by the both formal and informal
institutional arrangements that characterise the ESI. That is property rights, levels of
taxation and subsidy, government policy, and informal patronage networks. It should be
noted that rents are not guaranteed but are have risks associated with them. The
expected rent will be some function of the available appropriable rent and an assessment
of risk. Risk perceptions will be extremely important in determining investment and
policy choices relating to the sector, given sunk costs, capital intensity, the political
importance of the sector, increasingly acute sectoral pressures (highlighted in section

4.3), and on-going institutional and technological change.

115 The author fully endorses this view of history, a view shared by Heffer: ““All major ‘historical’ events have been
motivated either by the preservation of the degree of privilege that comes with sovereignty in all its forms (including
spiritual), or the desire to expand it. The pursuit of power through history has largely been a manifestation of the
aggressive and competitive nature of men (and almost always men): that is clear from Thucydides onwards.” (Heffer
2011: 7)
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The institutions which determine the allocation of rents are in turn a function of holding
power.''* As noted in Chapter 3, the stability of the political settlement is dependant on
the distribution of rents being consistent with the disposition of holding power. Where it
is not there will be pressures for reform, and where there is consistency between the two
there will be, ceritus paribus, a tendency for inertia. Any equilibrium between holding
power, institutional arrangements and benefit flows is likely to be temporary, as external
factors are likely to influence the system. Moreover, as both North et al (2009) and Khan

(2010, 2012) argue, some social orders are likely to be more stable than others.

Our contention here is that for a particular set of institutionally intermediated patterns of
rent distribution, and the associated distribution of holding power to be stable, it must be
concordant with the patterns and magnitude of rents generated by a techno-economic
paradigm. In this case, it must in some sense be consistent with the technological and
economic characteristics of the ESI. If a technology is perceived as a threat to a
particular settlement it may well face barriers to its wider use. If it enhances existing
distributional patterns, it may benefit from political momentum. Conversely, changes in

the structure of societal power may influence technological choice.

Thus the maintenance and pursuit of these rents and associated patterns of power is a
dynamic process. The ability of a group to mobilize power and influence these processes
can be thought of as depending on three broad characteristics, identified by Mokyr
(1992, 1997) and Moe (2009, 2010) (see Chapter 2, section 2.2.4 and Chapter 3, section
3.3), we are now in a position to articulate how this it likely to be experiences in the ESI.
Firstly, the strength of the incentive to oppose (promote) technological change, for
example in the strong opposition from municipalities to interconnection (and state
regulation) in the US due to prospective loss of politically important quasi-rents, or the
opposition of utilities to Giant Power and Super Power in the US, and the development

of the National Grid in the UK (Hughes 1976, 1983).

116 See section 3.3.2 in chapter 3. It should be noted that holding power in Khan’s conception is predominantly
articulated in terms of economic power, but it should also be through of as including ideological power and coercive
power. It can also be thought of as roughly equivalent to political power. Articulations of power can be complex, and
in many cases closely interact with scientific or technological vested interests. A technological vested interest often
provides a fig-leaf for more fundamental articulation of power. For example, arguably the arguments of economists
relating to the privatisation of the ESI in the UK were a fig-leaf for a more fundamental power struggle between the
miners unions and the Conservative party during the 1980s.
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Secondly, the extent to which costs and benefits are concentrated amongst winners and
losers. The paradigm example of this may be resistance to hydropower projects by
surrounding communities. We may add to this that the perception of a loss may be
opposed more effectively by cohesive groups such as miners or nuclear industry workers.
Business or technical experts whose competitive advantage is bound up with particular
technologies may be particularly obstructive. The technological complexity and
specialised skill sets required by the ESI means that the sector is replete with these
groups, including hydropower, nuclear and systems engineers, which tend to favour
technologies associated with their skill set (Hughes 1983b; Unruh 2000; Greacen &
Palettu 2007). The groups of economic consultants, lawyers and project financiers
involved in the liberalisation process since the 1990s would also seem to fall into this

category (Thomas 2006; Gratwick & Eberhard 2008).

Third, the position of those in power as regards the technological change. The interests
of this group are likely to be bound up with the performance of the sector in delivering
goods to wider society, but also with narrower self-interests realised through patronage
networks, particularly where formal institutional arrangements are weak. Although there
may be a tendency to inertia in a stable political settlement, there also will be periods of
rapid change in response to pressures internal and external to the sector. Examples
include, the promotion of nuclear generation technologies in France, Korea, Japan and
China, or PURPA in the US in response to long-term energy security concerns; the
promotion of large hydropower projects in East and South FEast Asia; and, the
development of wind power industries in Denmark, India and China (Hadjilambrinos

2000; Lewis 2007; Urban et al 2012; Walz & Delgado 2012; Silva & Klagge 2013).

To be sure, there are complex interactions and feedbacks between each of these
elements. For example, politicians pursuing their own vested interest use the ‘objective’
and ‘scientific’ advice of technical experts pursing theirs, and close-knit groups who
stand to lose everything such as mine workers, are better able to mobilise than dispersed
groups who stand to benefit marginally. In this regard environmental and climate change
considerations stand out as problematic, the incentive is small as immediate losses are
relatively small and are dispersed amongst different groups. Conversely, addressing these

issues would imply disrupting large rents, which are concentrated in powerful groups.
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It is worth stressing again that this cannot necessarily be reduced to a narrow material
self-interest. The role of ideology has occurred as important in many cases, socialism,
nationalism and environmental concerns have all been important to a greater or lesser
extent. Similarly, physical coercion (whether it be a physical conflict at picket lines, or the
forcible resettlement of households to make way for a hydropower project), has also
played an important role in some circumstances. But it remains the contention of this
thesis that above all else material or economic power and the wherewithal to appropriate
this has been the most important way in which power has been articulated in the sector

and this is reflected by the focus on rents.

It is extremely difficult to generalise about institutional and political economy factors.
They differ considerably within different contexts, and it is to the elaboration of a
particular political economy case study, and its relationship to technology choice in the
ESI that we turn in Chapters 6 and 7. As regards technologies, however, there are some
determinate generalisations we can make about the particular rents associated with
different technologies, which will be important in understanding how the political
economy is likely to be related to technologies. These have been outlined in Table 4.7.
Finally, it should be noted that the existence of rents in the conception we use here is
dependant not just upon a changing structure of rights, but upon changes independent
of those structures. For example, fossil fuel rents will only last as long as fossil fuel
supplies, demand for some resources or technologies may wax or wane, or technological

innovation may create some rents and destroy others.
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Table 4.4. Main economic rents associated with the ESI, technologies and groups

Rent Description Types of technologies and role ]
Difference between the cost All technologies have natural resource rents associated with them. I
of extraction, processing and However, they are likely to be largest for hydropower and low heat a
N transport and consumptive rate coals, although also significant for most fossil fuel thermal I
atural . .
resource rents value. technologies. For renewables. may be off-set by hlgh technology costs.  t
These rents may be undermined by energy efficiency technologies or T
alternative fuels. ¢
Difference between the long- Particularly associated with technologies with large-scale economies
term marginal cost of supply and technologies (coal, hydropower, nuclear). Intermittent c
Monopoly of the utility and the long- technologies that benefit from being part of a large grid (hydropower, «
rents term marginal cost of supply wind and solar). Smaller scale technologies, energy efficiency c
for the customer. technologies, or technologies that promote distributed generation may
undermine these.
Difference  in  long-run Associated with large sunk costs involved in the sector in general. Are  (
marginal cost and short-run likely to be larger for more capital-intensive infrastructure, and where I
marginal cost. Appropriable recurrent costs (O&M, fuel etc) are low relative to capital costs.
Quasi-rents in short to medium term. Exmples include, hydropower, possibly renewables, but extend to the
sector in general. These rents can also be extended up-stream to
accound for differences in long-run and short-run marginal costs in
the development of fossil fuel resources.
Cost or quality advantage Accrue to holders of IP rights, or otherwise excludable technological 1
Rents for yielding higher return not knowledge. Less likely to be associated with old incumbent r
innovation and achievable by the owners of technologies, but technology that allows integration of renewables, or I
learning the next best technology. technologies such as renewables that improve efficiency and v
environmental performance of technologies.
Transfers of other rents Not generally associated with particular technologies. As regards the 1
appropriated  through the ESI can be a means by which cross-subsidisation of favoured end-use |
Rent based political system (formal and sectors, or groups, or particular generation technologies (e.g. I
transfers informal). renewables and nuclear) are funded, or can be appropriated through T
taxation, corrupt payments or other mechanisms. (
C

Source: Authors own adaption based on Khan 2000; Khan & Blankenburg 2009
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Chapter 5: Introducing the Vietnam case study

5.1 Introduction

In Chapters 2, 3 and 4 we have started to describe a possible approach to understanding
the relationships between political economy and technological systems with a particular
focus on electricity systems. In Chapter 4 we noted that the ESI has important
technological and economic characteristics, which through economies of scale and scope
have been important in determining a dominant system design. These factors are more
ot less dependant upon available technologies and as such exert similar influence on the

ESI the world over.

The institutional arrangements surrounding the sector to a large degree have answered
these same technological and economic needs. Change in institutional arrangements,
however, has tended to be slower, and institutional outcomes have tended to be more
heterogeneous.''” We contend that the primary reason for this is the crucial role (formal
and informal) institutional arrangements play in intermediating the resource flows
generated by the technological system such that they are consistent with the distribution
of holding power. We have illustrated the role of holding power and political economy in
the ESI in Chapter 4 by showing how in some cases vested interests have slowed
institutional convergence in the ESI, just as in other cases political crises have provided

opportunities for change.

The relationship between technological change and the political economy is complex. We
have argued (Chapter 3, section 3.2 and Chapter 4, section 4.4) that a useful way of
approaching this is through understanding the flows of rents associated with different
technologies (Table 4.7)."" Identifying the sources of rent generation and the groups that
are able to appropriate those rents helps illustrate both where inertia and resistance to

change is likely to emerge and where possibilities for technological change may emerge.

However, the analysis so far has only allowed the identification of general types of rent
likely to be associated with the ESI and groups to whom they typically accrue.

Institutional and political economy arrangements differ greatly between countries and are

117 As described in Chapter 2, section 2.6, this is a consequence also of the particular micro-foundational dynamics of
institutional and political arrangements, i.e. weak negative feedbacks and strong positive feedbacks to political power.

118 Mokyt’s typology of political resistance to technological change is also useful in illustrating factors other than rents
alone are important in determining the extent to which change is obstructed, emphasizing the perceptions, the ease of
collective action and the role of the state.
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highly contingent, dependent upon, #nfer alia, natural resource availability, climate,
geography, demographics and history. Therefore, to arrive at an adequate understanding
of how technological change and the political economy are related in any particular case
will require the development of a country case study. In this this Chapter we introduce
the case study methodology and give background for the chosen case study country,

Vietnam.

This short chapter has two main functions, the following section gives a brief rationale
for the choice of Vietnam as a case study and section 5.3 gives an overview of the
literature on the political economy of Vietnam with a view to setting the scene for a

more detailed discussion of the political economy of Vietnam’s ESI in Chapter 6.'"”

5.2 Vietnam as a case study

The choice of Vietnam as a case study country is primarily pragmatic, based on the
researcher’s experience of the country and access to data. Nevertheless, there are a
number of compelling reasons to consider Vietnam (section 5.4 and annex 6A for greater
detail). Since the beginning of the 1990s, and following the start of the gradual institution
of economic liberalization policies Vietnam has had one of the most rapid economic
growth rates in the world, with an average real annual GDP growth in excess of 7%
between 1990 and 2010. Along side this growth Vietnam has seen dramatically increasing
electricity demand running at approximately double economic growth rates between
1990 and 2010. This rapid growth is expected to continue with electricity demand
expected to increase from around 100 TWh in 2010 to 400 TWh by 2030 (MOIT 2011).
Vietnam’s status as a rapidly growing economy, and the concomitant rapid structural and
institutional change the country is undergoing make it an interesting case study. The
rapid growth of the ESI over the last two decades and expected rapid future growth,
particularly in fossil fuel thermal generation capacity mean that it is of interest in
exploring the barriers significant to GHG abatement in the ESI. Finally, as there is no
political economy research on the ESI in Vietnam this means that a case study of

Vietnam’s ESI is a novel contribution to the literature.

5.3 Vietnam’s evolving political economy context
Vietnam is generally perceived as a development success story (Commission on

Development and Growth 2008; Cling et al 2009). Vietnam’s ‘liberalisation’ process —

119 Methodological and epistemic considerations relating to the case study are discussed briefly in Annex 5A.
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moving from a centrally planned command economy to more market based allocations
of resources - and consequent economic growth and poverty reduction have become the
trite platitudes that have uncritically launched a thousand donor reports. Defying the
urge of semantic satiation, Table 5.1 and Figure 5.1 illustrate the remarkable pace of
economic development in Vietnam since the early 1990s. In the two decades between
1990 and 2010, Vietnam saw an average annual real GDP growth of 7.4%, coupled with
relatively modest population growth, this lead to dramatic increases in per capita GDP
and declines in the poverty rates (Rama 2008; GSO 2013; World Bank 2013). Rapid
export driven industrial growth and large capital inflows have been key growth drivers as
Vietnam incrementally opened its economy to trade and foreign investment. This was
accompanied by dramatic social change marked by falling population growth,
employment growth in the manufacturing sector and rapid urbanisation. Here it is not
our purpose to investigate Vietnam’s economic performance or prospects in detail,
suffice to note that Vietnam has seen remarkable levels of economic growth and

development over the last three decades.'”

The political economy of Vietnam’s economic performance in the reform period remains
the subject of considerable academic contestation. The broad contours of the impetus
for reform and of economic performance in the reform period are generally agreed upon.
The meat of the debate focuses upon an understanding of the role and efficacy of the
state and polices adopted in the Do/ Moi era. This goes the heart of our concerns in
understanding the political economy of Vietnam, and it is with this in mind that we move

onto section 5.3.1.

120 . . . .
Annex A5.1 gives an overview of the economic context for interested readers.
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Figure 5.1. Overview of key macro-economic and policy developments in Vietnam 1985 - 2011
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Table 5.1. Key social and economic indicators for Vietnam 1990 and 2010
Indicator 1990 2010
Population (million) 66.0 86.9
Utrbanisation rate (%) 19.5 30.5
GDP (2000 USS$, billion) 15.0 62.8
GDP (current US$, billion) 6.5 106.4
Of which (%):
Agriculture 38.7 20.6
Industry 22.7 41.1
Services 38.6 38.3
Employment (million) 29.44 49.1¢
Of which (%):
Agriculture 73.0° 49.5°
Industry 11.2 32.3°
Services 15.7¢ 18.2
GDP/capita (cutrent US$) 98 1,224
Poverty headcount ratio at USD 1.25/day (PPP) (% of population) 63.72 16.9>
Net FDI inflows (cutrent US$, million) 180 8,000
Gross capital formation (% of GDP) 12.6 38.9
Exports (current US$, billion)c 2.4 72.2

Note: a — figure for 1993; b — figure for 2008; ¢ — figures from GSO 2013; d — figures

from GSO 2003

Source: GSO 2003; World Bank 2013; GSO 2013.
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5.3.1 Characterising the political economy of the reform period

We argued at length in Chapter 3 that the process of economic development is one that
can only be properly understood through an analysis of the underlying political economy
(Chapter 3, section 3.1). For development to be sustainable in the long run, patterns of
wealth created by economic activities need to, in some sense, comport with the
disposition of political power. A dynamic and dislocating economic transition of the sort
Vietnam has been experiencing implies a large change in the scale and type of economic
activity, the mechanisms of wealth generation and rents associated with this. It typically
entails concomitant changes in distributional processes and outcomes to maintain the
stability of the political settlement, in much the way Beresford (2008) has in mind in her

writing on the legacy of Doi Moz

“All states in modern societies share two common functions: they need to facilitate sustainable capital
accumulation as well as maintain legitimacy of the regime. These two do not occur in isolation from each
other, although that may happen in the short to medium term. Successful late industrialisers appear, with
ups and downs, to have achieved both. Often beginning with authoritarian regimes, they have succeeded
not only in promoting high rates of accumulation and growth, but in spreading the benefits in a way that
blunts and isolates opposition...[...]...Politics and economics are thus inextricably intertwined, although

the essentially political nature of alliances is not always clearly visible” (Beresford 2008: 223 - 224)121

Vietnam is no exception to these political-economy dynamics. Since reunification in
1976, as a single party socialist state the Viethamese Communist Party (CP) has been able
to maintain a monopoly on decision-making within the formal political institutions of
state, ostensive ownership and control over key economic sectors, and the considerable
societal power associated with this. But, it has only been able to do this through
spreading the benefits of economic growth to maintain popular consent and popular
legitimacy (Thayer 1992; Van Arkadie & Mallon 2003; Masina 2004; Kerkvliet 2005;
Fforde 2007; Penrose et al 2007; Thayer 2009; Thayer 2010; Vuving 2010; Beeson &
Pham 2012).'*

Unpacking the components of this ‘popular consent’ Cartlyle Thayer (2009, 2010)

identifies three main sources of the CP’s political legitimacy since reunification, namely i)

121 . - . .
Indeed, as noted in Chapter 3 a very similar case is made by the report of the Commission on Growth and
Development (2008) and increasing numbers of scholars, although as we have endeavored to argue in that section, the

understanding of political economy is still hobbled by the implicit teleology of the neo-classical canon.

"2 As Kerkvliet (2005) puts it: “The Communist Party government’s base of support remains in the peasantry. Were it

to lose that backing, its days would be numbered.”(242)
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nationalism; ii) ensuring political and social stability; and, iif) delivering economic and
social development. Firstly, nationalism has been closely associated with developmental
states as a key source of state legitimacy (Beresford 2008). In Vietnam this had a
particular resonance following thirty years of nationalist struggles against the French
(1946 — 54), the US (1958 — 75), China (1979) and the Khmer Rouge (1978 — 89), and the
ongoing threat posed by China (Vuving 2010; Thayer 2010). Secondly, Thayer (2010)
argues that given the long experience of armed conflict, the CP’s role as a guarantor of
political and social stability should also deemed a key element in maintaining the CP’s
legitimacy. Finally, the delivery of the widespread benefits of economic and social
development — either through a realization of socialist modernization, or in the Doi Mo:

. : 123
era, as market based economic growth and poverty reduction:

“The legitimacy of Vietnam’s one-party state since 1986 has largely rested on performance legitimacy, that
is, success in delivering economic growth, and the maintenance of political stability for society at large. In
this respect the regime has been very successful as measured by high GDP growth rates accompanied by a

marked decline in the national incidence of poverty. ” (Thayer 2010: 440)

In this way, the source of party and state legitimacy has evolved over time. As war

veterans die, and the memory of the years of conflict lift,"**

the sources of legitimacy
have shifted. From the CP as victor and champion of successful nationalist struggles in
the twentieth century, to the CP as guarantor of post-conflict social stability, to the
present day and the increasing importance of ensuring the benefits of economic growth
and development are shared widely enough amongst the general population. Thus
ensuring good economic performance and continuing poverty reduction is regarded as
essential to the long-term maintenance of CP authority and power. The need for popular
consent is amply illustrated by the adoption of Doi Moi reforms, the economic crisis
posed a severe crisis of legitimacy for the CP, deeply held socialist tenants were dropped
in favour of maintaining CP power.125 In the context of our concerns here, the provision
of basic goods and services has been an important part of this performance. Since 1975,

Vietnam has seen significant improvements in provision of basic health, education and

infrastructure services (UNDP 2006; World Bank 2006a; World Bank 2011b)."**'

Thayer (2010) divides this source of legitimacy into two, i) socialist modernization; and, i) market based economic

reform, growth and poverty reduction. However, here we regard both these sources as essentially in the same in that
124

Over 60% of the population in Vietnam was born after 1975 (GSO 2013).
125 See annex A5.3 for more background on Vietnam’s recent economic history.
"% For example, electrification has increased from 2.5% of households in 1976 to 96% of households in 2009 (World
Bank 2011b).
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Although it should be said that nationalism also remains an important source of state
legitimacy insofar as the CP is perceived to be standing up to the sovereign threat posed
by China’s territorial ambitions in the South China Sea (Thayer 2008; Vuving 2010;
Thayer 2011).

As far as it goes, there seems to be a general consensus in the literature around the key
sources of CP and broader state legitimacy in Vietnam. Where the difference of opinion
lies is in the understanding of the effectiveness and coherence of the state. On one hand,
writers such as Van Arkadie & Mallon (2003), Luong (2007), Beeson & Pham (2012),
Beresford (2008) and Thayer (1992, 2010) tend to regard Vietnam as a more-or-less
effective developmental state, which has been able to evade capture by narrow factional
interest groups and as such maintain policy autonomy where it matters, enabling the state to
realise developmentally desirable outcomes. On the other hand, writers including Fforde
& De Vyler (19906), Fforde (2007, 2009, 2012, 2013), Gainsborough (2009a, 2009b,
2010), Masina (2004), Painter (2008) and Perkins & Vu (2010) tend to stress the
weakness of the state, its capture by elites and the somewhat vestigial role of government
policy in Vietnam’s economic transition (Fforde & De Vylder 1996; Beresford & Fforde
1997; Masina 2004; Fforde 2007; Gainsborough 2009a, 2009b, 2010). For this second
group of commentators there is a big gap between maintaining ‘performance legitimacy’
in the way the CP has been able to, and being a successful developmental state in a
similar mould to Taiwan or Korea. This distinction has important implications for

understanding Vietnam’s political economy context.

5.3.2 Understanding Vietnam as a developmental state

The former account - in which Vietnam is best understood as a developmental state —
the Vietnamese state and its policies are regarded as having been instrumental in realising
the rapid transformation of the Vietnamese economy over the last three decades, to cite

Van Arkadie & Mallon (2003):

“Viet Nam has combined a willingness to shift vigorously towards using market policy instruments and
maintaining a fairly orthodox macroeconomic stance, while maintaining an active role for the state, particularly

in investing in infrastructure and human resource development, and in providing strong planning and

127 While evidence on the public perception of the reform programme and support for the CP is limited, a recent
paper by Migheli (2012) presents evidence of broad support for the CP and reform programme. It also points to
declining popular support between 2001-20006, the weakening of CP legitimacy is noted by a number of other authors,
especially related to issues of corruption and economic mismanagement (e.g. Fforde 2012, 2013; Thayer 2010).
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policy guidance regarding medium-tem growth and equity goals...[...]...72# a broad sense, V'iet Nam can be seen
as yet another variation in the East Asian model of the developmental state. The approach has been both flexible in
the use of market instruments and pragmatic about the requirements for active state intervention to
develop infrastructure and market institutions and influence the allocation of resources to realize national

and social development goals” [emphasis added] (Van Arkadie & Mallon 2003: 253)

Van Arkadie & Mallon (2003) stress the continuity and stability of political institutions,
allowing decisive macroeconomic policy when called for, a gradualist approach to
reforms adopted through a consensus building process which lead to real ‘ownership’ of
reforms “facilitating profound institutional change.”'* Despite recognition of the impact
that decentralization has had on the power of the central state and the importance of
informal institutional arrangements, the state is viewed by-and-large as effective in
realizing developmental goals. Close connections between the organs of the state,
industry and agriculture have been efficacious in the formation of economic policy,
either through the active solicitation of feedback or, in some cases, lobbying for policy
change (Van Arkadie & Mallon 2003; Kerkvliet 2005).'” Part of this process has been the
formal institutionalization of informal (and if not illegal then frequently in contravention
of policy) practices followed at the local level (so-called “fence-breaking” activities),
which has also turned out to be an effective method of policy formation. This pragmatic

openness to feedback on policy is deemed to be an important element of state strength:

“The differences in [policy] interpretation partly reflect the gap that often exists between the definition of
objectives and policies at the national level and the pragmatic accommodation of the decentralized
decisions of individual actors in the economy, even when in apparent conflict with stated policies...[...]...
this pragmatic willingness to accept change resulting from decentralized initiatives is indicative of the strength of the
state.”’[emphasis added] (Van Arkadie & Mallon 2003: 253)

On this account, the Vietnamese context is regarded as some variant of ‘alliance
capitalism’  (Wade 2004; Beresford 2008)." Beeson & Pham (2012) adopt a similatly
statist line, suggesting that the Vietnamese government has been able to effectively

control ‘strategically significant parts of the economy’. They argue the state’s direction of

128 . . T . . .

In this account there is an implied and sometimes explicit account for the big bang reforms of Eastern Europe and
the Russian Federation, at the time Van Arkadie & Mallon (2003) were writing in the wake of the Asian Financial crisis
a defense of the developmental state by drawing this contrast with the perceived problems of other former communist

countries seemed a pressing task.
129 . . .
In this context Evans’ (1998) metaphor of ‘embedded autonomy’ is relevant see Chapter 3, section 3.2 for a fuller

discussion of the term.
130 Alliance capitalism described the situtution where the state works in close alliance with the private sector to realize
mutually beneficial developmental and economic outcomes. The paradigm example of this is perhaps post-war Japan.
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the overall course of economic development, and the retention of its capacity to do so
despite pressures from the international integration of the economy, point to the
continuing usefulness of the notion of the developmental state, of which Vietnam is an

example:

“...we acknowledge that Vietnam has serious economic problems to confront and there are concerns
about the durability, transparency and efficacy of some aspects of governance in that country, nevertheless,
it has made remarkable progress in a short period of time from inauspicious beginnings, and the state has been

a central actor in this process.” [emphasis added] (Beeson & Pham 2012: 553)

In short, while these writers are well aware of the weaknesses of policy implementation,
and issues with inefficiency, lack of capacity and corruption, they understand the role of
government as being effective in realizing change where it mattered. This includes areas
such as the reform of state owned enterprises (SOEs), macro-economic management,
land rights and administration, international integration and trade, developing an
environment that in general gave encouragement to both domestic private sector and
foreign investors, and in ensuring the provision of essential infrastructure goods and

services.

5.3.3 Competitive clientism and the weak state

Although there is a considerable amount written about horse-trading over policy issues
within statist accounts, this is seen frequently in terms of disputes over ideology (e.g.
regime modernisers v’s regime conservatives), or issues relating to maintaining party
power and legitimacy within formal state institutional arrangements (Thayer 1992, 2009,
2010; Gainsborough 2010). A key weakness of the statist account of Vietnam’s transition
is its failure to address the political economy of reform in a satisfactory manner. Statist
accounts are marked by an over-emphasis of the distinction between state and society, a
superficial acceptance of policy at face value (assuming more-or-less effective policy),
and insufficient attention to informal institutional arrangements such as patronage
networks (Gainsborough 2009; Fforde 2010). There is a reluctance to grub below the
surface appearance of official policy and formal institutions to reveal the mechanisms by

which power is actually articulated.

The alternative account suggests a more nuanced, less monolithic and altogether more

heterogeneous understanding of the state and its interests. In this vein, Vuving’s (2010)
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analysis of Vietnamese politics recognises a number of analytic groupings, regime
‘modernisers’ and ‘conservatives’, and the important geopolitical role played by the
presence of China. He also recognises a forth group, the ‘rent-seeckers’ whose primary
motivation is characterised as pursing their rather narrow material self interest. The
increasing influence of ‘rent-seekers’ in the political system is attributed to the expansion
of markets in a weak institutional context. Indeed, Vuving (2010) argues that during the
Doi Moi period the interest of ‘rent-seekers’ and regime conservatives have coincided.
The desire of the conservatives to preserve administrative fiat and state control over key
productive sectors has provided ample opportunities for rent generation by the ‘rent-
seckers’. "' As a result the ‘rent-seckers’ have been able to capture most of the
‘commanding heights’ of the economy. Painter (2008b) reaches similar conclusions about

the growth in the importance such rent-seeking behaviour over the reform period:

“Public officials, acting at first from within the state, have occupied new economic and political roles
beyond the state as they participated in and benefited from the dispersal of the state’s resources into the
market economy. Informal and illegal uses of state power and resources to facilitate economic
accumulation have taken advantage of official programs of state restructuring. State capacity in regulating
society and the market has been weakened at exactly the same time as administrative reforms sought to

strengthen it.” (Painter 2008b: 14)

Penrose et al (2007) also point to the heterogeneity of Vietnam’s political elite and
attribute the stability of the political settlement in Vietnam during the Doz Moi period to
the broad distribution of benefits between different elite factions.” Fforde (2009, 2012b)
takes a similar tack, highlighting both the fragmented nature of the state, wide-spread
rent-seeking behaviour, and as a result an intense competition for rents. He agrees that
the CP has been able to maintain a ‘dynamic balance of political interests’ during the
1990s and 2000s (Fforde 2013). The upshot of this has been a political economy context

characterised by a ‘competitive clientism’ (Fforde 2009):

“The political economy, one may conclude, showed again that it was highly antipathetic to rent-creation,

not because individual politicians and their clients disliked it, but because behaviour comparable to

B Gillespie (2008) notes a similar pattern, commenting “Never far below the surface was the political concern that
regulatory agencies need broad licensing powers to ensure that entrepreneurs do not accumulate levels of wealth that
pose a threat to party power.” (Gillespie 2008: 693)

P 1eis interesting to note that Abrhami et al (2008) argue that the formal political institutions of the Vietnamese state
actually place more constraints on the leadership and represent a broader distribution of power amongst party insiders.
They argue that this in turn explains why Vietnam spends a large portion of its revenues in transfers, which are needed
to maintain support amongst a boarder range of interest groups. This is contrasted with China, which has more
concentrated political power and does not face the same pressure for redistribution as Vietnam.
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‘competitive clientelism’ meant that, in the absence of political agreement, political competition made it
impossible to maintain the selective targeting of rents upon particular client groups. The political culture,
thus, could not cope with the concentrations of power, and the implications for the political order,
required for managing such strategies. And this has important implications for the viability of proposals for

major state interventions to alter the basic parameters of Vietnam’s growth process.” (Fforde 2009:84)133

Thus the alternative view of Vietnamese state that emerges is as one that is weaker and
more dysfunctional than the statist account would have us believe. The state is
fragmented by competition between factional interests, such as between different sectors
(i.e. ministries or productive sectors), and between different locations (i.e. provinces).'**
This is also indicative of a fragmentation of power, the result of which is the inability of

the state to direct a coherent development strategy (Fforde 2012, 2011; Perkins & Vu
2010).

At the heart of the alternative account of Vietnam’s political economy lies a critique of
both the statist state-society dichotomy and the willingness to take policy and formal
institutional arrangements at face value. Gainsborough (2009, 2010) articulates the
central problem with the statist tendency to regard the ‘unitary state’ as standing separate

from an ‘undifferentiated society’:

“In much writing on the state, including on Vietnam, a blurring between public and private is depicted as
an aberration and not something which occurs in ‘developed” Western states...[...]...it is also depicted as
something that can be put right (through ‘reform’). However, this is a distortion: public and private are
blurred in all states by definition because...[...]...the state is a conceptual abstraction (i.e. there is not a
real boundary between state and society or between public and private). That it appears otherwise is
testament to the state’s unique character as a historically contingent form of rule, and indeed this blurring,
and the policing of the boundary by those who inhabit the state, is central to how power is exercised.”

(Gainsborough 2010: 181)

Whereas statist writers tend to regard the Vietnamese polity as some kind of rational
Weberian state, maintaining its popular legitimacy through the provision of public goods

(economic development, public services, national defence etc.), from the perspective of

'3 Other writers on Vietnamese industrial policy essentially subscribe to this view, for example Perkins and Vu (2010)
comment: “The major problem, in our view however, is that the government’s industrial policies appear to be raising
barriers to competition rather than establishing an environment where competition among industrial firms flourishes.
It is not much of an overstatement to say that the relevant ministries see the main task of industrial policy as one of protecting and promoting
the state owned sector.”’[emphasis added] (5)

134 . L . . . .

The relative decentralisation of the Vietnamese state and productive forces in the economy was in part a result of
wartime exigencies requiring localised self-sufficiency (the district as fortress), and received opprobrium from Soviet
planners in the period following reunification.
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Fforde, Gainsborough and others this is mistaken. In fact, as Gainborough (2009)
persuasively suggests the notion of a benign developmental state can serve to obscure
and legitimise the exercise of political power. In the case of polities like Vietnam, as
Gainsborough puts it, “...politics is much more about patronage and much less about
delivering ‘public goods’ ” (Gainsborough 2009: 1326). Gainsborough (2002, 2005, 2007)
and Painter (2005, 2008a) argue convincingly there is no easy distinction to be drawn

between the public and private sectors.

The positive characterization of Vietnam’s political-economy which emerges from this
criticism of the statist position is of a polity understood largely in terms of the self-
interested pursuit of power and influence by individual actors and groups. Gainsborough
offers a telling description of the fundamental incentives facing political actors in

Vietnam:

“As old routes or opportunities for advancement are closed down, new ones need to be found. People’s
stars dim. Patrons grow old and die. Certain business interests survive, perhaps by diversifying into new
areas. Others go to the wall. Of course, some people are better operators than others, and through a
combination of luck or the fortune of their birth have more going for them. But success is never
guaranteed. In the face of interventions - what are often referred to as ‘reforms’ — which seck to upset
what people are doing, the system constantly reinvents itself to ensure that its underlying money-making
and prestige-secking functions are not upset. However, for the reasons just outlined, the system never

entirely stays the same.” (Gainsborough 2010: 179-180)13>

Typically, questions of policy, reform and long-term developmental goals simply do not
feature in the day-to-day decision making upon which constitutes the political-economy,

and upon which those dynamic processes supervene:

“For most actors, debates about reform or policy choices, or the consequences of World Trade
Organisation membership and such like, are not their day-to-day concern. Instead, surviving, getting things

done, using one’s connections, and paying people off, all in the system are key, whether it be through

13 An important point to note, of relevance to the more ontological concerns of this thesis, is that what
Gainsborough describes here seems to be tantamount to an evolutionary understanding of the political economy,
Fforde is much more explicit in his advocacy for an evolutionary understanding of Vietnam’s political economy:
“...since the empirics support an evolutionary and endogenous view of change in Vietnam, leading to a stress on
process rather than on comparative statics, I will argue that neo-classical approaches have only limited value. In my
view, processes of change are best viewed as evolutionary, with economic logics interacting with others, and the
Vietnam case study provides evidence to support this. But how does the support arise? For me, the key entry point to
understanding the literature is the treatment of policy, and the role given to it in explanations of systemic change.”
(Fforde 2010: 128)
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doing business, exploiting a regulatory position, or milking the international donor community. This is the

day-to-day stuff of politics.” (Gainsborough 2010: 180)

Expanding on this understanding of the Vietnamese polity, there are three factors salient
to our concerns, i) the role of uncertainty; ii) the fragmentation of the state; and, iii) the
ambiguous role of policy. Firstly, on the role of uncertainty in the political economy,
Gainsborough (2010) points out that the institutional and regulatory environment is one
characterised by uncertainty. Laws, policies and regulations are frequently ambiguous,
contradictory and unenforced, effectively supplanted by, or in conflict with informal
institutional norms. Gillespie (1994) notes a similar and illustrative confusion relating to

the profusion of legal documentation:

“While the prime minister may issue decrees and instructions, ministers may issue decrees and resolutions.
In practice these instruments are often treated as if they possess a similat legislative authority. People's
Committees add to the confusion by enacting subordinate legislation that duplicates, and at times
contradicts, provisions passed at the national level. Additional confusion arises from the power of the
National Assembly to abrogate instruments passed by the Standing Committee, the prime minister, or the
ministries, while the prime minister may abrogate instruments passed by ministers and People's

Committees.” (Gillespie 1994: 4)

This uncertainty functions as a means of control. A direct result of this uncertainty is that
people are always vulnerable and therefore dependent upon patronage networks for
protection (Gainsborough 2010). Of course, the level of uncertainty may be greater in
some areas that others. For example, the perception is that there have been significant
efforts to reduce uncertainty for foreign investors where this does not conflict with the
interests of existing elites. But, for politicians, administrators and businessmen the high
level of uncertainty means that cultivating their links to powerful political players is much

more important than knowing the law.

Secondly, the fragmentary nature of the state with power dispersed widely between
different groups such as provinces, ministries and SOEs (see for example Jandl 2012)
results in the inability of state agencies to coordinate their activities. The existence of
overlapping, duplicate or contradictory legislation is indicative of this fragmentation. Of
equal interest is the inability of ministries or SOEs to coordinate their planning or
investment activities. Agencies frequently do not share information, even where close

connections exist ostensibly public owned information is treated as a commodity to be
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bought and sold. Investment planning and investment fund allocation are similarly
subject to “competitive clientism”, meaning that investment projects are not developed
on a purely rational basis and determined by where the (public) need is greatest, but on
the basis of patronage and maintaining consensus. Pincus & Vu (2008) describe this

tendency:

“Vietnamese institutions are characterized by ambiguous lines of authority and consensus decision-making.
On the plus side, Vietnamese politics has been marked by stability. But consensus-based decision-making
has also reinforced a tendency to distribute rents widely across the system. This problem is evident in the
allocation of public investment. Vietnamese politicians approve 10 projects when one will do, and spread
them across the landscape. For example, Vietnam is building a string of deep sea ports in central Vietnam
despite the fact that port infrastructure in the southern provinces of Ho Chi Minh City, Dong Nai, Binh
Duong and Ba Ria Vung Tau-which together comptise more than 50% of Vietnam's job growth and

nonoil budget revenues-is stretched to the breaking point.” (Pincus & Vu 2008: 31)

The structure of state institutions compounds the fragmentary and uncertain nature of
the Vietnamese state. State institutions are characterized by duplicated and overlapping
remits, reporting lines and authorities. For example, provincial line agencies
(Departments) at the provincial level are answerable to both the Provincial People’s
Committee (PPC) (the administrative arm of government at the provincial level) and
their associated line ministry. A Department of Construction at the provincial level will
report to both the Ministry of Construction and the Provincial People’s Committee. This
is further complicated by overlapping responsibilities to the provincial CP and (nominally
at least) the Provincial People’s Councils. Moreover, the dual role of ministries mean they

effectively ‘own’ and control key SOEs"*

while also making legislation, which affects
SOE operations. The picture is complex, but serves to emphasize the degree of

uncertainty in navigating what is at the best of times a byzantine state bureaucracy.'”’

Thirdly, and closely related to the first two points is the ambiguity of policy. Given the
uncertainty surrounding implementation, policy consistency and the contravention of
established informal institutional norms implied by policy, it is frequently difficult to

know how to interpret formal policies. Fforde (2010) makes the case that the

136 Many ministires and provinces own or maintain a controlling interest in large SOEs related to their ministerial and

provincial remits. For example, MoC in construction and cement production.

137 . . L . L
Sharma and Minh Do note that the energy sector is also plagued by poor coordination by different ministries and

other agencies (2011).
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developmental activities of the Vietnamese state cannot be considered as consisting of
‘insulated policy making and implementation’ (Fforde 2010: 128). Fforde dubs what he
deems the over-emphasis on formal institutions and policy making found in some
accounts (particularly those of the donors) a “policy fetishism’. A number of other writers
agree, arguing that policy is frequently not effectively implemented (e.g. see Thayer
2013a, 2013b on the implementation of anti-corruption policy). Nevertheless, it would be
wrong to think of policy as purely epiphenomenal, while in many cases it may well be it
also potentially serves a number of purposes. Sometimes policy does signal a commitment
to a particular intervention, elsewhere policy serves to legitimise the role of the CP and
state, and in still other circumstances policy is entirely serious. Sometimes policy is
implemented sometimes it isn’t, and the reasons are an admixture of capacity and
inclination. The lack of policy certainty, coordination and the (closely related) pursuit of

the vested interests of a fragmented polity also act to condition policy outcomes.

Despite the weakness of the Vietnamese state in some respects, it is important to bear in
mind that, one way or another, the Vietnamese state has actually been relatively
successful in the provision of basic public goods. Whatever the motivation for the
allocation of resources to better infrastructure or poverty reduction programs, and
irrespective of the efficiency of this investment, the evidence of improvement in the
provision of broad public goods is pretty incontrovertible. Even if we accept that at the
macro-economic level the story of the reform period is better understood as good luck
rather than good management (Fforde 2009), and even if politics is more about
patronage than a rational provision of public goods (Gainsborough 2010), this does not

preclude the effective design and implementation of rational policy interventions.

Moreover, if the provision of public goods is an intrinsic part of Vietnam’s particular
political settlement, then where the provision of these goods requires the application of
technical skills — then rational policy decisions, which are more-or-less realized in
concrete outcomes ust be part of the process. If there is broad agreement about the
performance based legitimacy of the state, and if the public goods delivered to earn this
legitimacy are dependent upon the effective formation and implementation of rational
policies — then we cannot dismiss policy or the role of technical knowledge in its
formation. And this point has been central to the arguments presented in Chapters 2, 3

and 4, it must be an intrinsic part of the way in which incumbents have been able to
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create and recreate a particular disposition of power. When seeking to understand the
causal processes behind particular outcomes, the question then becomes, not so much a
case of dismissing rational policy formation and effective implementation, but one of
better understanding how the activities of elites are constrained and circumscribed by

material conditions, and how technical knowledge and policy choice relate to this.

5.4 Conclusions: Implications for the ESI

This last point is particularly germaine to our understanding the political economy of the
ESI. The technical complexity and material wherewithal required for the provision of
electricity services is substantial (Chapter 4). The central importance of the ESI in the
generation of a broad range of goods in a modern economy - public and private, licit and
illicit results in a particular political sensitivity to certain aspects of the ESIs technical
performance (in terms of ensuring the quantity and quality, and price of electricity) in
virtue of the public goods it provides. Whatever else the ESI can provide (tax revenues,
investment opportunities, natural resource rents, kick-backs etc.), at bottom, an
important component of CP legitimacy rests upon the technical performance of the ESI.
Ensuring adequate technical performance in the ESI implies the complex mobilisation,
allocation and management of resources. This requires informed and effective decision
making and a coordinated coherent organization. The provision of electrical energy may
be the paradigm example of this. In short, it requires state capacity for the sector to

function in a satisfactory manner.

On the other hand, certain aspects of the ESI lend themselves to the exercise of
discretionary power in the pursuit and preservation of rents and quasi-rents, which
abound in the sector (Chapter 4, Table 4.4)."" It is in these spaces, where the
contestation of rents and quasi-rents is feasible (i.e. without threatening the ‘whole

139
show’),

that the play of political power is likely to be important. Given the argument
presented above, we do not expect to find rational Weberian bureaucratic structures
engaged in rent management for the provision of developmental goods operating in
these spaces, rather, we expect to find vested interests engaged in a version of

competitive clientism.

"8} e. in the slack afforded by weak feedback mechanisms.

" We botrow this from Gainsborough (2010) that is without upsetting the political settlement or equilibrium.
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The task of the analysis of Vietnam’s ESI is therefore to start understanding where the
shifting boundary between the material, technical and financial constraints and the
exercise of power itself occurs. To do this, we need to understand the material
conditions of the ESI, the techno-economic paradigm, which determines the perceptions
of material possibilities within the sector, the institutional arrangements, which
intermediate the generation and distribution of benefits in the sector, and how this seems
to relate to the articulation of holding power in the ESI. It is this to which we move in

Chapter 6.
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Chapter 6: The political economy of the power sector in
Vietnam

6.1 Introduction

The arguments presented in Chapters 2 and 3 suggested that when considering the
process of technological change, either from the perspective of technological innovation
and diffusion, or from the perspective of economic catch-up, the political economy is
likely to be an important factor. In both cases, we have argued that technological change
is often not distributionally neutral. This is especially likely to be the case when we are
considering radical technological change such as a transition to ‘low carbon’ energy
systems, or the process of industrialisation and economic development. This is because
these types of technological change imply a significant change in the types and magnitude
of rents that are generated by the application of technologies in the process of

production, and thus changes the way rents are distributed.

Rents are the material wherewithal through which societal power (following Khan (2010)
what we have characterised as ‘holding power’), is generated. The preservation and
dynamic recreation of holding power depends upon the maintenance of rents. To the
extent that technological change creates new streams of rents or disrupts established
rental streams they also have the potential to disrupt the distribution of holding power.
Thus we have argued technological change can have important political economy
implications. It can change the distribution of rents and as a consequence holding power.
Conversely, the political economy context is likely to influence the potential for
technological change. If technological change threatens established rent streams and the
disposition of holding power then it is likely to be resisted. Thus, very generally speaking,
the political economy is seen as both a consequence of technological systems and also a

condition for technological change.

While rents are generated through the process of production, their distribution is
intermediated by (formal and informal) institutional arrangements. As we have argued in
Chapters 2 and 3, institutional arrangements typically co-develop with technological
systems. At the same time as they enable technologies they also determine the
distribution of rents. For example, rights to fossil fuel extraction allow right holders to

appropriate associated natural resource rents, and at the same time enable the
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exploitation of those resources. Similarly, IPRs allow their holders to appropriate rents

for innovation and patron-client relationships may entitle the patron to kickbacks.

Chapters 2 and 3 outlined the analytical contours of our account, but the broad concepts
they sought to elucidate said very little about how those concepts were instantiated in
particular technological systems or political economy contexts. A consequence of the
evolutionary micro-foundations (adopted in Chapter 2) is that we would expect historical
contingency to affect the dynamics of particular technological systems and institutions
and lead to divergent outcomes. In seeking to apply this approach to an empirical case it
therefore becomes important to elaborate how particular technological and political

economy processes developed.

Chapter 4 sought to concentrate on the ESI, representing as it does a set of similar
general-purpose technologies that are found the world over. The objective was to help
sort out on one hand, typical systematic elements of the system attributable to its
fundamental technological and economic characteristics, and on the other hand, the
aspects of the system which might be thought of as more propetly attributable to

institutional and political-economy factors.

More substantively, in respect to the ESI, Chapter 4 found that technical and economic
efficiencies of scope and scale, and the need for centralised management and control of
electricity systems mean that electricity supply systems have typically been monopolies.
The concentration of market power in the hands of monopolistic firms, as might be
expected, was from the get-go politically fraught. Moreover, both the strategic
importance of the sector in terms of ensuring productivity and economic
competitiveness, and the ubiquity of electricity, which quickly came to be regarded as an
essential public service, served to reinforce the sector’s political significance. The sheer
scale of resources sunk in electricity generation and distribution has necessitated political
intervention in one form or another in facilitating investment in the sector. Finally, the
ESI has been an important source of rents (from various sources), as a result it is an
important locus for the creation and recreation of societal power. In short, the ESI

seems to be a sector where the political economy plays an important role.

159



The task that remains in this research is elaborating how these typical processes have
been realised in a particular political economy context and how this is likely to affect
technology choice. This is the objective of this Chapter. Picking up from the outline of
Vietnam’s political economy in Chapter 5, in this chapter we develop a narrative account
of the development of Vietnam’s ESI, elaborating in greater detail how political economy
factors have influenced the development of the sector. In the following section, we give
an overview of the material development of the ESI in Vietnam. Section 6.3 investigates
the co-evolution of key institutional arrangements in the sector and examines how they
reflect the distribution of power in the sector, and section 6.4 concludes. In the Chapter
7, we draw on the political economy dynamics identified in this chapter to understand

how they have conditioned technology choice.

6.2 The development of the ESI in Vietnam

Vietnam’s ESI has seen dramatic change since reunification and in particular over the Do/
Moi period. As a ‘leading sector’ in the economy, and essential to modern industrial
development electricity production grew at an average annual rate of 12.6% between
1986 and 2010, almost double the rate of economic growth. At the same time, Vietnam
has managed a remarkable expansion of electricity access, the proportion of households
with access to electricity expanded from approximately 10% to 98% over the same
period (World Bank 2011). This growth was enabled by a large capital investmen