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ABSTRACT

A surface diurnal warm layer is diagnosed from Seaglider observations and develops on half of the days in the

Cooperative Indian Ocean Experiment on Intraseasonal Variability/Dynamics of theMadden–Julian Oscillation

(CINDY/DYNAMO) Indian Ocean experiment. The diurnal warm layer occurs on days of high solar radiation

flux (.80Wm22) and low wind speed (,6ms21) and preferentially in the inactive stage of the Madden–Julian

oscillation. Its diurnal harmonic has an exponential vertical structure with a depth scale of 4–5m (dependent on

chlorophyll concentration), consistent with forcing by absorption of solar radiation. The effective sea surface

temperature (SST) anomaly due to the diurnal warm layer often reaches 0.88C in the afternoon, with a dailymean

of 0.28C, rectifying the diurnal cycle onto longer time scales. This SST anomaly drives an anomalous flux of

4Wm22 that cools the ocean.Alternatively, in a climatemodelwhere this process is unresolved, this represents an

erroneous flux that warms the ocean. A simplemodel predicts a diurnal warm layer to occur on 30%–50%of days

across the tropical warm pool. On the remaining days, with low solar radiation and high wind speeds, a residual

diurnal cycle is observed by the Seaglider, with a diurnal harmonic of temperature that decreases linearly with

depth. As wind speed increases, this already weak temperature gradient decreases further, tending toward iso-

thermal conditions.

1. Introduction

Ocean–atmosphere interaction is a key process in

tropical weather and climate. Themoisture flux from the

ocean to atmosphere increases approximately exponen-

tially with sea surface temperature (SST) through the

Clausius–Clapeyron and bulk flux relationships (Fairall

et al. 1996b). These processes are core to the evolution of

El Niño–SouthernOscillation (ENSO; Neelin et al. 1998)

on interannual time scales. On shorter, intraseasonal time

scales, ocean–atmosphere interaction has a significant

role in the development and eastward propagation of

the Madden–Julian oscillation (MJO; Flatau et al. 1997;
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Shinoda et al. 1998; Woolnough et al. 2000; Matthews

2004; Drushka et al. 2012) and also in the northward-

propagating intraseasonal oscillations observed in the

Indian Ocean during the boreal summer (BSISO; Fu and

Wang 2004; Seo et al. 2007).

Recently, attention has focused on ocean–atmosphere

interaction on even shorter, diurnal time scales. A strong

diurnal cycle of SST (up to 28Cmagnitude) in the western

Pacific was observed during the Tropical Ocean and

Global Atmosphere Coupled Ocean–Atmosphere

Response Experiment (TOGA COARE; Sui et al.

1997). This was particularly prevalent during the in-

active stage of the MJO, with in situ conditions of high

surface solar radiation flux and surface heating, and

low surface wind speeds and weak vertical mixing. This

diurnal cycle in SST is part of a diurnal warm layer that

grows during the day through absorption of solar radi-

ation in the top fewmeters of the ocean (Price et al. 1986;

Fairall et al. 1996a; Gentemann et al. 2009; Prytherch

et al. 2013). Nocturnal surface cooling and destabilization

then mix up the diurnal warm layer overnight into the

deeper mixed layer.

Observations of the diurnal warm layer have char-

acterized its temperature profile as being approxi-

mately isothermal (Delnore 1972; Soloviev and Lukas

1997), decreasing approximately linearly with depth

(Delnore 1972; Webster et al. 1996; Prytherch et al.

2013), or decreasing approximately exponentially

with depth (Halpern and Reed 1976; Webster et al.

1996; Soloviev and Lukas 1997), depending on ambient

wind conditions.

However, because of the shallow nature of the diurnal

warm layer, it is difficult tomeasure. Observations of the

diurnal warm layer have been mainly made using ship-

board conductivity–temperature–depth (CTD) instru-

ments or frommoorings.However, both of these platforms

have disadvantages. A vertical resolution of 1m or finer

is required near the surface. This is difficult to achieve

using a conventional shipboard CTD, because of the wake

around the CTD package disturbing the finescale struc-

ture of the diurnal warm layer and motion from the ship.

Additionally, long ship deployments, such as would be

necessary to capture the diurnal cycle in different stages

of the MJO, are very expensive. For moorings, the buoy

structure can distort the near-surface flow. In the pres-

ence of a diurnal warm layer, this has been found to bring

warmwater fromnear the surface down to the level of the

sensor, leading to an overestimation of temperature of up

to 18C (Prytherch et al. 2013). Standard Argo floats

(Gould et al. 2004) do not have the vertical or temporal

resolution required to resolve the diurnal warm layer, typ-

ically onlymaking one temperaturemeasurement in the top

10m and one profile every 5–10 days. However, ongoing

deployment of Sounding Oceanographic Lagrangian

Observer 2 (SOLO-II) Argo floats, with higher vertical

resolution and profile frequency, may partially address

this in the future.

This diurnal warm layer and diurnal SST cycle can have

a significant effect on atmospheric convection. Typically,

the diurnal cycle of precipitation over the tropical open

ocean is weak, with a peak before sunrise (Gray and

Jacobson 1977; Bowman et al. 2005). However, during

periods of high solar radiation and weak winds, as well

as a strong diurnal SST cycle, atmospheric convection

over the ocean can behave similarly to that over land,

with a strong diurnal cycle, growth of cumulus con-

gestus, and a precipitation maximum in the late even-

ing (Johnson et al. 1999).

This diurnal variability can then impact onto longer

time scales, such as the MJO (Bellenger and Duvel

2009). For example, precipitation over the seas and

islands of the Maritime Continent is predominantly ac-

counted for by the diurnal cycle. Over this region, 80%

of the MJO precipitation signal is directly accounted

for by changes in the amplitude of the diurnal cycle of

precipitation (Peatman et al. 2014). There is also a strong

indirect effect, which also operates over the open ocean.

The diurnal warm layer is the result of solar heating

during the day being concentrated in a shallow layer

only a few meters thick. This layer has a lower heat

capacity, compared with a situation where the entire

deeper mixed layer is heated. Hence, even though the

diurnal warm layer is mixed back into the underlying

mixed layer overnight, the daily-mean SST is higher

than it would have been in its absence (Shinoda 2005;

Mujumdar et al. 2011).

In a coupled ocean–atmosphere general circulation

model (GCM), this rectification of daily-mean SST by

the diurnal variability of SST can increase the long-

term-mean SST by 0.28–0.38C (Bernie et al. 2008), with

a subsequent improvement in the mean precipitation. In

their simulations, the MJO is also improved, resulting

from the increase in intraseasonal SST variability that

stems from the improved diurnal SST variability (Bernie

et al. 2007). These and other studies (e.g., Klingaman

et al. 2011) concluded that a very fine vertical grid

spacing, of approximately 1m, is required in the upper

layers of the ocean component to resolve the diurnal

warm layer processes there. As most current ocean–

atmosphere GCMs have a grid spacing on the order of

10m and are often only coupled daily, these processes

are not resolved. This leads to a degradation in the

simulation and forecasting of the MJO (Woolnough

et al. 2007), and also errors in the mean climate.

Ocean gliders are a relatively new technology for ob-

serving the ocean (Eriksen et al. 2001). They can provide
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very high-resolution data right to the surface, without the

drawbacks of a shipboard CTD, and are relatively in-

expensive to operate.

In this paper, the diurnal warm layer is analyzed using

measurements from an ocean glider deployed as part of

the Cooperative Indian Ocean Experiment on Intra-

seasonal Variability/Dynamics of the Madden–Julian

Oscillation (CINDY/DYNAMO) international field ex-

periment. CINDY/DYNAMOwas designed to investigate

ocean–atmosphere interactions and the initiation of the

MJO in the Indian Ocean (Gottschalck et al. 2013). The

high-quality, high-resolution data measured by the glider

over a long deployment (approximately 100 samples

of the diurnal cycle) allow the detailed structure of the

diurnal warm layer to be analyzed in unprecedented

detail. A further focus is how this varies under different

environmental forcing conditions, particularly those

associated with active and inactive phases of the MJO.

Simple models of the diurnal warm layer under different

environmental conditions are then developed, with the

aim of informing (climate) model development.

2. Data processing

a. External data sources

Sea surface temperature data were extracted from the

National Oceanic and Atmospheric Administration

(NOAA) optimum interpolation (OI) version 2 dataset

(Reynolds et al. 2002). These were obtained on a 18 3 18
grid asweeklymeans,whichwere then interpolated todaily

means for ease of analysis. Precipitation was diagnosed

using the Tropical Rainfall Measuring Mission (TRMM)

merged precipitation (3B42) dataset (Kummerow et al.

2000). The data were on a 0.258 3 0.258 grid at 3-h

resolution. Daily-mean surface wind speeds were ana-

lyzed using the objectively analyzed air–sea fluxes

(OAFlux) dataset (Yu et al. 2008).A self-consistent set of

surface wind speed and shortwave radiative flux data was

extracted from the TropFlux archive (Praveen Kumar

et al. 2012). These daily-mean data were obtained on a

18 3 18 grid.

b. CINDY/DYNAMO and Seaglider deployment

The DYNAMO field experiment concentrated on

the 108 3 108 box from 708 to 808E and from 108S to 08 in
the equatorial Indian Ocean (Fig. 1a). It is at the heart

of the high SST and maximum precipitation zone during

the October 2011–January 2012 study period (line con-

tours and color shading, respectively, in Fig. 1a). The

globalmaximum inMJOprecipitation is also in this region

(Hendon and Salby 1994).

During CINDY/DYNAMO, three distinct MJO events

passed through the study region. These can be seen as

eastward-propagating bands of enhanced precipitation

(above 10mmday21) that cross the CINDY/DYNAMO

708–808E sector, in late October, late November, and late

December 2011 (Fig. 1b). In between the active MJO

events, precipitation is suppressed (below 5mmday21).

Westerly wind bursts were associated with each MJO

event (Moum et al. 2013), which forced a strong thermo-

dynamical and dynamical ocean response (Shinoda et al.

2013). These MJO events were generally well forecast;

inclusion of ocean–atmosphere coupling extended the

skill of the MJO forecasts over this period by approxi-

mately 1 week, emphasizing the important role that such

interactions played in these MJO events (Fu et al. 2013).

The MJO is conveniently diagnosed by the real-time mul-

tivariate MJO (RMM) index (Wheeler and Hendon 2004).

FIG. 1. (a) Time-mean TRMM 3B42 precipitation rate (color shading; mmday21) and SST (blue line contours;

interval of 18C) over the study period of glider deployment during CINDY/DYNAMO (1 Oct 2011–5 Jan 2012). The

box shows the approximate location of the CINDY/DYNAMO study area. The thick white line along 788500E,
between 18300 and 48S, shows the glider track. The white cross at 08, 808E shows the location of theR/VRoger Revelle.

(b) Time–longitude diagram of TRMM 3B42 precipitation rate (mmday21), averaged from 158S to 158N. The thick

black line shows the glider track.
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Time series of the amplitude and phase of the RMM

index during CINDY/DYNAMO are shown in Fig. 2a

by the thin and thick black lines, respectively. The RMM

phase is expressed as an integer between 1 and 8. Phases

1–4 indicate enhanced precipitation over the Indian

Ocean; these are grouped into the ‘‘active’’ stage here.

The RMM phases 5–8 indicate suppressed precipitation

over the Indian Ocean: the ‘‘inactive’’ stage.

The Seaglider is a 1.8-m, 50-kg unmanned buoyancy-

driven autonomous underwater vehicle (AUV), instru-

mented for oceanographic research to measure pressure,

temperature, conductivity, dissolved oxygen, chlorophyll

fluorescence, and turbidity (Eriksen et al. 2001).A typical

glider dive cycle has a sawtooth profile, with a dive phase

from the surface to a specified depth (maximum 1000m)

and a climb phase back to the surface.

The Seaglider SG537 ‘‘Fin’’ was deployed in the equa-

torial Indian Ocean on 14 September 2011 at 18300S,
798500E. It was then piloted southward along the 798500E
meridian to 38S (30 September 2011). The glider then

made 10 transects between 38 and 48S, arriving at 38S for

the final time on 5 January 2012. It then continued

northward to the retrieval location (same as deployment,

at 18300S, 798500E) on 23 January 2012, with a total mis-

sion duration of 131 days (Fig. 1a).

c. Seaglider measurements and processing

During the mission, the glider carried out 738 dive cy-

cles, an average of 5.6 dive cycles per day or a time interval

between the start of successive dives of 4.3 h. Of these, 564

dives (76%) were to 1000-m depth; the remaining dives

were to 300 or 500m. The glider vertical velocity is in the

range 0.15–0.25m s21. Temperature and salinity were

sampled every 5 s, hence the effective vertical resolution

is approximately 1m.

The glider data were corrected for thermal lags, sensor

response time, and nonsynchronicity of sensor readings.

Temperature and salinity data are accurate to 0.018C and

0.01, respectively. A further correction was made to the

pressuremeasurements, to remove long-term drift of the

pressure sensor over the mission duration and also to

account for hysteresis within each dive. Further details

are provided by Webber et al. (2014). The analysis was

then carried out on the data gathered in the north–south

sections from 38 to 48S, between 1 October 2011 and

5 January 2012.

Before the dive phase of a dive cycle, the glider floats

at the surface, engaged in satellite communications. The

temperature sensor can be subjected to solar radiation

and exposure to the atmosphere. When the dive phase

starts, the temperature sensor can take several seconds to

re-equilibrate to the water temperature. Hence, temper-

ature measurements in the top few meters in the dive

phase are unreliable. There are no such problems in the

climb phase. Therefore, only data from the climb phases

were used in this analysis.

The temperature time series was optimally interpolated

(Bretherton et al. 1976) onto a two-dimensional grid, with

regularly spaced pressure pj points (every 0.5 dbar from

0.5 to 1000dbar; 1 dbar 5 100hPa) and time tj points

(every hour from the start to the end of themission). First,

an initial background temperature field was created at

each grid point, using a weighted average of temperature

observations from nearby in the pressure–time space. A

FIG. 2. Daily time series from 1 Oct 2011 to 5 Jan 2012 of (a) MJO RMM phase (thick line;

left axis) and MJORMM amplitude (thin line; right axis). MJO active phases (1–4) are shaded

pink, and inactive phases (5–8) are shaded light purple. (b) Meteosat-7-derived shortwave ra-

diation flux (black thick line; left axis), OAFlux surface wind speed (thin blue line; right axis),

and TRMM precipitation rate (dashed red line; far right axis) at glider location. Days when

a surface diurnal warm layer developed are shaded pink.
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Gaussian weighting function wij was used to calculate the

weighting that each temperature observation T(pi, ti)

contributes to the gridded value T(pj, tj),

wij 5 exp

(
2

"�
pi 2 pj

pr

�2

1

�
ti 2 tj

tr

�2
#)

. (1)

The e-folding scales pr and tr were defined as 1 dbar and

3 h, respectively, to reflect the scales of interest in this

study. The background field was then used as the input

to the optimal interpolation scheme. The covariances of

the data were parameterized using the same Gaussian

function [Eq. (1)] to calculate the analysis increment,

which was then added to the background field to create

the final optimally interpolated field. The grid spacings

for the optimally interpolated fieldwere chosen to beDp5
0.5 dbar and Dt 5 1 h. Note that it is the e-folding scales

pr and tr that govern the form of the gridded field. The

choice of the output grid spacing is just a matter of pre-

sentational convenience.

An example of the optimal interpolation, and of the

development of a diurnal warm layer, is shown in Fig. 3.

The optimally interpolated temperature (color shading

in Fig. 3a) on a sample day (3 December 2011) shows a

well-mixed isothermal layer over at least the top 8m at

midnight [0000 local solar time (LST)]. There is then

further cooling through the night until a minimum tem-

perature of 28.878C is reached at sunrise at 0600 LST.

Note that there is no gridded level at 0 dbar, as all

contributing glider measurements would be below this

level, introducing a bias. The first gridded level is at

0.5 dbar, which allows for contributing measurements

above and below.Hence, for the purposes of this analysis,

the temperature at 0.5 dbar is referred to as the surface

temperature. Also, as a 1dbar pressure change is very

close to a 1-m depth change, pressure and depth are used

interchangeably in the following discussions.

During the day the surface warms, until it reaches a

maximum of 29.218C at 1500 LST. This diurnal warming

is confined to the upper few meters. The temperature at

5m at 1500 LST is 28.958C, 0.268C colder than the sur-

face. This is the stably stratified diurnal warm layer. As

the solar radiation flux decreases through the afternoon,

it is eventually overwhelmed by the cooling fluxes of

latent heat, infrared radiation, and sensible heat, and the

temperature of the diurnal warm layer decreases. After

sunset (1800 LST) there is rapid cooling andmixing and a

return to isothermal conditions at 0000 LST the next day.

The colored vertical lines in Fig. 3a show the times of

the seven glider profiles during that day (Fig. 3b), which

the optimally interpolated temperature field in Fig. 3a

was effectively constructed from. Visual inspection re-

veals a very close agreement of the optimally interpolated

temperature with the input temperature profiles.

d. Meteosat-7-derived surface solar radiation flux

The development of the diurnal warm layer depends

on the surface flux of solar radiation. Direct measure-

ments of this flux are not available at the glider location.

However, variations in surface solar radiation flux are

mainly driven by changes in convective clouds, which

also drive changes in outgoing longwave radiation (OLR).

Using a novel method, a proxy time series of solar radi-

ation flux at the glider location can be constructed from

satellite measurements of OLR at the glider location,

using a conversion derived from surface solar radiation

flux measurements made at the R/V Roger Revelle, sta-

tioned nearby (Fig. 1a). The details of the methodology

FIG. 3. (a) Optimally interpolated temperature (8C) on 3 Dec 2011. The contour interval for line contours and

shading is 0.058C. The thick contour indicates the isotherm T* that is used to define the base of the diurnal warm

layer. Temperatures above T* are shaded red. For this day, T* 5 29.08C. (b) Individual glider profiles on the same

day. The vertical colored lines in (a) show the times of the glider profiles using the same color in (b).

15 DECEMBER 2014 MATTHEWS ET AL . 9105



are given in appendix A. The proxy time series for the

surface solar radiation flux at the glider location (black

line in Fig. 2b) shows clear variability on day-to-day and

intraseasonal time scales.

3. Overview

a. Mean profile

The diurnal and intraseasonal variability of the upper

ocean are perturbations to, and strongly influenced by,

the background thermodynamic structure. The mean tem-

perature profile over the Seaglider deployment (1October

2011–5 January 2012) has a surfacemixed layer at 29.08C
over the top 30-mdepth (Fig. 4, red solid line). Below this,

the temperature decreases with depth through the ther-

mocline, with, for example, the depth of the 208C iso-

therm at 105m. Between 150 and 200m, the temperature

gradient decreases; below that is the deep ocean. Tem-

perature decreasesmonotonically with depth; hence, the

temperature stratification is stable everywhere.

The mean salinity profile (Fig. 4a, blue dashed line)

exhibits a surface fresh layer (34.32). At 25-m depth, the

salinity increases rapidly, to a maximum of 35.23 at 75-m

depth. This ‘‘subtropical underwater’’ (O’Connor et al.

2005) originated at the surface in the subtropics, where

evaporation exceeds precipitation, leading to the high

salinity values. Below the salinity maximum, the mean

profile becomes fresher with depth. Hence, the salinity

stratification is unstable here. However, as the (potential)

density is mainly controlled by the temperature variation

over these tropical temperature and salinity ranges, this

unstable salinity stratification does not lead to an unstable

density stratification. Density increases monotonically

with depth (Fig. 4a, thick black line), and themean profile

is statically stable at all levels. A detailed hydrographical

analysis is given by Webber et al. (2014).

b. Generic diurnal variability

The day-to-day evolution of the temperature struc-

ture of the ocean surface boundary layer is shown for the

sample month of November 2011 (Fig. 5). At the begin-

ning of the month, the seasonal mixed layer is relatively

cool (less than 29.28C). This coincides with the end of the
active stage of the first MJO event on 5 November

(Fig. 2a). By mixed layer, we mean the bulk mixed layer

of depth order 20m, upon which a diurnal warm layer is

superimposed at the surface. The MJO then moves into

its inactive stage over the Indian Ocean. The mixed layer

warms considerably, to above 29.68C by 15 November.

On 17 November the MJO enters the active stage of the

second MJO event, and the mixed layer rapidly cools to

below 29.08C by 25November. This local evolution of the

mixed layer temperature (as measured by the Seaglider)

is remarkably consistent with the expected sea surface

FIG. 4. Mean profiles of temperature (red solid line), salinity

(blue dashed line), and potential density (black thick line) from the

optimally interpolated glider data.

FIG. 5. Depth–time section for optimally interpolated glider temperature during November

2011. Contour interval is 0.28C. See legend for shading levels. Tick marks on the horizontal axis

correspond to 0000 LST for each day.
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temperature cycle in a canonicalMJO cycle (e.g., Shinoda

et al. 1998), in both magnitude and phase.

Superimposed on this intraseasonal variability is a clear

diurnal cycle in temperature, especially in the upper 5m.

The tick marks on the time axis in Fig. 5 are at 0000 LST

(midnight). A diurnal warming in the upper few meters

by over 18C is observed onmany days, peaking in the early

afternoon. This diurnal warm layer occurs throughout the

cycle of the MJO during November 2011. Similar be-

havior was observed in the other months (not shown).

However, the diurnal variability appeared to be partic-

ularly strong during the inactive stage of the MJO (6–16

November 2011).

4. Diurnal warm layer occurrence

The sample day of 3 December 2011, which was used

to illustrate the optimal interpolation technique, is also a

clear example of the development of a diurnal warm layer

(Fig. 3a). The surface (0.5m) temperature increases from

a minimum at sunrise (0600 LST) of T06 5 28.858C to

amaximum value ofTmax5 29.208C, at 1500 LST. In the

following analysis, a technique is derived to objectively

determine the existence of a surface diurnal warm layer

and to quantify the effect the diurnal warm layer has on

the SST.

A convenient measure of the depth of the warm layer

is the depth dWL of a fixed isotherm T*,

dWL52z(T5T*). (2)

Here, weuse z as the vertical coordinate (positive upward,

with z5 0 at the surface) and d for depth (which is always

positive). The value of the isotherm is determined for each

day individually. It should lie between the minimum and

maximum values and is defined as

T*5max[T06 1a(Tmax2T06),T06 1 0:18C]. (3)

The parametera can be chosen from the range 0, a, 1.

It should be as small as possible to allow for as much of

the diurnal warming as possible to be included in the

definition of the diurnal warm layer. However, if a is too

small, the analysis is sensitive to noise.A value ofa5 0.3

was found to be suitable. To account for days when a

diurnal warm layer did not develop or was not well de-

fined, a minimum value of T* 5 T06 1 0.1 is specified,

which also reduces sensitivity to noise.

For the sample day in Fig. 3a, T* 5 29.08C. The thick

contour at 29.08C and the red shading for temperatures

above 29.08C in Fig. 3a illustrate the depth and extent of

the diurnal warm layer on 3 December 2011.

The development of the (optimally interpolated) tem-

perature profile during 3 December 2011 is shown from

the surface to below 35m in Fig. 6a. In an idealized

framework, the vertical structure can be characterized by

a three-layermodel, with a temporally developing diurnal

warm layer above a deeper mixed layer, which itself lies

above a thermocline layer. For example, at 1700 LST

3December 2011, there is a clear diurnalwarm layerwith a

surface (0.5m) temperature of 29.28C, which extends

downward by a fewmeters (Fig. 6a). Below this, there is a

seasonal mixed layer at a temperature of approximately

28.78C.
An idealized representation of the diurnal warm layer,

as well as underlying mixed layer and thermocline layer,

will now be constructed, with the ultimate purpose of

calculating the effect of the warm layer on the mean SST.

At any given time, an idealized representation of the

warm layer is an isothermal layer of temperature TWL

and depth dWL (Fig. 6b). The warm layer temperature

TWL is calculated such that the idealized warm layer

has the same heat content as the actual water column

between the surface and the base of the warm layer

at dWL,

TWL dWL5

ð0
2d

WL

T(z) dz . (4)

Amethod was developed to determine where a diurnal

warm layer formed on a particular day, by comparing two

definitions of the mixed layer depth. The first definition is

the depth dMLsfc at which the temperature is 0.28C less

than the surface temperature Tsfc (de Boyer Montégut
et al. 2004),

dMLsfc 52z(T5Tsfc2 0:28C). (5)

Note that the surface temperature defined here is actu-

ally the temperature at the highest available level, which

is at 0.5-m depth. In the absence of a diurnal warm layer,

this definition can give a mixed layer depth of tens of

meters in the study region.However, with awell-developed

diurnal warm layer in the afternoon, this definition would

give amixed layer depth of only 4m (Fig. 6b). Hence, this

definition of the mixed layer depth is sensitive to diurnal

warm layer formation.

The second definition is of the depth of the seasonal

mixed layer dML, which is defined here as the depth at

which the temperature is 0.58C less than the temperature

at 10m,

dML 52z(T5T10m2 0:58C). (6)

This is not sensitive to diurnal warm layer formation.

These two definitions of the mixed layer depth can be

used to define whether a diurnal warm layer develops on

any given day. If a diurnal warm layer does develop,
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then the minimum value during that day of the mixed

layer depth defined relative to the surface [min(dMLsfc)]

will be small, compared with the (daily mean) value of

the mixed layer depth defined relative to the 10-m ref-

erence level [mean(dML)]. If no diurnal warm layer de-

velops, then the two definitions of the mixed layer depth

will return similar values. A scatterplot of min(dMLsfc)

against mean(dML) (Fig. 7) shows two clusters, conve-

niently divided by the line min(dMLsfc)5 14.5m. Hence,

a diurnal warm layer is defined to exist if

min(dMLsfc), 14:5m. (7)

An idealized isothermal mixed layer is then defined,

with a mixed layer temperature TML such that the heat

content of the idealized mixed layer is the same as the

heat content of the water column between the base of

the diurnal warm layer and the base of the mixed layer,

TML(dML 2dWL)5

ð2d
WL

2d
ML

T(z) dz . (8)

To complete the three-layer model, the thermocline

layer is defined to be the layer at depths greater than dML.

It has a constant temperatureTTH, which is taken to be the

temperature at the level 5m below the mixed layer depth,

TTH5T(z52dML 2 5). (9)

The thermocline layer is not used in the subsequent

analysis but is included here for completeness, as it will

be used in future modeling studies.

FIG. 6. (a) Temperature profiles of optimally interpolated glider data every 3h from 0500 LST

3 Dec to 0200 LST 4 Dec 2011. The colors of the individual profiles correspond to the times

(LST) in the legend. Note the discontinuity in the vertical axis at 10 and 30m. (b) Temperature

profile of optimally interpolated glider data at 1700 LST 3 Dec 2011 (black solid line). The

idealized three-layer (two-layer) model fitted to this profile is shown by the thick blue (dashed

red) line. Annotations show the values of the layer temperatures and depths of interfaces

between the layers. (c) Time series of warm layer temperature TWL (thick black solid line),

mixed layer temperature TML (black dashed line), mixed layer temperature in two-layer model

T0 (thin black solid line), temperature anomaly due to existence of warm layer T 0, and depth of

warm layer dWL (red solid line) during 3 Dec 2011.
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To quantify the effect of the diurnal warm layer,

an alternative two-layer model is constructed where the

diurnal warm layer and the mixed layer are combined,

and the entire water column is mixed from the surface to

the base of the mixed layer. This ‘‘super’’ mixed layer

has temperature T0, where

T0dML5

ð0
2d

ML

T(z) dz . (10)

The second layer of this two-layer model is the ther-

mocline layer, as before. This two-layer model would be

appropriate for a numerical model that does not resolve

the details of the diurnal warm layer development. It can

be seen that

TML #T0#TWL . (11)

The increase in SST due to the existence of thewarm layer

is then

T 05TWL2T0 . (12)

Time series of these quantities are shown in Fig. 6c for

the sample day, 3 December 2011. Before 0930 LST, the

surface temperature is below the value of T* for that

day. Hence, there is no warm layer, and dWL5 0, TWL5
TML, and T 0 5 0. At 0930 LST, the surface temperature

is equal to T*, and the warm layer begins to develop. Its

depth dWL increases approximately linearly, from 0m

at 0930 LST to 9.5m at 2330 LST: that is, at a rate of

approximately 0.7mh21. At 2330 LST, there is then

rapid mixing of the water column, presumably because

of nocturnal destabilization by cooling surface fluxes of

infrared radiation and sensible and latent heat flux. The

surface temperature rapidly decreases to below T*, the

warm layer vanishes, and dWL 5 0 again.

The temperature of the warm layer TWL is equal to

TML before 0930 LST, when the warm layer does not

exist. It then increases rapidly to 29.08Cby 1000 LST and

then steadily to 29.128C at 1600 LST. It then steadily

decreases throughout the rest of the day. By contrast,

the mixed layer temperature TML from the three-layer

model and the supermixed layer temperatureT0 from the

two-layer model both remain fairly constant throughout

the day. Hence, T 0, the increase in SST due to the ex-

istence of thewarm layer increases from 08C at 0930 LST

to a maximum of 0.38C at 1400–1600 LST and then de-

creases to 08C at 0030 LSTwhen the warm layer vanishes.

Although the diurnal warm layer is, by definition, a

temperature structure, it may also have an effect on the

near-surface salinity. At the glider location, there was a

large freshwater input at the surface from precipitation

(Fig. 2b). In the presence ofmixing with the high-salinity

water below, a steady-state salinity profile would result

(Fig. 4). However, as the temperature stratification in-

creases in the afternoon with the development of the

diurnal warm layer, the mixing would be weakened. A

transient fresh anomaly might be expected to develop at

the surface at this time. Such a signal was sought, but data

quality problems prevented any firm conclusions being

made. This was because calculation of salinity from con-

ductivity has a dependence on temperature. The long

response time of the conductivity sensor compared with

the temperature sensor, the glider crossing a high tem-

perature gradient in the diurnal warm layer, and only the

climb phase data being able to be used here all contrib-

uted to prevent salinity data of sufficient accuracy being

produced in the upper few meters.

5. Variability of diurnal warm layer formation

The surface diurnal warm layer framework of section 4

is now extended from the sample day of 3December 2011

(Fig. 6) to the whole study period, through a series of

‘‘stacked’’ diurnal cycles in Fig. 8. In these figures, each

row represents the time series of a variable for a partic-

ular day, from 0000 UTC (approximately 0500 LST) to

2400 UTC (approximately 0500 LST on the next day).

The rows are stacked above each other, so that the

vertical axis represents time in (integer) days. There are

97 days in the study period (1 October 2011–5 January

FIG. 7. Scatterplot of min(dMLsfc) against mean(dML). Days with

a diurnal warm layer are shown by the red circles and days without

a diurnal warm layer are shown by the blue crosses. The horizontal

line at min(dMLsfc) 5 14.5 divides the two regimes.

15 DECEMBER 2014 MATTHEWS ET AL . 9109



2012), corresponding to 97 rows in the stacked diurnal

cycles. Hence, the row corresponding to 3December 2011

in the stacked diurnal cycle of T 0 (Fig. 8a) contains the
same data as the time series of T 0 for this day in Fig. 6c.

Over the 97-day study period, there are clusters of days

(e.g., 4–13 October 2011) where the diurnal warm layer

develops, andT 0 regularly exceeds 0.48C in the afternoon.

There are other periods where there is no diurnal warm

layer development, and T 0 5 0 throughout the day (e.g.,

15–31 December 2011). The periods of surface diurnal

warm layer development show a tendency to occur pref-

erentially in the inactive stage of the MJO (light purple

shading in vertical bar to the right of the stacked diurnal

cycle in Fig. 8a). Conversely, periods with no diurnal

warm layer development occur preferentially in the active

stage of the MJO (pink shading in vertical bar).

However, this relationship between the occurrence of

the diurnal warm layer and the state of the MJO is cer-

tainly not a perfect one. Convection and related condi-

tions at a single geographical point (the glider location)

are subject to large variability, as the planetary-scale

MJO envelope is made up of contributions frommultiple

scales. This can clearly be seen in the time series of pre-

cipitation, wind speed, and shortwave radiation at the

glider location (Fig. 2b). The tendency for wet, windy,

and cloudy conditions in the active MJO stage and for

dry, calm, and clear conditions in the inactiveMJO stage

can be seen. However, there is much day-to-day local

variability. Hence, the analysis of the diurnal warm layer

development in this limited dataset is made based on

local conditions, rather than on the planetary-scaleMJO

state represented by the RMM index shown in Fig. 2a.

FIG. 8. Stacked diurnal cycles of (a) T 0, (b) T y, and
(c) dWL. The vertical bars, with pink and light purple

shading, mirror the background in Fig. 2a and indicate

the stages of theMJO (pink for active and light purple

for inactive).

9110 JOURNAL OF CL IMATE VOLUME 27



The scatterplot in Fig. 7 and the stacked diurnal cycles

in Fig. 8 show two clearly distinct regimes: diurnal warm

layer days and nonwarm layer days. Using the criterion of

Eq. (7), the population of 97 days in the study period is

split in half, with 48 (49%) warm layer days and 49 (51%)

nonwarm layer days.

The apparent relationship between diurnal warm layer

formation and the state of the MJO can be tested statis-

tically using a contingency table (Table 1). The back-

groundor unconditional probability, over allN5 97 days,

of warm layer formation on a particular given day is p05
48/97 5 0.495. The conditional observed probability of

warm layer formation, given that theMJO is in its inactive

stage, increases to p̂ 5 25/43 5 0.581. A test statistic

Z5
p̂2 p0
sp̂

, (13)

where

sp̂5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0(12 p0)

N

r
, (14)

follows a Gaussian distribution with zero mean and unit

standard deviation (e.g., Hall et al. 2001). Here, Z5 1.69,

which is above the critical value of Z 5 1.64 at the 90%

significance level. Hence, the null hypothesis, that the

probability of a diurnalwarm layer forming is independent

of the state of the MJO, is rejected at the 90% level.

The calculation of T 0 [Eqs. (3)–(12)] is rather involved.
To verify that the existence of the surface diurnal warm

layer is not an artifact of this processing, a stacked diurnal

cycle is constructed for a simpler measure of the diurnal

temperature variation

T y(t)5T(t)2T06 . (15)

Here, the surface (0.5m) temperature at any particular

time is expressed as an anomaly Ty from its value at sun-

rise (0600LST) on that same day.Hence, all the anomalies

in the first column of the stacked diurnal cycle of Ty

(Fig. 8b), at 0600 LST, are zero by definition. The broad

pattern and variability of theT 0 anomalies are reproduced,

confirming that the analysis is not sensitive to the de-

tailed processing.

The stacked diurnal cycle of the depth of the diurnal

warm layer (dWL; Fig. 8c) shows coherent growth in the

layer depth throughout the days when a warm layer is

found. Typical maximum values lie between 5 and 20m.

There is also considerable variability in the duration of

the warm layer, with the terminal mixing and disap-

pearance of the layer generally occurring between sun-

set (1800 LST) and the early hours of the next morning.

6. Structure of diurnal warm layer

a. Exponential profile

Themean diurnal cycle averaged over all thewarm layer

days (shading and line contours in Fig. 9a) shows a clear

development of a diurnal warm layer, as expected. For this

mean diurnal cycle, T06 5 28.948C and Tmax 5 29.368C.
Hence, the isotherm that defines the warm layer is T* 5
29.058C [Eq. (3)]. Temperatures above T* are shaded red

inFig. 9a. Thismeandiurnalwarm layer starts at 0900LST,

reaches a maximum depth of dWL 5 8m at 1900 LST, and

finally disappears at 0100 LST the following morning.

Note that the surface temperatureminimum at sunrise

T06 is actually lower than the temperature immediately

below. Hence, there is a temperature inversion at the

surface. However, because salinity is also a minimum at

the surface (Fig. 4), the density increases monotonically

with depth and the profile remains statically stable.

At all depths within the diurnal warm layer, the

temperature minimum and maximum are separated by

approximately 12 h. Hence, the diurnal harmonic (i.e., a

shifted cosine wave with a period of exactly 24 h) is a

good approximation to the full diurnal cycle. At each

level, the diurnal harmonic of the mean diurnal cycle of

temperature is calculated. The semidiurnal and higher

harmonics were also calculated but found to be very

weak. The amplitude of the diurnal harmonic of tem-

perature decreases monotonically with depth d down to

20m (thin black line with dots in Fig. 9a). The phase of

the diurnal harmonic (expressed as time of maximum

temperature) is shown by the thick line in Fig. 9a. It

increases slowly with depth, from 1600 LST at the sur-

face to 1800 LST at 13m, and then decreases slowly

down to 20m. Below this level, sampling variability due

to gravity waves and their vertical movement of the

thermocline masks the structure of the diurnal cycle.

The observed amplitude Tdh of the diurnal harmonic is

very well modeled by an exponential function of the form

Tdh(d)5Tdh0e
2d=H1� , (16)

where Tdh0 5 0.228C is the (extrapolated) amplitude of

the diurnal harmonic at the surface (z5 0; i.e., the SST),

the scale depth isH5 4.2m, and �5 0.0048C is a residual

TABLE 1. Contingency table of number of days when a diurnal

warm layer formed or did not form, against the state of the MJO

(active or inactive).

Warm layer No warm layer Total

Active MJO 23 31 54

Inactive MJO 25 18 43

Totals 48 49 97
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constant term. The values of these parameters were

determined by least squares regression of Eq. (16) onto

the observations, and the modeled curve is shown by the

dotted red line in Fig. 9a. The root-mean-square error is

0.00178C. Hence, the diurnal harmonic of temperature

can be modeled as

T(d, t)5Tref(d)1Tdh0e
2d/H cos

�
2p

24

�
t2 162

2d

13

��
,

(17)

where t is time (hour of day local solar time) and Tref(d)

is the background or reference temperature profile.

This exceptionally close agreement between the ob-

served profile of the temperature diurnal harmonic and

an exponential function is consistent with the theoretical

and observed profiles of solar radiation in seawater. The

downward solar radiation flux in seawater, which is re-

sponsible for the diurnal warming, also follows an

exponential profile, through the Beer–Lambert law for

absorption.

In fact, the absorption of solar radiation might be

expected to follow a double exponential function with

two scale depths. One corresponds to the absorption by

the red part of the solar spectrum and has a scale depth in

the range 0.35–1.4m (Jerlov 1968; Paulson and Simpson

1977; Mobley 1994; Ohlmann et al. 1998). The other

corresponds to absorption of blue–green light, with a

scale depth in the range 7.9–23m. The single scale depth

of H 5 4.2m found here is between these values and

corresponds to a mean value for absorption across the

whole solar spectrum. However, when a double expo-

nential function was fitted to the observational data, no

improvement was found over the single exponential

function of Eq. (16). The two scale depths produced were

both very close to 4.2m.

b. Effect of chlorophyll on the diurnal warm layer

The range of scale depths from previous studies (e.g.,

Paulson and Simpson 1977) is attributable to different

water ‘‘types.’’ These have different concentrations of

inorganic and organic particles that absorb solar radiation

in addition to the absorption bywater molecules. Limited

measurements of chlorophyll concentration were made

by the Seaglider, using a Wetlabs EcoPuck measuring

chlorophyll fluorescence. High chlorophyll concentra-

tions are an indication of high phytoplankton abundance

and therefore potentially stronger solar absorption of

solar radiation and a lower scale depth in Eq. (16).

There were 14 warm layer days when chlorophyll data

were available. These separated into two clear regimes.

There were 10 days in a low chlorophyll regime, where

the mean 0–10-m chlorophyll concentration was in the

range 1.1–5.8mgm23, with a mean of 3.3mgm23. The

FIG. 9.Mean diurnal cycle of temperature during (a) warm layer days and (b) nonwarm layer days. Shading interval

is 0.058C in both panels; see legends for shading intervals. Line contour interval is 0.0258C. The profile of the diurnal
harmonic amplitude is shown by the black dots in each panel; see bottom axis for scaling. The dashed red line shows

the best-fit exponential function in (a) and linear function in (b). The profile of the diurnal harmonic phase (time of

maximum temperature) is shown by the thick black line in both panels.
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remaining 4 days were in a high chlorophyll regime, in

the range 14.4–21.7mgm23, with amean of 18.8mgm23.

The mean diurnal cycle was calculated separately for

each of these two regimes. Despite the low sample sizes, a

well-defined diurnal warm layer with an exponential tem-

perature profile developed in each regime.

Recall that the scale depth was H 5 4.2m when cal-

culated over all 48 warm layer days. The low chlorophyll

regime had a higher scale depth of H 5 4.7 6 0.1m,

corresponding to weaker absorption. The high chloro-

phyll regime had a lower scale depth ofH5 4.06 0.3m,

corresponding to stronger absorption. Hence, even with

the limited measurements available, chlorophyll vari-

ability has a clear and significant effect on the depth of

the diurnal warm layer and then potentially on the rec-

tification of SST by the diurnal cycle.

A detailed analysis of the Seaglider-measured chloro-

phyll during CINDY/DYNAMO is presented inWebber

et al. (2014). They showed that the variability in chloro-

phyll was controlled by Ekman pumping by the local sur-

face winds and propagation of oceanic equatorial Rossby

waves, as part of the dynamical ocean–atmosphere MJO

system (Webber et al. 2010).

7. A predictive model for diurnal warm layer
formation

The diurnal cycle of temperature at the ocean surface is

controlled by two competing processes. The diurnal cycle

of surface shortwave radiation flux heats the surface, sta-

bilizes the water column, and forces a strong diurnal cycle.

Wind-driven mixing mixes up cold water from below and

weakens the diurnal cycle. In this section, these two effects

are quantified, and a predictive model for the strength of

the diurnal cycle is developed, based on the daily-mean

surface shortwave radiation flux and wind speed.

Daily-mean values of the diurnal temperature change

are calculated, along with daily-mean values of the

Meteosat-7-derived surface shortwave radiation flux

(SWR) at the glider location and surface wind speed V

from the OAFlux dataset (Yu et al. 2008).

First, the dependence of the simplemeasure of diurnal

temperature anomaly from sunriseT y, on SWRandV, is

examined.A scatterplot ofT y against SWRandV, colored

by the valueofT y (Fig. 10a), shows a clear dependence.High

values ofT y occur on dayswith high SWRand lowV. Days

on which a diurnal warm layer formed, according to the

criterion of Eq. (7), are indicated by an additional cross.

These occur exclusively on days with high shortwave flux

and low wind speed. A predictive model is calculated by

nonlinear regression, such that

T
y
predicted5a1SWRV1a2SWR1a3V1a4 , (18)

wherea1522.163 1024,a25 0.002 08,a35 0.0152, and

a4 5 20.182, with T
y
predicted in degrees Celsius, SWR in

watts per square meter, and V in meters per second.

Contours of Ty
predicted are overlaid in Fig. 10a and fit the

data well.

A more physically useful measure of the diurnal tem-

perature change is T 0, the change in SST due to the ex-

istence of the diurnal warm layer [Eq. (12)]. Values of T 0

FIG. 10. (a) Scatterplot of daily-mean OAFlux wind speed vs Meteosat-7-derived SWR, colored by T y. Color
contours show the best-fit regression lines of Ty

predicted. (b) As in (a), but for T 0. The regression lines in (b) are

calculated only using data from warm layer days. Points marked with a cross are days when a warm layer developed.
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show a similar relationship with SWR and V (Fig. 10b).

As T 0 is only meaningful on days when a diurnal warm

layer forms, the predictivemodel for T 0 is calculated only

using data from these days (crosses in Fig. 10b). The

model is

T 0
predicted5b1SWRV1b2SWR1b3V1b4 , (19)

withb1520.000208,b25 0.00130,b35 0.0159, andb45
20.0556. Contours of T 0

predicted are overlain in Fig. 10b.

The predictive Eq. (19) for T 0 asymptotes to a con-

stant value of T 0
predicted 5b4 2b2b3/b1 5 0:0448C’ 0, at

SWR 5 2b3/b1 5 76Wm22 and also at V 5 2b2/b1 5
6.2m s21. These are nonlinear cutoffs, giving the mini-

mum value of SWR and maximum value of V under

which a diurnal warm layer can form. In practice, it can

be seen that diurnal warm layer days (crosses in Fig. 10b)

occur almost exclusively on days when

T 0
predicted$ 0:18C. (20)

Assuming that this locally derived relationship holds

approximately over the tropics, the importance of

diurnal warm layer development can now be assessed

across the tropical ocean basins. Dailymaps of predicted

warm layer occurrence, using Eq. (20), are calculated

from daily maps of TropFlux surface shortwave radiation

flux andwind speed, from 1 January 1979 to 31December

2011. A diurnal warm layer is predicted to occur on over

25% of days over the tropical warm pool region of the

Indian Ocean and western Pacific (Fig. 11a). Other re-

gions of importance are the far eastern Pacific and the

eastern Atlantic. The predicted mean excess of SST T 0

over nearly all the tropical oceans, when a warm layer

develops, is in the range 0.128–0.188C (Fig. 11b). These

results are broadly consistent with Bellenger and Duvel

(2009), who defined the diurnal warm layer with a dif-

ferent metric.

In section 5, it was shown that warm layer days at the

glider location occurred preferentially in the inactive

stage of the MJO (RMM phases 5–8) over the Indian

Ocean. This deduction was based on data measured at a

single location over a relatively short time period. The

generality of this observation can now be tested using

the global maps of predicted T 0. The mean predicted T 0

averaged over all, not just warm layer, days in MJO

phase 4 is approximately 0.088C across the equatorial

Indian Ocean (Fig. 11c). Hence, even in the active stage

of the MJO, when the effects of the diurnal cycle are at

their weakest, a model that cannot resolve these pro-

cesses would underestimate the SST by approximately

0.088C.During the opposite part of theMJO cycle (phase

8, in the inactive stage), this error would be larger, with

mean T 0 values over 0.128C over the equatorial Indian

Ocean (Fig. 11d).

8. Diurnal cycle rectification: Implied anomalous
surface fluxes

The development of the diurnal warm layer increases

the SST by an amount T 0, compared with the situation if

thewarm layer did not exist. Alternatively, the negative of

T 0 is the SST error that a model would incur if it could not

resolve these processes. Instantaneous peak values ofT 0 in
the afternoon can reach 18C (Fig. 8a), and daily-mean

FIG. 11. (a) Percentage of days when a diurnal warm layer is predicted to occur. (b) Mean

predicted T 0 on those warm layer days. (c) Mean predicted T 0 for all days in MJO phase 4.

(d) As in (c), but for MJO phase 8.
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values are in the range 0.18–0.38C (Figs. 10b, 11b–d). The

existence and strength of the diurnal warm layer de-

pends on the surface fluxes of shortwave radiation and

momentum (through the wind speed). However, the

changes in SST by the increment T 0 will have a feedback
onto the surface fluxes and a subsequent effect on

ocean–atmosphere interaction. In this section, the effect

of T 0 on the surface fluxes is quantified. A daily-mean

value of T 0 5 0.28C will be used to produce numerical

values of anomalous surface fluxes.

The surface fluxes are linearized about the mean state

to calculate the perturbation fluxes due to the surface

temperature anomaly T0. The details of the individual

fluxes of longwave radiation, latent and sensible heat are

described in appendix B. The total perturbation flux is

Q05Q0
LW1Q0

L1Q0
S

5

"
4sT3

b 1

 
L2�es

0

RRwT
3
b

1 racp

!
cEV

#
T 0

5 (6:31 131 3:5)T 0’ 23T 0

’ 4Wm22 . (21)

This is the extra cooling surface flux that occurs due to

the existence of the diurnal warm layer. Models that do

not simulate these processes would have an SST that is

too cool and therefore an erroneous downward surface

flux of approximately 4Wm22. This represents a physi-

cal process by which heating on longer time scales is

rectified by the diurnal cycle of solar heating.

An estimate of the range of the perturbation flux can be

made. From Eq. (21), the parameters that significantly

vary are T 0, as explicitly stated, and also V, the surface

wind speed. The range of these parameters over the

diurnal warm layer days can be estimated from Fig. 10b

asT 0 ’ 0.058–0.358CandV’ 1.5–7ms21.However, they do

not vary independently. On low wind speed days, T 0 is high
and vice versa. Hence, their contributions to the variation in

Q0 partially cancel. For example, a very low wind speed day

hasV5 1.5ms21 andT 0 5 0.358C, givingQ0 ’ 5Wm22. A

highwind speeddayhasV5 7ms21 andT 0 5 0.058C, giving
Q0 ’ 2Wm22. Hence, the range of the expected pertur-

bation flux on diurnal warm layer days isQ0 ’ 2–5Wm22.

There will also be an error in the calculated value ofT 0

resulting from the optimally interpolated data only be-

ing available up to a level of z5 ze 520.5m and not all

the way to the surface at z5 0. Assuming that the actual

temperature profile follows the idealized exponential

profile [Eq. (16)], it can be shown, after some algebra,

that the error incurred in T 0 is

DT 05Tdh0

a2 1

lna
(eze=H 2 1)’ 0:018C or an; 5%error.

(22)

This is negligible compared to the other assumptions

made and the day-to-day range of T 0.

9. Residual diurnal cycle in absence of diurnal
warm layer

A surface diurnal warm layer developed on 48 of the

97 days in the study period. These days were charac-

terized by high solar radiation flux and low wind speed.

However, although a surface diurnal warm layer did not

develop on the remaining 49 days, there was still a

residual diurnal cycle, which exhibits qualitatively very

different behavior to the surface diurnal warm layer

(Fig. 9b). By design, the residual diurnal cycle is much

weaker with a range of only 0.088C in the surface tem-

perature, compared with a range of 0.448C for the warm

layer days. On the nonwarm layer days, the water column

is also much cooler overall, with a mean surface tem-

perature of 28.828C, compared with 29.148C for the warm

layer days. This is consistent with the diurnal warm layer

preferentially occurring in the inactive stage of the MJO,

when the SST is increasing to its maximum value.

However, in addition to these expected differences,

there is also a clear qualitative difference in the spatial

structure of the diurnal cycle of temperature. The much

weaker surface warming in the nonwarm layer days is

spread out over a much larger depth than in the warm

layer days. A linear function provides a more appro-

priate fit (than an exponential function) to the observed

structure (black line with dots in Fig. 9b), where

Tdh 5Tdh02 gd , (23)

with the surface amplitude Tdh0 5 0.048C and the gra-

dient g5 0.00148Cm21. By extrapolation, the amplitude

of the diurnal harmonic becomes zero at depthD, where

D5
Tdh0

g
5 32m. (24)

The linear profile might be expected. Surface heating is

accomplished through the absorption of solar radiation

with an exponential profile in the upper fewmeters. In low

wind conditions, with weakmixing, this leads to formation

of a diurnal warm layer, with a similar exponential tem-

perature profile. However, in high wind conditions, this

warm surface layer will be mixed down into the cooler

water below. The linear profile is then a steady-state

solution of the (eddy) diffusion equation, with boundary

conditions of constant temperature at the surface and the

base of the diurnal layer (atD’ 30m here). Note that the

temperature gradient in this linear diurnal layer is very

weak and is only detectable because of the high-quality,

high-resolution measurements available from the glider.
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As wind speed increases, this already very weak verti-

cal temperature gradient would be expected to decrease

further, tending toward isothermal conditions, with a

weaker vertical temperature gradient g and a lower

surface amplitude Tdh0. The stronger mixing would also

extend over a deeper layer; hence, the depth of the linear

diurnal layer might be expected to increase with wind

speed. To test this hypothesis, the 49 nonwarm layer

days were ordered by the strength of the OAFlux daily-

mean wind speeds at the glider location. They were then

stratified into three wind regimes of approximately equal

sample size (16, 16, and 17 days, respectively). In the low

wind speed regime, the wind speed was in the range 2.5–

6.1m s21, with a mean of V 5 4.9m s21. The medium

regime had winds of 6.1–7.9m s21, with a mean of V 5
6.8m s21. The high regime consisted of all days with

winds above 7.9m s21, with a mean of V 5 9.4m s21.

A mean diurnal cycle was constructed separately for

each of the three regimes. A clear linear temperature

profile was reproduced in each regime. As hypothesized,

the linear temperature gradient did monotonically de-

crease with wind speed (Fig. 12, black solid line), by

a factor of 4 from g 5 0.00208Cm21 at V 5 4.9m s21 to

g5 0.00058Cm21 atV 5 9.4ms21. The surface amplitude

was approximately constant at Tdh0 ’ 0.058C in the low

and medium wind speed regimes but then decreased to

Tdh0 5 0.0278C in the high wind regime (Fig. 12, blue

dotted line). The depth of the linear diurnal layer in-

creased consistently with wind speed, from D 5 25m at

V 5 4.9m s21 to D 5 55m at V 5 9.4m s21.

10. Summary and conclusions

The time-developing structure of the diurnal warm

layer in the equatorial IndianOceanwas diagnosed, using

high-resolution measurements from a Seaglider during

the CINDY/DYNAMO field experiment. Two distinct

regimes were found, summarized in the schematic in

Fig. 13.

On half of the days in the study period, a diurnal warm

layer developed (Fig. 13a). It was characterized by a tem-

perature structure with a surface maximum that peaked in

themidafternoon at 1600 LST. The temperature anomaly

decayed exponentially with depth over a scale depth of

4–5m, depending on chlorophyll concentration. This is

consistent with heating by absorption of solar radiation.

In the late afternoon and after sunset, the cooling fluxes

of longwave radiation and latent and sensible heat fluxes

took over and the diurnal warm layer decayed. Eventu-

ally, just before sunrise, the surface coolingwas enough to

destabilize the water column, which rapidly overturned,

creating a deeper isothermal mixed layer. Because the

solar heatingwas effectively trapped in the shallowdiurnal

warm layer during the day, the daily-mean SST is higher

than it would be in the absence of the diurnal warm layer.

Hence, the SST on longer time scales, including the cli-

matological mean, should be rectified by the diurnal cycle.

This rectification is quantified by a simple model. The

mean effective SST anomaly due to the existence of the

diurnal warm layer is T 0 ’ 0.28C.
On the remaining half of the days, a diurnal warm

layer did not develop. Instead, a much weaker residual

diurnal cycle was observed, whose amplitude showed

a linear decrease with depth down to approximately 25–

50m (Fig. 13b), dependent on wind speed. This is con-

sistent with control by vertical mixing.

The days when a diurnal warm layer did develop were

characterized by high values of solar radiation flux (above

approximately 80Wm22) and low wind speeds (below

approximately 6m s21). Conversely, the days with no

diurnal warm layer had low solar radiation and high

wind speed.

A predictive model for the existence and strength of the

diurnal warm layer was developed, using the TropFlux

gridded solar radiation flux and wind speed products.

Surface diurnal warm layers are predicted to occur on

over 30% of days across the warm pool region and over

the tropical eastern Pacific and eastern Atlantic. At first,

this might seem surprising, as these are regions of

maximum mean precipitation and cloudiness, as well as

minimummean solar radiation flux, compared with other

locations at the same latitude. However, there is much

temporal variability in precipitation and cloud cover

resulting from the multiscale nature of tropical convec-

tion. On days when cloud cover is absent, the wind speed

is low enough to allow a surface diurnal warm layer to

form. This variability is linked with the MJO, with a

higher proportion of diurnal warm layer days within the

convectively suppressed phase of theMJO, compared to

the convectively active phase.

Conversely, regions of high mean solar radiation flux,

such as the relatively cloud-free central equatorial and

FIG. 12. Dependence of linear temperature profile parameters on

wind speed for the residual diurnal cycle on nonwarm layer days:

vertical temperature gradient g (black solid line); surface amplitude

Tdh0 (blue dotted line); and layer depth D (red dashed line).
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subtropical Pacific, had a much lower proportion of

diurnal warm layer days. This is due to the consistently

high wind speeds in these trade wind regimes.

Thedaily-mean SST anomaly due to the existence of the

diurnal warm layer will drive anomalous fluxes of long-

wave radiation and latent and sensible heat. The flux

equations were linearized about the mean state to quan-

tify this. The anomalous flux is on the order of 4Wm22

upward, cooling the ocean and warming the atmosphere.

A coupled ocean–atmospheremodel that does not resolve

the diurnal warm layer would incur the negative of this

flux anomaly as an error: that is, an erroneous flux of

4Wm22 downward, warming the ocean and cooling the

atmosphere.

A flux anomaly, or error, of this magnitude is signifi-

cant. For example, it is comparable to the differences

between surface flux estimates from various reanalysis-

based climatologies for the Indian Ocean at these lati-

tudes (Schott et al. 2009). On intraseasonal time scales,

surface flux anomalies drive the ocean–atmosphere in-

teractions with the MJO. During the inactive stage of

the MJO, these anomalies are on the order of 20Wm22

FIG. 13. Schematic diagram of processes leading to the (a) diurnal warm layer and (b) residual diurnal cycle.
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and are downward, warming the ocean ahead of the

MJO convection (Shinoda et al. 1998; Woolnough et al.

2000). The flux anomaly due to the diurnal warm layer is

upward, cooling the ocean, and will act as a weak neg-

ative feedback on the coupled ocean–atmosphere com-

ponent of the MJO.

Future modeling studies will investigate the SST and

surface flux contributions from the diurnal warm layer,

and the errors incurred when the processes are not re-

solved. These modeling studies, as well as the observa-

tional analysis here, can then feed into the development

of a parameterization scheme for the effect of the

diurnal warm layer in coarse-resolution coupled ocean–

atmosphere models.
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APPENDIX A

Estimation of Surface Solar Radiation Flux
from Meteosat-7 OLR

The surface solar radiation flux measured at the R/V

Roger Revelle was averaged to create an hourly time

series. A 10-day sample of this time series (blue solid

line in Fig. A1a) shows a clear diurnal cycle. Zero flux at

night is typically followed by a smooth curve during the

day, peaking at midday at approximately 1000Wm22.

This is indicative of clear-sky, cloud-free conditions: for

example, on 10 October 2011. However, on some days

the solar radiation flux is much reduced: for example,

peaking at only 400Wm22 on 13 October 2011. This is

indicative of cloudy conditions.

The green dashed line in Fig. A1a shows the hourly-

mean OLR measured by the Meteosat-7 satellite, ex-

tracted for the R/V Roger Revelle location. The OLR is

constructed from the infrared and water vapor channels,

with 4-km spatial resolution and 30-min temporal resolu-

tion, followingRoca et al. (2002). TheOLR time series are

slowly varying (between 260 and 290Wm22) on clear-sky

days. However, on cloudy days, such as 13 October 2011,

there is a sharp decrease in OLR, down to 120Wm22, as

the infrared emission is from high, cold cloud tops. Hence,

during the daytime on cloudy days, low values of OLR

correspond to low values of solar radiation flux.

This relationship is now exploited to derive a pre-

dictive model for solar radiation flux, based on OLR.

First, the clear-sky diurnal cycle of surface solar radia-

tion flux SWRclear_sky is calculated for the R/V Roger

Revelle location at 08, 808E (Fig. 1a). Then a predictand

time series y, of the ratio of the measured surface solar

radiation flux SWR to the clear-sky theoretical flux at

the same time of day, is computed,

y(t)5
SWR(t)

SWRclear_sky(t)
. (A1)

For clear-sky conditions, y’ 1. For cloudy conditions,

y , 1.

A predictor time series x of the OLR difference from

its clear-sky background value is calculated as

x(t)5 12
OLR(t)

OLR0

, (A2)

where OLR0 is chosen to be a constant 275Wm22

(Fig. A1a). The analysis is not sensitive to the exact

value of this constant.

The predictand solar radiation ratio y data are then

linearly regressed against the predictor OLR difference
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x data, as y 5 ax 1 b. Data during the night (1800–

0600 LST) are not used, since SWR 5 0. Also, shortly

after sunrise and before sunset, the solar zenith angle is

small so the surface solar fluxes are low and the ratio y is

subject to large fluctuations. Hence, only data from

0300 to 1000 UTC (0830–1530 LST) are included in the

regression calculation, which is performed on a training

dataset when the R/V Roger Revelle was continuously on

station, from 12 to 19 October 2011.

These points are shown by the black crosses in

Fig. A1b. The blue dashed line is the best-fit regression

line. There is a clear negative correlation. Low values of

surface solar radiation flux ratio y correspond to high

values of OLR deficit x, as expected on cloudy days. The

large cluster of points near x5 0 and y5 1 correspond to

clear-sky days.

There are two groups of outliers, corresponding to two

physical scenarios where the relationship between sur-

face solar radiation flux and OLR is expected to break

down. Shallow (strato-) cumulus clouds will reduce the

surface solar radiation flux but will not have a large ef-

fect on OLR as the low cloud tops are still relatively

warm. These points form the outliers at low x and low y.

High, thin cirrus will not have a large effect on the

FIG. A1. (a) Time series of SWR (green dashed line) measured by the R/V Roger Revelle andMeteosat-7-derived

OLR (blue solid line) at the location of R/V Roger Revelle for the period 10–20 Oct 2011. Tick marks on the hori-

zontal axis correspond to 0000 LST. (b) Scatterplot of Meteosat-7-derived OLR difference (OLR 2 OLR0) at the

location of R/VRoger Revelle against SWR ratio (SWR/SWRclear_sky) measured by theR/VRoger Revelle for the 12–

19Oct 2011 training period. See themain text for details. (c) Time series of SWRmeasured by the R/VRoger Revelle

(black solid lines) andMeteosat-7-derived shortwave radiation flux at the location of R/V Roger Revelle (red dashed

lines) for part of the validation period. (d) Time series of Meteosat-7-derived SWR at the glider location for No-

vember 2011. Hourly data are shown by the blue line, and daily-mean data are shown by the red line.
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surface solar radiation flux but will efficiently absorb

upwelling infrared radiation and re-emit it from the

high, cold cloud tops, leading to low OLR. These points

form the outliers at high x and high y.

Given the physical realism of these outliers, it is rea-

sonable to exclude them from the regression analysis.

Hence, the 5%of the data points that lie farthest from the

regression lines are labeled with a blue circle in Fig. A1b.

The regression was performed on the remaining 95% of

the data, and the new regression line is shown by the

green dashed line in Fig. A1b. This process was then

repeated for four iterations. The final (red) regression

line in Fig. A1b is very close to the initial regression

line, indicating that these outliers do not have a sig-

nificant effect on the robust underlying relationship

between OLR and surface solar radiation flux. The

predictive model for surface solar radiation flux is

then

SWRpredicted(t)5 SWRclear_sky(t)

�
a

�
12

OLR(t)

OLR0

�
1 b

�
,

(A3)

where a 5 21.39 and b 5 0.921. This is validated on an

independent dataset from 11November to 12December

2011. The predicted solar radiation flux from a subset of

this validation dataset (red dashed lines in Fig. A1c)

closely matches the measured flux (black solid lines in

Fig. A1c), on both hourly- and daily-mean time scales.

Finally, a time series of predicted surface solar radi-

ation flux was constructed for the glider location, using

the coefficients from Eq. (A3). Clear-sky and cloudy

days can be clearly identified from an example period of

this proxy time series (Fig. A1d). There are distinct

differences in daily solar radiation values between the

locations of the R/V Roger Revelle (Fig. A1c) and the

glider (Fig. A1d). This confirms that the measured solar

radiation flux at the R/V Roger Revelle could not just be

used as a proxy for the flux at the glider location. This

novel technique could be applied in a range of situations

where the surface solar radiation flux is needed at

a certain location, and in situ measurements are taken

simultaneously at a different but nearby location with

similar cloud characteristics.

APPENDIX B

Linearization of Surface Fluxes

Here, the surface fluxes are linearized about the mean

state to calculate the flux anomalies due to a surface

temperature anomaly T 0.

a. Surface longwave radiative flux

First, the longwave radiation flux QLW is given by

QLW 5sT4
s , (B1)

where s 5 5.67 3 1028Wm22 K21 is the Stefan–

Boltzmann constant and Ts is the surface water tempera-

ture. This can be linearized about a fixed background

temperatureTb5 29.08C5 302.15K (Fig. 9a), so thatTs5
Tb1 T 0 and T 0 � Tb. Neglecting terms that are quadratic

or higher order in T 0,

QLW5QLW1Q0
LW’sT4

b 1 4sT3
bT

0 . (B2)

Hence, the background longwave radiation flux isQLW ’
472Wm22 and the perturbation longwave radiation flux

isQ0
LW ’ 6.3T 0. Using the value ofT 0 5 0.28C adopted in

section 8, this gives a value of Q0
LW ’ 1.3Wm22.

b. Surface latent heat flux

The latent heat flux QL is given by the bulk aero-

dynamic formula,

QL 5 raLcEV[qs(Ts)2 qa] , (B3)

where ra is the air density, L 5 2.5 3 106 J kg21 is the

latent heat of vaporization of water, cE5 13 1023 is the

exchange coefficient, V is the surface wind speed, qs is

the saturation specific humidity, and qa is the specific

humidity. Specific humidity is related to saturation

vapor pressure e and air pressure p by

q5
�e

p2 e
’

�e

p
, (B4)

where �5 0.622 is the ratio of molecular masses of water

vapor and dry air and e � p. The saturation vapor

pressure es is given by the Clausius–Clapeyron relation

es5 es
0
exp

�
L

Rw

�
1

Tb

2
1

Ts

��
’ es

0

�
11

LT 0

RwT
2
b

�
, (B5)

where es0 5 4115 Pa is the saturation vapor pressure at

Tb 5 302.15K and Rw 5 461 J kg21 K21 is the specific

gas constant for water vapor. Using the ideal gas law

p5 raRTb, where R5 287 J kg21 K21 is the specific gas

constant for dry air and � 5 R/Rw, the latent heat flux

can be decomposed into a background and perturba-

tion term

QL5QL 1Q0
L

’ raLcEV[qs(Tb)2 qa]1
L2cEV�es

0

RRwT
3
b

T 0 . (B6)
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Over the tropical ocean, the air temperature is approx-

imately 18C below the sea surface temperature and the

relative humidity is r 5 80%. The specific humidity is

qa 5 (r/100)3 qs(Ta), and V5 3m s21 is a typical value

on warm layer days when T 0 5 0.28C (Fig. 10a). Hence,

the background latent heat flux is QL ’ 54Wm22. The

perturbation latent heat flux isQ0
L ’ 13T 0 ’ 2.6Wm22.

c. Surface sensible heat flux

Finally, the sensible heat flux QS is also given by the

bulk aerodynamic formula,

QS 5 racpcEV(Ts 2Ta) , (B7)

where cp 5 1004 J kg21K21 is the specific heat capacity

of dry air. This can also be decomposed into a back-

ground and perturbation flux,

QS 5QS 1Q0
S

5 racpcEV(Tb2Ta)1 racpcEVT
0 . (B8)

The background sensible heat flux is QS 5 3.5Wm22

and the perturbation sensible heat flux is Q0
S ’ 3.5T 0 ’

0.7Wm22. This estimate of the anomalous flux is likely

to be an overestimate, as it assumes that the air

temperature Ta remains constant. In reality, the extra

upward flux from the sea surface would warm the

atmospheric boundary layer and reduce the tempera-

ture difference Ts 2 Ta, thus reducing the values of the

anomalous sensible heat flux. The anomalous latent

heat flux would be reduced similarly.
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