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Abstract

Earthquake source models are vital for enhancing our understanding of tectonic processes

and for reliably assessing seismic hazard. The spatial and temporal resolution of InSAR

and seismic data, respectively, make them powerful tools for studying earthquake sources.

In this thesis I present the first comprehensive global archive of InSAR-determined

source models (ICMT database) compiled from the literature, which I use to indepen-

dently assess source parameters reported in global and regional seismic catalogues. In

general there is good agreement between InSAR and seismic source models, but there are

some large discrepancies, particularly in location and seismic moment. There is a large

intra-event variability in source parameters in the ICMT database, which highlights the

uncertainties introduced by errors in the data and by simplified assumptions used in the

modelling. Large discrepancies for five earthquakes with magnitudes Mw 6.0 - Mw 8.1 are

investigated in detail by comparing seismic data with theoretical seismograms calculated

using two forward modelling techniques and 1-D and 3-D Earthmodels. For moderate

magnitude events the InSAR location improves the fit to the seismic data, but this is not

the case for the larger earthquakes, which is partly due to errors in the Earth models used.

These findings motivated the development of a new seismo-geodesy joint source inver-

sion technique that takes into account the effects of 3-D Earth structure when modelling

the seismic data. It is tested on three synthetic events withdifferent faulting mechanisms

and for three real earthquakes in various tectonic settings(Mw 6.0 Eureka Valley, Mw 6.6

Aiquile and Mw 6.5 Zarand events). These tests clearly show the advantagesof taking

into account 3-D Earth structure in the modelling, and the combination of InSAR and

seismic datasets reduces parameter tradeoffs and enables the robust characterisation of

the earthquake source.
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Chapter 1

Introduction

Recent large, complex, and destructive earthquakes such asHaiti (Mw 7.0, 12th January

2010) and Tohoku, Japan (Mw 9.0 11th March 2011) have highlighted the importance

of prior knowledge of the tectonic regime of a region. The robust characterisation of

earthquakes provides key information for this purpose. Initially seismic and geodetic data

(e.g. trilateration, levelling) were the few data sources available for the determination of

earthquake source models. The development of GPS and radar interferometry marked the

beginning of the rapid expansion of geodetic data to measureall aspects of the earthquake

cycle around the world. Since the first observation of a coseismic event in 1992 (Mw

7.3, Landers, California), Interferometric Synthetic Aperture Radar (InSAR) has proven

a powerful tool and over the past two decades there have been significant developments

in the techniques used to exploit this InSAR data. Moreover,the fine spatial resolution

of InSAR data complements the high temporal resolution of seismic data, which when

combined into a single analysis can robustly constrain the earthquake source. However,

the assumed Earth structure model is an important consideration when modelling the seis-

mic data and further improvements in joint seismo-geodeticinversion techniques will be

beneficial for investigating large earthquakes, and consequently better understanding the

earthquake cycle.

1.1 Global tectonics and the earthquake cycle

The majority of global seismicity occurs at, and within, narrow zones surrounding plate

boundaries (Figure 1.1), but the influence of the motion at plate boundaries can extend
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thousands of kilometres into the plate interior (e.g Range and Basin Province, North

America, Parsons and Thatcher, 2011). The build up of straindue to plate motions ei-

ther at the boundaries or within the plate interiors is the key driver for the earthquake

cycle, a concept based on elastic rebound theory. It was firstproposed by Harry Reid

(1910) after the Mw 7.8 San Francisco earthquake in 1906. Elastic strain buildsup due

to the relative motions of the plates either side of a fault, referred to as the interseismic

phase. When the strain overcomes the frictional resistanceon the fault the built up strain

energy is released in a sudden movement on the fault, which isthe earthquake (coseismic

phase). This results in a change in the stress state in the region and the activities relating

to the adjustment of the region to this change occur in the postseismic phase.
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Figure 1.1: Global map showing earthquakes (red circles) with M≥ 5.0 that occurred between
2002–2012 at depths less than 100 km. Based on data downloaded from the National Earthquake
Information Center. Plate boundaries are shown in black.

The whole cycle typically lasts tens to hundreds of years andit has been observed in

full in a few places, such as the Parkfield section of the San Andreas fault (Murray and

Langbein, 2006), the Sumatra subduction zone (Prawirodirdjo et al., 2010) and the East

Pacific Rise (McGuire, 2008). The advent of geodetic data hasproven a particularly use-

ful tool for observing each aspect of the cycle. For example,slow slip events, which refer

to periods of slip which last for days and don’t produce damaging seismic waves (e.g.

Meade and Loveless, 2009) have been observed with continuous GPS in various subduc-

tion zones including Cascadia, North America (Dragertet al., 2001) and Hikurangi, New



1.1 Global tectonics and the earthquake cycle 3

Zealand (Wallace and Beavan, 2006). The build up of interseismic strain across large

continental fault systems has been measured using InSAR andGPS data (e.g. Wright

et al., 2001b; Biggset al., 2007; Walterset al., 2011; Pezzoet al., 2012) and geode-

tic measurements have revealed significant postseismic deformation following the 2004

Parkfield earthquake in California (Freed, 2005; Johansonet al., 2006).

Postseismic deformation can be explained by a variety of mechanisms, including;

afterslip on the fault or neighbouring structures (e.g. 2005, Mw 7.5, Kashmir, Pakistan

earthquake, Jouanneet al., 2011), viscoelastic relaxation in the lower crust and upper

mantle following large subduction zone earthquakes (e.g.2001, Mw 8.5, Arequipa, Peru,

Hergert and Heidbach, 2006) or large strike slip events (e.g. 2001, Mw 7.6, Kokoxili,

Tibet, Ryderet al., 2007) and poroelastic relaxation in the upper crust (e.g. Gahalaut

et al., 2008) or a combination of mechanisms (e.g.Fialko, 2004a;Árnadóttiret al., 2005;

Lubis et al., 2013).

Regarding the coseismic part of the cycle, recent attentionhas been paid to extreme

rupture behaviours, for example the afore-mentioned slow slip events and at the opposite

end of the scale, supershear ruptures. These are events which involve the propogation of

the rupture at speeds faster than shear wave velocity and have been observed for recent

large strike-slip events, (e.g. Izmit Mw 7.5, 17th August 1999; Bouchonet al., 2002).

Investigations of the coseismic part of the earthquake cycle also include the reliable esti-

mation of the magnitude, location and fault geometry of an earthquake, which are useful

for a variety of purposes. On a short timescale following an earthquake, robust earth-

quake source models are key to the successful implementation of the National Earthquake

Information Centre’s PAGER system (Prompt Assessment of Global Earthquakes for Re-

sponse) which relies on accurate parameters to determine the extent of ground shaking and

consequently the number of potential fatalities, usually within 30 minutes of the event.

Thus, accurate source models provide information criticalto coordinating effective relief

efforts. On a longer timescale, compilations of source models for earthquakes in a given

region allow the investigation of the tectonic regime (e.g.Jackson and McKenzie, 1984;

Dewey and Lamb, 1992; Ambraseys and Jackson, 1998; Devlinet al., 2012), which is

important for understanding the seismic hazard. Moreover,source models can be used as

inputs for Coulomb stress calculations (e.g.King et al., 1994; Astizet al., 2000; Enescu
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et al., 2012; Serpelloniet al., 2012), another key tool for assessing the risk of future events

in a region. Understanding the uncertainties in source models is particularly important for

the correct interpretation of potential stress triggeringin a region (Woessneret al., 2012)

and treatment of how the fault network is connected based on geological observations

and models for previous earthquakes can significantly change the resulting calculations

(Parsonset al., 2012). Therefore earthquake source models play an important role in un-

derstanding the tectonic processes, which is important forthe many populations that live

on or near faults (Figure 1.2).

Figure 1.2: Image taken in Hollister, northern California, the slight bend in the pavement in
the middle of the picture indicates the influence of the rightlateral motion of the Calaveras fault
(yellow arrows) which runs underneath the houses to the left. A large event is considered unlikely
to occur in this particular section as it is creeping.

1.2 Quantifying global earthquakes

Many of the fault systems that are discussed in this thesis have been active for millions

of years (e.g.San Andreas Fault, California) and the detection of historic events on these

structures, prior to the development of seismic and geodetic techniques, relied on field ob-

servations. Measurements of the instantaneous deformation of landforms and sediments

as a result of the earthquake, in combination with the datingof rocks can be used to deter-

mine the location, timing and magnitude of large (usually M> 6.5) historic earthquakes
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— a field known as paleoseismology. This includes the measurement of fault scarps (e.g.,

Bonilla et al., 1984), offsets of river terraces (e.g., Lensen, 1968), uplift of marine ter-

races (e.g.. Berrymanet al., 1989) and the excavation of trenches across faults to map

and date the sediments (e.g., Sieh, 1978). Further details and an excellent overview of

paleoseismology are given in McCalpin (1996).

Some of the afore-mentioned techniques are used to investigate present-day earth-

quakes. For example, measurements of coral uplift along thecoast as a result of the

Haiti earthquake were used as a further constraint when modelling the event (Hayeset al.,

2010). Offsets along the fault are also valuable information and are complementary to

GPS and InSAR data, (e.g., Wenchuan, China, Mw 7.9, 12th May 2008 Haoet al., 2009).

As well as offset measurements, observations of the surfacerupture are also useful to

identify the faults that were involved in the earthquake, and the strike and dip of these

faults provide further constraints when trying to model theevent (e.g.., Zarand, Iran, Mw

6.5, Talebianet al., 2006). These type of data are useful additions to the data collected

through various seismological and geodetic techniques, which will now be discussed.

1.2.1 Seismological methods

Seismologists have been using the measurements of displacements, velocities and accel-

erations due to seismic waves generated by earthquakes to gain insight into their source

mechanism since the 1880’s (Byerly, 1960). But it was the in-depth study of the 1906

San Francisco event (e.g. Lawson, 1908; Reid, 1910) which was the first landmark in

measuring and recognising that earthquakes are due to slip on faults. The substantial de-

ployment of seismic stations since then, particularly global networks throughout the 1960s

and 1970s such as the World Wide Standard Seismograph Network (WWSSN), and later

in 1986 the Global Seismograph Network (GSN, shown in Figure1.3), lead to the explo-

sion of source studies of earthquakes (e.g.Ben-Menahem and Toksoz, 1963; Tsai and Aki,

1970; Kanamori, 1970; Randall and Knopoff, 1970; Fitchet al., 1980; Dziewonskiet al.,

1981). During this period, the vast improvement in the volume, quality and availability of

seismic data also sparked the routine reporting of earthquake locations and magnitudes,

on a global scale. This includes the activities of the International Seismological Centre

(ISC) in the UK (ISC Bulletin, http://www.isc.ac.uk/iscbulletin/search) and the National
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Earthquake Information Centre (NEIC) in the United States (NEIC Global Earthquake

Search, http://earthquake.usgs.gov/earthquakes/eqarchives/epic). It also led to the devel-

opment of numerous inversion techniques for the rapid determination of the earthquake

source mechanism, as well as the location and magnitude.

Figure 1.3: Map of the 150 plus stations included in the GSN network, which is a partnership be-
tween Incorporated Research Institutions for Seismology (IRIS) and the United States Geological
Survey (USGS). Figure downloaded from IRIS (http://www.iris.edu/hq/programs/gsn).

One way to model an earthquake is to treat it as a point source and Gilbert (1970) was

the first to suggest that it can be represented as a three-by-three matrix of force couples,

known as a moment tensor. The components of this tensor are linearly related to the

velocities observed in seismograms, if the latter are assumed to be a sum of the normal

modes excited by the earthquake (Gilbert and Dziewonski, 1975). This is the approach

behind the Centroid Moment Tensor (CMT) method (Dziewonskiet al., 1981), which

was one of the first techniques implemented on a global scale for the rapid and routine

determination of the location, magnitude and focal mechanism for earthquakes with Mw

≥ 5.5 (Dziewonski and Woodhouse, 1983). Solutions calculated using this approach for

thousands of events since the early 1980s to the present day are reported in the Global

CMT (GCMT) catalogue, one of the most widely used seismic catalogues (Ekströmet al.,

2012).

The GCMT catalogue uses long period surface and body waves, but due to the large
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volume of information contained in a seismogram there are many other ways in which it

can be exploited. For example the ISC Bulletin uses multipleP and S phase arrivals based

on the 1-D velocity model, ak135 (Kennettet al., 1995), and a linear least squares ap-

proach, to determine the hypocentral location. Measurements of the maximum amplitude

of P and surface wave (T∼ 18 - 22s) arrivals are used to determine body (mb) and surface

wave (Ms) magnitudes, respectively. Teleseismic bodywaves are oneof the first record-

ings of an earthquake available, arriving within the first few minutes, and they are useful

for the quick yet robust characterisation of an event. For example, a recently developed

bodywave deconvolution method, SCARDEC (Valléeet al., 2011), is able to determine, a

depth, focal mechanism and source time function (STF) for earthquakes generally larger

than Mw 6.0, within 45 minutes of an event occurring.

For studies of individual earthquakes, particularly for moderate to large events, a more

detailed description of the spatial complexity of the source can be determined, where the

event is modelled as varying slip across one or more planar surfaces. The fault geome-

try and location are usually fixed and the surface is split up into a grid, where the slip

amplitude and rupture time for each subfault are solved for.There are numerous tech-

niques for such an inversion; which vary depending on the type of seismic data used and

the approach taken to solve the problem. Early studies used strong motion data (e.g.Tri-

funac, 1974; Olson and Apsel, 1982), and teleseismic bodywaves (P and SH) have also

been used (e.g.Das and Kostrov, 1990; Hartzellet al., 1991), as has a combination of the

two datasets (e.g.Mendoza and Hartzell, 1989). A linear approach can be taken to solve

for the slip amplitude (e.g.Trifunac, 1974; Das and Kostrov, 1990; Hartzellet al., 1991).

Alternatively the slip amplitude and rupture time can be simultaneously solved in a linear

iterative fashion (e.g.Beroza and Spudich, 1988).

Strong motion data are able to record the higher amplitude seismic waves more ro-

bustly than teleseismic observations. Recordings from large strike-slip events in the past

decade or so, such as the Mw 7.3 Izmit earthquake in 1999 in Turkey and the Mw 7.9,

Wenchuan earthquake in China in 2008 have enabled in-depth studies into not only the

distribution of slip, but also the propagation of the rupture (e.g. Delouis et al., 2002;

Zhanget al., 2012). This includes the observation of supershear rupture, for Izmit (e.g.

Bouchonet al., 2002) and a slightly smaller event which also ruptured partof the North
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Anatolian fault only three months later, Mw 7.1 Duzce, (Koncaet al., 2010). Moreover,

ocean-bottom seismometers (OBS) have proven particularlyuseful for recording large

subduction events (e.g.Romanoet al., 2010) and dense OBS deployments recording local

events enables the identification of the tectonic mechanisms driving the deformation in

plate boundary settings (e.g.Geissleret al., 2010; Sumyet al., 2013). Another current

focus in inversion techniques is how the fault surface is modelled. Rather than assuming

it to be planar, meshes of triangular elements have been usedto simulate more realistic ir-

regular shaped representations of active faults (e.g.Southern California Community Fault

Model, Pleschet al., 2002, 2007), and also to take into account the plate geometry in

subduction zones (e.g.Slab1.0, Hayeset al., 2012).

1.2.2 Geodetic observations

Geodetic measurements of crustal deformation were conducted as early as the late 1800s.

For example, triangulation surveys were carried out along the Hayward fault in the San

Francisco Bay area to measure displacements due to the Mw 7.0 event in 1868 (Yu and

Segall, 1996). Trilateration is an alternative to triangulation, for the determination of the

absolute horizontal position, and the development of Electronic Distance Meters (EDMs)

improved the accuracy of this technique, which was used to measure coseismic displace-

ments due to the Landers earthquake (Mw 7.3, 28th June 1992, Murrayet al., 1993).

Triangulation and trilateration can accurately determinehorizontal displacements but for

more precise vertical measurements levelling surveys are used (e.g., M 7.1 Imperial Val-

ley earthquake, 18th May 1940, Relinger, 1984). Initially these were the main techniques

available but the development of Very Long Baseline Interferometry (VLBI) for precision

geodesy in the late 1970s provided another means for measuring crustal deformation, such

as displacements along the San Andreas fault (Clarket al., 1987). However, it was the de-

velopment of GPS (Global Positioning System) which marked the expansion of geodetic

data for measuring all aspects of earthquake cycle. The LomaPrieta earthquake (Mw 6.9,

17th October 1989) was one of the first events to be measured using GPS (Williamset al.,

1993), and also using VLBI (Clarket al., 1990).

Then in 1991 the launch of the satellite ERS-1 heralded the beginning of an era of

global coverage of synthetic aperture radar (SAR) observations. As geodesists learned
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how to exploit this data source and additional SAR satellites were launched by multiple

agencies, an alternative, non-seismological, method for study of shallow earthquakes was

established. An active radar signal is emitted by a satellite and the phase of the signal

reflected back from a target and recorded by the antenna, is a function of the distance

between the radar antenna (in this case, the satellite) and the radar target (in this case, the

ground). Therefore, by differencing the phase of the SAR images acquired at different

times we can in principle detect changes in the distance thatare due to the movement of

the ground toward or away from the satellite between acquisitions. If one SAR image is

acquired before, and another after, a process that generates surface deformation, a fine

resolution map of the displacement can be generated. This technique is interferometric

SAR (InSAR), and is a powerful Earth observation tool for investigating varying sources

of crustal deformation, which include; sub-surface fluid movement (e.g.subsidence due to

groundwater abstraction, Gonzalez and Fernandez, 2011), landslides (e.g.Roeringet al.,

2009), glacier movement (e.g.Gray, 2011), and volcanic deformation (e.g.Amelung and

Day, 2002; Pritchard and Simons, 2004; Parkset al., 2012).

A further application is the detection and measurement of earthquakes, an example

interferogram for a moderate magnitude earthquake in California is shown in Figure 1.4.

Here one fringe (one cycle of pink to red) corresponds to displacement in the line of sight

(LOS) of the satellite that is equal to half a wavelength of the radar signal, which in this

case is equivalent to 2.8 cm away from the satellite. Elasticdislocation modelling of

the surface displacements measured by InSAR can then be usedto estimate the source

parameters of the earthquake, information that is independent from seismology.

Unlike seismic data, InSAR data have poor temporal resolution, and other geodetic

techniques such as GPS, trilateration and triangulation have a slight advantage, as sur-

veys can be conducted relatively quickly after an earthquake, and are less likely to be

contaminated by postseismic deformation. Also these data are a direct measurement of

the surface displacement whereas InSAR measures a component of the deformation, but

interferograms record displacements for many points (millions) over a large area (usually

∼ 100 km), whereas much fewer measurements for the same area are possible with tech-

niques such as GPS. Consequently, InSAR and geodetic measurements acquired in the

field are complementary as the data can be used to cross-verify each other and fill in gaps
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where the quality of either dataset is poor.

One significant advantage of InSAR is that the data can be acquired remotely and can

cover inaccessible regions, where geodetic and seismic networks are limited. There are,

however, only a limited number of satellites, and the SAR images have to be acquired be-

fore and after the event of interest and ideally with the sameacquisition geometry and as

small a time period as possible between the two images, to minimize decorrelation. Since

the first earthquake (Landers, Mw 7.3, 26th June 1992, Massonnetet al., 1993) was mea-

sured, the volume and accessibility of SAR data has steadilyincreased and consequently

the number of earthquakes studied using this type of data andthe modelling approaches

used has increased also.

The first source models for earthquakes observed by InSAR in the early 1990s (e.g.

Mw 6.1 Eureka Valley 17th May 1993) were calculated assuming uniform slip on a fi-

nite fault in a homogeneous elastic half-space (e.g.Peltzer and Rosen, 1995; Massonnet

and Feigl, 1995). These calculations are based on the solutions of Okada (1985), which

show that the fault size, geometry, and location are non-linearly related to the surface dis-

placements, and almost all InSAR studies of earthquakes usethe Okada solutions and a

non-linear optimisation algorithm. However, for larger events, such as the Landers earth-

quake, the spatial complexity of the source ideally needs tobe taken into account, in a

similar way to models based on seismic data. The high spatialresolution of InSAR data

has proven to be a powerful tool for mapping this complexity,especially for large con-

tinental strike-slip events such as Hector Mine, California (Mw 7.1, 16th October 1999,

Simonset al., 2002), Denali, Alaska (Mw 7.9, 3rd November 2002, Wrightet al., 2004a)

and Kokoxili, Tibet (Mw 7.8, 14th November 2001, Lasserreet al., 2005). As slip is lin-

early related to the observed surface displacements, once the fault geometry and location

are determined, the spatial distribution of slip can be inverted for using simple inverse

methods (e.g.Salichonet al., 2004; Funninget al., 2007; Tonget al., 2010).

A homogeneous half-space is a simple approximation of a potentially highly hetero-

geneous crust, and although this has been found to be a reasonable assumption (e.g.Wald

and Heaton, 2001), it can introduce biases in the source parameters, such as depth (e.g.

Savage, 1998; Cattinet al., 1999). Therefore, layered half-spaces are increasingly be-

ing used instead (e.g.Lohmanet al., 2002; Pritchardet al., 2006; Pritchard and Fielding,
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2008; Baeret al., 2008) and in one case the 3-D Earth structure has also been considered

(Bustin et al., 2004). The trend over the past decade or so regarding InSAR and other

geodetic data, such as GPS, has been the development of techniques which jointly invert

these data with seismic data, an issue discussed next.
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Figure 1.4: Unwrapped interferogram showing a signal from the Eureka Valley earthquake (Mw
6.1, 17th May 1993). This was produced using two SAR images from 01/06/92 and 08/11/93
by ERS-1, here 1 interferometric fringe corresponds to 2.8 cm displacement in the LOS of the
satellite, adding all the fringes results in a total of 8cm ofrange increase which is consistent with
subsidence from normal faulting.

1.3 Current challenges

There are several well established techniques for the determination of earthquake source

parameters which use a variety of different seismic data, and there are several global

seismic catalogues which routinely report these parameters. This includes the afore-

mentioned GCMT catalogue, the ISC and Engdahl-van der Hilst-Buland (EHB) Bulletins

run by the ISC, and also the NEIC. The NEIC have several different catalogues and are

usually the first to report a location and magnitude for an earthquake. In recent years there

have been focused efforts on the compilation of regional catalogues such as the RCMT for

events in the Mediterranean (Pondrelliet al., 2002). These catalogues tend to use local ve-

locity structures to model the seismic data, which are more accurate than the Earth models

used in global seismic catalogues, because the data used aremore sensitive to the crustal

structure. Errors in the assumed Earth model can lead to biases in source parameters, for

example systematic mislocations of events in the south American subduction zone by the

GCMT catalogue (e.g.Syracuse and Abers, 2009).
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Seismic catalogues are valuable tools in the field of seismology and no equivalent cat-

alogue exists for source models derived from geodetic data.Yet, considering the indepen-

dent nature of the two datasets, a compilation of geodetically-determined source models

would be useful for assessing those reported in seismic catalogues, and vice versa. Not

many studies have compared source models calculated using the two different datasets,

most consider events on an individual or regional scale (e.g., Wright et al., 1999; Lohman

et al., 2002; Mellorset al., 2004; Pritchardet al., 2006). One study has considered global

events but mainly in the context of the seismic moment and earthquake scaling laws (Fun-

ning, 2005). These comparisons have highlighted some key issues though, particularly re-

garding the assumed Earth structure and the quality of the data (e.g.Feigl, 2002; Pritchard

et al., 2006).

The complementary strong spatial and high temporal resolution of InSAR data and

seismic data, respectively, is also evident from these comparisons. Over the past decade

there has been an increasing trend for the development of inversion techniques which

combine and exploit the strengths of the two datasets. Thereare numerous approaches

which differ mainly in the methods used to model the seismic data and to search the

parameter space. Strong motion data (e.g. Hernandezet al., 1999), regional network

data (e.g.Lohmanet al., 2002), teleseismic data (e.g.Delouis et al., 2000, 2002) or a

combination of these (e.g.Ji et al., 2002b; Kaverinaet al., 2002) have been jointly used

with InSAR data. To search the parameter space genetic algorithms (e.g.Hernandezet al.,

1999), simulated annealing methods (e.g.Ji et al., 2002a; Delouiset al., 2002), or the

Neighbourhood Algorithm (e.g.Lohmanet al., 2002) have all been employed, as well as

a hybrid downhill Powell-Monte Carlo approach (e.g.Wright et al., 1999; Funninget al.,

2007). One common feature amongst all these joint inversiontechniques is that when

modelling the seismic data they all assume a 1-D Earth structure. The study of Wald and

Graves (2001) is the only study, to the writer’s knowledge, to consider the effect of a 3-D

structure, suggesting that the addition of geodetic data toseismic source inversions leads

to more robust results as seismic data are very sensitive to the assumed Earth structure but

geodetic data are much less so.

Both InSAR and seismic data are vital for the robust characterisation of the earthquake

source process and this is evident through the continued investment in future satellites and
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denser seismic networks. In 2013 the ESA plans to launch the first of two satellites with

SARs (Sentinel 1A), with the specific purpose of acquiring SAR images for natural haz-

ard applications. The second satellite (Sentinel 1B) is planned in the next few years, and

once launched it will work in tandem with the first so that a SARimage of anywhere

on Earth can theoretically be acquired every 6 days and the revisit time will be even

shorter, compared with 35 days for the previous ESA missions. With regard to seismic

data, the USArray is just one example of the expansion of portable and temporary net-

works. It is part of the 15 year-long Earthscope program and consists of 400 portable

seismometers which are gradually being moved across the continental US to record local

and global seismic activity, with the aim of improving the understanding of continental

tectonics, lithospheric structure, and deep Earth structure (e.g.Meltzeret al., 1999). Sig-

nificant developments in high performance computing have also enabled advances in the

forward modelling of seismic wave fields on a global scale (e.g.Komatitsch and Tromp,

1999; Jahnkeet al., 2008), and local scale (e.g.simulation of broadband ground motions,

Graveset al., 2008), and the modelling of the Earth structure (e.g.Schaeferet al., 2011),

with increasing accuracy and efficiency. Also the launch of further satellites, such as Sen-

tinel 1A and 1B, will result in a significant expansion in the volume of InSAR data, and

increasing computing capacity will be extremely useful forprocessing this large amount

of data. All these improvements in data quality and availability, and modelling capability

are extremely promising for the future development of techniques which characterise the

earthquake source robustly.

1.4 Motivation and thesis outline

The goal of this thesis is to study large global earthquakes using InSAR and long period

seismic data by investigating the differences between the two datasets to understand their

relative strengths and weaknesses. This information will then be used to develop a new

seismo-geodetic point source inversion technique to constrain the source in a robust way

for these large events.

In Chapter 2 the first global catalogue of InSAR-determined source models, based on

studies published in the scientific literature, is presented. This catalogue is subsequently
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used in Chapter 3 as an independent means for verifying source models reported in seis-

mic catalogues and cross-verifying InSAR source models forthe same earthquake. The

seismic moment, centroid location and fault geometry are all considered, and the cen-

troid locations are also compared with the known geology andhypocentral locations. In

addition, variations between source models (uniform and distributed slip) for the same

earthquakes are used to assess the uncertainties.

Five earthquakes (Mw 6.0 - 8.1) which showed large discrepancies in these compar-

isons are investigated in Chapter 4 by forward modelling thesource parameters to calcu-

late seismic synthetics for comparison with the observed data. Two forward modelling

techniques and Earth models are used; (i) Normal mode summation using the 1-D Earth

model, PREM (Preliminary Reference Earth Model, Dziewonski and Anderson, 1981)

and (ii) the Spectral element method using the 3-D shear wavemantle model, S20RTS

(Ritsemaet al., 1999), combined with the crustal model CRUST2.0 (Bassinet al., 2000).

These tests highlight the importance of the assumed Earth structure when modelling

the seismic data and is one of the motivations behind the joint inversion technique pre-

sented in Chapter 5. This method is tested using three synthetic earthquakes and is then

applied to three real events that could benefit from the jointinversion of InSAR and long

period seismic data: Eureka Valley (Mw 6.1, 17th May 1993), Aiquile, Bolivia (Mw 6.6,

22nd February 1998) and Zarand, Iran (Mw 6.5, 22nd May 2005). Finally in Chapter 6 the

key issues highlighted in this thesis are discussed and the main conclusions summarised.



Chapter 2

Construction of the ICMT catalogue

2.1 Introduction

Seismic data are routinely used to determine earthquake source models and, increasingly,

Interferometric Synthetic Aperture Radar (InSAR) data arealso being used. There are

numerous seismic catalogues which provide locations and source mechanisms. However,

currently there is not a homogeneous catalogue of InSAR-determined earthquake source

parameters, where the source models have been determined using consistent modelling

techniques and Earth models.

In this chapter I summarise the basic principles behind InSAR and seismic data for

earthquake observation and the modelling approaches used to determine earthquake source

parameters. A summary of existing seismic catalogues is then given. This is followed by

a description of the compilation of the first global archive of InSAR derived source mod-

els, which is used in Chapter 3 for comparisons with estimates reported in global and

regional seismic catalogues. The current version of the InSAR archive has been published

in Westonet al. (2011, 2012).

2.2 Processing and modelling InSAR data

There are many studies that have reviewed the principles of InSAR (e.g., Massonnet and

Feigl, 1998; Bürgmannet al., 2000; Feigl, 2002; Funning, 2005) which should be referred

to for further details, but an outline of the technique will now be summarised. Synthetic

Aperture Radar (SAR) involves a moving side-looking radar emitting pulses of microwave
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radiation towards the ground and measuring the amplitude and phase of the radiation that

is scattered back to the radar. By combining responses from multiple observation points

as the radar platform moves, a high resolution SAR image is obtained (a comprehensive

overview of SAR imaging can be found in e.g., Curlander and McDonough, 1991). This

image is referred to as a Single Look Complex (SLC) image which contains the phase and

amplitude information for each pixel as a complex number:

Z = Aeiφ (2.1)

where A refers to the amplitude andφ the phase. InSAR is based on the difference in

phase (∆φ) between two SAR images; if these two SAR images are acquiredbefore and

after an earthquake, part of the phase difference corresponds to one component of the sur-

face displacement caused by the event (∆φdef.). However, atmospheric delay (∆φatmos.),

topography (∆φtop.) and the difference in satellite position (∆φpos.) and pixel properties

(∆φpixel) in the SAR image at the two image acquisition times can also cause phase

changes:

∆φ = ∆φdef. +∆φatmos. +∆φtop. +∆φpos. +∆φpixel (2.2)

In order to isolate the phase change due to the earthquake surface displacement sev-

eral methods have been developed to remove the other contributing factors, which are

usually carried out during the processing stage of the data.Interferometric fringes due

to topography are removed using a Digital Elevation Model (DEM) and the phase shift

due to a change in satellite position can be corrected by using knowledge of the satellite

orbits (e.g.Scharroo and Visser, 1998). However, the phase delay due to the atmosphere

is more difficult to remove and, unlike topography and orbital changes, is not routinely

removed. In recent years there has been an increased focus ondeveloping techniques for

removing this remaining, and potentially major, source of error in radar interferometry.

Approaches to calculate the delay include using meteorological or atmospheric models

and observed data to calculate the potential contribution of the atmosphere, particularly

water vapour (e.g., Wadgeet al., 2006; Puysseguret al., 2007; Doinet al., 2009; Wadge

et al., 2010). Few studies have tried to integrate a method of removal into a processing
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routine for InSAR data, but Liet al. (2005) successfully integrated water vapour correc-

tion models into the ROIPAC (Rosenet al., 2004) software, a free and popular SAR data

processing package.

Even in situations when such error sources are mitigated, noise from temporal decor-

relation (changes to the radar scattering characteristicsof the ground) can still remain

in the interferogram. Changes in land use, land cover (e.g., snow) or vegetation can be

responsible for decorrelation, and the probability of change, and thus decorrelation, in-

creases with time. Decorrelation can be mitigated by using alonger radar wavelength

(e.g., the ALOS satellite,λ = 235 mm) which is able to penetrate the canopies of trees

and scatter off their more stable trunks, and is less sensitive in general to changes in small

scatterers on the ground.

Once phase changes due to sources other than surface deformation are removed, then

the surface displacement (u) in the line of sight (LOS) of the radar is equal to the change

in distance (or range) between the satellite and the ground:

∆φ =

(

4π

λ

)

u · p̂ (2.3)

where,p̂ is a unit vector pointing from the ground towards the satellite antenna andλ

refers to the wavelength of the radiation emitted by the satellite. Following equation 2.3,

surface displacement equal to one half wavelength of the radar signal, corresponds to one

fringe in an interferogram (1 cycle of pink to red in Figure 1.4). Wavelengths range from

31 mm to 235 mm (Table 2.1), consequently, surface displacements at millimetre level

can potentially be detected by InSAR.

The 1990s saw the launch of various radar satellites and there are a few currently in

operation which provide radar images that can be used to produce interferograms (Table

2.1). The ERS-1 from the ESA was the first C-band satellite, and the first to provide

data that were used to measure the surface displacement froman earthquake. An L-

band satellite, JERS-1, was launched by the Japanese Aerospace Exploration Agency

(JAXA) a year later and over the following decade three further C-band satellites were

launched. This included two from the ESA (ERS-2 and ENVISAT)and the Canadian

Space Agency’s first commercial earth observation satellite, RADARSAT-1. The ALOS

was a follow-up L-band satellite to JERS-1, but this, and allthe afore-mentioned satellites



18 Construction of the ICMT catalogue

have since been decommissioned. However, missions launched in 2007, by the Canadian,

Italian and German space agencies are still in operation, which includes RADARSAT-2

and two X-band satellites, COSMO-SKyMed and TerraSAR-X. Moreover, the ESA plans

to launch two new C-band satellites, with the first satellite(Sentinel-1A) to be launched in

2013 (ESA, 2007, 2011). Also JAXA are currently developing their next L-band satellite,

ALOS-2.

Table 2.1: Summary of past and present satellites that provide SAR datafor the measurement of
earthquakes. Note that COSMO-SkyMed is not one satellite but a constellation of four satellites.

Satellite Operation Period Wavelength (mm) Band
European Remote Sensing Satellite 1 (ERS-1)1991 – 2000 56.7 C
European Remote Sensing Satellite 2 (ERS-2)1995 – 2011 56.7 C

RADARSAT-1 1995 – 2013 56.0 C
ENVISAT 2002 – 2012 56.3 C

Japanese Earth Resource Satellite (JERS-1) 1992 – 1998 235.0 L
Advanced Land Observation Satellite (ALOS) 2006 – 2011 235.0 L

COSMO-SkyMed 2007 – 31.0 X
TerraSAR-X 2007 – 31.0 X

RADARSAT-2 2007 – 56.0 C

There are various packages available for the processing of SAR data to produce in-

terferograms, with one of the most widely used packages being ROI PAC (Rosenet al.,

2004). Detailed overviews of the processing stages used in the programme are available in

several other studies (e.g., Rosenet al., 2000, 2004; Funning, 2005) but the process will be

briefly summarised here. The two SAR images are preprocessedto produce Single-Look

Complex images (SLC) which are high resolution images that contain both the phase and

amplitude information. Then, using orbital information and estimated offsets between the

images, the SLC images are resampled into the same geometry and the image acquired

before the earthquake is multiplied by the complex conjugate of the ‘after’ image to form

the interferogram. The signal from topography is then removed by calculating a synthetic

interferogram using orbital information and the Digital Elevation Model (DEM, 3 Arc

second Shuttle Radar Topography Mission (SRTM) in most cases). The interferogram is

then filtered to enhance the strongest signals and the phase part of the signal is unwrapped

from its modulo 2π value into the difference in phase between two neighbouringpixels.

This difference is then adjusted up to a multiple of 2π to give the total change in range be-

tween the ground and the satellite. This unwrapped interferogram is then used to refine the
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viewing geometry and any further topographic corrections and, finally the interferogram

is geocoded to produce an image, such as the one seen in Figure1.4.

The next step is to downsample the highly spatially correlated data because with a

small subset of the data it is still possible to model the key features of the data. Down-

sampling methods such as quadtree decomposition (e.g., Jónssonet al., 2002; Simons

et al., 2002), focused near-field sampling (e.g., Funninget al., 2005b), and resolution-

based sampling (e.g., Lohman and Simons, 2005b) have all been successfully used to

reduce the number of data points to model from millions to hundreds or thousands.

Once down-sampled, static elastic dislocation theory can be used to model the dis-

placement field seen in an interferogram. Steketee (1958) was the first to demonstrate that

the dislocationδuj (ξ1, ξ2, ξ3) across a planar surface,Σ, in an isotropic medium (i.e. an

earthquake) will result in the following displacement field, ui(x1, x2, x3):

ui =
1

F

∫ ∫

Σ

δuj

[

λδjk
δuni
δξn

+ µ

(

δuji
δξk

+
δuki
δξj

)]

vkdΣ (2.4)

Eachuji refers to theith component of displacement at (x1, x2, x3) due to a point force

at (ξ1, ξ2, ξ3) in the jth direction with magnitudeF, whereδjk is the Kronecker delta,λ

andµ refer to Lamé elastic parameters andvk is the direction cosine of the normal to the

surface element dΣ.

Analytical solutions to this equation for shear and tensilemotions on a fault are given

by Okada (1985), based on the cartesian coordinate system and conventions shown in Fig-

ure 2.1. Following these solutions it is evident that the fault geometry (strike, dip, rake),

location and length are non-linearly related to the surfacedisplacement field. Thus, while

the forward modelling of displacement fields (and, interferograms) is a simple process,

the inverse problem of determining the optimal source parameters from interferograms is

not as straightforward. A number of algorithms have been adopted to solve this non-linear

inverse problem; genetic (e.g.Hernandezet al., 1999), simulated annealing (e.g.Delouis

et al., 2002; Jiet al., 2002a), the Neighbourhood Algorithm (e.g.Lohman and Simons,

2005a) and a downhill Powell-Monte Carlo approach (e.g.Clarke et al., 1997; Wright

et al., 1999).
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Figure 2.1: Coordinate system and source geometry assumed, after Okada(1985), for a fault of
length L, width W, and dipping at an angle ofδ. U1, U2, and U3 are elementary dislocations and
correspond to strike-slip (U1), dip-slip (U2) and tensile (U3) components of an arbitrary disloca-
tion, respectively.

2.3 Earthquake source inversions using seismic data

Measurements of displacements caused by seismic waves generated by earthquakes is the

traditional approach for observing earthquakes. In this study, data recorded on the global

seismic networks (e.g. Global Seismic Network, GSN) at teleseismic distances are used,

which includes body waves (P and S) and surface waves (Rayleigh and Love), see Figure

2.2. Body waves are the fastest, the P waves arrive first, followed by S waves. Surface

waves are the last to arrive, which despite circumnavigating the Earth several times, due

to their lower rates of geometrical spreading are usually the highest amplitude arrivals at

teleseismic distances. Rayleigh waves are created by the interaction of P and SV waves

and are observed on the vertical and longitudinal components of a seismogram (Figure

2.2 a & b). Love waves are the result of the constructive interference of SH waves trapped

at the surface and are seen on the transverse component (Figure 2.2 c).

The displacements due to an earthquake observed at seismometers can be uniquely

described using body forces and the response of the assumed Earth structure to these

forces. Based on the uniqueness theorem and various representation theorems (see Aki

and Richards, 1980), and omitting the effects of traction and displacement discontinuities

(Julian, 1998), then the displacement field,u(x,t) due to a shear dislocation in a volume,
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Figure 2.2: Example seismogram showing the displacements due to the Haiti earthquake (Mw
12th January 2010) recorded at the BFO station in Germany at an epicentral distance 70◦ and 44◦

azimuth. P, S, Rayleigh and Love wave arrivals are highlighted on the vertical, longitudinal and
transverse components. The record spans an hour and a half following the occurrence time of the
earthquake (21:53:10, GMT), as shown along the top of the figure. The amplitude corresponds to
ground velocity in ms−1.

V, due to a body force,f, at positionξ can be written as:

ui(x, t) =

∫ ∫ ∫

V
Gij(x, ξ, t) ∗ fj(ξ, t)d

3ξ (2.5)

whereGij(x,ξ ,t) is the elastodynamic Green’s function which describes the ith component

of displacement due to a unit force applied in the jth direction at positionξ and time zero

and ‘*’ indicates temporal convolution. If the Green’s function is expanded using a Taylor

series then equation 2.5 becomes

ui(x, t) = Gij(x, 0, t) ∗ Fj(t) +Gij,k(x, 0, t) ∗Mjk(t) + ... (2.6)

whereF is the total force exerted by the source:

Fj(t) =

∫ ∫ ∫

V
fj(ξ t)d

3ξ (2.7)

andM is the seismic moment tensor:

Mjk(t) =

∫ ∫ ∫

V
ξkfj(ξ, t)d

3ξ (2.8)
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which describes the earthquake as a combination of nine force couples, and was first in-

troduced by Gilbert (1970). The seismic moment tensor can beexpressed using spherical

coordinates in matrix form:

M =













Mrr Mrθ Mrφ

Mθr Mθθ Mθφ

Mφr Mφθ Mφφ













(2.9)

where (r,φ ,θ) are the orthogonal axes (up, E, S). The moment tensor is symmetric, hence

there are only six independent elements, where the eigenvectors and eigenvalues of this

matrix describe the source type, moment and orientation. The moment tensor can be de-

composed into three parts; isotropic, double-couple and compensated linear vector dipole

(CLVD). If a pure double-couple source is assumed (i.e. no volume change, such as shear

fracture) then the trace and the determinant of the moment tensor is zero,λ1+λ2+λ3 = 0,

whereas for a purely isotropic source (e.g. an explosion)λ1=λ2=λ3. Consequently, the

ratio of the minimum and maximum eigenvalues of the trace of the tensor can be used to

quantify the percentage of the non-double-couple component. For most earthquakes the

double-couple is the dominant mechanism however, the CLVD is a special case where the

moment tensor is traceless but one of the eigenvalues is twice that of the other two, which

are equal. Moment tensors with this kind of behaviour have been observed for earth-

quakes in volcanic settings (e.g.Julian, 1983; Shuler and Ekström, 2009), or for earth-

quakes which involve two subevents occurring almost simultaneously (e.g.Stich et al.,

2005).

Assuming a pure double couple the moment tensor can be expressed in terms of fault

geometry, strike (Φ), dip (δ) and rake (λ) and seismic moment (Mo), where Figure 2.3

shows the conventions followed throughout the thesis for these parameters, and following

the notation of Aki and Richards (1980):
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M =Mo


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



























sin2δsinλ

−(sinδcosλ sin 2Φ + sin2δsinλsin2Φ)

sinδcosλsin2Φ− sin2δsinλcos2Φ

−(cosδcosλsinΦ+ cos2δsinλsinΦ)

cosδcosλsinΦ− cos2δsinλcosΦ

−(sinδcosλcos2Φ + 1

2
sin2δsinλsin2)






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
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
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
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(2.10)

The moment tensor is linearly related to the displacements recorded at seismometers

Gilbert and Dziewonski (1975) and this is part of the basis behind the approach used in

the seismic catalogue, the Global Centroid Moment Tensor catalogue, (GCMT) which

routinely reports focal mechanisms for earthquakes of Mw 5.5 or greater.

For the fast inversion of seismic data, a point source can be assumed such as in the

GCMT catalogue, or, if more information on the source is desired, a finite fault model can

be determined (e.g., Wald and Heaton, 1994). There are strengths and weaknessesto each

method, and the inversion methods employed in the seismic catalogues used here will be

outlined in the following section.

Figure 2.3: The strike (Φ), dip (δ) and rake (λ) conventions followed throughout this thesis for a
fault of length L, and width W, where u refers to the slip vector that describes the movement of the
hanging wall with respect to the foot wall.
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2.4 Existing seismic source model catalogues

With extensive global seismic networks deployed worldwideand vast data analysis and

inversion techniques available, seismology is a well-established and reliable technique

for determining earthquake source parameters. The GCMT catalogue is one of the most

frequently used seismic catalogues and has calculated focal mechanisms for moderate to

large events (M≥ 5.0) since 1976. Long-period body and surface waves are usedin in-

versions for the six moment tensor components. Synthetic seismograms for each moment

tensor component at each seismometer location, otherwise known as excitation kernels,

are calculated using normal mode summation (e.g., Gilbert,1976) in a 3D Earth model

(SH8/U4L8, Dziewonski and Woodward, 1992). Originally, a 1D Earth model was used

instead (PREM, Dziewonskiet al., 1981). The observed seismograms can be expressed

as a multiplication between the matrix of excitation kernels and the vector of six moment

tensor components. To solve for the moment tensor this linear relationship is solved us-

ing a least-squares procedure, where for the 0th iteration of the inversion the kernels are

calculated using the location from the Preliminary Determination of Epicenters (PDE)

catalogue published by the NEIC. Once there is an initial estimate of the moment tensor,

then excitation kernels are recalculated for all ten sourceparameters (centroid location,

origin time and moment tensor) and an iterative least-squares inversion is carried out un-

til an optimal agreement is reached between the observed andtheoretical seismograms

(Dziewonskiet al., 1981; Dziewonski and Woodhouse, 1983).

The International Seismological Centre (ISC) has two global catalogues; the ISC and

EHB (Engdahl-van der Hilst - Buland) Bulletins. The agency uses data from the monthly

listing of events produced by the National Earthquake Information Centre (NEIC) and

data submitted from various agencies around the world. These data are associated to an

event and a least-squares procedure is used to determine four source parameters: hypocen-

tral depth, location, and origin time. These parameters arereported in the ISC Bulletin

along with magnitude values mb and Ms (Adamset al., 1982). To reduce the observed

bias in ISC focal depths the methodology above was modified and a more recent Earth

model, the ak135 model (Kennettet al., 1995) was used instead of the Jeffreys and Bullen

travel time tables (Jeffreys and Bullen, 1940). Station patch corrections and later phase

arrivals were also incorporated into the procedure (Engdahl et al., 1998) and the resulting
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parameters are published in the EHB bulletin. More recentlythe ISC has implemented

a new location algorithm which used the Neighbourhood Algorithm (Sambridge, 1998)

to obtain an initial guess for the hypocentre location and has the capability to include re-

gional traveltime predictions for certain phase arrivals (Pg, Lg, Pn, Sn), based on a 3-D

velocity model, for more details see Bondar and Storchak (2011). This was implemented

at the beginning of 2011 and so applies to events from 2009 onwards reported in the ISC

Bulletin (ISC, 2011).

In addition to these global catalogues, there are numerous catalogues based on data

from local or regional seismic networks, which focus on events in regions including cen-

tral Europe or individual countries, such as Japan. The following regional catalogues are

used in this chapter:

• Regional Centroid Moment Tensor Catalogue (RCMT)– This reports source

mechanisms for 4.5< M < 5.5 events in the Mediterranean region from 1977, with

the most recently published catalogue including events up to 2008 (Pondrelliet al.,

2011). The method used is the same as in the GCMT catalogue, except that in

order to account for smaller magnitude events, the data are low-pass filtered at 35 s

to include shorter period fundamental mode surface waves. Synthetic seismograms

for these waves are calculated using global, laterally-varying, phase velocity models

and propagating a source pulse through them (Pondrelliet al., 2002), instead of a

classical normal mode summation approach in a 1D Earth model.

• Euro-Med Bulletin – This has been developed, and is run by, the Euro-Mediterranean

Seismological Centre (EMSC). The current database covers events in the Euro-

Mediterranean region in the period 1998–2008. Data are collected from over 60

networks in 53 countries and the gathered phase and locationinformation are pro-

cessed in a three-step procedure to produce the bulletin. For a local event the as-

sociated phases are collected and a location is determined iteratively by computing

travel times using a local velocity model until the least-square travel time residual

is minimized. The location is then tested against the initial reported location, the

variation in the travel time residual and the RMS, and the defining phases (Godey

et al., 2006).
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• National Research Institute for Earth Science and DisasterPrevention (NEID)

Catalogue– There are several regional networks in Japan run by the Japan Meteo-

rological Agency (JMA) and the NEID. The data are archived byJMA and NEID

and made available for public use (Okadaet al., 2004). For earthquakes since 1997

the data recorded on the regional broadband seismic network(F-net) have been

used by the NEID to calculate focal mechanisms based on the polarities of the first

P-wave arrivals (Kuboet al., 2002).

• India Meteorological Department (IMD) Catalogue – Similar to Japan, regional

data from their National Seismological Network (NSN) are used for the calculation

of location and magnitude; the agency also submits the solutions to the ISC (IMD,

2011).

• Earthquake Mechanisms of the Mediterranean Area (EMMA)– This is a database

of focal mechanisms for earthquakes that have occurred in the Mediterranean area

between 1905 and 2003. The mechanisms and the related sourceparameters re-

ported in the literature are collected as well as the data that were used to calculate

them. The focal mechanisms were recomputed using these dataand compared with

the mechanism published in the study. Errors, such as rotations in strike or rake

values as a result of the formulation used, are corrected for. Multiple solutions for

each event are reported, but one is suggested as the best solution using a list of four

criteria, the foremost dependent on whether errors were reported with the original

solution; for further details see Vannuccii and Gasperini (2003).

• Advanced National Seismic System (ANSS) Composite Catalogue – This is a

world-wide catalogue run by the Northern California Earthquake Data Center in-

cluding events since 1898 to the present day. It merges solutions from 15 contribut-

ing regional networks across North America, and the NEIC. Each regional network

is assigned a geographic region and solutions from this network for events that oc-

cur in the region are always reported in the catalogue. If multiple solutions from

various networks are reported for an event, the solution from the network whose

geographic region covers the location of the event is considered the best solution.

For events with more than one solution that occur outside thearea covered by the



2.5 Compilation of InSAR Centroid Moment Tensor (ICMT) catalogue 27

regional networks the solution with the largest magnitude is kept (ANSS, 2010).

• Southern California Seismic Network (SCSN) catalogue– Similar to ANSS, the

Southern California Seismic Network (SCSN) collects data from regional seismic

networks across North America, including its own network ofover 160 stations.

The origin time, date, location and magnitude along with uncertainties are deter-

mined using an automatic phase picking procedure and reviewed by a seismologist.

There are currently over 470,000 events since 1932 to the present day included in

the catalogue (Huttonet al., 2010).

These seismic catalogues greatly outnumber the global or regional compilations of

source models calculated from geodetic data. The SRCMOD database is one of the largest

online resources to include finite-source rupture models obtained from the inversion of

seismic and/or geodetic data. It began in 2004 and archives kinematic and static source

models reported in the literature. Since 2012 it has been part of the earthquake research

resources (equake-RC) project, which aims at providing data and resources for earthquake

research. Consequently, as well as authors being able to upload models, there is also the

option of downloading other models included in the database. Currently there are 159

source models for 85 earthquakes (SRCMOD, 2012).

2.5 Compilation of InSAR Centroid Moment Tensor (ICMT)

catalogue

Since 1992 the number of InSAR derived models has grown rapidly, yet there was no

catalogue similar to the various seismic catalogues described in the previous section. The

absence of such a database prompted the compilation of CMT source parameters (spatial

centroid location, seismic moment and fault’s geometry) for global earthquakes occurring

since 1992 studied using InSAR from nearly 100 studies published in the literature.

A total of 67 earthquakes that occurred between 1992 and 2010from 96 studies are

included in the database listed in Table 2.2 listed at the endof this chapter. For a given

published study we use solution(s) in order of importance which are stated by the authors

as their favourite solution and/or that fit the data better than the other solutions. Whenever

uniform and variable slip inversions are carried out, both final inversion solutions are
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included in the database, except if any of the models has a substantially lower misfit or if

it is indicated by the authors as not being a preferred model.Whenever there are multiple

studies of the same earthquake they are included in the database as they are valuable to

assess uncertainties. Consequently for the 67 earthquakesthere are a total of 131 source

models. Only models for events that occurred before and including 2010 are used in this

chapter as this was the most up to date version of the databaseat the time of comparisons.

However, the database is constantly updated whenever new studies become available, and

future work will include more earthquakes.

Figure 2.4 shows the geographical location of the 67 earthquakes listed in Table 2.2.

As expected, most earthquakes are located within the continents, with depths shallower

than 60 km (except for the 2005 Tarapaca, Chile, earthquake,which has a GCMT depth

= 97.6 km). The magnitudes of the earthquakes studied are in the range Mw 5.0–8.5,

with about half of the earthquakes having magnitudes Mw 6.0–6.5 (see Figure 2.5). This

reflects the relative scarcity of large earthquakes (Mw ≥ 7.5) in continental settings and

the relative difficulty of studying small earthquakes (Mw ≤ 5) using InSAR due to atmo-

spheric noise, data incoherence or unfavourable earthquake depths. An additional factor

limiting the number of small magnitude earthquakes used in this study is the absence of

reported GCMT parameters for some of the small earthquakes studied using InSAR (e.g.,

for the Mw 5.0, 18 September 1997 and 1 October 1998 Zagros mountains earthquakes

studied by Lohman and Simons (2005a) and for the Mw 4.4, 21 September 2005, Kalan-

nie and Mw 4.7, 10 October 2007, Katanning, Australia, earthquakes studied by Dawson

et al. (2008)). Of the 67 earthquakes listed, 23 occurred on strike-slip faults, 28 thrust

faults and 16 have normal fault movement.

Since InSAR data are commonly used in conjunction with otherdata types such as

GPS, seismic and levelling, the events were classified according to the following criteria:

• I (InSAR data only)

• GI (GPS and InSAR data)

• SI (Seismic and InSAR data)

• OI (InSAR and other data, where three or more sources of information have been

used, such as levelling, SPOT 5,etc.)
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Studies with InSAR source models where multiple subevents are present that are

clearly spatially discontinuous or the authors state as being strongly influence by sub-

stantial postseismic deformation, (e.g., 2004 Parkfield earthquake), are not included in

the database.
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Figure 2.4: Geographical location of the 67 earthquakes (stars) studied with InSAR used in this
study. All earthquakes have magnitudes between Mw 5.0–8.5 and are shallow (depth smaller than
60 km), except for the 2005 Tarapaca, Chile earthquake (GCMTdepth=97.6 km).

2.5.1 Centroid Moment Tensor parameter calculations

Not all the required source parameters from InSAR studies were reported in the literature

and in this instance the missing parameters were calculatedwith the information given in

the study or using information provided on request from authors. For example, often the

corner of the fault or the updip surface projection of the centroid were the only locations

given. For uniform slip models this location is used along with additional geometrical

information (e.g. fault strike, dip, width and length) to determine the centroid location.

For the variable slip models that were obtained from severalauthors, the spatial distri-

bution of slip and fault geometry are used to compute a centroid location. For uniform

slip models which incorporate two or more faults a similar approach to the variable slip

models is taken, whereby the parameters are weighted according to the seismic moment

of each fault.
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Figure 2.5: Distribution of earthquake moment magnitudes (Mw) of the earthquakes studied with
InSAR used in this study. The distribution is skewed towardsearthquakes in the magnitude range
6–6.5. This is probably due to the higher frequency of earthquakes of that magnitude compared to
larger events and to a higher detectability of such earthquakes using InSAR than to smaller events.
Also, in this study we do not use a number of small earthquakesstudied using InSAR because of
the absence of reported GCMT parameters for them (see main text for details).

To determine the seismic moment if the moment magnitude (Mw) was given it was

converted using a simple relation (Kanamori, 1977):

Mw =
2

3
logMo − 6.03 (2.11)

Alternatively, Mo was calculated if the area of the fault (A), the total slip (u)were

known and an assumed rigidity modulus (µ) chosen:

Mo = µAu (2.12)

We use the rigidity modulus quoted in the study but if it is notstated then a standard

rigidity modulus of 32 GPa is assumed.
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2.5.1.1 Example of ICMT parameter calculations

Figure 2.6 shows the two-fault, uniform slip model for the 2003 Bam, Iran, earthquake

produced by Funninget al. (2005b). The primary fault released a seismic moment of

7.6 x 1018 N m, whereas the secondary fault has a seismic moment of 1.4 x 1018 N m.

Figure 2.6 shows the focal mechanism (red beach ball) obtained from the total moment

and the moment-weighted average strike, dip and rake of the two faults, assuming a pure,

double-couple, source mechanism (see overall parameters in Table 2.2). As expected, the

focal mechanism obtained from the overall parameters is similar to that of the primary

fault, which has the larger moment. We also show the geometric centroid of each fault

(black crosses) and the overall centroid obtained from a moment-weighted average of the

centroids of the two faults (red cross). Again, as expected the overall centroid is close to

that of the primary fault.
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Figure 2.6: Example of the calculation of overall CMT source parametersfor the 2003 Bam
earthquake, using the two-fault, uniform slip model of Funning et al. (2005b) obtained using
InSAR data. The model consists of a main fault plane with 2.14m of slip and a smaller secondary
fault with 2.04 m of slip, with estimated seismic moments of 7.6 x 1018 and 1.4 x 1018 N m,
respectively. The corresponding focal mechanisms (yellowbeach balls) and centroid locations
(yellow crosses) are shown. The red beach ball represents the focal mechanism obtained from the
total moment and from the moment-weighted average of strike, dip and rake of the two faults,
assuming a pure double-couple mechanism. The average centroid location is also shown (green
cross). The beach balls are not in absolute scale.
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2.6 Intraevent variability within the database

Since the earthquakes used in this study span 17 years and theInSAR source models

are generally built using different datasets and modellingstrategies, the compilation is

nonuniform in terms of reliability of various models. For some cases the compilation

contains several source models for a given earthquake. The variability in such earthquake

source models provides a means to assess qualitatively uncertainties of the source param-

eters, which are generally unknown.

2.6.1 Seismic moment

Among the earthquakes in our compilation with several InSAR-derived estimates of seis-

mic moment, the intravent variability in moment between thesmallest reported value and

the others is below 20% for 19 earthquakes (median of∼ 17% and standard deviation,

σ, 11%). Larger variabilities occur for the following seven earthquakes: 2003 Bam (44%

difference between the moment estimated by Peyretet al. (2007) and that obtained by

Funninget al. (2005b)); 1992 Little Skull Mountain (35% difference between “InSAR

only” and “seismic and InSA” models determined by Lohmanet al. (2002)); 1997 Manyi

(35% difference between the moment from Funninget al. (2007) and that by Wanget al.

(2007)); 1999 Duzce (37% difference between the moment obtained using a one-segment

versus a multiple segment model by Wright (2000)); 1992 Fawnskin (27% difference be-

tween the moment given by Feigl and Thurber (2009) and that byFeiglet al.(1995)); and

1999 Izmit (25% difference between the moment given by Feigl(2002) and by Wright

(2000)). The latter discrepancy may be due to the contamination by postseismic deforma-

tion (Feigl, 2002).

2.6.2 Fault geometry and mechanism

Differences in strike for a given earthquake are generally smaller than 20◦ (with a median

variability over 18 earthquakes of∼ 4◦ andσ=10◦), except for the Al Hoceima 2004

earthquake, for which there is a difference of 44◦ between the strike determined by Tahayt

et al. (2009) and that found by Biggset al. (2006). For the 19 earthquakes in Table 2.2

with more than one value of fault dip reported, the variability in dip is smaller than 20◦

(with a median of∼ 8◦ andσ=6◦) except for the 2000 Cankiri earthquake, for which
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there is a difference of 22◦ between the fault dip determined by Wright (2000) and that

obtained by Çakir and Akoglu (2008). The variability in rake for a given earthquake is

also generally smaller than 20◦ (with a median over 21 earthquakes of∼ 7◦ andσ=11◦),

except for the following earthquakes: 1992 Little Skull Mountain (27◦ difference, see

Table 2.2), 1999 Duzce (44◦ difference, see Table 2.2) and Noto Hanto (35◦ difference,

see Table 2.2).

2.6.3 Centroid spatial location

Differences in epicentral location for a given earthquake are smaller than 10 km for 18

earthquakes (with a median over 20 earthquakes of∼ 3 km andσ = 5 km), with the fol-

lowing three earthquakes showing larger differences: 1996Antofagasta (17 km difference

between the studies of Pritchardet al. (2002, 2006)); 1997 Manyi (14 km difference be-

tween the results of Funninget al. (2007) and Wanget al. (2007)); and 1999 Izmit (14

km between the results of Wright (2000) and Delouiset al. (2000)). There is a very good

agreement between the centroid depths in the various InSAR source models for a given

earthquake, with a variability smaller than 5 km for most earthquakes (with the median of

the variabilities for 20 earthquakes being∼ 2 km andσ = 2 km). The maximum variabil-

ity in depth between source models obtained using layered 1-D and 3-D media by Bustin

et al. (2004) is 9 km for the Nisqually earthquake.

2.7 Conclusions

While this study focuses on 67 earthquakes that occurred between 1992 and 2010, we are

currently expanding our ICMT database by including InSAR source models that occurred

since 2010 and will make it available to the wider community in the near future, thus con-

tributing to ongoing earthquake source model validation efforts. Moreover, we anticipate

that this database will also form the basis for future comparisons of other relevant param-

eters, such as average slip and stress drop. The compilationof the first global database

of InSAR-determined source models from the scientific literature will now be used in the

following chapter to assess the source parameters reportedin seismic catalogues.
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Table 2.2: CMT parameters from published InSAR studies for earthquakes that occurred between 1992 and 1997Date andLocation contain the earthquake’s date and
geographical location.Mo is the seismic moment;Lat. , Lon., Depth are the centroid’s latitude, longitude and depth, respectively; Str., Dip andRake are the fault’s strike,
dip and rake angles, respectively. The type of faulting (column“Type”) is indicated by the symbols: ss (strike-slip fault), n (normal fault), and th (thrust fault). The type of
data used for a given study is shown in the column “Data”: I (using InSAR data only), GI (using GPS and InSAR data), SI(using seismic and InSAR data) and OI (using
InSAR data combined with two or more other types of data; see text for details). Whenever there are multiple models of the same earthquake produced in a given study,
we distinguish them using the following symbols: “DS” (distributed slip model),“PS” (point source model), “FFP” (finite fault patches), “1 seg.” (fault model only with
one segment), “mult. seg.” (fault model with multiple segments), “PM” (planar model) and “CM” (curved model). Any models in italics refer to inversions using a layered
half-space. Any blank spaces mean that the parameter was notreported in the study and couldn’t be calculated using the available information, and any parameters in bold
were fixed in the source inversion.

Date Location M0 Lat. Lon. Depth Str. Dip Rake Type Data Reference

(×1018Nm) (o) (o) (km) (o) (o) (o)

28.06.92 Landers 103.00 34.45 243.48 5.53 154.1 89.9 173.9 ss GI Fialko (2004b)

29.06.92 Little Skull Mountain 0.50 36.75 243.76 11.20 52.0 40.0 -51.0 n I Lohmanet al.(2002)

29.06.92 Little Skull Mountain 0.32 36.75 243.72 9.40 36.0 58.0 -78.0 n SI Lohmanet al.(2002)

04.12.92 Fawnskin 0.15 34.35 243.09 2.60 106.0 28.0 93.0 th I Feiglet al. (1995)

±0.004 ±0.002 ±0.3 ±7.0 ±4.0 ±4.0

04.12.92 Fawnskin 0.11 34.36 243.09 2.70 102.0 39.0 92.0 th I Feigl and Thurber (2009)

±0.001 ±0.009 ±0.15 ±7.0 ±4.0

20.03.93 Ngamr. County, 1.48 29.06 87.48 7.00 4.3 49.7 -99.4 n I Funning (2005)

Tibet ±0.02 ±0.002 ±0.003 ±0.1 ±1.0 ±3.2 ±3.0

20.03.93 Ngamr. County, 1.57 26.06 87.49 7.00 4.2 46.5 -95.8 n SI Funning (2005)

Tibet ±0.02 ±0.002 ±0.003 ±0.1 ±1.0 ±2.8 ±2.5

17.05.93 Eureka Valley, 1.70 37.11 242.21 9.20 173.0 54.0 n I Massonnet and Feigl (1995)

California ±0.3 ±0.004 ±0.005 ±0.2 ±2.0 ±2.0

17.05.93 Eureka Valley, 13.00 7.0 50.0 n I Peltzer and Rosen (1995)

California (DS)

11.07.93 N. Chile 18.00 -25.20 289.97 54.00 5.0 30.0 104.0 th SI Pritchardet al.(2006)

29.09.93 Killari, India 1.76 3.25 95.0 54.4 86.0 th I Satyabala and Bilham (2006)

±5.0 ±5.0

17.01.94 Northridge 9.42 248.0 42.0 th I Massonnetet al. (1996)

26.05.94 Al Hoceima, 2.10 35.20 355.94 7.00 23.3 86.9 -1.2 ss I Biggset al. (2006)

Morocco ±4.5 ±2.3 ±2.6

Continued on next page
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Date Location M0 Lat. Lon. Depth Str. Dip Rake Type Data Reference

(×1018Nm) (o) (o) (km) (o) (o) (o)

26.05.94 Al Hoceima, Morocco (DS) 2.00 23.0 77.0 ss I Akogluet al.(2006)

12.09.94 Nevada 0.92 38.82 240.38 7.84 319.0 72.0 152.0 ss/n I Amelung and Bell (2003)

16.01.95 Kobe, Japan 19.30 34.62 135.06 6.22 229.1 89.9 -114.4 ss I Ozawaet al.(1997)

13.05.95 Kozani-Grevena 6.50 254.0 48.0 -96.0 n SI Resoret al. (2005, 2007)

13.05.95 Kozani-Grevena 6.90 257.8 38.2 -97.1 n I Rigoet al.(2004)

±0.5

13.05.95 Kozani-Grevena 6.40 n I Meyeret al. (1996)

28.05.95 N. Sakhalin, Russia 73.73 52.89 142.90 7.29 197.5 84.2 173.7 ss I Tobitaet al. (1998)

15.06.95 Aigion, Greece 3.90 38.33 22.22 5.10 275.0 35.0 -83.0 n GI Bernardet al. (1997)

30.07.95 Antofagasta, Chile (DS) 1600.00 -24.16 289.14 30.00 5.0 21.5 113.0 th GI Pritchardet al.(2002)

30.07.95 Antofagasta, Chile 1800.00 -24.16 289.31 27.00 5.0 30.0 105.0 th OI Pritchardet al.(2006)

01.10.95 Dinar, Turkey 4.55 38.10 30.08 6.42 145.0 49.0 -90.0 n I Wright et al.(1999)

±1.1 ±3.1 ±1.5 ±1.0

01.10.95 Dinar, Turkey 4.30 38.10 30.09 4.60 135.0 49.8 -84.4 n I Funning (2005)

±0.2 ±0.009 ±0.009 ±0.1 ±0.5 ±0.9 ±3.6

01.10.95 Dinar, Turkey 3.70 38.11 30.09 4.20 135.2 48.4 -95.7 n SI Funning (2005)

±0.1 ±0.009 ±0.009 ±0.1 ±0.9 ±0.9 ±2.3

01.10.95 Dinar, Turkey (DS) 4.10 145.0 34.0 n I Fukahata and Wright (2008)

22.11.95 Nuweiba, Egypt 56.23 28.94 34.73 12.0 195.2 65.0 -15.5 ss/n I Klingeret al. (2000)

22.11.95 Nuweiba, Egypt 70.00 200.0 80.0 ss SI Shamir et al. 2003

22.11.95 Nuweiba, Egypt (DS) 65.00 28.88 34.75 11.25 197.5 67.0 -4.0 ss SI Baeret al. (2008)

19.04.96 N. Chile 14.00 -23.94 289.94 49.00 5.0 23.0 107.0 th SI Pritchardet al.(2006)

12.11.96 Nazca Ridge, Peru (DS) 440.00 -15.32 284.84 28.00 307.0 30.0 44.5 th SI Salichonet al. (2003)

12.11.96 Nazca Ridge, Peru (DS) 480.00 -15.40 284.80 30.00 312.0 15.0-30.0 50.0 th OI Pritchardet al.(2007)

26.03.97 Kagoshima, Japan 1.78 275.0 81.0 -19.0 ss GI Fujiwaraet al.(1998)

±6.0 ±3.0 ±2.0

05.05.97 Zagros Mts, 0.16 27.13 53.88 5.20 120.0 80.0 -90.0 n I Lohman and Simons (2005a)

Iran (PS) ±0.003 ±0.003 ±3.0 ±4.0 ±6.0

05.05.97 Zagros Mts, 0.16 27.13 53.88 4.40 120.0 80.0 -90.0 n I Lohman and Simons (2005a)

Iran (FFP) ±0.003 ±0.003 ±3.0 ±4.0 ±5.0

05.05.97 Zagros Mts, Iran (DS) 0.16 27.12 53.89 6.20 120.0 80.0 -83.0 n I Lohman and Simons (2005a)

Continued on next page
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Date Location M0 Lat. Lon. Depth Str. Dip Rake Type Data Reference

(×1018Nm) (o) (o) (km) (o) (o) (o)

26.09.97 Colfiorito, Italy, 00h33 0.48 4.50 154.0 46.0 -77.0 n SI Salviet al. (2000)

26.09.97 Colfiorito, Italy, 09h40 (DS) 0.98 138.0 45.0 -75.0 n SI Salviet al. (2000)

26.09.97 Colfiorito, Italy,00h33 (DS) 0.43 144.0 45.0 -90.0 n GI Stramondoet al. (1999)

26.09.97 Colfiorito, Italy, 09h40 (DS) 1.05 144.0 45.0 -90.0 n GI Stramondoet al. (1999)

08.11.97 Manyi, Tibet 263.00 35.22 87.15 6.38 258.6 89.8 -5.4 ss I Funninget al. (2007)

08.11.97 Manyi, Tibet 171.90 35.26 87.21 4.85 257.7 89.1 -1.1 ss I Wanget al.(2007)

08.11.97 Manyi, Tibet (DS) 191.00 35.24 87.30 5.11 255.9 93.2 -5.7 ss I Wanget al.(2007)

10.01.98 Zhangbei, 0.48 41.14 114.44 5.40 200.8 42.7 85.9 th I Li et al. (2008)

China ±0.004 ±0.004 ±0.3 ±6.4 ±3.6 ±10.2

10.01.98 Zhangbei, China (DS) 0.47 41.13 114.51 5.00 200.8 42.7 85.9 th I Li et al. (2008)

30.01.98 N. Chile 61.00 -23.96 289.83 45.00 5.0 23.0 102.0 th SI Pritchardet al.(2006)

14.03.98 Fandoqa, Iran 8.90 30.03 57.64 3.50 145.2 63.2 -151.6 ss I Funning (2005)

±1.4 ±0.004 ±0.004 ±0.3 ±1.1 ±2.2 ±11.5

14.03.98 Fandoqa, Iran 8.28 30.01 57.64 3.67 150.0 52.0 -146.0 ss I Berberianet al. (2001)

14.03.98 Fandoqa, Iran 8.40 30.02 57.65 3.50 147.3 65.1 -154.1 ss SI Funning (2005)

±0.4 ±0.004 ±0.002 ±0.2 ±1.1 ±3.2 ±3.44

22.05.98 Aiquile, Bolivia (DS) 8.44 -17.89 294.82 7.30 7.0 79.0 171.0 ss I Funninget al. (2005a)

22.05.98 Aiquile, Bolivia 7.77 -17.90 294.84 7.40 7.0 79.0 171.0 ss I Funninget al. (2005a)

03.09.98 Mt Iwate, Japan (DS) 1.40 39.80 140.90 1.30 200.0 35.8 112.0 th GI Nishimuraet al. (2001)

28.03.99 Chamoli, Himalaya 2.70 30.44 79.39 300.0 15.0 90.0 th I Satyabala and Bilham (2006)

30.04.99 Zagros Mts, 0.112 27.87 53.63 4.10 110.0 42.0 -85.0 n I Lohman and Simons (2005a)

Iran (PS) ±0.002 ±0.002 ±0.18 ±6.0 ±7.0

30.04.99 Zagros Mts, 0.112 27.87 53.63 3.20 110.0 53.0 -77.0 n I Lohman and Simons (2005a)

Iran (FFP) ±0.002 ±0.002 ±0.15 ±5.0 ±13.0

30.04.99 Zagros Mts, 0.112 27.87 53.63 5.30 110.0 53.0 -79.0 n I Lohman and Simons (2005a)

Iran (DS)

17.08.99 Izmit, Turkey 253.59 40.73 30.05 10.80 271.2 89.7 -173.1 ss I Wright (2000)

17.08.99 Izmit, Turkey (DS) 184.00 ss OI Feigl (2002)

17.08.99 Izmit, Turkey 85.0 ss OI Delouiset al.(2000)

17.08.99 Izmit, Turkey (DS) 240.00 40.72 30.21 7.90 267.6 85.0 179.6 ss OI Delouiset al.(2002)

17.08.99 Izmit, Turkey (DS) 190.00 40.72 30.07 6.99 90.7 88.3 178.7 ss I Çakiret al. (2003)

Continued on next page
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Date Location M0 Lat. Lon. Depth Str. Dip Rake Type Data Reference

(×1018Nm) (o) (o) (km) (o) (o) (o)

07.09.99 Athens, Greece, Model 1 1.29 38.09 23.63 9.50 100.0 43.0 n I Kontoeset al. (2000)

07.09.99 Athens, Greece, Model 2 1.46 38.11 23.63 9.50 116.0 54.0 n I Kontoeset al. (2000)

16.10.99 Hector Mine (DS) 72.00 34.56 243.73 1.90 153.3 85.3 177.4 ss GI Simonset al. (2002)

16.10.99 Hector Mine (DS) 59.30 34.56 243.73 6.08 332.3 83.0 184.6 ss/th GI Jónssonet al. (2002)

16.10.99 Hector Mine (DS) 58.00 34.58 243.72 4.89 332.7 81.4 176.0 ss OI Salichonet al. (2004)

12.11.99 Duzce, Turkey 65.60 40.80 31.27 6.30 259.0 51.0 -178.0 ss I Wright (2000)

1 seg. ±3.4 ±1.0 ±1.0 ±4.0 ±3.0

12.11.99 Duzce, Turkey 41.46 40.81 31.21 7.65 273.9 57.0 -134.0 ss I Wright (2000)

Mult. seg. ±4.0 ±17.0

12.11.99 Duzce, Turkey 51.40 40.72 31.26 6.77 84.5 56.7 -174.0 ss/n GI Bürgmannet al. (2002)

12.11.99 Duzce, Turkey (DS) 56.60 86.7 54.0 ss/n GI Bürgmannet al. (2002)

22.12.99 Ain Temouchent, Algeria 0.47 57.0 32.0 90.0 th I Belabbeset al.(2009)

06.06.00 Cankiri, Turkey 1.40 40.63 32.99 5.50 357.0 55.0 -20.0 n I Wright (2000)

±15.0 ±19.0 ±15.0

06.06.00 Cankiri, Turkey 1.38 40.63 32.99 4.0 - 6.6 2.0 33.0 -37.0 n I Çakir and Akoglu (2008)

17.06.00 S. Iceland 5.42 63.96 339.65 4.99 5.0 86.0 175.0 ss I Pedersenet al. (2001)

17.06.00 S. Iceland 4.40 63.97 339.66 3.94 1.0 87.0 180.0 ss GI Pedersenet al. (2003)

17.06.00 S. Iceland (DS) 4.50 63.97 339.66 3.09 2.0 87.0 180.0 ss GI Pedersenet al. (2003)

21.06.00 S. Iceland 5.06 63.99 339.30 4.50 359.0 90.0 180.0 ss I Pedersenet al. (2001)

21.06.00 S. Iceland 5.30 63.99 339.30 4.10 0.0 90.0 180.0 ss GI Pedersenet al. (2003)

21.06.00 S. Iceland (DS) 5.00 63.98 339.30 2.97 0.0 90.0 180.0 ss GI Pedersenet al. (2003)

26.01.01 Bhuj, India 190.00 23.51 70.27 13.00 82.0 51.0 77.0 th I Schmidt and Bürgmann (2006)

±1.1

26.01.01 Bhuj, India (DS) 250.00 82.0 51.0 th I Schmidt and Bürgmann (2006)

28.02.01 Nisqually 20.00 47.10 237.33 51.00 180.0 20.0 n GI Bustinet al. (2004)

28.02.01 Nisqually 60.0 180.0 20.0 n GI Bustinet al.(2004)

23.06.01 Arequipa, Peru (DS) 6300.00 -17.36 287.39 27.00 316.0 11–25 69.0 th OI Pritchardet al.(2007)

14.11.01 Kokoxili, Tibet (DS) 710.00 35.84 92.45 11.00 97.6 90.0 0.0 ss I Lasserreet al.(2005)

23.10.02 Nenana Mountain 10.80 63.50 211.95 12.90 261.8 81.2 173.7 ss I Wrightet al.(2003)

Alaska ±0.8 ±0.002 ±0.004 ±0.7 ±0.9 ±1.7 ±1.3

03.11.02 Denali, Alaska 649.82 63.22 214.85 6.93 108.5 84.4 171.9 ss GI Wrightet al.(2004a)

Continued on next page
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Date Location M0 Lat. Lon. Depth Str. Dip Rake Type Data Reference

(×1018Nm) (o) (o) (km) (o) (o) (o)

21.05.03 Zemmouri, Algeria (PM) 17.80 8.0 – 10.0 65.0 40.0 90.0 th OI Belabbeset al. (2009)

21.05.03 Zemmouri, Algeria (CM) 21.50 8.0 – 10.0 65.0 40.0 90.0 th OI Belabbeset al. (2009)

26.07.03 Miyagi, Japan 1.80 38.45 141.19 2.29 212.2 38.7 102.7 th OI Nishimuraet al. (2003)

26.12.03 Bam, Iran 9.00 29.03 58.36 5.69 355.4 89.9 -173.5 ss/th I Funninget al.(2005b)

±0.3

26.12.03 Bam, Iran 6.20 29.04 58.36 4.70 355.2 86.6 173.7 ss/th SI Funninget al.(2005b)

±0.4 ±0.4 ±1.0 ±3.6 ±1.7

26.12.03 Bam, Iran 5.00 29.05 58.35 5.8 359.6 86.0 -179.8 ss I Peyretet al. (2007)

26.12.03 Bam, Iran 29.06 58.36 4.8 1.6 88.0 -170.9 ss OI Peyret et al. (2007)

26.12.03 Bam, Iran (DS) 6.79 5.60 358.2 88.8 180.0 ss OI Motagh et al.(2006)

24.02.04 Al Hoceima, 6.20 35.14 356.01 10.05 295.4 87.4 -179.2 ss I Biggset al. (2006)

Morocco ±1.1 ± 1.5

24.02.04 Al Hoceima, Morocco (DS) 7.40 35.14 356.00 8.80 295.0 88.0 -179.0 ss I Biggset al. (2006)

24.02.04 Al Hoceima, Morocco 5.88 35.17 355.98 6.90 339.5 88.0 178.0 ss OI Tahaytet al. (2009)

24.02.04 Al Hoceima, Morocco (DS) 6.60 ss I Akogluet al.(2006)

24.02.04 Al Hoceima, Morocco (DS) 6.80 88.0 ss I Çakiret al. (2006)

24.10.04 Niigata, Japan 13.99 37.30 138.83 4.70 200.0 45.0 72.0 th I Ozawaet al.(2005)

22.02.05 Zarand 6.70 4.65 266.0 67.0 105.0 th I Talebianet al. (2006)

Iran ±0.2 ±0.3 ±1.0 ±2.0 ±2.0

20.03.05 Fukuoka-ken 7.10 298.0 79.0 -18.0 ss GI Nishimuraet al. (2006)

Seiho-oki, Japan

20.03.05 Fukuoka-ken (DS) 8.70 ss GI Nishimuraet al. (2006)

Seiho-oki, Japan

13.06.05 Tarapaca, Chile 580.00 189.0 24.0 -74.0 n OI Peyratet al. (2006)

08.10.05 Kashmir (DS) 336.00 34.29 73.77 321.5 31.5 th I Pathieret al. (2006)

27.11.05 Qeshm Island, 1.27 26.77 55.92 6.00 267.0 49.0 105.0 th I Nissenet al. (2007b)

Iran ±0.07 ±2.0 ±4.0 ±5.0

27.11.05 Qeshm Island 1.25 26.88 55.89 5.80 73.0 36.0 66. th I Nissenet al. (2010)

Iran ±0.01 ±0.01 ±0.004 ±2.00 ±3.0 ±2.0 ±5.0

31.03.06 Chalan-Chulan, Iran 1.70 33.67 48.88 4.80 320.0 60.0 180.0 ss I Peyretet al. (2008)

31.03.06 Chalan-Chulan, Iran (DS) 1.58 320.0 60.0 180.0 ss I Peyretet al. (2008)

Continued on next page
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Date Location M0 Lat. Lon. Depth Str. Dip Rake Type Data Reference

(×1018Nm) (o) (o) (km) (o) (o) (o)

28.06.06 Qeshm Island 1.35 26.91 55.89 8.50 25.0 46.0 65.0 th I Nissenet al. (2010)

Iran ±0.32 ±0.02 ±0.004 ±1.20 ±11.0 ±14.0 ±17.0

25.03.07 Noto Hanto 14.52 37.22 136.66 6.00 50.7 53.5 150.0 th GI Ozawaet al.(2008)

25.03.07 Noto Hanto (DS) 11.09 50.7 48.0 115.0 th GI Fukushimaet al. (2008)

15.08.07 Pisco, Peru 1900.00 -13.89 283.48 30.00 316.0 11–25 71.0 th SI Pritchard and Fielding (2008)

15.08.07 Pisco, Peru (DS) 2500.00 th I Biggset al. (2009)

15.08.07 Pisco, Peru (DS) 1230.00 -13.89 -76.77 19.07 8.0 to27.0 64.8 th I Motaghet al.(2008)

14.11.07 Tocopilla, Chile (DS) 501.00 -22.48 289.75 39.80 3.7 20.0 110.6 th I Motaghet al.(2010)

09.01.08 Nima, Tibet 2.57 32.44 85.33 7.65 217.3 60.0 86.4 n I Sunet al. (2008)

±1.4 ±1.9

09.01.08 Nima, Tibet (DS) 5.40 n I Sunet al. (2008)

12.05.08 Wenchuan, China (DS) 891.25 31.67 104.04 10.29 226.4 53.2 129.7 th GI Fenget al. (2010)

12.05.08 Wenchuan, China (DS) 1536.24 31.77 104.23 7.47 228.2 48.7 156.0 th OI Haoet al.(2009)

29.05.08 Iceland (Doublet event) 1.46 90.0 ss GI Decriemet al.(2010)

10.09.08 Qeshm Island, 1.86 26.88 55.89 5.80 45.0 48.3 53.8 th I Nissen et al. 2010

Iran ±0.18 ±0.01 ±0.01 ±1.70 ±7.6 ±10.1

06.04.09 L’Aquila, 2.90 42.32 13.43 7.06 133.0 47.0 -103.0 n GI Atzori et al. (2009)

Italy ±2.0 ±1.0 ±2.0

06.04.09 L’Aquila, Italy (DS) 2.70 42.32 13.43 6.20 133.0 47.0 -103.5 n GI Atzori et al. (2009)

06.04.09 L’Aquila, Italy 2.80 42.33 13.45 7.30 144.0 54.0 -105.0 n I Walterset al.(2009)

Italy ±0.08 ± 0.001 ±0.001 ±0.10 ±1.0 ±1.0 ±3.0

06.04.09 L’Aquila, Italy (DS) 2.91 42.33 13.45 7.00 144.0 54.0 -105.0 n I Walterset al.(2009)

19.12.09 Karonga, Malawi 1.40 -9.89 33.90 3.20 155.0 41.0 -88.0 n I Biggset al. (2010)

27.02.10 Maule, Chile (DS) 18000.00 -35.87 287.08 29.75 15.0 18.0 110.0 th OI Delouiset al.(2010)





Chapter 3

Systematic comparisons between

InSAR and seismically-determined

source models

3.1 Introduction

InSAR and seismic data have their own strengths and weaknesses, but few studies have

previously compared the two datasets (e.g., Wrightet al., 1999; Lohmanet al., 2002; Mel-

lors et al., 2004; Funning, 2005). Although there is generally good agreement between

the source parameters for the majority of earthquakes previously studied, differences in

location, seismic moment and fault geometry have highlighted issues including the Earth

model used and the quality of the data (e.g.Pritchardet al., 2006). Gaining an under-

standing of these issues enables the development of inversion techniques of both InSAR

and seismic data for the calculation of more robust source models.

Robust earthquake source models are important for studyingkinematic and dynamic

processes at the fault scale all the way up to the tectonic scale. At the local and global

scale, errors in source models affect the interpretation ofstress regimes, seismogenic

depth and fault structure in the area, all of which are important for seismic hazard as-

sessment (Mellorset al., 2004).

In this chapter the ICMT catalogue compiled in Chapter 2 is used to investigate the
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compatability between seismic and InSAR solutions. Sourceparameters, including; seis-

mic moment, centroid location, strike, dip and rake are compared and the results provide

insights into the parameter tradeoffs and uncertainties. The centroid location is investi-

gated with regard to the known geology and rupture directivity, and the variation between

multiple distributed slip models for the same earthquake isalso considered. Finally this,

and issues related to the data themselves and the processingand inversion techniques used

will be discussed. The material presented in this chapter has been published in Weston

et al. (2011, 2012).

3.2 Seismic Moment and moment magnitude

Seismic moment and moment magnitude are equivalent quanities related to the energy

released in an earthquake. To investigate the overall trendand discrepancies for individual

studies the comparisons are presented in terms of seismic moment rather than moment

magnitude to illustrate better the difference in various estimates (sections 3.2.1 and 3.2.2).

Trends due to geographical location and faulting mechanismare expressed as moment

magnitude in section 3.2.3, as it is only the direction of thetrend that is of interest (i.e. if

the ICMT estimates are larger or smaller than those reportedin the GCMT catalogue).

3.2.1 Comparing ICMT and GCMT estimates

Figure 3.1a compares seismic moment values from the GCMT catalogue with estimates

from 114 InSAR source models in the ICMT database compiled inchapter 2. The dif-

ferences between the two datasets are relatively small and follow a distribution close to

Gaussian with a median of -2.96% (σ = 36.93 %). We find that the mean difference be-

tween InSAR and GCMT moment values is not statistically significantly different from

zero at a 95% confidence interval (Students t test). This disagrees with previous stud-

ies using fewer earthquakes (e.g; Wright et al., 1999; Lohman and Simons, 2005a; Fun-

ning et al., 2007) and using simulations (Dawsonet al., 2008), which suggested that

seismic moments determined using InSAR were larger than those obtained from seismic

data. Feigl (2002) reported differences of up to 60% betweengeodetically-estimated and

seismically-estimated moments, but solutions from other types of geodetic data such as

levelling and GPS were also included. The inclusion of interseismic, triggered aseismic
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and postseismic deformation in coseismic interferograms due to the longer measurement

period of geodetic data, which can span years in some cases, were suggested as reasons for

the trend. If anything, here it is found that there is a slighttendency for InSAR predicting

smaller seismic moments than those reported in the GCMT catalogue.
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Figure 3.1: a) Distribution of the differences between the ICMT and GCMTseismic moment
estimates. The median difference in estimates is -2.96% (σ = 36.93%) for 114 source models. b)
Scatterplot of the differences with respect to the type of data used to determine the ICMT source
models. Black line represents the point where the ICMT and GCMT estimates are equal.

There is no relationship between differences in seismic moment and the specific com-

bination of data used to determine the InSAR solutions: I, GI, SI, OI (see Figure 3.1b);

likewise, there is no dependence of the differences of seismic moment on the size of the

earthquake. Moreover, we examine the differences in seismic moment as a function of the

non double-couple component of the earthquakes in the GCMT catalogue to investigate

whether the discrepancies were larger for earthquakes withreported large non double-

couple component but do not find any clear dependency (see Figure A.1 in Appendix A).

In addition, we examine the differences in seismic moment asa function of strike, dip,

rake and earthquake depth and do not find any clear trend. We also split the set of seis-

mic moments into two subsets corresponding to InSAR determinations using uniform and

distributed slip models (see Figure A.2 in Appendix A); there were similar tendencies in

the comparisons between InSAR and GCMT moments for these twosubsets to that found

in Figure 3.1. Among all the InSAR models used here, only nineteen report uncertainties
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for the estimated seismic moments (see Tables?? to ??); the observed trend in the differ-

ences in seismic moment between InSAR and GCMT does not change when taking these

uncertainties into account (Figure 3.1 b).

3.2.2 Cases of large discrepancies between ICMT and GCMT estimates

For some studies there are large differences between seismically and InSAR-determined

moments. For example, for the 1994 Al Hoceima earthquake there are differences in

moment of over 100% between the InSAR solutions of Biggset al. (2006) and Akoglu

et al. (2006) and the GCMT solution. A possible reason for this is that a substantial

amount of surface deformation for this earthquake was offshore and the onshore deforma-

tion was relatively small, thus the signal-to-noise ratio in the interferogram was relatively

low, which makes InSAR determinations more difficult. As a result, Biggset al. (2006)

report a strong tradeoff between slip and length, which might have affected moment esti-

mations. Likewise, for the 1993 northern Chile earthquake the InSAR moment estimated

by Pritchardet al. (2006) is 78% larger than that reported in the GCMT catalogue. Possi-

ble reasons for this discrepancy are that Pritchardet al. (2006) use a single interferogram,

lacking offshore data coverage, and the signal-to-noise ratio is low for this relatively small

and deep earthquake. Poor InSAR data due to dense vegetationand mountainous topogra-

phy can also partly explain the substantially smaller InSAR-derived seismic moments for

the 1999 Chamoli, Himalaya earthquake (the estimate of Satyabala and Bilham (2006) is

65% smaller than in the GCMT) and the 2001 Bhuj earthquake (the estimate of Schmidt

and Bürgmann (2006) is 45% smaller than the GCMT). In addition, for the 2003 Bam

earthquake, all InSAR studies (Funning, 2005; Motaghet al., 2006; Peyretet al., 2007)

estimated a smaller magnitude than that reported by the GCMTcatalog, with the estimate

by Peyretet al. (2007) having the largest discrepancy, with a moment of 46% smaller

than the GCMT, which corresponds to a difference in moment magnitude of∼ 0.18. A

potential source of error when estimating the horizontal motion close to the rupture is

the angle at which the satellite acquired the data, combinedwith the fault’s orientation.

These under and overestimates are also considered in the context of the fault mechanism,

an issue discussed with respect to moment magnitude in the following subsection Figure

3.3.
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3.2.3 Trends due to geographical location and thrusting mechanism

I also compare moment magnitudes Mw calculated from the InSAR and GCMT seismic

moments, using equation 2.11. The differences in Mw are small and are broadly normally

distributed with a median of -0.009 magnitude units (σ = 0.10). Considering the difference

in moment magnitude with respect to geographical location (Figure 3.2) there are no clear

trends, thus indicating that GCMT seismic moment determinations are not biased by the

Earth model used. There appears to be only a systematic overestimation of the moment

magnitude by InSAR for subduction zone earthquakes off the coast of South America, an

issue discussed subsequently.

If the mechanism of the event is considered (Figure 3.2 b-d),then strike-slip and

thrust events show the largest outlier discrepancies. Interestingly the large outliers in the

strike-slip category are due to poor quality InSAR data regardless of whether the InSAR

moment estimate is an over or underestimate with respect to seismic data. For example,

for the Al Hoceima event in 1994 the InSAR estimate, based on auniform slip model,

is ∼ 0.2 moment magnitude units larger than the GCMT estimate (Mw 6.0). This is due

to tradeoffs between several parameters in the inversion, including length and seismic

moment, as a result of an incomplete pattern of surface deformation in the interferogram

because most of the displacement occurred offshore (Biggset al., 2006). However, for

thrust events, poor quality InSAR data can lead to substantially smaller InSAR-derived

moments. Significant decorrelation in interferograms due to dense vegetation and moun-

tainous topography lead to InSAR moment magnitudes -0.31 and -0.1 smaller than those

in the GCMT catalogue, for the Chamoli (Mw 6.2, 28th March 1999) and Bhuj (Mw 7.6,

26th January 2001) earthquakes, respectively (Satyabala and Bilham, 2006; Schmidt and

Bürgmann, 2006). In contrast, the ICMT moment magnitude issignificantly larger than

the GCMT estimate for two thrust events, Qeshm Island (Mw 5.8, 28th June 2006) and

Pisco (Mw 8.0, 15th August 2007), which is likely due to the inclusion of additional,

non-coseismic deformation in their associated interferograms.
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Figure 3.2: a) Comparisons between InSAR and GCMT moment magnitudes with respect to fault mechanism and location, where circles, triangles and squares represent
strike-slip, thrust and normal faulting events, respectively. b) Distribution of difference in moment magnitude for 51 strike-slip models, median = -0.02 (σ = 0.09) c) Same as
b) but for 34 thrust models, median = 0.04 (σ = 0.17) and d) 29 normal models, median = -0.03 (σ = 0.08).
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Overall there is a slight trend for an overestimation of the moment magnitude for

thrust events studied using InSAR (Figure 3.2c). It has beensuggested that the moment

magnitude estimate from InSAR increases with the measurement period (e.g.Feigl, 2002).

However, considering the length of the time period between the event and the measure-

ment of the second SAR image for thrust events (now referred to as the postseismic period)

there is no clear trend (Figure 3.3a). For 24 earthquake source models the ICMT moment

is larger than that reported in the GCMT but the difference inmoment shows widespread

variation. The two overestimates previously highlighted (Qeshm Island and Pisco) have

significantly different postseismic periods; 659 days passed between the Qeshm Island

earthquake and the acquisition of a second SAR image, whereas there was only a 65 day

period between the Pisco earthquake and the post-earthquake SAR acquisition.

Considering this difference in measurement period we also investigate the influence

of aftershocks. Figure 3.3b shows the total seismic moment contribution from aftershocks

reported in the GCMT catalogue that occurred in the postseismic period covered by the in-

terferogram, plotted as a fraction of the coseismic moment.There is no evident trend and

the largest contribution from aftershocks (∼ 86%) in fact corresponds to a normal faulting

event for which the ICMT and GCMT moment are in relatively good agreement (Colfior-

ito, Mw 5.6, 27th September 1997). There are two thrust events for which the ICMT value

is a significant overestimate with respect to that reported in the GCMT catalogue and there

appears to be a significant contribution from aftershocks;∼ 80% (Niigata, Mw 6.5, 24th

October 2004) and∼ 54% (Qeshm Island, Mw 5.8, 28th June 2006). However, for the

majority of thrust earthquakes, where the ICMT moment is a significant overestimate with

respect to the GCMT value, the relative contribution from aftershocks is small.

For several of the large subduction zone events in this studyaftershocks account for

much less than half of the estimated moment release during the observed postseismic pe-

riod. Afterslip on the subduction interface may be responsible for the additional moment

release as reported contributions from this phenomenon vary from 60% (e.g., Antofa-

gasta, Mw 8.1, 30th July 1995, Chliehet al., 2004) to 90% (e.g., Pisco Mw 8.0, 15th

August 2007, Perfettiniet al., 2010) of the overall moment release. Viscoelastic relax-

ation has also been suggested as a potential mechanism for postseismic deformation in

the south American subduction zone. A total of 17 cm of horizontal trenchward motion
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Figure 3.3: Investigating the relationship between Mw, the post-seismic period and the total seis-
mic moment contribution from aftershocks (see text for further explanation), with respect to fault-
ing mechanism. There are 51 strike-slip models, 34 thrust and 29 normal faulting models repre-
sented by blue, green and red, respectively. a) The difference in InSAR and GCMT Mw estimates
with respect to the post-seismic period. b) The difference between ICMT and GCMT Mw esti-
mates with respect to the seismic moment release due to aftershocks as a fraction of the coseismic
moment release reported in the GCMT catalogue.

was observed in the three and a half years following the Arequipa earthquake (Mw 8.5,

23rd June 2001) thought to be due to tensional stresses driving viscoelastic relaxation in

the whole crust and the upper mantle (Hergert and Heidbach, 2006). Moving away from

the subduction zone setting similarly high levels of afterslip (nearly 95% of the total ob-

served postseismic) were observed in the 1500 days following the Kashmir earthquake

(Mw 7.6, 8th October 2005). The total postseismic moment release was 56%± 19%

of the coseismic moment release, which is believed to be so high due to the large area

affected by afterslip (Jouanneet al., 2011). Therefore postseismic deformation due to

afterslip and viscoelastic relaxation is the most likely physical mechanism for this obser-

vation because the contribution from aftershocks appears to be too small to account for

the surplus moment.
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3.3 Centroid Epicentral Location

3.3.1 Comparisons with global seismic catalogues

Centroid epicenters determined using InSAR showed substantial differences to those re-

ported in seismic catalogues. Comparisons with locations in the EHB and ISC catalogues

showed very similar results, with an average distance of 11.6 km (σ =6.9 km) and 9.3

km (σ =7.5 km) between the centroid locations, respectively, compared with 21.0 km

(σ =12.7 km) for the GCMT catalogue (Figures 3.4 a-c).
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Figure 3.4: a) Distribution of the epicentral distance between GCMT andICMT centroid loca-
tions, where the median distance is 21.0 km (σ = 12.7 km) for 84 ICMT source models. b) Same
as in (a) but for the EHB catalogue for 71 source models. Median is 11.6 km (σ = 6.9 km). c)
Same as in (b) but for the ISC catalogue. Median is 9.3 km (σ = 7.5 km).
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A number of solutions show epicentral distances between InSAR and GCMT larger

than 40 km, particularly for subduction zone earthquakes inSouth America: 2007 Pisco

(Pritchard and Fielding, 2008); 1993, 1996, and 1998 northern Chile (Pritchardet al.,

2006); and 1996 Nazca Ridge (Salichonet al., 2003). This is probably due to the fact that

seismic locations tend to be systematically mislocated in these subduction zones towards

the trench (e.g.Syracuse and Abers, 2009). However, the InSAR locations might also be

systematically located landward due to the lack of InSAR data coverage offshore. For the

1992 Little Skull Mountain earthquake there is an epicentral difference of about 42 km

between the GCMT location and that by Lohmanet al. (2002). This is possibly due to

limitations in the GCMT method, as there is a disagreement inlocation of up to 11 km

between different seismic studies (Lohmanet al., 2002).

Epicentral distances are smaller for the ISC and EHB catalogues which show narrower

distributions with medians of about 9 km and 11 km respectively. For these catalogues

all difference in epicentral location are generally smaller than 40 km, except for the 1998

Aiquile earthquake. There is a difference of about 40 km between the ISC epicentral

location and the InSAR location obtained by Funninget al. (2005a) using a uniform slip

model, which is consistent with the damage distribution forthat event. It is important

to note though that the epicentral distance comparisons forthe ISC and EHB catalogues

contain 13 fewer comparisons than that for the GCMT. This fortwo reasons, firstly, at

the time of conducting these comparisons solutions for earthquakes after 2007 were not

available from the ISC Bulletin. Secondly, we do not carry out comparisons for very large

earthquakes (Mw > 7.7), which in this case includes the following seven events: Kokoxili

(Mw 7.8, 14th November 2001), Antofagasta (Mw 8.1, 30th July 1995), Arequipa (Mw

8.5, 23rd June 2001) and Denali (Mw 7.9, 3rd November 2002), Pisco (Mw 8.1, 15th

August 2007), Wenchuan (Mw 7.9 12th May 2008) and Maule (Mw 8.8, 27th February

2010). This is because for such large earthquakes the earthquake centroid (as determined

by InSAR) will be different to the rupture’s initiation point (reported by ISC and EHB) and

thus the comparisons would be inappropriate. The difference in hypocentre and centroid

location can provide information on the source rupture length and directivity though, an

issue discussed later in section 3.3.4.

We do not find any relationship between the seismic-InSAR epicentral differences
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and any other parameters such as seismic moment, earthquakedepth, type of earthquake

mechanism, type of data used in the InSAR modelling, non-double-couple component of

the earthquake and postseismic time elasped (see Figure A.3in Appendix A for all these

comparisons).

Figure 3.5 shows the mislocation arrows for comparisons with the GCMT, EHB, and

ISC catalogues and there is no global trend but there are someregional patterns such as

in South America, Morocco, Greece and Turkey (Figure 3.5). The systematic westward

bias in locations of subduction zone earthquakes off the coast of south America (Figure

3.6, right) by seismic catalogues has also been observed in several other studies (e.g;

Pritchardet al., 2006; Syracuse and Abers, 2009) and is believed to be due to the use

of simplified Earth models in seismic inversions. If the 3D variations in the velocity

structure of subduction zones are taken into account when inverting seismic data, then the

hypocentres can shift by up to 25 km (Syracuse and Abers, 2009).
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Figure 3.5: (Top) Mislocation arrows between centroid epicentral locationsin the GCMT cat-
alogue and those determined in 84 InSAR studies. The starting arrow point corresponds to the
InSAR location. (Middle) Same as in (top) but for the ISC seismic catalogue, for 71 epicentral
locations determined using InSAR.(Bottom) Same as in (middle) but for the EHB seismic cata-
logue.The arrows are of constant size and are not to scale; they begin at the InSAR location and
point in the direction of the seismic location where the distance in kilometres between the two
locations is indicated by the colour of the arrow.
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Figure 3.6: Left Mislocation arrows in North Africa, Europe and Middle-Eastbetween InSAR
epicenters and GCMT (Top), ISC (Middle ), and EHB (Bottom) epicenters.Right Same as left
but for the south America subdiction zone.

Ferreiraet al. (2011) found a similar trend for three events off the coast ofNorthern

Chile in 1993, 1996 and 1998. Four different 3-D Earth modelswere tested and in some

instances the disagreement between InSAR and CMT centroid locations was reduced by

up to 40 km. Two forward modelling techniques for the computation of synthetic seis-

mograms were also considered but produced similar results for the same Earth model.

However, these events were an isolated case and overall the use of different Earth models
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in the GCMT method did little to change the distances betweenthe InSAR and GCMT

centroid locations. This suggests that for significant improvements in GCMT centroid

locations higher resolution Earth models are needed (Ferreira et al., 2011).

3.3.2 Comparisons with regional catalogues

In Figure 3.7 location comparisons are carried out for earthquakes that appear in regional

catalogues, which are only available for 26 events. In general, for the moderate magni-

tude earthquakes there is better agreement between InSAR centroid location and seismic

hypocentre locations from regional catalogues than for global catalogues, with a median

difference of∼ 6.3 km compared with 9.2 km and 17.0 km for the ISC and GCMT cat-

alogues, respectively. As expected, this shows that the data from local networks used

to determine the hypocentral locations reported in the regional catalogues can improve

location determinations. Moreover, the finer- detailed local velocity models used in the

inversions for the regional seismic catalogues further improve the accuracy of the loca-

tions.

3.3.3 Comparisons with geological information

Commonly, additional geological information can be used when determining a source

model from InSAR or seismic data. When the fault ruptures up to the surface this pro-

vides a further constraint, and if mapped can then be used in the modelling process (e.g.,

Rigoet al., 2004). Alternatively, slip measurements observed in the field (e.g., Haoet al.,

2009) can be compared with displacements from InSAR data. Considering the fine spatial

resolution of InSAR data, it is interesting to compare InSARand seismically determined

earthquake locations with the existing knowledge of geologically mapped surface off-

sets in an area. Here we focus on two events in Southern California: Hector Mine (Mw

7.1, 16th October 1999) and Landers (Mw 7.3, 28th June 1992). In Figures 3.8 and 3.9,

mapped locations of the faults known to have ruptured in the two earthquakes are com-

pared with locations from seismic catalogues and InSAR studies. For Hector Mine (Fig-

ure 3.8), the rupture initiated on a strand of the Lavic Lake fault, approximately where the

Southern California Seismic Network (SCSN) location is, yet the EHB and ISC hypocen-

tre locations are∼ 18 km to the west of this. A maximum right lateral slip of 5.25 m
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Figure 3.7: Difference between InSAR centroid locations and 48 GCMT(Top) solutions, 50
regional seismic solutions (Middle ; see also section 2.4) and 46 ISC solutions(Bottom). The
arrows are of constant size and are not to scale; they begin atthe InSAR location and point in
the direction of the seismic location where the distance in kilometres between the two locations is
indicated by the colour of the arrow. The median difference for comparisons with GCMT is 16.96
km (σ = 10.74 km), for regional catalogues the median is 6.26 km (σ = 6.49 km), and a median of
9.23 km (σ = 4.07km) is obtained for comparisons with the ISC catalogue. It must be noted that
all comparisons in this figure are only for earthquakes with regional solutions.
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was observed four kilometres south of the epicentre (Treiman et al., 2002), which agrees

well with the InSAR centroid locations. The majority of the rupture occurred on the Lavic

Lake fault as it propagated north-west, which may explain why the GCMT catalogue cen-

troid estimate is 14–17 km north of the ICMT locations and∼ 9 km from the mapped

Lavic Lake fault. Interestingly the ICMT locations are all on the west side of the mapped

fault yet for two of the three InSAR solutions (Jónssonet al., 2002; Salichonet al., 2004)

the fault dips to the east, in agreement with the solution in the GCMT catalogue. This

issue and the slip distribution of the three InSAR solutionsare discussed further in section

3.6.1.

The Landers earthquake (Figure 3.9) was larger than the Hector Mine event and in-

volved five different faults with a total rupture length of∼ 80 km (Siehet al., 1993). The

agreement between the location of mapped faults and earthquake locations is better than

for Hector Mine. The event is believed to have initiated on the Johnson Valley fault, as

indicated by the SCSN location in Figure 3.9, which also shows the ISC and EHB again to

the west, by∼ 8 km. The GCMT is the most northerly location, slightly to theeast of the

Emerson fault, whereas the ICMT location is to the west of thefault zone near the central

part of the Homestead Valley fault. This east-west difference in location is in agreement

with the fact that the ICMT and GCMT solutions dip in oppositedirections. Locations

from the other three seismic catalogues suggest that the fault dips to the west rather than

the east, in agreement with InSAR. Large offsets of more than4 m were observed in the

field on the Emerson fault in the north (Siehet al., 1993) and slip distribution models from

strong motion data showed more than 6 m of shallow slip on the Camp Rock and Emerson

faults (e.g.Cohee and Beroza, 1994; Cotton and Campillo, 1995). However, probably due

to these large surface displacements, the interferograms are heavily decorrelated near the

fault trace, so despite the use of azimuth offsets, the resulting slip distribution from these

InSAR data appears to estimate much lower values of slip on the same faults. Conse-

quently the maximum slip is nearer the middle of the rupture length in the InSAR-derived

finite fault model (Figure 3.10 b) and the resulting ICMT centroid location is further south

than the GCMT location. Furthermore, even though the GCMT location appears consis-

tent with this maximum slip at the northern end of the rupture, ∼50% of the moment is

still estimated to have been released on the Homestead Valley fault (Cohee and Beroza,



3.3 Centroid Epicentral Location 57

Figure 3.8: Locations from InSAR and seismic data for the Hector Mine earthquake with respect
to geological information. ICMT1 refers to the InSAR study of Jónssonet al. (2002), ICMT2
refers to Salichonet al. (2004) and ICMT3 is Simonset al. (2002). SCSN is the hypocentre
location from the SCSN catalogue. EHB, ISC and GCMT are the locations from these global
catalogues. Mapped fault lines in red correspond to faults that have experienced movement in the
past 150 years and the yellow lines are for faults younger than 15,000 years; they were plotted
using Quaternary fault maps from the USGS (2011).
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Figure 3.9: Locations from InSAR and seismic data for the Landers earthquake with respect to
geological information. ICMT refers to the InSAR study of Fialko (2004). SCSN is the hypocentre
location reported in the SCSN catalogue. EHB, ISC and GCMT are the locations from the global
catalogues. Mapped fault lines follow the same convention as in Figure 3.8.

1994). Therefore, errors in the assumed Earth model may alsobe partly responsible for

the GCMT location.

Despite this difference between the ICMT and GCMT centroid locations, when com-

pared with hypocentre estimates from various seismic catalogues they both indicate rup-

ture propagation towards the north. This is in agreement with rupture models calculated

for this event (e.g.Cohee and Beroza, 1994; Wald and Heaton, 1994).
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Figure 3.10:Fault trace (a) and 3D view (b) of the subfaults used in the geodetic study of the Mw
7.3 Landers earthquake (Fialko, 2004b), where the ICMT starindicates the centroid location for
this model. The remaining stars are locations from the seismic catalogues described in the main
text. Stars in (b) follow the same colour scheme as in (a).

3.3.4 Source directivity

Comparisons of hypocentre and centroid locations can provide information regarding the

rupture length and directivity. A previous comparison of ISC hypocentre locations and

GCMT centroid locations showed that while for earthquakes with Mw ≥ 6.5 these com-

parisons provide useful information; for smaller earthquakes the difference between the

two can be heavily influenced by location errors, which are likely due to uncertainty in

the assumed Earth models (Smith and Ekström, 1997). Takingthis into account, Figure

3.11 compares ISC hypocentre locations with GCMT and ICMT centroid locations for

events with Mw ≥ 6.5. It could be argued, considering results shown in Figures 3.4 and

3.5, that for events larger than this, there are still significant errors associated with the

locations reported in the GCMT and ISC catalogues. However,the hypocentre-centroid

distances being considered here are on average larger than the errors previously found for

ISC hypocentre locations;∼ 9 km in this study and∼ 3–16 km reported in Syracuse and

Abers (2009). Also we am not using the differences between ISC and GCMT or ICMT

locations as a means of definitively calculating the rupturelength and direction, but rather

to qualitatively investigate the consistency of results obtained using different centroid lo-

cations. Globally the distances between ISC hypocentres and ICMT and GCMT centroid
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locations are similar, with median distances of∼ 32 km and∼ 42 km, respectively. The

orientations of hypocentre-centroid vectors show a mixed pattern globally (Figure 3.11),

where for some earthquakes there is good agreement between both GCMT and ICMT and

with rupture directions from detailed individual studies for some earthquakes. For ex-

ample, the Denali earthquake (Mw 7.9, 3rd November 2002) shows the largest difference

in hypocentre and centroid location (∼ 180 km) with the ICMT and GCMT centroids

being in agreement with the unilateral south-east rupture models from various seismic

and geodetic studies (e.g.Velascoet al., 2004; Asanoet al., 2005). However, there are

significant disagreements for several other events, as willnow be discussed.

As one might expect from previous results shown in Figure 3.11, some earthquakes

in the south American subduction zone show inconsistency between ICMT and GCMT

centroid locations in relation to the ISC hypocentre. One ofthe largest discrepancies is

in relation to three earthquakes in the northern Chile subduction zone: Mw 6.8, 11th July

1993, Mw 6.7, 19th April 1996, and Mw 7.1, 30th January 1998 (NC93, NC96 and NC98

in Figures 8c-d, respectively). The ICMT locations are relatively close to the hypocentre

(4–13 km) whereas the GCMT locations are systematically located∼ 50km to the west

(Figures 3.11 c-d). As previously mentioned, this bias is thought to be the result of errors

in assumed Earth models so this systematic direction is unlikely to reflect the true rupture

directivity.

In the same region there is also disagreement between ISC-ICMT and ISC-GCMT

vectors for the Nazca Ridge earthquake (Mw 7.7, 12th November 1996, NR in Figures

3.11 c-d). The ICMT centroid location is twice as far away from the ISC hypocentre

than the GCMT, but suggests a directivity in better agreement with the initial south east

along-strike rupture propagation reported by (Swenson andBeck, 1999). It must be noted

though that for the remaining earthquakes in this region there is general good agreement

between reported rupture directivity and the ISC-ICMT and ISC- GCMT location vec-

tors; Antofagasta (Mw 8.1, 30th July 1995, AN), Aiquile (Mw 6.5, 22nd May 1998, AI),

Arequipa (Mw 8.1, 23rd June 2001, AR), Pisco (Mw 8.1, 15th August 2007, PI), and To-

copilla (Mw 7.8, 14th November 2007, TO). For example for the Arequipa earthquake

(blue arrow, ’AR’, in Figures 3.11 c-d) both the GCMT and ICMTcentroid locations are

consistent with the unilateral south-east rupture direction reported in various seismic and
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Figure 3.11: Four maps illustrating comparisons between ISC hypocentrelocations and GCMT
centroid locations (a) and ICMT centroid locations (b) for 28 earthquakes, the ICMT comparisons
have more arrows due to multiple InSAR studies for the same earthquake. All the arrows are
the same size (not to real scale) and begin at the ISC locationand point towards the centroid
location where the colour of the arrow indicates the distance between the two locations. c) This
is a zoomed in map of ISC hypocentre and GCMT centroid locations for nine earthquakes in the
south American region, d) is the same except shows ICMT centroid locations instead. The labels
next to each arrow refer to the name of the event where; AI = Aiquile, Bolivia, AN=Antofagasta,
Chile, AR=Arequipa, Peru, NC93, NC96, NC98=North Chile Subduction Zone 1993, 1996 and
1998, respectively, NR=Nazca Ridge, Peru, PI=Pisco, Peru,and TO=Tocopilla, Chile. See text for
more details.
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Figure 3.12: Distributed slip model for the Izmit earthquake, from Cakiret al. (2003) where
ICMT1 indicates the centroid location for this model. ICMT2and ICMT3 refer to centroid lo-
cations from the studies Wright (2000) and Delouiset al. (2002), respectively. The remaining
locations are from seismic catalogues described in the maintext (see figure legend).

geodetic studies (e.g.Robinsonet al., 2006; Pritchardet al., 2007).

The ISC-ICMT location vectors also appear to disagree significantly with the ISC-

GCMT vectors for three events in the North Anatolian fault zone in Turkey. For ex-

ample, if we consider these locations and a distributed slipmodel (Figure 3.12) for the

Izmit earthquake (Mw 7.5, 17th August 1999, Çakiret al., 2003) the GCMT centroid is

a significant distance (∼ 30 km) away from the modelled fault planes and in comparison

with the ISC and EHB hypocentres could imply a northward rupture propagation. How-

ever, the North Anatolian Fault on which this event occurredis not north-south trending

and the InSAR-determined centroid locations (ICMT 1–3 in Figure 3.12) are in better

agreement with the modelled east-west bilateral rupture propagation from various seismic

studies (e.g.Yagi and Kikuchi, 2000), particularly ICMT1 (Çakiret al., 2003) and ICMT2
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(Wright, 2000) (Figure 3.12). The ICMT3 (Delouiset al., 2002) location is from a dis-

tributed slip model which was calculated using GPS and seismic data as well as InSAR,

which may explain the more easterly location.

Therefore, although centroid locations from InSAR derivedvariable slip models for

large earthquakes can suffer the same issues as seismicallydetermined locations when

they are calculated from an inversion, they can provide valuable independent constraints

on the spatial distribution of slip, which is useful for the determination of robust kinematic

source models. Even without full kinematic spatio-temporal source inversions the com-

parison of centroid locations obtained from InSAR slip models with hypocentre locations

can also provide important information regarding rupture direction.

3.4 Depth

Accurate earthquake depth values can be difficult to determine routinely for shallow

crustal earthquakes. For example, the GCMT technique uses long-period body and sur-

face waves, which cannot accurately determine depths in theupper crust of 15 km or less,

thus the depth is often fixed at 12 km. Consequently we use depth estimates reported in

the EHB catalogue, which has slightly better depth resolution, but occasionally the source

depths for earthquakes shallower than 12 km are also fixed. Wedo not carry out compar-

isons for depth values reported in the GCMT catalogue because for most earthquakes in

this study the depths are fixed at 12 or 15 km. Moreover, we do not show comparisons

with ISC depths, because the results are very similar to those obtained using depths in the

EHB catalogue. With the exception of a few outliers, Figure 3.13 shows that differences

between InSAR and EHB depths are relatively small, with a median difference on the

order of 5 km. The largest difference in depth occurs for the 2005 Qeshm earthquake,

where the InSAR depth determined by Nissenet al. (2007a) is 39 km shallower than that

reported by the EHB catalogue. The same authors also use teleseismic data to determine a

depth that is 36 km shallower that that reported by the EHB catalogue; thus, this difference

probably results from limitations in the EHB method.

InSAR source inversions commonly determine depths shallower than 12 km. How-

ever, it has been observed that InSAR depths are often shallower than those determined

from seismic data (seee.g., Feigl, 2002, for a summary). InSAR centroid depths in this
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study are∼ 5 km shallower than EHB hypocentre depths (Figure 3.13a). The most likely

reason for this is that the resolving power of InSAR data decreases with depth, which is

evident from the diagonal trend of the data points in Figure 3.13b showing that differences

between InSAR and EHB depths increase with depth.

The bias observed in this study is also consistent with observations that for shallow

earthquakes there is a tendency for the rupture to propagateupwards. This is believed

to be a result of the inability of an earthquake in a low stressregime to propagate easily

into a deeper, higher stress regime, if strength is assumed to increase with depth (Das

and Scholz, 1983). Therefore the centroid will be shallowerthan the hypocentre, hence

the observed bias in Figures 3.13a and b. One way of taking theinitiation point of the

earthquake into account using the InSAR source models in theICMT database is to con-

sider the maximum depth of the fault model. Comparisons between this value and the

EHB hypocentre are shown in Figure 3.13 and there is an evident improvement in the

agreement between the two estimates.

Another possible contributing factor to the differences found between the InSAR cen-

troid and EHB hypocentre is the fact that most studies use elastic homogeneous half

spaces to model the geodetic data. A half-space is not an exact representation of the

medium in which these earthquakes occur. There are large variations in the upper crust

therefore the half-space approximation will have the largest influence for shallow earth-

quakes (Wald and Graves, 2001), and 87% of the earthquakes inour database occurred at

depth shallower than 15km.

A finite dislocation in a half-space is a common approach for modelling a fault to

explain the observed surface displacement, and the approximation of the earth as a half-

space in this context has been the subject of much analysis. Purely theoretical analyses

(e.g.Savage, 1987, 1998), investigations using geodetic data other than InSAR (e.g.Mar-

shallet al., 1991; Eberhart-Philips and Stuart, 1992; Wald and Graves,2001), and inver-

sions included in this study (Lohmanet al., 2002; Lohman and Simons, 2005a) have all

found that depths determined in a half-space are 10–30% shallower than those in layered

models, in agreement with the findings from this study.
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Figure 3.13:a) Distribution of the differences between ICMT centroid depths and EHB hypocen-
tre depths. A negative difference means that the ICMT depth is shallower than the EHB hypocentre
depth. The median difference in depth is -5.0 km (σ = 9.6 km) for 66 ICMT source models. b)
Illustrates the differences with respect to increasing depth. c) Distribution of the differences be-
tween the maximum depth of the ICMT fault model and EHB hypocentre depths. A negative
difference means that the ICMT depth is shallower than the EHB hypocentre depth. The median
difference in depth is 2.0 km (σ = 11.0 km) for 61 ICMT source models.
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When considering subduction zones, half-spaces are found to be especially poor rep-

resentations. Masterlark (2003) investigated the sensitivities of displacement and dislo-

cation predictions to the homogeneous, isotropic, Poisson-solid, half-space assumptions

for subduction zone models. The homogeneous assumption wasfound to produce the

largest errors in predictions of surface displacements. Bustinet al. (2004) took it one step

further, being currently the only study to use a 3D heterogeneous numerical earth model

to model InSAR data. They similarly found the depth to be 17% deeper for this more

realistic model when compared with a simple half-space.

In recent years there have been some efforts towards the use of layered models in

the modelling of InSAR data and when this is considered the trend in depth comparisons

between InSAR centroid depths and EHB hypocentre depths changes (Figure 3.14 ). De-

spite the smaller dataset, centroid depths from InSAR studies that use layered models are

in better agreement with the EHB hypocentre depths, with a median difference of 2.7 km

(σ = 8.7 km) between the two types of estimates, compared with a median difference of

-5.0 km (σ = 9.2 km) when using a homogeneous half-space in the modelling.
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Figure 3.14: A comparison of the differences in depth for parameters based on simple elastic
homogeneous half-spaces (black circles), layered half-spaces (blue circles) and one 3-D model
(green circle).
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Considering the effect of faulting mechanism on the differences in depth (Figure 3.15)

there are no evident trends. For the majority of studies, theInSAR centroid depth varies

between being 20 km shallower and 10 km deeper than the EHB hypocentre depth. Also

there are no systematic trends in particular geographic regions probably because the events

in the InSAR database represent a range of inversion methodologies and assumed half-

spaces that were used to obtain the source parameters for events in a particular region. Not

all of the studies in this region will have used a homogenous elastic half-space and where

layered half-spaces are used it is unlikely they will be the same. To investigate regional

trends source parameters determined using a uniform inversion technique and assumed

half-space are needed. We do not observe any relationship between differences in InSAR

and EHB depths and other parameters such as type of data used in the InSAR modelling,

type of fault mechanism, earthquake non-double-couple component, and postseismic time

elapsed (see Figure A.4 in Appendix A for these comparisons).
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3.5 Fault Geometry

Previously little attention has been paid to comparisons between strike, dip and rake fault

values determined from the inversion of seismic and InSAR data. It is common for InSAR

studies to use solutions from the GCMT catalogue or other seismic solutions as starting

values for inversions (e.g., Baeret al., 2008), or even to fix the parameters at these values

(e.g., Kontoeset al., 2000). Also, just by visually examining an interferogram,significant

constraints can be placed not only on the location but also onthe orientation of the fault.

This information can be used in the inversions as starting solutions or to fix the fault

parameters to reduce the computational cost of the inversions (e.g., Jónssonet al., 2002;

Funninget al., 2007). This study does not use strike, dip and rake values that were held

fixed in InSAR studies (see Table 2.2).

We find that the strike, dip and rake values tend to agree well between InSAR and

seismic models, the majority of the differences being within 20◦ (Figure 3.16) and median

values lying close to 0 for all parameters, being 1.0◦, (σ= 12.7◦), 0.0◦ (σ = 14.6◦), and

-5.5◦ (σ = 16.4◦) for strike, dip and rake, respectively.

Rake shows the widest distribution of differences between InSAR and GCMT solu-

tions. This is largely due to the fact that when inverting InSAR data the rake is poorly

constrained if only one track direction is used, as only one component of the deformation

is available (e.g., Wright et al., 2004b). Therefore, it is difficult to distinguish between

strike-slip and dip-slip motions, leading to poorly constrained rake values in the inver-

sion. The -42◦ discrepancy in rake for the Noto Hanto earthquake (Mw 6.7, 25th March

2007, Ozawaet al., 2008) is a good example of this, as only descending data fromthe

ALOS satellite were used in the inversion with GPS data. However, Fukushimaet al.

(2008) used data from ascending and descending tracks for this same earthquake, and

consequently this discrepancy in rake is reduced to 7◦ when compared with the GCMT

solution.

Furthermore, since the image acquisition geometry of most SAR satellites leads to

greater sensitivity to vertical than to horizontal motions, dip-slip motion is typically easier

to detect using InSAR. Consequently the displacement seen in an interferogram could be

due to a small dip-slip motion or equally due to a much larger strike-slip motion (assuming
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that the pattern of surface displacements is rendered sufficiently ambiguous by decorre-

lation or noise). Therefore, the seismic moment of an event can also vary greatly in an

inversion, leading to a tradeoff between rake and moment andother parameters related to

seismic moment such as fault dip, slip, length and width (Funning, 2005). Inversions for

the Ngamring County, Tibet earthquake (Mw 6.0, 20th March 1993) are a good example

of these tradeoffs with a difference of 37.4◦ between the InSAR and GCMT rake values

(Figure 3.16). A significant tradeoff was found between rakeand location in the inversion,

as well as dip-slip, slip-width, and dip-width tradeoffs (Funning, 2005).

These tradeoff issues can be further complicated by poorly-correlated InSAR data

due to the presence of significant atmospheric and topographic effects. Poor data quality

also affects other parameters, including strike; for example, the InSAR and GCMT strike

solutions disagree by 39◦ for the Killari, India earthquake (Mw 6.1, 29th September 1993).

The interferogram used suffers from significant temporal decorrelation due to land use

changes and large areas of vegetation and surface water (Satyabala, 2006).

In addition, the way in which these comparisons have been conducted must be taken

into consideration as only solutions from one seismic catalogue are used, but there may

be several other published independent seismic solutions,which can differ greatly from

the GCMT solutions. For example, even though there is a 34◦ discrepancy in strike for the

Qeshm Island event (Mw 5.8, 28th June 2006) the difference between the study’s InSAR

solution and their own seismic solution from the inversion of body wave data is halved, to

a difference of 17◦ (Nissenet al., 2007b).

A further difference that is an artefact of the method of comparisons is the 46◦ dis-

crepancy in strike between InSAR and GCMT estimate for the AlHoceima earthquake

(Mw, 24th February 2004, Tahaytet al., 2009). The InSAR solution is a cross-fault model

and a moment-weighted average strike of the two faults has been used for comparisons

(as described in section 2.5.1.1), so such an average is not atrue representation of the

source and not a fair comparison with the GCMT solution, which is a simple point source

solution.

Overall strike, dip and rake agree well between InSAR and seismic solutions and this

is evident when considering Figure 3.17. There are no clear patterns in terms of the geo-

graphical distribution of the differences in fault strike,dip and rake suggesting that InSAR
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and seismic data constrain the fault geometry equally well and are relatively insensitive to

the assumed Earth model. Although, similar to the depth comparisons (section 3.4), the

lack of regional trends could alternatively be due to the useof different inversion tech-

niques and assumed half-space models for events in the same region. This highlights the

importance of taking the inversion technique and assumed half-space into account when

comparing different source models for the same event. We do not find any relationship

between difference in strike, dip and rake and the type of data used in the InSAR mod-

elling. Moreover, we examined the differences in strike, dip and rake as a function of

other parameters such as seismic moment, postseismic elapsed time, non-double-couple

component of the earthquakes reported in the GCMT catalogueand earthquake depth and

did not find any clear relationship (see Figures A.5-A.7 in Appendix A, which show all

these comparisons).
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Figure 3.16: Comparison of InSAR and GCMT strike,φ (Top), dip, δ (Middle) and rake,λ
(Bottom). Figures show the distribution of the difference with respect to mechanism where the
blue dotted line corresponds to strike-slip, green dash is thrust and red dash dot refers to normal
faulting events. The figures on the right side are the total distribution of all the mechanisms, for 78,
85 and 80 estimates of strike, dip and rake, respectively, where the median and standard deviations
for each of the parameters are as follows;ψ=1.0◦, (σ= 12.7◦), δ=0.0◦ (σ = 14.6◦), andλ=-5.5◦ (σ
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Figure 3.17: Differences, in degrees, between GCMT and InSAR strike(Top), dip (Middle) and
rake(Bottom) with respect to mechanism and InSAR location. The notation for each mechanism
is the same as in previous figures (strike-slip = circle, triangle = thrust, square = normal).
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3.6 Distributed Slip Models

3.6.1 Intraevent variability

During the past three decades there have been several notable earthquakes that have been

studied independently by multiple groups using InSAR data.A good example of this is

the Mw 7.1 Hector Mine earthquake, previously discussed in section 3.3.3. Figure 3.18

shows three distributed slip models for this event, produced using InSAR data. Models

(a) (Jónssonet al., 2002) and (b) (Salichonet al., 2004) have been built using the same

InSAR data from ascending and descending tracks from the ERS-1 and ERS-2 satellites,

to produce interferograms with measurement periods of 35 days. Model (c) (Figure 3.18c,

Simonset al. (2002), uses an ascending interferogram covering a longer period of∼ 4

years. The fault geometry is complex for this event and each study uses multiple fault

segments, varying from 4 to 9. Despite the varying numbers ofsegments, the length,

width, strike and rake values are consistent across all the models, likely the result of the

fact that the trace of the surface rupture is well constrained by the InSAR data.

However, there is some discrepancy in the direction of dip, as mentioned in section

3.3.3. For the ICMT models (a) and (b), and the GCMT solution,the fault is dipping to

the west whereas the fault segments dip eastwards in model (c). It must be noted though

that when solving for the slip distribution that the dip was held fixed in models (a) and

(b). The difference in dip is small because it is near vertical for all models (dip =∼ 82o).

The principal difference between model (c) and the other twois that Simonset al. (2002)

use a layered half-space, which could be responsible for thevariation in dip direction.

As discussed in section 3.4, the use of a layered half-space can reduce the bias towards

shallower depths seen in models, that use a homogeneous half-space. Yet even though the

peak slip is in the north-west part of the rupture for models (a)-(c), it is shallowest in

model (c). Therefore different methods of inversion and model parameterisations could

be responsible for the variation in dip and the depth of maximum slip. Furthermore, only

one of the interferograms used by Jónssonet al.(2002) includes post-seismic deformation

due to afterslip in the month following the earthquake. In comparison, both the ascending

and descending tracks used in Simonset al.(2002) could include postseismic deformation,

which could also explain why their estimated geodetic moment is the largest of the three

models (∼ 20% larger than models (a) and (b)).
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The slip distribution in model (b) extends∼ 12 km further to the south-west than the

other two models, which could be a result of the inclusion of teleseismic data in the in-

version, although little change in the spatial pattern of the slip distribution was seen when

these additional data were included (Salichonet al., 2004). Very similar InSAR datasets

are used in each of the three studies, consequently the variations in the slip distribution

models are most likely the result of differences in inversion methods. The relative weight-

ing of the InSAR, GPS and seismic datasets used is of particular importance because it

dictates the influence each dataset has on the final inversionresult, an issue discussed in

chapter 6, as well asa priori constraints such as model regularisation (smoothing).
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Figure 3.18: Comparison of three distributed slip models for the Hector Mine earthquake (Mw
7.1, 16/10/99). a) Jónssonet al. (2002), which is a joint inversion of InSAR and GPS data, b)
Salichonet al. (2004), which jointly inverted InSAR, GPS and teleseismic data and c) Simons
et al. (2002), which is a joint inversion of InSAR and GPS data.
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3.6.2 Earthquake location

One of the strengths of InSAR data is their spatial resolution, where even just the vi-

sual examination of the interferogram can place strong constraints on the location of an

earthquake. However, for large magnitude events with long rupture lengths the InSAR-

determined centroid location is calculated from a slip distribution, which is the result of an

inversion, and consequently suffers the same issues as seismically determined locations

that are also determined from an inversion. Here we illustrate differences in location be-

tween seismic and InSAR (distributed slip) determinationsfor the Wenchuan earthquake

(Mw 7.9, 12th May 2008). This large, predominantly, thrust event occurred in the Long-

men Shan range and was one of the largest intraplate events inrecent years, with a very

complicated surface rupture that sparked many seismological, geodetic and field studies

(e.g., Ghasemiet al., 2010; Liet al., 2010; Liu-Zenget al., 2010; Zhang and Ge, 2010).

The rupture initiated near Wenchuan and propagated unilaterally to the north-east

(e.g., Zhang and Ge, 2010), which is consistent with the NEIC hypocentre estimate (blue

star in Figure 3.19) in relation to all the calculated centroid locations (pink star, GCMT

location, green, Haoet al. (2009), and yellow, Fenget al. (2010)). There is a significant

offset between the GCMT centroid location and the two estimates from InSAR studies;

38 km and 28 km for Haoet al. (2009) and Fenget al. (2010), respectively. However,

considering the large magnitude of this event and compared with the previous case stud-

ies (Landers, Hector Mine and Izmit) the two InSAR estimatesare in good agreement

with each other, and the differences seen are likely due to the variation in slip distribu-

tion. In particular the maximum slip is much lower in the model from Fenget al. (2010)

(Figure 3.19b)∼ 7 m, compared with∼ 12 m for Haoet al. (2009). The latter study

also obtains a larger area of higher slip for the hypocentre at the south-west end of the

rupture. Both models use similar InSAR data (ALOS data from tracks 471–477), but Hao

et al. (2009) use measurements of offset observed in the field to help constrain the source

model, whereas GPS and InSAR data were used in Fenget al. (2010), which may explain

the large difference.

There are also large variations in the finite fault models forthis event that are calcu-

lated using seismic data (e.g., Ji and Hayes, 2008; Liu-Zenget al., 2009). Generally both
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geodetically and seismically determined source models appear to model two large asper-

ities, one near the hypocentre and one∼ 150 km to the north east but the asperity areas

and magnitude of slip vary substantially between them. The two InSAR source models

do have one or two more subfaults than are used in the seismically derived source mod-

els (e.g.Ji and Hayes, 2008) which are in agreement with observed surface ruptures (e.g.

Liu-Zenget al., 2009). The source model from Haoet al. (2009) is more consistent with

the high peak slip seen in the seismically derived source models and offsets observed in

the field (e.g.Liu-Zenget al., 2009; Nakamuraet al., 2010). The large number of varying

finite fault models that fit the observed data is potentially due to the complicated nature

of the rupture. Despite this complexity, the relative good agreement in centroid location

between the two InSAR studies demonstrates the ability of InSAR to constrain the spatial

features of the rupture.
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Figure 3.19: a) Fault trace of the distributed slip model for the Wenchuanearthquake from Feng
et al. (2010), where ICMT1 refers to the centroid location from thesame study, ICMT2 is the
centroid location fromHaoet al. (2009), GCMT is the centroid location reported in the GCMT
catalogue and NEIC is the hypocenter location from the NEIC Preliminary Determination of Epi-
centers (PDE) catalogue. b) Plan view of the Fenget al. (2010) distributed slip model. c) Plan
view of the Haoet al. (2009) distributed slip model.
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3.7 Discussion

3.7.1 Source parameter validation

Seismic and InSAR data are independent observations of different aspects of an earth-

quake, therefore with our compilation of source parametersfrom published InSAR stud-

ies, it is possible to validate source parameters from seismic catalogues against an in-

dependent dataset. Comparisons between databases compiled using InSAR and seismic

catalogues have highlighted certain issues. For example, the comparisons of GCMT and

InSAR centroid locations have highlighted limitations in GCMT locations, as well as the

influence that the earth model used in CMT inversions has on the location of the events

(Ferreiraet al., 2011). Conversely, the good agreement between strike, dipand rake values

suggests how well both datasets constrain these particularparameters.

Comparisons between InSAR and seismic data can be used to quantify uncertainties

in source parameters reported in seismic catalogues or InSAR studies. For example, as

previously mentioned, the location from the GCMT cataloguediffers on average by about

21 km from the InSAR centroid location. The moment magnitudediffers by∼ 0.02 (σ

= 0.09) and fault geometry estimates (strike, dip and rake) by ∼ 0◦–5◦ (σ = 13◦– 16◦).

In addition, the standard deviations also give an indication of the level of uncertainty as-

sociated with the source parameters determined using various inversion techniques using

seismic and geodetic data. These uncertainties need to be taken into account when us-

ing them to determine the changes in tectonic stress (e.g., Coulomb stress changes; King

et al., 1994) in an area, which in turn can be used for assessing seismic hazard.

3.7.2 Earth structure models

Source parameters, whether they are inverted using seismicor InSAR data, are sensitive

to the assumed Earth model. Ferreira and Woodhouse (2006) were the first to attempt

to quantify the uncertainties in seismic CMT inversions dueto inaccurate Earth structure

using a variety of Earth models and forward modelling techniques. The global Earth

models used in global seismic catalogues currently do not seem to have high enough

resolution to locate shallow crustal events accurately (Ferreiraet al., 2011). Mellorset al.

(2004) also found the Earth model to be an influential factor when comparing InSAR and
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seismic source parameters. The InSAR-derived source parameters agreed well with those

determined from seismic data relocated using a 3-D velocitymodel, but the agreement

was poorer with seismic parameters obtained employing 1-D velocity models.

The assumption of a homogeneous half-space in InSAR data inversions leads to a

bias towards shallower depths, but even though a layered half-space is an improvement,

it does not solve the problem. The layered or 3-D earth model must be accurate, as

found by Cattinet al. (1999), who investigated the effect of the inclusion of a lower-

rigidity layer in a homogeneous half-space on modelled coseismic surface displacements

and the interpretation of source parameters. The horizontal component of displacement

was more sensitive than the vertical component to the inclusion of the layer. Horizontal

motions could increase by up to 40% using a half-space that incorporates a lower rigidity

layer at the surface in comparison with motions determined using a homogenous half-

space. If InSAR data from only one SAR track direction is available, then horizontal

motions (particularly those in the north-south direction)are already poorly constrained

with respect to the vertical component; if in addition the Earth model is incorrect, further

errors are introduced.

3.8 Conclusions

Overall, InSAR and seismic data lead to seismic source parameters that agree well con-

cerning the fault geometry and are complementary datasets when jointly inverted. The

assumed Earth structure model is an influential factor concerning the quality of the earth-

quake location and depth. In terms of the moment magnitude, there is general good agree-

ment, with a slight tendency for the InSAR estimates for thrust events to be slightly larger.

This is a possible artefact of the events included in the study and also the result of potential

deformation from aftershocks, afterslip and viscoelasticrelaxation being included in the

measurement period, and increased sensitivity to verticalmotion. New techniques for the

processing and inversion of both InSAR and seismic data are constantly being developed,

and particular focus is needed on verifying the accuracy of the assumed earth model and

on the accurate quantification of uncertainties.

These issues are further explored in the next chapter, whereearthquakes which showed

large discrepancies regarding certain source parameters are investigated, particularly in



80 Systematic comparisons between InSAR and seismically-determined source
models

the context of the assumed Earth structure model.



Chapter 4

Testing InSAR and

seismically-determined source

models using 1-D and 3-D seismic

forward modelling

4.1 Introduction

Chapter 3 highlighted the complementary strengths of InSARand seismic data. However,

for some earthquakes, comparisons of InSAR and seismically-determined source mod-

els revealed large discrepancies in estimates of fault geometry, centroid location and/or

seismic moment. Moreover, some large differences between multiple source models ob-

tained from seismic, geodetic and/or joint inversions for the same earthquake (e.g., for

the Mw 7.5, Izmit and Mw 7.1 Hector Mine events) were also observed. This is in part

due to the differing assumptions regarding fault geometry and crustal structure, and also

due to different inversion approaches used in the various studies considered. Understand-

ing large discrepancies in earthquake models is a particularly important issue, as robust

source parameters are key inputs into,e.g., the dynamic modelling of earthquakes and the

calculation of Coloumb stress changes, with strong implications for earthquake physics

and seismic hazard assessment.
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Forward modelling of source models along with comparisons of the resulting syn-

thetic seismograms with real data is a useful and independent means of investigating

which source parameters are well constrained. Advances since the late 1990s in numerical

methods for the simulation of seismic waves in a realistic 3-D Earth along with a great in-

crease in computer power have significantly improved seismic forward modelling efforts.

Of all numerical methods, the spectral element method (SEM)(Komatitsch and Tromp,

1999, 2002a,b) is particularly attractive, enabling the accurate simulation of full wave

propagation in complex 3-D Earth models at the global scale,at a reasonable computa-

tional cost. Comparisons of synthetic seismograms calculated using SEM with observed

seismic data have been used to test source models for large strike-slip earthquakes such as

Denali, Alaska (Mw 7.9, 3rd November 2002, Tsuboiet al., 2003) and Wenchuan, China

(Mw 8.0, 12th May, 2008, Nakamuraet al., 2010). Moreover, comparisons between real

data and SEM synthetics have also been used to establish the robust features of a range of

source models for a large subduction zone event offshore northern Sumatra (Koncaet al.,

2007) and to further refine existing body wave inversion results for the Balleny Isands

earthquake (Mw 8.1, 25th March 1998, Hjörleifsdóttiret al., 2009).

In this chapter comparisons are made between observed long period seismic data and

theoretical seismograms calculated with the SEM to investigate the following five earth-

quakes, shown in Figure 4.1:

• Landers, Mw 7.3, 28th June 1992

• Eureka Valley, Mw 6.1, 17th May 1993

• North Chile Subduction Zone, Mw 6.6, 19th April 1996

• Izmit, Mw 7.5, 17th August 1999

• Pisco, Mw 8.1, 15th August 2007

These earthquakes were chosen based on the findings from Chapter 2; they all ex-

hibited large discrepancies for one or more source parameters when comparing solutions

from the ICMT database with those from the GCMT catalogue. They occur in a variety of

tectonic settings, have a range of magnitudes and have been previously studied through a

mix of uniform and variable slip source models. There are discrepancies in centroid loca-

tion between ICMT and GCMT estimates for all the events, varying from∼ 30 to 60 km
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for Izmit and Pisco, respectively. There are also large discrepancies in seismic moment

estimates for the two subduction zone events, Pisco and North Chile, and in strike esti-

mates for the Eureka Valley event. GCMT, ICMT and a mixed source parameters for these

five earthquakes are used to calculate theoretical seismograms for: (i) a 1-D Earth model

(PREM, Dziewonskiet al., 1981) using normal mode summation (Gilbert, 1976); (ii) a

3-D Earth mantle—S20RTS (Ritsemaet al., 1999)—combined with the global crustal

model CRUST 2.0 (Bassinet al., 2000) using the spectral element method. The results of

the comparisons between synthetic seismograms and data arethen presented and subse-

quently discussed in terms of the robustness of the source parameters and the influence of

the assumed Earth structure.
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Figure 4.1: Global map showing focal mechanisms and locations for the five events studied,
including two strike-slip events (blue), two subduction zone earthquakes (green) and one normal
faulting event (red).

4.2 Data and methodology

4.2.1 Data selection and processing

Data for each event were downloaded from IRIS (IncorporatedResearch Institutions for

Seismology) for all available stations on the GEOFON and Global Seismograph Net-

work (GSN) within an epicentral distance of 40–140◦ of the earthquake. The instrument
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response is deconvolved from the data and the horizontal components are rotated into lon-

gitudinal and transverse components. Cosine high-and low-pass filters are used to filter

for long period surface waves (T∼ 150s) and Butterworth high-and low-pass filters are

applied for long period body waves (T∼ 50s). Any noisy stations are removed via visual

examination of the data and, following this, 1000 s-long and250 s-long time windows are

manually picked for surface and body waves, respectively.

It must be noted that comparisons of long period body waves are only carried out for

the Mw 6.1 Eureka Valley earthquake. For the larger earthquakes – Pisco, Izmit, Landers

and North Chile – the source’s duration is similar to the dominant period of the long-

period body waves. Therefore, a source time function is needed to be taken into account

when modelling these earthquakes. Tests were carried out using a simple boxcar source

time function, but this was not sufficiently accurate to account for the time and amplitude

shifts seen between the data and synthetics due to the sourcecomplexity. Consequently

robust body wave comparisons could not be made for these earthquakes. Where possible,

comparisons have been made for all three components of motion (vertical, longitudinal

and transverse). However, depending on the data quality, this is not always possible for

all events and is noted when it is the case.

4.2.2 Normal mode summation

In seismology the displacement due to a seismic source recorded at seismic stations can

be represented as the sum of standing waves, or normal modes of the Earth. The associ-

ation of the normal mode concept with the seismic moment tensor formalism of Gilbert

and Dziewonski (1975) motivated many source studies, including the approach used in

the GCMT catalogue (e.g.Dziewonskiet al., 1981). Since then, the normal mode for-

malism has been widely used for the calculation of exact theoretical seismograms for 1-D

Earth models. An in-house modified version of the normal modesummation programme,

apsynah(J. H. Woodhouse,pers. comm.) was used to calculate theoretical seismograms

accurate down to a period of 7 s for a 1-D Earth model. It assumes a spherical, non-

rotating, elastic and isotropic (SNREI) Earth, in this casethe Preliminary Earth Reference

Model (PREM, Dziewonski and Anderson, 1981). The SNREI assumption simplifies the

calculations such that eigenfunctions for each mode will beconstant at the surface and it
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is the excitation factors that vary.

4.2.3 Spectral element method

While the normal mode formalism can also be used to calculatesynthetic seismograms

in 3-D Earth models (e.g.Clévédéet al., 2000; Millot-Langetet al., 2003; Romanowicz

et al., 2008), in practice its application is complex, time-consuming and cumbersome, par-

ticularly when modelling shorter period seismic data. Purely numerical methods, such as

the Spectral Element Method (SEM) offer an interesting alternative, enabling the accurate

calculation of full waveforms in the presence of complex Earth structure and with reason-

able computational time requirements (e.g.Capdevilleet al., 2003; Chaljubet al., 2003).

It is a highly accurate technique for the forward modelling of seismic data, particularly

when assuming a 3-D Earth structure, as it is able to take intoaccount free-surface to-

pography and the effects of anisotropy and fluid-solid boundaries on the resulting seismic

waveforms (Komatitsch and Tromp, 1999). The technique solves the weak form of the

equation of motion on a user-defined mesh consisting of hexahedral elements. The equa-

tion is solved by integrating over the volume and absorbing boundary, which is achieved

by solving smaller integrals over the volume and surface elements that make up the mesh.

The mesh represents the Earth as a cubed-sphere, which is split up into six chunks and the

number of elements along the side of each chunk determines the resolution of the result-

ing synthetics,i.e. the period to which they can be calculated down to. For more details

see Komatitsch and Tromp (1999).

There are various implementations of the spectral element method; the approach used

here is as implemented in the SPECFEM3D Globe package (Komatitsch and Tromp,

1999), which is freely available from Computational Infrastructure for Geodynamics (CIG,

http://www.geodynamics.org/cig/software/specfem3d-globe). The package allows a wide

choice of 3-D Earth models that can be used in the simulations. In this chapter two shear

wave mantle models are used—S20RTS (Ritsemaet al., 1999) and the more recently

updated S40RTS (Ritsemaet al., 2011) mantle model. In both cases the crustal model

CRUST 2.0 (Bassinet al., 2000) is assumed and 266 elements are assigned to each side

of the chunk, which means that the resulting synthetics are accurate down to a period of

∼ 15 s.
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4.2.4 Quantifying phase, amplitude and waveform misfits

In order to quantify how well the synthetic seismic waveforms match the observed data

three types of misfits are calculated between the data and synthetics: phase (δΨ), ampli-

tude (δ A) and waveform (m2) misfits. A time window is manually picked on the data and

the corresponding time frame is selected for the synthetics. Then, a least-squares algo-

rithm is used to determine the phase shift (δΨ, measured in seconds) and amplitude factor

(δA) that lead to the best fit between the data and the synthetics. An amplitude factor of

1.0 means that the waveforms match perfectly; ifδA is greater than one, the synthetic

amplitudes are systematically smaller than the data, and, conversely, ifδA is smaller than

one, then the synthetic amplitudes are larger than the observations.

The waveform misfit is calculated in a least squares sense (L2-norm misfit) using the

following equation:

m2 =
(s− d)2

dTd
(4.1)

whered refers to the data ands to the synthetics.

4.3 Results

4.3.1 Normal faulting event: Eureka Valley, Mw 6.1, 17th May 1993

This event is the first of two earthquakes studied in this chapter occurring in the Great

Basin and Range province and lying within the North American- Pacific plate boundary

zone (Figure 4.2). The influence of motion along this plate boundary has recently been

suggested to extend as far as 1000 km east into the Great Basinand Range Province

(Parsons and Thatcher, 2011), which includes the Walker Lane Belt (WLB) and Eastern

Californian Shear Zone (ESCZ). These zones form part of the diffuse transform boundary

zone and structures within them accommodate the majority ofresidual motion not taken

up by the San Andreas fault (e.g.Atwater, 1970; Dokka and Travis, 1990; Bennettet al.,

2003); the central section of the WLB is suggested to accommodate as much as 25% of

the relative plate motion (Oldowet al., 2001). The spatial and temporal distribution of the

strain accumulation in the WLB and ECSZ is highly heterogeneous and certain regions

show large discrepancies between geodetic and geologic strain rates, which could be due
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to the diffuse nature of the deformation that is not evident on surficial faults (Foyet al.,

2012).

The Eureka Valley earthquake occurred in the WLB and is the only normal fault-

ing event studied in this chapter. It was part of a sequence ofearthquakes including the

large strike-slip event, Landers (Mw 7.3), investigated in section 4.3.2. It occurred on a

buried fault, one of five normal fault zones that lie between the Panamint Valley-Hunter

Mountain-Saline Valley fault system and Furnace Creek and Fish Lake Valley faults (Fig-

ure 4.3,see Oswald and Wesnousky, 2002).

There are two previous geodetic studies of this earthquake,which are listed in Table

4.1; Massonnet and Feigl (1995); Peltzer and Rosen (1995). In addition, Table 4.1 also

includes an InSAR source model determined in this study using the approach outlined

in Chapter 2, section 2.2. The source model from this study isused and referred to as

the ICMT solution to investigate the 55 km discrepancy in location (see Figure 4.3) and

the 30◦ difference in strike between the geodetic results and thosereported in the GCMT

catalogue. Both long period surface and body waves are considered.
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Figure 4.2: a) Californian section of the North American - Pacific plate boundary (dashed black
line). Three key zones in this diffuse transform boundary are shown: Central Nevada Seismic
Belt (CNSB), Walker Lane Belt (WLB), East Californian ShearZone (ECSZ). The focal mecha-
nisms for both Californian earthquakes studied in this chapter are also shown, where pink refers
to GCMT solutions and blue to ICMT solutions.
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Figure 4.3: a) Tectonic setting in Eureka Valley. Main fault zones in Owen Valley, Saline Valley,
Hunter Mountain, Fish Lake Valley, Northern Death Valley are highlighted based on fault maps
from the USGS fault database which are coloured according toage; Historic (red), Holocene -
Latest Pleistocene (orange), Late Quaternary (yellow) andQuaternary (blue). GCMT and ICMT
locations are shown as blue and pink stars, respectively. b)Interferogram in tectonic context to
highlight the 55 km discrepancy between the ICMT and GCMT locations, which are shown as
yellow circles.
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Table 4.1: Summary of source parameters for the Eureka Valley earthquake (Mw 6.1, 17th May
1993) from various studies including Massonet & Feigl (1995), Peltzer & Rosen (1995), this study
and the GCMT catalogue. The latitude, longitude and depth refer to the centroid location.

Parameter Massonet & Feigl Peltzer & Rosen This Study GCMT
Mw 6.10 6.11 6.06 6.1

Mo (x1018Nm) 1.70 1.55 1.83
Lat (◦) 37.111 37.118 36.680
Lon (◦) 242.206 242.18 241.900

Depth (km) 9.2 13 8.1 15
Strike (◦) 173.0 7.0 172.0 210
Dip (◦) 54.0 50.0 37.6 30
Rake (◦) -95.2 -93

Figure 4.4: Distribution of stations (white triangles) with respect tothe Mw 6.1 Eureka Valley
earthquake (red star), where the ray paths are shown in yellow.

4.3.1.1 Long Period Surface Waves

Only comparisons for vertical component data from 18 stations are investigated here as the

transverse and longitudinal components for the majority ofstations are too noisy. Figure

4.4 shows the distribution of stations used in the comparisons. We carry out comparisons

between real data and 1-D Earth and 3-D Earth theoretical seismograms for a variety of

earthquake source models: (i) ICMT; (ii) GCMT; (iii) GCMT model combined with the

ICMT centroid latitude and longitude estimates (GCMTlat/lon); and, (iv) GCMT model
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combined with the ICMT strike (GCMTstrike).

Initial comparisons of the ICMT and GCMT synthetic waveforms with the data show

that synthetics calculated in the 3-D Earth model (S20RTS) fit the data better than those

calculated using PREM; there are evident phase shifts when assuming a 1-D Earth struc-

ture (see,e.g., stations NNA, ARU, Figure 4.5). Consequently, the waveform misfit for

PREM calculations is twice as large as that for synthetics calculated using a 3-D Earth

model, with the ICMT solution showing the best overall fit to the observed waveforms

(m2 = 0.17; see Table 4.2). In order to investigate whether the poorer fit of the GCMT

synthetics is due to the 55 km mislocation of the event, the GCMT latitude and longitude

are replaced with those from the ICMT solution (3-D GCMTlat/lon in Table 4.2, and Fig-

ure 4.5 ). Compared to the original GCMT solution, there is animprovement in the fit in

phase to the data (∼ 3 s) resulting in a lower overall misfit (m2 = 0.22), but this remains a

poorer fit than that attained with the ICMT solution.

There is also a large difference of 30◦ in strike between the ICMT and the GCMT so-

lutions, which could also explain the difference in the fit ofthe synthetics to the data. For

moderate magnitude events, visual examination of an interferogram can provide strong

constraints on the strike of the fault, as is the case for the the Eureka Valley earthquake

(see Figure 4.3b). Therefore, similar to the investigationof location, the GCMT strike

(210◦) is replaced by the ICMT estimate (172◦). However, in this case, the fit to the data

deteriorates (Table 4.2, 3-D GCMTstrike - m2 = 0.29) in comparison with that for the orig-

inal GCMT solution (m2 = 0.24). Consequently, in addition to strike, the GCMT latitude,

longitude are also replaced by the ICMT location, which results in a lower data misfit (m2

= 0.23), but it is still a higher misfit than when only using theICMT centroid location

along with all other GCMT source parameters. Additional tests, including replacing the

dip and rake in the GCMT solution also show little improvement in the fit to the observed

data. It appears that it is the combination of all the parameters in the ICMT solution which

best explain the observed long period surface waves.

It must be noted that 3-D synthetics were also calculated using the recently published

S40RTS, an improvement of S20RTS. However, the differencesin fit of the synthetics

to the data relative to the S20RTS synthetics are relativelysmall (Table 4.2). Thus, for

the remaining earthquakes, only 3-D synthetics calculatedusing S20RTS are referred to.
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Also in some cases the changes/differences in waveforms arevery subtle, especially when

considering single figure phase shifts for long period surface waves, in which case the

values given in the table are more instructive than the figures. This is particularly relevant

for the subsequent four earthquakes when investigating theinfluence of centroid location.

Table 4.2: Summary of average phase (δΨ), amplitude (δA) and waveform misfits (m2) for com-
parisons between the vertical component (Z) of synthetic and observed surface waves (LPS, T∼
150 s) and body waves (LPB, T∼ 50 s) for the Eureka Valley, Mw 6.1, 17th May 1993 event. The
number of waveforms, n, used to calculate the average misfitsare given in brackets at the top of
each column. Parameters in subscript in the first column refer to those that have been replaced by
estimates from the other solution (ICMT or GCMT), where location refers to latitude, longitude
and depth. The last two lines refer to synthetics calculatedusing the S40RTS Earth model. The
solution highlighted in bold refers to the solution which shows the lowest overall misfit. If the data
and synthetics match perfectly thenδΨ = 0.0,δA = 1.0 and m2 = 0.0.

Synthetics LPS Z (n=18) LPB Z (n=18)
δΨ δA m2 δΨ δA m2

1-D GCMT 18.44 0.90 0.59 2.44 0.96 0.49
1-D ICMT 14.65 0.91 0.45 1.95 1.12 0.44
3-D GCMT 8.72 0.94 0.24 3.73 0.55 1.45
3-D ICMT 6.13 0.98 0.17 1.08 0.84 0.32

3-D GCMT depth 10.73 0.80 0.39 3.11 0.79 0.57
3-D GCMT lat/lon 5.63 0.95 0.22 2.02 0.52 1.05
3-D GCMT location 6.55 0.81 0.34 1.71 0.81 0.38
3-D GCMT strike 11.51 1.11 0.29 2.72 0.54 0.96

3-D GCMT strike/location 7.05 1.10 0.23 1.95 0.54 0.88
3-D GCMT (s40rts) 9.80 0.94 0.26 3.75 0.52 1.45
3-D ICMT (s40rts) 6.47 0.98 0.20 1.10 0.84 0.32
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Figure 4.5: Comparisons of observed vertical component surface waves (T∼ 150s) for the Mw 6.1
Eureka Valley earthquake (black) with synthetics calculated in a 1-D Earth (PREM) using GCMT
(red) and ICMT (green) source parameters (1-D Earth), and for a 3-D Earth (S20RTS combined
with CRUST 2.0) using GCMT (pink) and ICMT (blue) source parameters (3-D Earth). The two
right hand side columns compare synthetics calculated in a 3-D Earth using GCMT solutions
(pink) where specific GCMT source parameters have been replaced with ICMT estimates (light
blue): latitude and longitude (3-D GCMTlat/lon) and strike (3-D GCMTstrike). The waveforms
are sorted by epicentral distance (first number after station name) and a range of azimuths (second
number) are investigated; this convention is used throughout the waveform comparison figures in
this chapter.
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4.3.1.2 Long Period Body Waves

As explained previously, Eureka Valley is the only event forwhich comparisons of long

period body waves are possible with the data available. Similar to the long period surface

wave comparisons, the ICMT solution combined with a 3-D Earth model leads to the best

fit to the data. The fit in phase is better than for long period surface waves (δΨ = 1.08 s,

3-D ICMT in Table 4.2) but the amplitude is overestimated (δA = 0.84) which leads to a

slightly higher overall misfit (m2 = 0.32) than for surface waves.

Unexpectedly synthetics calculated using the GCMT solution and assuming a 3-D

Earth structure significantly overestimate the amplitude of the P-wave arrival (Figure 4.6,

3-D Earth), leading to a waveform misfit that is more than double that for the 1-D Earth

case. The fit to the body waves assuming a 3-D Earth structure is improved if the GCMT

latitude and longitude are replaced by the ICMT estimates; specifically, a 1 s reduction

in phase misfit results in a better waveform misfit, but it is still significantly large (i.e.,

greater than 1). The largest improvement is seen if the depthis replaced by the shallower

ICMT estimate (8 km); the amplitude fit is much improved and the waveform misfit is

reduced to less than 1 (m2 = 0.57; 3-D GCMTdepth in Figure 4.6 and Table 4.2). If the

ICMT latitude, longitude and depth are all used, then the fit to the data is further improved

and the overall misfit is much reduced (m2 = 0.38; see Table 4.2).

Contrary to the surface wave results, if the ICMT strike is used instead of the GCMT

value then the fit to the data improves, especially the phase misfit (Table 4.2, 3-D GCMTstrike).

However, if the ICMT strike is used in combination with the ICMT location then the over-

all waveform misfit worsens.

Overall, despite investigating various source parameter combinations, theoretical seis-

mograms calculated using the ICMT solution combined with a 3-D Earth lead to the best

data fit for both long period surface and body waves.
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Figure 4.6: Comparisons of real vertical component body waves (T∼ 50 s) from the Mw 6.1
Eureka Valley earthquake (black) with synthetics calculated in a 1-D Earth using GCMT (red)
and ICMT (green) source parameters (1-D Earth) and a 3-D Earth using GCMT (pink) and ICMT
(blue) source parameters. The rightmost column (3-D GCMTdepth) compares the GCMT solution
(pink) and GCMT solution with the depth replaced by the ICMT estimate (light blue).
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4.3.2 Large strike-slip event: Landers, Mw 7.3, 28th June 1992

This was the first large earthquake to be fully investigated using InSAR data and provided

a unique opportunity to investigate the rupture process of alarge continental strike-slip

event (e.gPeltzeret al., 1994; Zebkeret al., 1994). The earthquake ruptured five major

faults (Johnson Valley, Landers, Homestead Valley, Emerson and Camp Rock faults; see

Figure 3.9 in Chapter 3) located in the ECSZ, which is responsible for 15% of the relative

plate motion (Siehet al., 1993). There is variation between multiple existing source rup-

ture models (e.g.Cohee and Beroza, 1994; Wald and Heaton, 1994; Cotton and Campillo,

1995; Fialko, 2004b), but the majority suggest an unilateral rupture initiating on the John-

son Valley fault and propagating north-westwards up to CampRock and Emerson faults.

There is general good agreement between the ICMT and GCMT source models (see

Table 4.3) and both the locations are relatively consistentwith the mapped location of the

faults thought to have ruptured during the event. However, the GCMT location is towards

one end of the rupture and is 25 km further north from the ICMT location (see Figure

3.9). Due to the large magnitude of this event, seismic data from 18 stations (Figure

4.7) and all three components (vertical, transverse and longitudinal) are analysed and all

show the same trends unless stated otherwise. Therefore, itmust be noted that any misfit

values referred to correspond to the vertical component. Any waveform comparisons for

additional seismic data components not shown can be found inAppendix B, Figure B.1.

Table 4.3: Summary of source parameters for the Landers earthquake (Mw 7.3, 28th June 1992)
from an InSAR study (Fialko, 2004) and the GCMT catalogue. The latitude, longitude and depth
refer to the centroid location.

Parameter Fialko (2004) GCMT
Mw 7.28 7.30

Mo (x1018Nm) 103.0 106.0
Lat (◦) 34.450 34.650
Lon (◦) -116.517 -116.650

Depth (km) 5.5 15.0
Strike (◦) 154.1 341.0
Dip (◦) 89.9 70.0
Rake (◦) 173.9 -172.0
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Figure 4.7: Distribution of stations used (white triangles) with respect to the Mw 7.3 Landers
earthquake (red star), where ray paths are shown in yellow.

4.3.2.1 Long Period Surface Waves

Theoretical seismograms calculated using the GCMT solution for the 3-D Earth model

show the best fit to the data (see,e.g., stations OBN and BNG in Figure 4.8), with an

overall waveform misfit value ofm2=0.16 (3-D GCMT in Table 4.4). A potential reason

for the best fit of the long-period surface waves by the GCMT synthetics could be the

fact that the GCMT solution is built using these data. Considering the large discrepancy

in centroid location both ICMT and GCMT estimates are tested. Replacing the GCMT

value with the latitude and longitude from the variable slipmodel in Fialko (2004b) results

in a worse fit to the data (Table 4.4, 3-D GCMTlat/lon), particularly in phase, where a 2

s increase in misfit is observed. Conversely a 2 s reduction inphase misfit is seen if

the GCMT latitude and longitude are used with the ICMT solution (3-D ICMTlat/lon in

Figure 4.8, Table 4.4, 3-D ICMTlat/lon).

The depth reported by Fialko (2004b) is also very shallow (∼ 5 km) and the GCMT

is unable to resolve depths shallower than 12 km. Therefore the GCMT depth is replaced

with the estimate from Fialko (2004b) but the fit to the data isreduced (Table 4.4, 3-D

GCMTdepth). Moreover if the depth in the ICMT solution is increased to 15 km then the

fit to the data improves (Table 4.4, 3-D ICMTdepth) suggesting that the 5 km estimate may

be too shallow. Consequently if the depth, latitude and longitude in the GCMT solution
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are replaced by the ICMT estimates this results in the solution which shows the highest

overall misfit (m2 = 0.27) of all the source parameter combinations tested (Table 4.4, 3-D

GCMTlocation). Interestingly though if the dip in the GCMT solution is increased to a

more vertical angle, as seen in the Fialko (2004b) source model, then the average perfect

fit in amplitude is achieved (δA = 1.0, Table 4.4, 3-D GCMTdip) but there is an increase

in phase misfit.

Table 4.4: Summary of average phase (δΨ), amplitude (δA) and waveform misfits (m2) for com-
parisons between synthetic and observed surface waves (T∼ 150 s) for the Mw 7.3 Landers
earthquake, where results for the vertical (Z), transverse(T) and longitudinal (L) components
are shown. Format is same as in Table 4.2

Synthetics Z (n=18) T (n=17) L (n=16)
δΨ δA m2 δΨ δA m2 δΨ δA m2

1-D GCMT 11.66 1.51 0.32 12.30 1.10 0.25 13.38 1.63 0.36
1-D ICMT 14.28 0.92 0.52 12.71 1.07 0.27 14.40 0.96 0.56

3-D GCMT 7.09 1.07 0.16 5.24 1.04 0.08 8.03 1.14 0.14
3-D ICMT 9.85 0.88 0.26 5.57 1.06 0.14 10.08 0.93 0.23

3-D ICMT depth 9.95 1.27 0.22 5.66 1.06 0.14 9.88 1.05 0.21
3-D GCMT depth 7.89 0.97 0.20 5.67 1.04 0.10 8.29 1.03 0.16
3-D GCMT lat/lon 9.12 1.07 0.23 6.09 1.04 0.09 9.77 1.14 0.21
3-D GCMT location 9.40 0.97 0.27 5.96 1.04 0.09 10.02 1.03 0.23

3-D GCMT dip 7.88 1.00 0.20 5.80 1.06 0.13 8.19 1.07 0.16
3-D ICMT lat/lon 7.90 0.87 0.19 5.95 1.05 0.14 7.99 0.93 0.15

3-D GCMT (s40rts) 7.09 1.07 0.16 5.24 1.04 0.08 8.04 1.14 0.14
3-D ICMT (s40rts) 9.85 0.88 0.26 5.57 1.06 0.14 10.09 0.93 0.23



98 Testing InSAR and seismically-determined source modelsusing 1-D and 3-D
seismic forward modelling

3D Earth LHZ 

RAR 69 223

YSS 72 315

ESK 74 83

KONO 76 25

MAJO 81 308

INU 83 308

TOL 83 46

ECH 84 34

SSB 85 37

OBN 88 15

GUMO 89 286

SNZO 98 225

KIV 100 15

WUS 104 348

CTAO 107 257

BNG 123 57

DRV 127 209

0 500 1000
Time (s)

HYB 126 342

3D Earth LHT

0 500 1000
Time (s)

3D ICMTlat/lon 

0 500 1000
Time (s)

Figure 4.8: Comparisons of observed surface waves for the Mw 7.3 Landers earthquake (black)
with synthetics calculated in a 3-D Earth using GCMT (pink) and ICMT (blue) source parameters,
for vertical (3-D EarthLHZ) and transverse components (3-D EarthLHT ). The rightmost hand
side column (3-D Earth ICMTlat/lon) compares ICMT synthetics (blue) with synthetics calculated
using ICMT source parameters combined with GCMT centroid latitude and longitude (light blue).
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4.3.3 Multiple InSAR Models: Izmit, M w 7.5, 17th August 1999

On 17th August 1999 the Izmit earthquake ruptured nearly 150 km (e.g. Barka et al.,

2002; Çakiret al., 2003) of a splay of the North Anatolian Fault (NAF), which separates

the Eurasian and Anatolia plates (Fig 4.9). The earthquake occurred in the western end of

the NAF where the fault splays into three main sections, north, middle and south. Average

slip rates for this region range from 10 mm yr−1 from geological measurements (Polonia

et al., 2004; Gasperiniet al., 2011b) to 24 mm yr−1 from geodetic measurements (e.g.,

McCluskyet al., 2000), where the northern splay accommodates 70–90% of this relative

plate motion (Armijoet al., 2002).

This earthquake was the seventh in a sequence of events migrating east-west on the

NAF (Barka, 1996; Steinet al., 1997), 32 years after the most recent earthquake (Mudurnu

Valley, M 7.1, 22nd July 1967). It is the only region in the world where this type of seismic

behaviour is observed and the Izmit earthquake was the first opportunity where large vol-

umes of data were available, including geodetic and strong motion data. Consequently,

there are multiple source models for this event. Similar to the Landers earthquake, the

existing studies show a large variation in the slip distribution, partly due to the different

datasets used. Specifically, there is debate regarding the termination of the western end

of the rupture, with field observations (Barkaet al., 2002) indicating that the rupture only

reached the eastern side of the Herselk Delta, whereas various geodetic studies, including

the solutions investigated here (Wright, 2000; Wrightet al., 2001a; Delouiset al., 2002;

Çakir et al., 2003), suggest that the rupture extends further into the Sea of Marmara.

Recent high resolution bathymetric data suggests that the rupture terminated in between

these two locations, in the Darcia Basin (Gasperiniet al., 2011a). Thus, understanding

the uncertainty surrounding the source parameters for thisearthquake is key for interpret-

ing the future seismic hazard in this region, including the risk for city of Istanbul (Barka,

1999; Parsonset al., 2000; Atakanet al., 2002). Here the discrepancy in centroid location

between three studies taken from the ICMT database, one uniform slip (Wright, 2000),

and two distributed slip models (Delouiset al., 2002; Çakiret al., 2003), and that reported

in the GCMT catalogue is investigated. All three InSAR studies are in good agreement,

as was seen in section 3.3.4 (Figure 3.12), but the GCMT location lies∼ 30 km north of

the InSAR locations.
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Figure 4.9: Tectonic setting of the Izmit earthquake on the North Anatolian fault (black line), which separates the Eurasia and Anatolia plates in Turkey. The focal mechanism
from the GCMT catalogue (pink) and that based on the source model from Çakiret al. (2003) (blue) are shown. The fault locations are based on data from (Sarogluet al.,
1992) and the files are courtesy of Richard Walters.
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Table 4.5: Summary of source parameters for the Izmit, Turkey earthquake (17th August 1999,
Mw 7.5) from the GCMT catalogue and three InSAR studies by Çakir et al. (2003), Delouis
et al. (2002) and Wright (2000). Values in bold were fixed during theinversions and the latitude,
longitude and depth refer to the centroid location.

Parameter Çakir et al. (2003) Delouiset al. (2002) Wright (2000) GCMT
Mw 7.50 7.52 7.54 7.60

Mo (x1018Nm) 190.0 240.0 253.6 288.0
Lat (◦) 40.719 40.724 40.728 41.01
Lon (◦) 30.067 30.214 30.050 29.97

Depth (km) 6.99 7.90 10.80 17.00
Strike (◦) 90.7 267.6 271.2 91.0
Dip (◦) 88.3 85.0 89.7 87.0
Rake (◦) 178.7 179.6 -173.1 164.0

Figure 4.10: Distribution of stations (white triangles) used with respect to the Mw 7.5 Izmit
earthquake (red star), where the great circle paths are shown in yellow.

4.3.3.1 Long Period Surface Waves

This event occurred several years after the two previously discussed earthquakes and dur-

ing that time the density of stations in the global seismic networks increased significantly.

Thus, the number of stations used for comparisons here is almost double that used in the

previous analyses in this chapter (43 stations are used; seeFigure 4.10). We are able to

compare waveforms for all three components and the misfit values shown in Table 4.5

correspond to calculations using all the stations; however, for clarity, comparisons only
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for the vertical component and for 20 stations are shown (Fig4.11). Similar to Landers

the trends are consistent across all components and the longitudinal and transverse com-

ponents are shown in Appendix B, Figures B.2 & B.3.

The distributed slip model from Çakiret al. (2003) combined with a 3-D Earth model

shows the best fit to the observed waveforms (3-D ICMT C in Table 4.6), compared to the

GCMT model and to the other InSAR source models. The average phase misfit (δΨ = 6.7

s) is slightly larger than the 5.0 s calculated for the GCMT solution, but the amplitude and

overall waveform misfit values are smaller, whereδA=0.96 and m2=0.18 (Table 4.6 and

Figure 4.11, 3-D Earth). The GCMT solution appears to overestimate the amplitude by

approximately 20% (δA = 0.79), which is potentially due to the larger moment estimate,

being the highest value of all solutions (Table 4.5). Replacing the GCMT seismic moment

with the estimate from Çakiret al.(2003) reduces the amplitudes, and on average they are

systematically smaller than the data, with the overall misfit being lower than the original

solution from Çakiret al. (2003) (see 3-D GCMTMo in Figure 4.11 and Table 4.6).

To investigate further the poorer fit of the GCMT solution, the centroid latitude and

longitude are replaced with those from the ICMT solution (Figure 4.11, 3-D GCMTlat/lon).

The resulting fit to the data is worse, with both the amplitudeand phase misfit increasing,

resulting in an overall waveform misfit ofm2=0.37 (Table 4.6, 3-D GCMT lat/lon). This

is unexpected as all three ICMT locations are consistent with the geological location of

the North Anatolian Fault (NAF) on which the Izmit earthquake occurred and agree with

the east-west bilateral rupture observed in various kinematic models, whereas the GCMT

location is 30 km north of the fault and suggests a north-south rupture propagation (see

section 3.3.4 for further details). If the latitude and longitude in the Çakiret al. (2003)

solution are replaced with those from the GCMT solution thisresults in synthetics which

show the best fit to the data compared with all the other solutions (m2 = 0.14; see 3-D

ICMTlat/lon in Table 4.6 and Figure 4.11).
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Figure 4.11: Comparisons of the vertical component of observed long period surface waves (T
∼ 150 s) for the Mw 7.5 Izmit earthquake (black) with synthetics calculated ina 3-D Earth using
GCMT (pink) and ICMT C (blue) source parameters (3-D Earth).3-D GCMTMo compares GCMT
synthetics (pink) with the same solution except that the moment is replaced by the estimate from
Çakir et al. (2003) (light blue). 3-D GCMTlat/lon follows the same format except the light blue
synthetics refer to the GCMT solution with the latitude and longitude replaced by estimates also
from Çakiret al. (2003). The far right column compares ICMT synthetics (blue) with the ICMT
solution where the latitude and longitude are replaced by those from the GCMT catalogue (light
blue).
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Table 4.6: Summary of average phase (δΨ), amplitude (δA) and waveform misfits (m2) for com-
parisons between synthetic and observed surface waves (T∼ 150 s) for the Mw 7.5 Izmit earth-
quake. ICMT C refers to the study by Çakiret al. (2003), ICMT D corresponds to the study by
Delouiset al. (2002) and ICMT W refers to results from Wright (2000). The table headings and
format is the same as in Table 4.2.

Synthetics Z (n=43) T (n=40) L (n=41)
δΨ δA m2 δΨ δA m2 δΨ δA m2

1-D GCMT 9.98 0.83 0.51 14.47 0.86 0.70 10.79 0.89 0.92
1-D ICMT C 13.05 1.08 0.49 16.14 1.18 0.48 13.75 1.11 0.76
1-D ICMT D 14.77 0.90 0.66 16.90 0.97 0.67 14.29 0.89 0.93
1-D ICMT W 12.79 0.85 0.67 17.24 1.49 0.72 13.52 0.89 0.96
3-D GCMT 5.00 0.79 0.23 5.41 0.73 0.41 5.37 0.86 0.22
3-D ICMT C 6.68 0.96 0.18 8.54 1.00 0.15 7.31 1.05 0.19
3-D ICMT D 7.23 0.79 0.30 5.18 0.78 0.26 7.79 0.86 0.28
3-D ICMT W 6.48 0.76 0.33 5.85 0.78 0.36 7.09 0.83 0.29
3-D GCMTMo 5.99 1.21 0.15 5.94 1.11 0.12 6.40 1.33 0.19

3-D ICMT lat/lon 5.76 1.01 0.14 5.61 1.04 0.13 6.36 1.11 0.17
1-D ICMTlat/lon 10.07 1.08 0.34 13.92 1.19 0.37 10.79 1.12 0.36
3-D GCMTlat/lon 7.60 0.76 0.37 6.82 0.73 0.49 8.13 0.83 0.26
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4.3.4 Large Subduction Zone event: Pisco, Mw 8.1, 15th August 2007

Large subduction earthquakes frequently occur off the coast of South America coast due to

the subduction of the Nazca plate beneath the South Americanplate. Rates of convergence

vary with latitude due to the rotation of the Nazca plate relative to the South American

craton and increase towards the south (e.g.Kendricket al., 2003), with rates from various

studies ranging from 61 mm yr−1 to 68 mm yr−1 (e.g.Sellaet al., 2002; Kendricket al.,

2003; Vignyet al., 2009).

The south American subduction zone along the coast of Peru can be split into three

zones – north, central and south – which exhibit different types of seismic behaviour,

mainly due to the latitudinal variation in the trench geometry. The central zone shows the

most complex behaviour (Dorbathet al., 1990) and is where the 2007 Pisco earthquake

occurred in a seismic gap, and where the previous large eventwas a tsunami earthquake

in 1746 that destroyed the city of Lima. This was followed by 200 years of quiescence

and activity resumed in 1940. Geodetic estimates of interseismic moment defecit and

coseismic moment release due to the four events since 1940 suggests that this section

could have the potential generate an earthquake of Mw 8.5–8.7 (Chliehet al., 2011).

The Pisco event occurred in an interesting location due to the variation in strike along

the rupture length due to a kink in the coastline; Sladenet al. (2010) have shown the co-

seismic slip distribution to follow the coastline. However, there is still a debate regarding

the number of asperities involved in the event. Teleseismicstudies (Ji and Zeng, USGS,

2007) suggest two sub-events, whereas geodetic studies (Motaghet al., 2008) and mod-

els based on multiple geodetic and seismic datasets (Pritchard and Fielding, 2008; Biggs

et al., 2009) all suggest a single patch of slip, although it has been argued that at the

depths for this earthquake the InSAR data have no power to resolve between one or two

asperities (Biggset al., 2009). A study which used tsunami waveforms as well as InSAR

and teleseismic data found that one or two patches both explain the data well and the issue

remains unresolved (Sladenet al., 2010). Nevertheless, the South American subduction

zone is one of the few places where InSAR data can be used to investigate these types of

earthquakes and has proven extremely useful in constraining the spatial slip distribution

of the event.

Locations for earthquakes in this region that are reported in the GCMT catalogue are
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Figure 4.12: Section of the South American subduction zone from -4◦ S to -25◦ S, where the
north, central and southern zones of the Peru section are shown in yellow. The focal mechanisms
of the two subduction zone events studied are shown: Pisco, Mw 8.1 and northern Chile Mw 6.6.
The yellow stars denote the locations of two of the largest earthquakes to occur off the coast of
Peru. Features of the subduction zone relevant to the earthquakes are earthquake are highlighted,
including the Nazca Ridge and the Mejillones Peninsula, andthe trench is highlighted in black.

systematically shifted westwards towards the trench (Chapter 3, section 3.3, and Syracuse

and Abers, 2009); in this case there is nearly 60 km between the ICMT and GCMT lo-

cations, where the ICMT location is from Pritchard and Fielding (2008). Moreover, the

InSAR-determined seismic moment is also nearly twice as large as the moment reported

in the GCMT catalogue (see Table 4.7). It should be noted thatdespite previously re-

ferring to several geodetic models for this event (e.g.Motaghet al., 2008; Biggset al.,

2009; Sladenet al., 2010) only the model from Pritchard and Fielding (2008) is used in

the comparisons. This is because at the time of calculating the synthetics this was the

only model for which a full set of source parameters for, including centroid location was

available.
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Table 4.7: Summary of source parameters for the Pisco, Peru earthquake(Mw 8.1, 15th August
2007) from one InSAR study by Pritchard and Fielding (2008) and from the GCMT catalogue.
Values in bold were fixed during the inversion and the latitude, longitude and depth refer to the
centroid.

Parameter Pritchard and Fielding (2008) GCMT
Mw 8.12 8.0

Mo (x1018Nm) 1900.0 1210.0
Lat (◦) -13.89 -13.73
Lon (◦) -76.52 -77.04

Depth (km) 30.0 33.8
Strike (◦) 316.0 321.0
Dip (◦) 16.4 28.0
Rake (◦) 71.0 63.0

Figure 4.13: Distribution of the seismic stations (white triangles) relative to the Mw 8.1 Pisco
earthquake (red star), where ray paths are shown in yellow.

4.3.4.1 Long Period Surface Waves

Three-component long-period surface waves recorded by 57 global stations (see Figure

4.13) are analysed, again trends are consistent across all components and the transverse

and longitudinal comparison figures can be found in AppendixB, Figures B.4 & B.5.

The synthetics calculated in a 3-D Earth model using the GCMTsolution show the

best fit to the data (3-D GCMT, Table 4.8). The amplitude of theICMT synthetics are

systematically too large (see 3-D Earth column in Figure 4.14, e.g., for stations SSB

and TAU), which is potentially due to an overestimation of the seismic moment by the



108 Testing InSAR and seismically-determined source models using 1-D and 3-D
seismic forward modelling

InSAR data. As seen in Chapter 2, for large subduction zone events, deformation due

to significant afterslip and viscoelastic relaxation can contaminate the interferogram if it

spans a large period of postseismic activity. If the seismicmoment in the ICMT solution

is replaced with the GCMT estimate, the amplitude misfit is greatly reduced; in fact, for

the majority of stations the synthetic amplitudes are systematically too small (δA = 1.06,

3-D ICMTMo in Table 4.8) but the overall fit is improved.

Despite the systematic mislocation of the GCMT solutions for events in the south

American subduction zone, replacing the latitude and longitude in the GCMT solution

with values from the ICMT database does not improve the fit to the data (3-D GCMTlat/lon

in Figure 4.14 and Table 4.8). In contrast replacing the ICMTlatitude, longitude and seis-

mic moment with the GCMT estimates results in synthetics which fit the data almost as

well as the original GCMT solution (3-D ICMTlat/lonmo in Figure 4.14 and Table 4.8).

Table 4.8: Summary of average phase (δΨ), amplitude (δA) and waveform misfits (m2) for com-
parisons between synthetic and observed surface waves (T∼ 150s) for the Mw 8.1 Pisco earth-
quake. Results for all three components vertical (Z), transverse (T) and longitudinal (L) are shown,
and the solution in bold refers to the overall best fitting solution.

Synthetics Z (n=55) T (n=48) L (n=53)
δΨ δA m2 δΨ δA m2 δΨ δA m2

1-D GCMT 10.44 0.81 0.32 13.21 0.92 0.61 11.02 0.83 0.37
1-D ICMT 10.92 0.61 0.81 16.17 0.92 0.81 14.32 0.81 0.77

3-D GCMT 5.76 0.91 0.11 6.43 0.80 0.29 5.61 0.93 0.13
3-D ICMT 10.48 0.63 0.80 8.83 0.82 0.59 9.29 0.65 0.64

3-D ICMT Mo 10.69 1.06 0.22 8.83 1.39 0.26 9.28 1.11 0.18
3-D ICMT Mo/dip 7.18 0.73 0.35 8.55 0.94 0.41 6.31 0.76 0.30
3-D GCMT lat/lon 6.98 0.85 0.19 5.74 0.80 0.30 6.75 0.88 0.16

3-D ICMT lat/lon mo 7.08 1.09 0.11 10.96 1.46 0.31 6.48 1.14 0.11
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Figure 4.14: Comparisons of the vertical component of observed surface waves (T∼ 150 s)
for the Mw 8.1 Pisco earthquake (black) with synthetics calculated ina 3-D Earth using GCMT
(pink) and ICMT (blue) source parameters (3-D Earth). 3-D GCMTlat/lon shows a comparison
of the GCMT solution (pink) with the same solution except thatthat the latitude and longitude are
replaced with the location from Pritchard and Fielding (2008) (light blue). The rightmost column
(3-D ICMT lat/lon&Mo) compares the ICMT solution (blue) with the ICMT solution where the
latitude, longitude and moment have been replaced with the GCMT estimates (light blue).
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4.3.5 Small Subduction Zone Event: North Chile Subduction Zone, Mw 6.6,

19th April 1996

This smaller subduction zone event also occurred on the subduction interface between

the Nazca and South America plates, which are converging at arate of 6–6.5 mm yr−1

(Kendrick et al., 2003). In this region the seismogenic zone dips 12–14◦ to the east and

extends from 35–50 km (Allmendinger and Gonzalez, 2010). The earthquake is located

just south of the Mejillones Peninsula, which coincides with the location of a suggested

barrier to the propagation of megathrust earthquakes such as Tocopilla (Mw 7.7, 14th

November 2007) to the north and Antofagasta (Mw 8.1, 30th July 1995) (e.g.Loveless

et al., 2010). Similar to the Pisco earthquake, the GCMT location is 52 km west of the

ICMT location and the InSAR-determined seismic moment is nearly twice that of the

GCMT estimate (see Table 4.9).

Table 4.9: Summary of source parameters for the North Chile earthquake(19th April 1996, Mw

6.6) from the GCMT catalogue and from one InSAR study (Pritchardet al., 2006). Values in bold
were fixed during the inversion and the latitude, longitude and depth refer to the centroid location.

Parameter (Pritchardet al., 2006) GCMT
Mw 6.7 6.6

Mo (x1018Nm) 14.00 8.43
Lat (◦) -23.94 -23.95
Lon (◦) -70.06 -70.58

Depth (km) 49.0 50.0
Strike (◦) 5.0 11.0
Dip (◦) 23.0 19.0
Rake (◦) 107.0 109.0



4.3 Results 111

Figure 4.15:Distribution of seismic stations (white triangles) with respect to the Mw 6.6 northern
Chile subduction zone earthquake (red star), where the ray paths are higlighted in yellow.

4.3.5.1 Long Period Surface Waves

Figure 4.15 shows the station distribution used in verticaland transverse component sur-

face wave comparisons carried out for this event (Figures showing the transverse compo-

nent are in Appendix B (Figure B.6). As was the case for Pisco,the synthetics calculated

in a 3-D Earth using the GCMT solution show the better fit to theobserved data, in com-

parison with the ICMT solution (Table 4.10, Figure 4.16; see, e.g., stations KIP and ATD).

The amplitude of the ICMT synthetics are on average twice as large as the observed wave-

forms (δA = 0.58), which is again likely due to the overestimation of the seismic moment

in the ICMT solution. Replacing the ICMT moment estimate with the corresponding

GCMT value significantly improves the fit in amplitude of the synthetics to the data (3-D

ICMTMo in Figure 4.16). Consequently, the waveform misfit is reduced to m2=0.15, less

than that of the synthetics calculated using the original GCMT solution (m2 = 0.24; see

3-D ICMTMo and 3-D GCMT rows in Table 4.10).

In contrast to the Pisco earthquake, replacing the latitudeand longitude in the GCMT

solution with values from the ICMT solution further improves the fit to the data. The

phase misfit is reduced by∼ 2 s, the amplitude misfit is slightly worse, but the overall

waveform misfit is reduced by half tom2=0.12 (see 3-D GCMTlat/lon in Table 4.10 and



112 Testing InSAR and seismically-determined source models using 1-D and 3-D
seismic forward modelling

Figure 4.16). This combination of the ICMT latitude and longitude and the remaining

source parameters taken from the GCMT catalogue results in synthetics which show the

overall best fit to the data.

Table 4.10: Summary of average phase (δΨ), amplitude (δA) and waveform misfits (m2) for
comparisons between synthetic and observed surface waves (T ∼ 150 s) for the Mw 6.6 northern
Chile earthquake. Both comparisons for the vertical (Z) andtransverse (T) components are shown,
where the solution highlighted in bold refers to the one which shows the best overall fit to the data.

Synthetics Z (n=43) T (n=29)
δΨ δA m2 δΨ δA m2

1-D GCMT 13.17 1.04 0.43 17.06 1.08 0.60
1-D ICMT 10.81 0.56 1.17 11.16 0.70 0.81
3-D GCMT 8.21 1.07 0.24 9.04 1.03 0.31
3-D ICMT 7.65 0.58 0.78 7.41 0.64 0.65

3-D ICMTMo 7.65 0.97 0.15 7.41 1.06 0.30
3-D GCMT lat/lon 6.70 1.15 0.12 5.92 1.04 0.30



4.3 Results 113

3D Earth

PMSA 41 176

ASCN 56 83

TUC 68 324

PFO 72 321

CMLA 75 36

SCZ 77 320

FFC 83 342

DRV 87 192

CASY 90 180

SNZO 91 223

KIP 96 291

ESK 97 32

PAF 99 155

TAU 105 208

KIEV 114 43

ATD 116 88

ADK 118 317

KIV 123 52

CTAO 123 222

0 500 1000
 Time (s)

PET 133 321

3D ICMTMo 

0 500 1000
 Time (s)

3D GCMTlat/lon 

0 500 1000
 Time (s)

Figure 4.16:Comparisons of observed vertical component surface waves (T ∼ 150 s) for the Mw
6.6 northern Chile event (black) with synthetics calculated in a 3-D Earth using GCMT (pink)
and ICMT (blue) source parameters (3-D Earth). 3d ICMTMo (middle column) compares ICMT
synthetics (blue) with the same solution except that the moment has been replaced with the GCMT
estimate (light blue). The right column (3-D GCMTlat/lon) compares the GCMT solution (pink)
with the GCMT solution where the latitude and longitude are replaced with the estimates from
Pritchardet al. (2006) (light blue).
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4.4 Discussion and Conclusions

There is no overall clear systematic trend when comparing InSAR-and seismically-derived

earthquake source models; neither the seismically-determined solutions from the GCMT

catalogue nor the InSAR solutions from the ICMT database consistently better explain

the observed long period seismic data. For all but one of the events (Eureka Valley) the

synthetics calculated using a 3-D Earth model and the GCMT solution initially show the

best fit to the data. Further improvements in the fit of the synthetics to the data were

achieved by a mix of ICMT and GCMT source parameters, with thecentroid location and

the seismic moment having often an important control on the misfits.

For the moderate magnitude events (Eureka Valley and northern Chile) replacing the

GCMT location with the ICMT latitude and longitude estimates improved the fit of the

synthetics to the data. However, for larger magnitude events (Pisco, Landers and Izmit)

the ICMT location failed to improve the fit to the data. It has been previously observed

that solutions reported in the GCMT catalogue for earthquakes in the south American

subduction zone, such as Pisco, are systematically shiftedwestwards towards the trench

(Chapter 2, Pritchardet al., 2006; Syracuse and Abers, 2009). This is thought to be due

to the fact that the velocity structure of this subduction zone is not properly taken into

account in the Earth model used in the GCMT inversions. Yet despite the strong spatial

resolution of InSAR data, using the location from Pritchardand Fielding (2008) does not

improve the fit to the data. Also the ICMT location does not improve the fit to the long

period surface waves recorded for the Landers earthquake, potentially because it is too far

south, as large offsets were observed at the north end of the rupture (Siehet al., 1993).

This meant that the interferograms were extremely decorrelated in this area and hence

displacements at this end of the rupture were not well constrained. This highlights the

fact that source models from InSAR data suffer the same issues as seismic data whenever

the centroid location is determined from a variable slip model, which is the result of an

inversion.

Despite the incorrect ICMT location for the Landers earthquake the GCMT location is

also probably too far north if 50% of the seismic moment was released at the southern half

of the rupture (Cohee and Beroza, 1994). Also, when considering the ICMT and GCMT

locations in conjunction with other datasets, such as mapped offsets or strong motion
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data, then the InSAR location is in better agreement with these independent constraints

than the GCMT location. This is the case for the Izmit earthquake where the GCMT is 30

km north of the NAF, which has been identified as being the locus of the earthquake by

geological field observations and geodetic data, and with centroid locations from various

InSAR studies all placing the centroid on this fault. Yet using these locations to calculate

theoretical seismograms results in a worse fit to the data. Therefore results for the Izmit

and Landers earthquakes suggest that errors in the assumed 3-D Earth models are also in

part responsible for these observed discrepancies.

Results for the Eureka Valley earthquake provide some indication of the scale of po-

tential errors in the assumed 3-D Earth model used in the forward modelling. The lack

of improvement in fit to the long period body waves for the GCMTwhen using a 3-D

Earth model could be due to errors in the source region suggested by the GCMT loca-

tion. Moreover, this would also be compatible with the significant body wave data fit

improvement seen when using the ICMT location. Previous studies have used the results

of comparisons between synthetics and observed data to identify errors in the assumed

Earth structure at a crustal scale such as in the South-Central Andes (e.g.Alvaradoet al.,

2007) and in the Lesser Antilles (e.g.Salichonet al., 2009). There is also the potential to

identify errors at the larger mantle scale, as discussed in Tsuboiet al. (2003).

The assumed Earth structure is clearly an important consideration when modelling

the seismic data and the results from this chapter and the previous one have also high-

lighted the complementary nature of InSAR and seismic data concerning their spatial and

temporal resolution. Moreover, the differences in source models from separate and joint

inversions are not only a result of the data but also of the methods used to determine them

and the assumptions within them (e.g., Beresnev, 2003). In the following chapter multi-

ple joint inversion approaches are summarised and discussed, and a new joint inversion

approach which takes the effects of 3-D Earth structure intoaccount when modelling the

seismic data is presented.





Chapter 5

A joint inversion technique for

earthquake source parameters

5.1 Introduction

InSAR and seismic data are highly complementary datasets, as is evident from the results

in Chapters 3 and 4, and this has prompted the development of many source inversion

techniques, which use multiple geodetic and seismic datasets to characterise the earth-

quake source. Comparisons between InSAR and seismic sourcemodels also highlighted

the importance of the Earth model used when modelling the seismic data. Almost all

existing joint approaches assume a 1-D Earth structure whenmodelling the various types

of seismic data: teleseismic body waves (e.g.Ji et al., 2002a), local data (e.g.Kaverina

et al., 2002), regional data (e.g.Lohmanet al., 2002) or strong motion data (e.gHernan-

dezet al., 1999). Wald and Graves (2001) were the first to consider the effects of 3-D

Earth structure in the context of joint inversion techniques. Errors in the Earth model can

lead to uncertainties in the source parameters, including an overestimation of the seismic

moment (e.g.Ferreira and Woodhouse, 2006), and the percentage of non-double-couple

component (e.g.Covellone and Savage, 2012) and can also produce shifts in location (e.g.

Syracuse and Abers, 2009; Hjörleifsdóttir and Ekström,2009).

In this chapter a novel joint inversion technique is presented that takes into account

the effects of 3-D Earth structure when modelling the seismic data. Existing approaches

are discussed first, followed by a description of the data andapproach used to calculate the
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seismic excitation kernels. An overview of the inversion scheme, including the weight-

ing approach are then presented. Synthetic tests based on real events are carried out to

investigate the influence of data noise and 3-D Earth structure in the inversions, and to

highlight the benefits of combining the two datasets. Three real case studies in a range of

tectonic settings are also investigated where the joint inversion of multiple datasets could

be beneficial. For example to resolve large discrepancies between InSAR and seismically-

determined source parameters, such as location, using the examples of the Eureka Valley,

California (17th May 1993, Mw 6.0), and Aiquile, Bolivia (22nd May 1998 Mw 6.5) events

and fault dip angle using the example of Zarand (22nd February 2005, Mw 6.5). For the

events in central Iran and in the central Andes in Boliva, robust source models are partic-

ularly important as there is still much debate surrounding the tectonic regime and seismic

hazard in these regions, that coukd be informed by accurate earthquake information.

5.2 Existing techniques

The approach used to model the seismic data and the algorithms chosen to search the

parameter space are the two key ways in which existing joint inversion techniques differ.

Wald and Heaton (1994) were one of the first to combine multiple datasets in order to

model a large strike-slip earthquake — Landers (Mw 7.3, 28th June 1992). They used a

constrained, damped, linear least-squares inversion approach, which combines teleseis-

mic bodywaves, strong motion data, GPS, and trilateration measurements to determine a

slip distribution for the event. Green’s functions for the teleseismic P and SH waves are

modelled using generalized ray theory, and a frequency wavenumber integration scheme

is used for the strong motion data. Jiet al. (2002a) took a different approach to modelling

the seismic data, in an attempt to include both the high and low frequency features of

the seismogram in the inversion. A Meyer-Yamada wavelet transform is applied to the

seismic data so the inversion is carried out in the frequencydomain, and an objective

function is used to guide a simulated annealing algorithm toselect the best fitting model

(Heat Bath algorithm, Rothman, 1986). The objective function consists of three misfits

corresponding to each of the datasets; a combination of L1 and L2 norm are used for the

low frequency seismic data, the high frequency data requirea correlation function, and

the difference between the geodetic data and synthetics is calculated using a sum-squared
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residuals. This is one of the most widely used joint inversion approaches (e.g.the study of

South American subduction zone events, Pritchardet al., 2006). The simulated annealing

algorithm has the advantage of no dependency on the startingmodel and is also used in

Delouiset al. (2002) where ray theory is used to model the seismic data, andthe RMS

misfit is used to guide the inversion. As inversions are guided by the misfit to the data it

can be useful to observe the misfit over the whole parameter space; this is possible with

the Neighbourhood Algorithm (Sambridge, 1998) and it concentrates sampling in the re-

gion with lowest misfit. Lohmanet al. (2002) uses this approach in separate InSAR and

seismic inversion which are iterated between multiple times to determine a best fit model

for both datasets. The afore-mentioned techniques have so far used local or regional seis-

mic data — Funning (2005) uses long period surface waves, which are forward modelled

using normal mode summation and assuming a 1-D Earth model (PREM), and a hybrid

downhill Powell-Monte Carlo approach (Clarkeet al., 1997) is used to determine the best

fitting point source (centroid moment tensor).

Rather than jointly inverting the two datasets, the information can be used separately

to constrain source models independently. For example Hernandezet al. (1999) used the

slip distribution calculated from geodetic measurements as ana priori constraint for the

modelling of the rupture propagation from strong motion data. Shamiret al. (2003) used

a kinematic fault model from the inversion of teleseismic bodywaves to forward model

surface displacements in the form of a synthetic interferogram. The fault parameters (slip

and rake) were then adjusted to achieve the best fit to the observed interferograms. Al-

ternatively fault planes determined from aftershock locations and the inversion of InSAR

data can be used to identify which of the faults were involvedin the earthquake (e.g.

Kozani-Grevena, Mw 6.6, 13th May 1995, Resoret al., 2005).

The common theme for most previous joint inversion techniques is that they assume

a 1-D Earth structure when modelling the seismic data. The effects of 3-D Earth structure

when modelling seismic data, with respect to the joint inversion of seismic and geodetic

data has only been considered by Wald and Graves (2001). Green’s functions for strong

motion data were calculated by forward modelling the strainon a predefined fault struc-

ture using a set body force applied at each strong motion station (Graves and Wald, 2001).

Synthetic tests with 1-D and 3-D Green’s functions revealedthat the slip distribution can
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be recovered with much higher resolution when a 3-D Earth structure is assumed. More-

over, the addition of geodetic data to the seismic source inversion increased the robustness

of the resulting model as it is less sensitive to the Earth structure assumption than seismic

data (Wald and Graves, 2001). However, only locally recorded short period seismic data

were used and the joint inversion scheme presented here considers long period teleseismic

surface and bodywaves.

5.3 Method

5.3.1 Optimisation scheme

A downhill Powell scheme with multiple Monte Carlo starts isused to determine optimal

earthquake point source model solutions. Ten source parameters are determined, assum-

ing a pure double-couple source – seismic moment, centroid spatial location (latitude,

longitude and depth), fault’s strike, dip, rake, average slip, length and width. The tech-

nique is based on an approach originally used for the inversion of geodetic data (Clarke

et al., 1997; Wrightet al., 1999), which has been modified to include seismic data. The

misfit function used in the inversions is aL2-norm function involving differences between

the observed seismogramsdS and the theoretical seismogramstS , and between observed

and theoretical downsampled InSAR displacements (dI andtI , respectively):

m2 = αS
(tS − dS)

T (tS − dS)

dTSdS
+ αI

(tI − dI)
T (tI − dI)

dTI dI
, (5.1)

whereαS andαI are the weights given to the seismic and InSAR data in the inver-

sions, respectively.

Figure 5.1 shows a flowchart illustrating our joint source inversion algorithm. Initial

inversions are carried out using the seismic and InSAR data separately, followed by joint

data inversions. The Powell algorithm (Presset al., 1992) is used to search the parameter

space defined by the input file. The algorithm covaries multiple parameters and for each

change theoretical seismograms and LOS displacements are calculated to determine the

misfit function. This is used as a penalty function which guides the algorithm until a

model leading to a minimum of the misfit function is found. Theresulting source model

represents a local minimum and depends on the initial estimates used at the start.
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Figure 5.1: Flowchart illustrating the joint inversion approach. Solid arrows show the pathway taken in the joint inversion, dashed and dotted lines show pathways for
separate InSAR and seismic inversions, respectively. Mo,Ψ, δ, andλ refer to the seismic moment, strike, dip and rake, respectively. The global minimum misfit is achieved
when 5 of the lowest misfit values within 1x10−5 of each other are obtained.
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Consequently, the algorithm is restarted up to 200 times using different starting model

parameters selected by a Monte Carlo process to determine the source parameters corre-

sponding to the global minimum of the misfit function. The mean misfit values obtained

from separate inversions of InSAR and seismic data are used as guides to determine the

weightsαS andαI . If there are multiple seismic or geodetic datasets these are also in-

verted separately to ensure all features of each dataset areproperly taken into account.

Compared to existing earthquake source inversion methods,a novel aspect in this joint

inversion technique is that the effects of 3-D Earth structure are fully taken into account

when modelling the seismic data, as explained in the following subsection. The InSAR

data are modelled using classical elastic dislocation theory (Okada, 1985), assuming uni-

form slip on a finite fault in a homogeneous half-space (µ = 3x1010 andλ = 3x1010 Pa) a

routine approach widely used in previous studies (e.g.Wright et al., 2003; Funning, 2005;

Biggset al., 2006). The use of homogeneous half-space elastic models has been found to

be an acceptable approximation in the modelling of geodeticdata (e.g., Wald and Heaton

2001), and although it can introduce biases of up to 30% (Chapter 3, section 3.4) for the

purposes of this technique a half-space is adequate as a firstapproximation.

5.3.2 Theoretical seismograms and kernels

Thenth component of a seismogramsn can be represented by the following linear rela-

tionship (e.g.Gilbert and Dziewonski, 1975):

sn(x, t) =
6
∑

i=1

fiKi , (5.2)

wheref is a vector containing the six independent components of themoment tensor:

f = [Mrr Mθθ Mφφ Mrθ Mrφ Mθφ] (5.3)

andK – the excitation kernels – are the partial derivatives of theseismograms with

respect to the moment tensor components:

Ki =
∂sn
∂fi

. (5.4)
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In this study synthetic seismograms and partial derivatives with respect to the seis-

mic moment tensor are calculated using the spectral elementwave propagation package

SPECFEM3D Globe (Komatitsch and Tromp, 1999). This is a highly accurate technique,

fully taking into account 3-D Earth structure, as well as theeffects of gravity, Earth’s ro-

tation, attenuation, topography and of the ocean’s load on seismic waveforms. A variety

of Earth models can be used; in this study the shear wave mantle model S40RTS (Ritsema

et al., 2011) is used in combination with the crustal model CRUST 2.0 (Bassinet al.,

2000), see Figure 5.2 . We calculate 90-min-long theoretical seismograms accurate down

to a period of 15 seconds and each run takes approximately sixhours using 864 proces-

sors on the UK’s supercomputer HECToR. Since the earthquakes studied have moderate

magnitudes, we model the source time function as a Dirac delta function. This simplified

assumption can be used because respectively the source dimension and duration of the

earthquakes studied will typically be less than that of the wavelength and period of the

seismic data used. In addition, given the high spatial accuracy of InSAR data and the

limitations in earthquake locations obtained from long-period seismic data (e.g.Ferreira

et al., 2011), we use the centroid locations obtained from inversions of InSAR data alone.

Thus, the seismic inversion is a linear problem and, for eachearthquake, the six moment

tensor excitation kernels only need to be calculated once because the kernels are unlikely

to vary significantly over the length scale searched in the InSAR part of the inversion.

Figure 5.2: The plot on the left shows a horizontal cross section at 100 kmdepth of the shear
mantle model, S40RTS, and CRUST 2.0 is plotted on the right. The colour scale is the same
for both figures except for S40RTS it corresponds to 5% perturbations in shear velocity relative
to PREM and for CRUST2.0 it illustrates 30 km variations in crust thickness, again relative to
PREM. Figures courtesy of Sung-Joon Chang.



124 A joint inversion technique for earthquake source parameters

An example of excitation kernels calculated for a shallow earthquake (h=12 km) lo-

cated in Northern California and for station TLY in Russia atan epicentral distance of

84.0◦ and an azimuth of 336.0◦ is shown in Figure 5.3. Three-component body and

surface wave kernels for the 3-D Earth model S40RTS combinedwith CRUST2.0 (see

Figure 5.2) are compared with calculations for the spherically symmetric Earth model

PREM (Dziewonski and Anderson, 1981). As expected, the long-period surface wave

kernels associated withMrθ andMrφ cannot be well constrained as they are small for

shallow sources (e.g.Dziewonskiet al., 1981). In addition, there are substantial differ-

ences between PREM and 3-D kernels for both body and surface wave kernels (Figure

5.3).
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Figure 5.3: Three component excitation kernels calculated using S40RTS combined with CRUST
2.0 (solid black line) in comparions with kernels calculated using PREM (dashed line) for a source
located at latitude 37.092◦, longitude -117.930◦ and 12 km depth for station TLY (Russia). a) - c)
Show partial derivatives with respect to the six moment tensor components for long period surface
waves and long period body waves are shown in d) - f), and the amplitude scale is uniform for the
surface and body wave plots.
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5.4 Data

5.4.1 Teleseimic waveform data

Three-component seismic data recorded at stations from theGSN, GEOFON and GEO-

SCOPE networks are downloaded from IRIS (Incorporated Research Institutions for Seis-

mology). The horizontal components are rotated into longitudinal and transverse com-

ponents and all three components are deconvolved for instrument response. Two time

windows are used: (i) a window including long period surfacewaves with a dominant

wave period of T∼ 150s (hereafter referred to as LPS) obtained through convolution with

the response of an SRO instrument and filtering with cosine high and low pass filters;

(ii) a window centered on T∼ 30s body waves (hereafter referred to as LPB), which are

band-pass filtered using Butterworth filters.

In order to minimise near-source effects, caustics and multiple orbit overlapping wave

trains, we consider stations with epicentral distances in the range 40◦–140◦ for LPS and

30◦–90◦ for LPB. The waveforms are visually assessed as a quality control measure and,

in order to ensure an even azimuthal distribution of stations. If data from several stations

are available in a 5◦ azimuthal interval, we use the dataset with the best signal-to-noise

ratio.

5.4.2 InSAR data

Interferograms used in this study are calculated using SAR images from ENVISAT, ERS-

1 and ERS-2 satellites. Whenever possible, both ascending and descending tracks are used

for pairs of images with short temporal separations and favorable perpendicular baselines.

The images are processed using ROIPAC (Repeat Orbit Interferometry Package, Rosen

et al., 2004) and the resulting unwrapped interferograms are downsampled from millions

to hundreds of data points using a quadtree decomposition algorithm (e.g.Jónssonet al.,

2002). A Digital Elevation Model (DEM),e.g., 3 arc second Shuttle Radar Topography

Mission (SRTM) data (Farret al., 2007), is used to correct for topographic effects and to

geocode the interferograms.



126 A joint inversion technique for earthquake source parameters










Figure 5.4: Locations and focal mechanisms of the three artificial earthquakes used in this syn-
thetics tests; Normal (red), strike-slip (green), and thrust (blue).

5.5 Synthetic Tests

In this section we carry out synthetic tests to investigate the benefits of joint source in-

versions in the presence of data noise and of lateral heterogeneity. We consider three

fictitious earthquakes of varying magnitude and faulting mechanisms (Figure 5.4) – nor-

mal (Mw 6.0), strike-slip (Mw 6.6), and thrust (Mw 6.5) – based on past earthquakes to

ensure that the tests are as realistic as possible. Specifically, the input source parameters

used to generate the synthetic data are based on previous studies of the following earth-

quakes: (i) 1993 May 17, Mw 6.1, Eureka Valley (Massonnet and Feigl, 1995; Weston

et al., 2012); (ii) 1998 May 22, Mw 6.6 Aiquile, Bolivia (Funninget al., 2005a; Devlin

et al., 2012); (iii) 2005 May 22, Mw 6.5 Zarand, Iran (Talebianet al., 2006).

The synthetic interferograms are calculated using elasticdislocation theory (Okada,

1985) assuming uniform slip on a finite-fault in a homogeneous half-space and are down-

sampled using quadtree decomposition (e.g.Jónssonet al., 2002). Synthetic seismic data

are calculated using the spectral element method, as described in section 5.3.2.

Tests are first carried out using purely synthetic data (i.e. no noise) for all three fault-

ing mechanisms to verify the technique, and in all the cases the input model is fully recov-

ered in both separate and joint inversions. To add realisticnoise to the synthetic seismo-

grams, characteristic real noise recorded at each station during a period of no significant
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seismic activity, is filtered for the same periods used for the surface and body waves

and is added to the clean synthetics, an approach similar to that used in Hjörleifsdóttir

and Ekström (2009). Noisy InSAR data are created using a part of a real interferogram

containing no coseismic signal to estimate a 1-D covariancefunction by averaging the

autocorrelation function (Hanssen, 2001). This is achieved by trying to fit an exponen-

tial curve of the form,Aeax cosbx, to the 1-D function in a least squares sense, whereA

refers to the maximum variance,x the distance between two points in the interferogram,

anda andb are positive constants. This is then used to generate a variance-covariance

matrix to add random, spatially correlated noise to the clean synthetic data (e.g.Wright

et al., 2003; Lohman and Simons, 2005a). The data in this case referto the quadtreed

forward modelled LOS displacements, which are shown in Figure 5.5 as well as examples

of noisy synthetic seismic data. These noisy synthetic datasets are then used as input data

following the inversion approach described in section 5.3.1.

In order to estimate uncertainties and investigate tradeoffs between the various source

parameters, 100 perturbed noisy synthetic data sets are generated. These 100 data sets

are then inverted using the optimisation scheme explained above. While the distributions

of the various source parameters can be used to estimate their uncertainties, scatter plots

of pairs of source parameters are useful to assess qualitatively the tradeoffs between the

parameters.
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Figure 5.5: Example of the synthetic data used in the tests, where the data shown are for a normal faulting earthquake (Mw 6.0, lat: 37.092◦, lon: -117.930◦, depth: 8 km).
a) - f) show the pure synthetics with no noise (black) and synthetic data with characteristic noise added for surface waves (red) and body waves (blue). g) Quadtreed synthetic
LOS displacements with no noise h) LOS displacements added to those in (g) to perturb the data.
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5.5.1 Importance of 3-D Earth structure

To test the effect of the assumed 3-D Earth structure on the inversions, separate and joint

synthetic source inversions are carried out for a Mw 6.0 normal faulting earthquake de-

scribed by the source parameters in the top row of Table 5.1. Source inversions are carried

out using two sets of seismic moment tensor excitation kernels. One set is calculated for

the 1-D Earth model PREM using normal mode summation (Gilbert, 1976). The sec-

ond set is calculated using the spectral element method for the 3-D Earth mantle model

S40RTS combined with CRUST2.0. For a comparison of the PREM and S40RTS excita-

tion kernels for this event see Figure 5.3. Most notably the P-wave arrivals are earlier and

the amplitudes smaller for the PREM kernels (Figure 5.3d-f)and also some of the surface

wave amplitudes particularly for the transvsere componentare smaller than the S40RTS

+ CRUST 2.0 kernels (Figure 5.3b).

Table 5.1 and the top panel of Table 5.2 show results from separate and joint inversions

using PREM and 3-D Earth excitation kernels, respectively.As expected, the seismic-

only inversions using the 3-D Earth model show a misfit to the data much lower (more

than half) than when using PREM. The joint source inversion results follow the same

trend, with the solutions obtained using the 3-D Earth modelleading to an improved

fit of the seismic and InSAR data (Figure 5.6 b,d,f,i) than results from inversions using

PREM excitation kernels (Fig. 5.6 a,c,e,g). Furthermore, in both the 1-D and 3-D Earth

model tests the body waves recover the input source parameters more robustly than the

surface waves, with the differences between the surface andbody wave inversion results

being more pronounced when using PREM kernels. In particular, the best fitting fault

dip angles from the 1-D inversions are 10-15◦ steeper than in the input source model.

This difference in the recovery of the fault dip is clearly marked out in the tradeoff plots

in Figure 5.7, which show the results of 100 inversions with ‘noisy’ datasets plotted as

a series of scatterplots between pairs of parameters. Moreover, Figure 5.7 shows that

the PREM results are much less tightly clustered in comparison with 3-D Earth inversion

results, with stronger tradeoffs than in the 3-D Earth inversions; the fault rake in particular

shows a wide distribution of values.

It must be noted though that the 3-D Earth structure assumed in these tests may not

necessarily be the correct one, there are still potential errors in the models, as was seen
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in Chapter 4 when testing the location for the Izmit earthquake (Figure 4.11). However,

S40RTS is still an improvement on PREM which shows a poorer fitto the seismic data

(Chapter 4, Figure 4.5), and subsequently the excitation kernels for the three case studies

(sections 5.6-5.8) are calculated using S40RTS.

5.5.2 Effect of data noise

In addition to the normal faulting earthquake synthetic tests, Table 5.2 also shows the re-

sults from the synthetic tests in the presence of realistic noise for the strike-slip and thrust

earthquakes considered. In all cases the joint inversion ofInSAR, long period surface and

body waves recovers a source model overall closest to the input source model. Strike,

dip and rake values from the various separate and joint inversions all vary within± 1◦

from the correct solution. In addition, the deviations fromthe input model are of about

±1 km for the fault width and length, and about±0.2x1018Nm for the seismic moment.

The results from inversions of 100 sets of perturbed synthetic data and the corresponding

tradeoff plots show that for the three earthquakes considered, all the source parameters

are better resolved in the joint inversions (red stars in tradeoff plots in Figures 5.8a, 5.9a,

5.10a) than in InSAR-only (blue stars, Figures 5.8a, 5.9a, 5.10a) and seismic-only inver-

sions (pink stars, Figures 5.8b, 5.9b, 5.10b). In these plots, the source parameters from

the joint inversions appear as tighter clusters and narrower peaks in these histograms than

the results from the separate data inversions. Thus, our newjoint inversion technique is

shown to reduce the level of tradeoffs in ideal conditions. There is a distinct improvement

when determining the rake’s fault angle, which shows wide variation in both the separate

InSAR and seismic inversions. For all three model earthquakes considered, the moment

and dip are also significantly better constrained in the joint inversions, particularly for

the normal and strike-slip synthetic test where tradeoffs between the two parameters are

evident in the seismic-only inversions (Figures 5.8 and 5.9).
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Table 5.1: Summary of source inversion results for a synthetic normal faulting earthquake (Mw 6.0), where the kernels were calculated using PREM. The solution is shown
in bold italics, where latitude, longitude and depth refer to the centroid location and parameters fixed during the inversion are shown in bold. LPS refers to long period surface
waves and LPB long period body waves.

Study Mo (x1018Nm) Lat (◦) Lon (◦) Depth (km) Strike(◦) Dip (◦) Rake(◦) Slip (m) Length (km) Width (km) m2

Solution 1.76 37.092 -117.930 7.25 155.0 35.0 -89.0 0.3 15.0 13.0 - 


LPS 1.63 37.092 -117.930 12.0 136.5 50.03 -114.7 0.37 15.0 9.8 0.320 


LPB 1.61 37.092 -117.930 12.0 152.8 40.7 -87.8 0.31 15.0 11.5 0.600 


LPS, LPB 1.58 37.092 -117.930 12.0 155.2 40.8 -88.4 0.31 15.0 11.5 0.630 


InSAR, LPS 1.73 37.087 -117.948 7.4 153.6 31.6 -99.1 0.24 17.0 14.02 0.013 


InSAR, LPB 1.88 37.092 -117.930 8.2 153.9 40.4 -90.9 0.31 14.6 14.0 0.013 


InSAR, LPS, LPB 1.84 37.094 -117.930 8.0 153.9 39.7 -92.5 0.30 14.7 13.8 0.008 
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Figure 5.6: Comparison of joint source inversion results calculated using S40RTS combined with CRUST 2.0, and PREM kernels for a synthetic normal faulting event. a) -
b) Show the vertical components for long period surface waves, PREM and S40RTS results, respectively. The data are shownin black and synthetics are in red. c)-d) Shows
results for body waves, the vertical component and e) - f) thetransverse components. g) This is the synthetic interferogram used in both joint inversions which use PREM
or S40RTS+CRUST2.0 kernels. h) Interferogram calculated using the results from the joint inversion which uses PREM kernels. i) The same as (h) except the source model
from the joint inversion which uses the S40RTS+CRUST2.0 kernels are forward modelled.
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parameters from 100 inversions using 100 datasets which have been perturbed slightly by char-
acteristic noise. Clear positive or negative slopes suggest tradeoffs between the two parameters.
Strike, dip and rake are in degrees, Moment is in Nm, slip in m,and length, width and depth in
km. X and Y refer to the centroid projected updip to the surface and are given in UTM km rather
than degrees to better illustrate the variations. The histograms show the distribution of the inver-
sion results to illustrate the uncertainties for each parameter and the focal mechanism in at the top
refers to the input model, the parameters of which are denoted by the green star on the tradeoff
plots.
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Table 5.2: Summary of results from the three synthetic tests; normal, strike-slip and thrust faulting events. The input models used to calculate the synthetic data are shown in bold italics, where the latitude, longitude
and depth refer to the centroid location. Parameters fixed during the inversion are shown in bold. LPS refers to long period surface waves and LPB long period body waves. For the thrusttest the subscriptsasc anddsc

refer to ascending and descending InSAR data, respectively.

Study Mo (x1018Nm) Lat (◦) Lon (◦) Depth (km) Strike(◦) Dip (◦) Rake(◦) Slip (m) Length (km) Width (km) m2 -

Solution 1.76 37.092 -117.930 7.25 155.0 35.0 -89.0 0.3 15.0 13.0 


InSAR 1.66 37.095 -117.932 7.28 153.6 36.6 -100.0 0.28 14.6 13.4 0.004 


LPS 1.87 37.092 -117.930 12.0 152.7 31.9 -95.0 0.29 15.0 14.2 0.18 


LPB 1.69 37.092 -117.930 12.0 153.5 34.4 -91.1 0.28 15.0 13.3 0.14 


LPS, LPB 1.73 37.092 -117.930 12.0 154.3 34.6 -90.7 0.29 15.0 13.2 0.29 


InSAR, LPS 1.9 37.091 -117.936 7.64 153.8 36.1 -95.2 0.28 14.8 14.1 0.008 


InSAR, LPB 1.79 37.090 -117.934 7.4 153.9 35.2 -91.9 0.28 14.9 14.2 0.008 


InSAR, LPS, LPB 1.79 37.090 -117.934 7.41 154.0 35.1 -91.9 0.28 14.9 14.2 0.012 


Solution 9.0 -17.903 -65.186 8.4 10.0 80.0 175.0 1.0 20.0 15.0 


InSAR 9.39 -17.904 -65.189 8.4 9.3 82.8 175.2 1.1 19.9 14.9 0.016 


LPS 9.2 -17.903 -65.186 12.0 9.6 73.3 177.0 0.99 20.0 15.4 0.060 


LPB 8.7 -17.903 -65.186 12.0 10.0 79.3 172.0 0.96 20.0 15.0 0.19 


LPS, LPB 8.96 -17.903 -65.186 12.0 9.4 79.2 172.8 0.99 20.0 15.0 0.12 


InSAR, LPS 8.91 -17.905 -65.188 8.1 9.4 81.9 175.0 1.1 19.9 14.3 0.033 


InSAR, LPB 8.67 -17.905 -65.184 8.2 9.3 78.9 174.8 0.98 19.9 14.9 0.034 


InSAR, LPS, LPB 8.90 -17.905 -65.183 8.5 9.3 79.2 174.8 0.97 19.9 15.4 0.041 


Solution 6.43 30.750 56.800 6.6 266.0 67.0 105.0 1.7 12.5 10.1 


InSARdsc 7.23 30.750 56.798 6.8 266.3 66.5 114.9 1.86 12.5 10.4 0.0005 


InSARasc 6.48 30.754 56.792 5.6 266.1 58.4 140.0 1.76 13.0 9.5 0.0030 


InSARasc&dsc 6.74 30.755 57.799 7.0 266.3 66.9 104.6 1.66 12.5 10.8 0.0075 


LPS 6.37 30.75 56.80 12.0 264.3 65.6 105.2 1.67 12.5 10.2 0.11 


LPB 6.13 30.75 56.80 12.0 265.3 69.1 107.6 1.64 12.5 10.0 0.20 


LPS, LPB 6.48 30.75 56.80 12.0 264.8 67.0 104.8 1.71 12.5 10.1 0.21 


InSAR, LPS 5.58 30.746 56.803 5.7 266.4 66.9 104.7 2.04 12.6 7.2 0.0029 


InSAR, LPB 5.71 30.743 56.803 5.7 266.4 68.3 106.1 2.15 12.5 7.1 0.0029 


InSAR, LPS, LPB 6.27 30.750 56.802 6.5 266.3 66.1 105.5 1.71 12.5 9.8 0.0016 
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Figure 5.8: a) Tradeoff scatterplots and histograms for the InSAR only inversion (blue) and joint
source inversion (red) for a synthetic normal faulting event, where the focal mechanism for the
input model is shown at the top. The results were created in the same way and follow the same
format as described for Figure 5.7. b) Tradeoff scatterplotfor seismic-only inversion for Moment,
Strike, Dip and Rake as all other parameters were fixed duringthe inversion.
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Figure 5.9: a) Tradeoff scatterplots for InSAR only inversion (blue) and joint source inversion
(red) for a synthetic strike-slip faulting event, where thefocal mechanism from the joint inversion
is shown in red at the top. b) Tradeoff scatterplot for seismic-only inversion. The format for a) and
b) follow the same as in Figure 5.7.
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Figure 5.10: a) Tradeoff scatterplots for InSAR only inversion (blue) and joint source inversion
(red) for a synthetic thrust faulting event, where the focalmechanism from the joint inversion is
shown in red at the top. b) Tradeoff scatterplot for seismic-only inversion. The format for a) and
b) follow the same as in Figure 5.7.
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5.6 Case Study: Eureka Valley, Mw 6.1, 17th May 1993

The Eureka Valley, California, earthquake was part of a sequence of events including

the large strike-slip Landers earthquake (Mw 7.3, 26th June 1992). The Eureka Val-

ley is on the California-Nevada border, within the Basin andRange Province (Figure

5.11). Regional extension plays an important role in driving the deformation within the

Pacific-North American plate boundary zone (e.g.Atwater, 1970). The event occurred on

a buried normal fault which is one of five currently known normal fault zones between the

Panamint Valley - Hunter Mountain - Saline Valley fault system and the Furnace Creek

and Fish Lake Valley faults (Oswald and Wesnousky, 2002). These fault systems make up

part of the Eastern California Shear Zone, which is thought to accommodate the relative

motion between the Pacific and North American plates not taken up by the San Andreas

fault system, west of the Sierra Nevada (e.g.Atwater, 1970).

The Eureka Valley earthquake was a Mw 6.1 normal faulting event, which occurred

at 23.20 (GMT) on 17th May 1993. More than 500 aftershocks followed the event (Asad

et al., 1999), including three larger than magnitude 4.5 (Massonnet and Feigl, 1995). It

was one of the first events to be measured using InSAR (see Table B.6 for existing stud-

ies, Massonnet and Feigl, 1995; Peltzer and Rosen, 1995), and the quality of the geodetic

data is very high; the coseismic signal is extremely clear due to low levels of noise and

high coherence, therefore strong constraints can be placedon the location and strike (see

Figure 5.12a). Consequently, this event is partly a test of the efficiency of the new tech-

nique. However, there is a large discrepancy of about 55 km between the earthquake’s

location determined using InSAR (Massonnet and Feigl, 1995) and that reported in the

GCMT catalogue, which motivates this case study. By modelling the seismic data using

the earthquake’s location constrained by InSAR data alone and a different Earth model to

the one employed by the GCMT catalogue, this case study investigates whether the two

data sets can be reconciled.

A descending interferogram is calculated from two ERS-1 SARimages, spanning

525 days, and is downsampled to 795 points (see Figure 5.12a). The seismic dataset is

comprised of data from 17 seismic stations which includes a total of 34 waveforms (18

LPS, 16 LPB; see Figures 5.13 and 5.14).
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Figure 5.11: Map on the left provides an overview of the overall tectonic setting of northern California, due to the movement of the Pacific and North American plates. The
Eureka Valley earthquake is denoted by the red star, and the black square refers to the map on the right, which shows the relevant fault zones (based on USGS fault maps)
highlighted in yellow. Focal mechanisms for the event from the GCMT catalogue and results in this study (ICMT) are shown in pink and blue, respectively and the dashed
white box corresponds to the area covered by the InSAR data inFigure 5.12. It should be noted that that there are 55 km between the ICMT and GCMT locations.
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Table 5.3 shows the results for the individual and joint inversions. The fault strike

estimated using long period surface waves is relatively close to that found using InSAR

data. However, the best fit strike from the long period body wave inversions favours a

fault which strikes∼ 30◦ more north-westerly. Table 5.3 suggests a potential tradeoff be-

tween dip and moment for the long period surface waves, with the dip angle being lower

and the seismic moment being larger than in all other inversions. Nevertheless, when all

three datasets are combined the resulting moment in comparison with the surface wave

inversion, is much reduced (1.2x1018 Nm). The dip from the joint inversion is a com-

promise between the slightly steeper angle suggested by geodetic data and the shallower

values preferred by the seismic data. Overall the fit of the joint inversion result to the In-

SAR data is very good (Figure 5.12 b & c) with no obvious fringes present in the residual

interferogram (the difference between the data and forwardmodelled result). The more

north-easterly strike favoured in the body wave inversion is also tested (Figure 5.12 d) and

although the shape of the deformation signal is similar to the data the orientation results

in a mislocation of the pattern and consequently high residuals (Figure 5.12 e). The joint

inversion solution fits the seismic data reasonably well (Figures 5.13 & 5.14). For a few

stations there is a slight underestimation of the surface wave amplitudes (e.g., stations

NNA, GUMO, CHTO, Figure 5.13 a & b). However, the P-wave arrivals are modelled

well in the body wave comparisons (Figure 5.14 a & b). Figure 5.15 shows the tradeoffs

between the various source parameters for InSAR-only inversions (blue), seismic-only

inversions (pink) and joint inversions (red). There is a slight tradeoffs between strike and

rake in the seismic-only inversions (Figure 5.15 b) but the rake is more tightly clustered

than in the InSAR-only inversion. The joint inversion results overall are more tightly clus-

tered, in particular for the fault dip angle and slip, but there is a clear tradeoff between

fault strike and rake and also strike and latitude. This and how this source model compares

with existing ones is discussed in section 5.9.
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Table 5.3: Summary of source inversion results for the Mw 6.1 Eureka Valley earthquake. Models from previous studiesare listed in the top lines followed by results from
this study. The latitude, longitude and depth refer to the centroid location and the misfit value (m2) refers to an L2-norm misfit. Parameters fixed during the inversion are
highlighted in bold. LPS refers to long period surface wavesand LPB long period body waves.

Model Mo Lat. Lon. Depth Strike Dip Rake Slip Length Width Misfit -
(x1018Nm) (◦) (◦) (km) (◦) (◦) (◦) (m) (km) (km) m2

Existing studies
Massonet & Feigl (1995) 1.57 37.11 -117.790 9.2 173.0 54.0 0.43 16.4 7.4
Peltzer & Rosen (1995) 13.0 187.0 50.0 15.0 16.0

Asad et al., (1999) 165.0 60.0

Ichinose et al., (2003) 193.0 48.0 -102.0 


Ritsema & Lay 1.4 37.20 -117.80 10.0 37.0 49.0 -66.0 

GCMT 1.83 36.68 -118.100 15.0 210.0 30.0 -93.0 


This Study

InSAR 1.60 37.11 -117.79 8.6 173.8 41.4 -87.3 0.36 16.6 9.1 0.011 


LPS 1.93 37.11 -117.79 12.0 181.9 24.0 -122.6 0.26 16.6 14.7 0.090 


LPB 1.15 37.11 -117.79 12.0 212.1 35.0 -71.7 0.22 16.6 10.5 0.220 


LPS, LPB 1.39 37.11 -117.79 12.0 215.3 35.5 -63.9 0.27 16.6 10.3 0.200 


InSAR, LPS 1.39 37.13 -117.78 8.5 173.5 51.3 -113.2 0.66 11.0 6.3 0.051 


InSAR, LPB 1.22 37.11 -117.79 6.7 175.3 34.3 -81.8 0.32 15.2 8.3 0.036 


InSAR, LPS, LPB 1.18 37.11 -117.79 6.7 175.3 35.5 -94.4 0.33 15.0 7.9 0.049 
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Figure 5.12:a) Descending interferogram calculated from 2 ERS-1 images(01/06/1992 and 08/11/1993, Track 442) b) Forward modelledinterferogram using joint inversion
result for the Mw 6.1 Eureka Valley earthquake listed in Table 5.3, where the updip projection of the top of the fault to the surface is denoted by the black line c) Residual
between interferogram (a) and forward modelled result (b).d) Shows the interferogram calculated using the joint inversion results, except the strike has been replaced with
the value from the body wave inversion, which shows large disagreement with the joint inversion result and existing studies (Table 5.3). The black line represent the updip
projection of the top of the fault to the surface. e) This is the residual between the model in d) and the data in a), which highlights the poor fit between this model and the data.
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Figure 5.13: a) - b) Fit of joint inversion results for the Mw 6.0 Eureka Valley earthquake (red) to the data (black), filtered for long period surface waves (LPS) where vertical
(Z) and transverse (T) components are shown, respectively.The station name, epicentral distance and azimuth are shownnext to each waveform. Phase offsets between the
modelled and real seismograms could suggest unmodelled heterogeneity in the Earth model used. c) - d) The station distribution and its corresponding misfit to the data for
the vertical and transverse components, respectively. Great circle paths are shown in yellow and the yellow star denotes the earthquake location.
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Figure 5.14: a) - b) Fit of joint inversion results for the Mw 6.0 Eureka Valley earthquake (blue) to the data (black), filtered for long period body waves (LPB) where
vertical (Z) and longitudinal (L) components are shown, respectively. c) - d) The station distribution and its corresponding misfit to the data for the vertical and longitudinal
components, respectively. The format is the same as in Figure 5.13.
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Figure 5.15: a) Tradeoff scatterplots for InSAR only inversion (blue) and joint source inversion
(red) for the Mw 6.0 Eureka Valley earthquake, with the focal mechanism fromthe joint source
inversion shown in red at the top. b) Tradeoff scatterplots for seismic only inversion. Format is
same as in Figure 5.7.
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5.7 Case Study: Aiquile, Bolivia, Mw 6.5, 22nd May 1998

The 1998 Aiquile, Bolivia, earthquake occurred in the Eastern Cordillera section of the

Bolivian Andes (Figure 5.16). The central Andes form the widest part of the mountain

chain (∼ 700 km) and much of the topography reaches elevations of 3-4 km (Lamb, 2000).

This section of the Nazca-South American subduction zone isthe focus of much research

due to the bending of the Bolivian orocline. It is part of the orogenic belt at∼ 17◦ S,

where there is an abrupt change in the horizontal topographic trend, and it is suggested

that this is part of mountain range development which initially forms in a linear geometry.

Paleomagnetic and velocity gradient studies suggest that this bending has occurred in the

last 10 My (e.g.Isacks, 1988; Lamb, 2000; Roperchet al., 2000; McQuarrie, 2002). GPS

observations have also been interpreted as observations ofthe bending in real time (over

the past two decades) at rates comparable to geological rates (Allmendingeret al., 2005).

Presently the convergence of the Nazca-South American plate is accommodated through

the movement of the Bolivian Andes towards the continent’s interior at 7-10 mm yr−1

(Brooks et al., 2011). It is a complicated region and robust earthquake source models

will help us gain insight into the tectonic mechanisms driving the deformation and the

resulting changes in the stress regime, important for assessing the seismic hazard.

The Mw 6.6 earthquake struck the mountainous region of Aiquile on 22nd May 1998

at 04.48 (GMT) and resulted in over 100 deaths and caused widespread damage (Funning

et al., 2005a). Locations reported in seismic catalogues (GCMT, ISC, EHB, NEIC) and

studies with geodetic data (Funninget al., 2005a; Devlinet al., 2012) show a wide vari-

ation (Table 5.4), which makes it difficult to identify tectonic structure and mechanism

responsible.
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Figure 5.16:Tectonic setting for the Mw 6.6 Aiquile, Bolivia earthquake, denoted by the red star in the map on the left. The black box refers to the figure on the right which
shows the focal mechanisms from the GCMT catalogue and this study (ICMT) in pink and blue, respectively. The location of town of Aiquile is shown by the yellow circle
and the dashed white box refers to the area covered by the InSAR data shown in Figure 5.19. The high central plateau known asthe Antiplano and the more rugged region of
the Eastern Cordillera, which reaches heights of 6.5 km (Lamb, 2000) and forms part of the Bolivian Andes, are also highlighted.
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The InSAR data for this event are extremely poor due to high levels of noise and poor

coherence, and although different studies have found the fault to be near vertical, various

InSAR studies and the GCMT catalogue report different dip directions (Funninget al.,

2005a; Devlinet al., 2012) and large differences in epicentral location (see Chapter 3).

One descending interferogram spanning 821 days is calculated from SAR images taken

using the ERS-2 satellite (Figure 5.19 a), this large measurement period is likely partly

responsible for the poor quality of the data and could include deformation signals due to

events other than the earthquake. Seismic data from 38 stations are used, which results in

a total of 86 waveforms (52 LPS, 34 LPB; see Figures 5.17–5.18).

Separate inversions of all three datasets show a general good agreement, favouring

a steeply-dipping N-S striking fault (Table 5.4). However,there is a clear moment-dip

tradeoff in the surface wave inversion, with the corresponding best fit model having a

much shallower dip angle and the largest moment estimate of all inversion results. There

is a larger thrust component obtained in the body wave inversion and combining the two

seismic datasets results in a vertical fault with pure rightlateral strike-slip. A combination

of all three datasets introduces a tradeoff between the width and slip; the fault width

increases to 18 km and a reduction in slip compensates for this. The fit to the long period

surface waves is excellent (Figure 5.17). For long period body waves (Figure 5.18), the

data fit is still reasonable, but some phase shifts in P and SH wave arrivals are evident

at some stations. Moreover, there is a slight azimuthal trend in the fit of the SH wave

synthetics to the data (Figure 5.18e). The InSAR data is fit reasonably well, particularly

for the east side of the deformation pattern but there are four residual fringes (Figure 5.19

c) to the south-west. This is partly due to the shorter lengthof the fault (14 km) which is

linked with the tradeoff of the fault size and slip, which in turn influences the dip (Figure

5.20 a). In tests with added realistic noise both separate InSAR and seismic inversions

favour a steeper dip of 80◦ but in the joint inversion this is shifted to 50◦, this is partly due

to the poor quality of the InSAR data and is an issue which is discussed in section 5.9.

Despite this though in the joint inversion the strike and rake are much better constrained.
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Table 5.4: Summary of source inversion results for the Mw 6.6 Aiquile earthquake. Format is same as in Table 5.3.

Model Mo Lat. Lon. Depth Strike Dip Rake Slip Length Width Misfit
(x1018Nm) (◦) (◦) (km) (◦) (◦) (◦) (m) (km) (km)

Existing studies

InSAR, Funning et al., (2005) 7.7 -17.899 -65.164 7.40 7.0 79.0 171.0 1.1 14.5 15.0

InSAR, Funning et al., (2005) (ds) 8.44 -17.893 -65.177 7.30 7.0 79.0 171.0 0.6 24.0 18.0

InSAR, Devlin et al., (2012) -17.910 -65.153 5.8±0.2 1.0±1.0 75.0± 1.0 179.0±1.0 21.0± 1.0 8.0±1.0

Seismic, Devlin et al., (2012) -17.860 -65.539 11.0 358.0 84.0 179.0

GCMT 8.44 -17.600 -65.200 15.0 186.0 79.0 -178.0
This study

InSAR 7.27 -17.899 -65.165 7.4 7.3 79.1 171.3 1.1 14.6 15.0 0.048

LPS 9.08 -17.899 -65.165 12.0 4.1 60.4 176.1 1.2 15.0 16.7 0.082

LPB 6.87 -17.899 -65.165 12.0 1.4 87.6 164.5 1.1 15.0 14.5 0.36

LPS & LPB 7.7 -17.899 -65.165 12.0 4.6 90.0 180.0 1.2 15.0 14.5 0.193

InSAR, LPS 7.15 -17.899 -65.173 8.3 3.5 82.7 179.5 1.0 13.7 16.6 0.172

InSAR, LPB 4.64 -17.911 -65.162 7.23 7.5 75.2 161.1 0.87 11.8 15.0 0.156

InSAR, LPS, LPB 6.75 -17.901 -65.169 8.9 4.2 81.1 179.8 0.89 14.0 18.0 0.188
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Figure 5.17: a) - c) Fit of joint inversion results for the Mw 6.6 Aiquile earthquake (red) to the data (black), filtered for long period surface waves (LPS) where vertical (Z)
transverse (T) and longitudinal (L) components are shown, respectively. The station name, epicentral distance and azimuth are shown next to each waveform. d) - f) Show
the station distribution and its corresponding misfit to thedata for the vertical, transverse and longitudinal components, respectively. Great circle paths are shown in yellow
and the yellow star denotes the earthquake location.
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Figure 5.18: a) - c) Fit of joint inversion results for the Mw 6.6 Aiquile earthquake (blue) to the data (black), filtered for long period body waves (LPB) where vertical (Z)
transverse (T) and longitudinal (L) components are shown, respectively. The station name, epicentral distance and azimuth are shown next to each waveform. d) - f) The
station distribution and its corresponding misfit to the data for the vertical, transverse and longitudinal components, respectively. Great circle paths are shown in yellow and
the yellow star denotes the earthquake location.
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Figure 5.19: a) Descending interferogram calculated from 2 ERS-2 images(11/04/1996 and
30/07/1998, Track 239) b) Forward modelled interferogram using joint inversion result for the
Mw 6.6 Aiquile, Bolivia earthquake listed in Table 5.4. The black line represents the updip pro-
jection of the top of the fault to the surface. c) Residual between interferogram (a) and forward
modelled results (b).
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Figure 5.20: a) Tradeoff scatterplots for InSAR only inversion (blue) and joint source inversion
(red) for the Mw 6.6, Aiquile earthquake, with the focal mechanism from the joint source inversion
shown in red at the top. b) Tradeoff scatterplots for seismiconly inversion. Format is same as in
Figure 5.7.
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5.8 Case Study: Zarand, Iran, Mw 6.5, 22nd February 2005

The 2005 Zarand, Iran earthquake occurred on a previously known fault in the Kerman

province in south-central Iran. This region is shortening due to the collision of the Ara-

bian and Eurasian plates (Figure 5.21), which are converging at a rate of∼ 24 mm yr−1

(Rouhollahiet al., 2012). The fault is part of the Kuhbanan fault zone (Figure 5.21);

however, unusually, this reverse event occurred on a fault plane oblique to the edge of the

mountain range, as defined by the Kuh-Banan fault (Talebianet al., 2006). Furthermore,

the seismic potential of this fault was underestimated due to its unclear geomorphological

expression and lack of evidence for recent activity. This isthought to be due to the high

levels of erosion as a result of winter rain, snow melt and weak rocks. Triassic-Jurassic

sediments mostly comprised of sandstones and shales make upmuch of the epicentral

region (Talebianet al., 2006).

The Mw 6.5 earthquake occured at 02.25 (GCMT) on the 22nd February 2005, and

caused over 500 fatalities (Rouhollahiet al., 2012), only a year after the Bam earthquake

which ruptured a blind strike-slip fault further south (e.g.Talebianet al., 2004), and re-

sulted in more than 30,000 fatalities (USGS, 2010). These two earthquakes highlight the

difficulty of estimating the seismic hazard in this region. Therefore, robust source models

are beneficial for gaining insight into the tectonic processes driving the deformation in

this region, and consequently to achieve a better understanding of the potential for future

earthquakes.

Two interferograms (ascending and descending) calculatedusing images from EN-

VISAT were available for this event (Figure 5.22 a & b). However, the signal is very

decorrelated near the fault due to steep terrain, possible snow, coseismic ground shak-

ing, and landslides (Talebianet al., 2006). The dip reported by the GCMT catalogue is

much shallower than those reported by existing studies (Table 5.5, Talebianet al., 2006;

Rouhollahiet al., 2012). This event is the most recent of all the three case studies and the

second highest in moment magnitude. A total of 92 seismic waveforms are used (46 LPS,

46 LPB) from 36 stations (see Figures 5.23–5.24).
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Figure 5.21: Tectonic setting for the Mw 6.5 Zarand, Iran earthquake. Map on the left shows the overall regime due to the collision of the Arabian and Eurasian plates. The
earthquake location is denoted by the red star and the black box refers to the figure on the right, where known faults in the region are shown in black, including the Kuh
Banan fault zone, locations are from (Walkeret al., 2009). The white dashed box refers to the area covered by thetwo sets of InSAR data shown in Figure 5.22, and the focal
mechanisms from the GCMT catalogue and this study (ICMT) areshown in pink and blue respectively.
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Table 5.5 shows that separate inversions of the two interferograms result in source

parameters which disagree regarding fault geometry, wherethe ascending data favour a

larger right lateral strike-slip component and a much higher moment. The source model

from the ascending interferogram shows a higher misfit to thedata and hence is given less

weight than the descending data in the subsequent joint inversions. The best fit model

from the inversion using only body wave data exhibits a strike, dip and rake similar to

the InSAR-only solutions, however, the moment is the lowestof all the source models

(Mo = 3.78x1018 Nm). The resulting source model from the joint inversion of InSAR

and LPS is very similar to that calculated using InSAR and LPB. A joint inversion of

InSAR, surface and body waves results in a model which in general fits the seismic data

well, particularly the LPS (Figure 5.23), where a slight azimuthal trend in the misfit of the

vertical component data is apparent (poorer fit for stationsat 90◦ and 270◦, Figure 5.23d).

Overall the body wave data fit is good (Figure 5.24), except for a few stations, notably for

some SH waves (e.g., for stations DGAR, PAB, TSUM, WRAB in Figure 5.24 b & e).

The optimal source model from the joint inversion fits the observed deformation pattern

reasonably well, for the descending interferogram. However, there are several fringes

in the ascending residual (Figure 5.22 c) and the tradeoff plots in Figure 5.25 clearly

show the disagreement in source parameters between the two interferograms, this issue

is discussed in section 5.9. The seismic-only inversions (Figure 5.25 b) are relatively

tightly clustered, although there is a slight tradeoff in strike and moment. There is an

improvement when the two interferograms are jointly inverted with the seismic data, the

results (red stars, Figure 5.25) are much more tightly clustered, and the moment, dip and

rake are particularly better constrained than in single-data type inversions.
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Table 5.5: Summary of source inversion results and existing studies for the Mw 6.5 Zarand earthquake. Format is same as in Table 5.3.

Study Mo (x1018Nm) Lat (◦) Lon (◦) Depth (km) Strike(◦) Dip (◦) Rake(◦) Slip (m) Length (km) Width (km) m2

Existing studies

Bodywaves, Talebian et al., (2006) 4.9 56.736 30.774 7.93 270 60 104 0.8 


InSAR - Talebian et al., (2006) 6.7 4.8 266 67 105 1.7 12.6 10.4 


Strong motion - Rouhollahi et al. (2012) 7.0 260.0 60.0 104.0 18.0 14.0 


GCMT 5.2 56.800 30.760 12.0 266.0 46.0 124.0 


EHB 56.790 30.710
This study

InSAR 6.25 56.792 30.754 3.8 270.9 65.0 107.8 2.23 13.1 7.2 0.018 


InSAR Asc 7.44 56.793 30.805 4.8 264.2 62.5 110.1 2.1 13.8 8.6 0.062 


InSAR Dsc 6.91 56.806 30.799 4.1 273.4 64.6 96.8 2.0 13.4 8.7 0.005 


LPS 8.52 56.797 30.803 12.0 284.2 24.2 136.2 1.1 13.0 20.75 0.100 


LPB 3.78 56.797 30.803 12.0 272.3 55.8 104.9 0.94 13.0 10.3 0.530 


LPS & LPB 5.0 56.797 30.803 12.0 272.9 53.4 110.0 1.2 13.0 10.6 0.426 


InSAR & LPS 6.36 56.804 30.798 3.9 270.4 64.9 103.2 2.1 13.1 7.6 0.029 


InSAR & LPB 6.56 56.805 30.799 4.1 269.0 65.4 94.9 2.1 13.0 7.9 0.041 


InSAR, LPS & LPB 6.50 56.805 30.799 4.1 269.1 65.2 97.03 2.1 13.0 7.9 0.046 
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Figure 5.22: Fit of joint inversion results for the Mw 6.5 Zarand earthquake. a) Ascending in-
terferogram calculated using two images from 19/09/04 and 13/03/05, taken on track 285. b)
Descending data calculated using images from 17/02/05 and 24/03/05 on track 435. The sec-
ond row c) and d) are synthetic ascending and descending interferograms, respectively, forward
modelled using the joint source inversion result. e) - f) arethe residuals for the ascending and
descending data and results, respectively.
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Figure 5.23: a) - c) Fit of joint inversion results for the Mw 6.5 Zarand earthquake (red) to the data (black), filtered forlong period surface waves (LPS) where vertical (Z)
transverse (T) and longitudinal (L) components are shown, respectively. The station name, epicentral distance and azimuth are shown next to each waveform. d) - f) The
station distribution and its corresponding misfit to the data for the vertical, transverse and longitudinal components, respectively. Great circle paths are shown in yellow and
the yellow star denotes the earthquake location.
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Figure 5.24: a) - c) Fit of joint inversion results for the Mw 6.5 Zarand earthquake (blue) to the data (black), filtered for long period body waves (LPB) where vertical (Z)
transverse (T) and longitudinal (L) components are shown, respectively. The station name, epicentral distance and azimuth are shown next to each waveform. d) - f) The
station distribution and its corresponding misfit to the data for the vertical, transverse and longitudinal components, respectively. Great circle paths are shown in yellow and
the yellow star denotes the earthquake location.
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Figure 5.25: a) Tradeoff scatterplots for joint inversion results (red)and InSAR for the Mw 6.5
Zarand earthquake, where separate inversions were carriedout using the ascending (cyan) and
descending (blue) data and the focal mechanism is shown in red at the top. b) Tradeoff scatterplots
for inversion of seismic data. Format is follows that described in Figure 5.7.
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5.9 Discussion

The results from both synthetic tests and real data inversions will now be discussed in

terms of the data used, fault geometry and centroid location, with particular reference to

the effect of incorporating 3-D Earth structure in the modelling of seismic data.

A key consideration in joint inversions is the weighting of each dataset; the results

from the analysis of the Zarand earthquake highlight in particular the importance of con-

sidering separately the various datasets, even when they are of the same type. Two inter-

ferograms from ascending and descending tracks were available for this event and separate

inversions of the two datasets led to source parameters withconsiderable discrepancies,

with fault rake exhibiting the largest differences. This type of issue has been previously

reported in inversions with synthetic data (e.g.Lohmanet al., 2002), and it is widely ac-

knowledged that data from both ascending and descending tracks are needed to constrain

the rake as the displacements are measured from more than onelook direction (e.g.Wright

et al., 2003). Moreover, the ascending data were acquired at a shallower angle (41◦) to

the descending data (23◦) and consequently are less sensitive to vertical motions than the

descending data. This could explain the difference in faultgeometry between the two

datasets and also the higher misfit of the reuslting joint inversion forward model to the

ascending data. The poorer fit to the ascending data is also partly explained by unresolved

tradeoffs in the joint inversion and the type of misfit and weighting approach used, issues

which are discussed later.

Body waves and surface waves also need to be considered separately, mainly due to

their varying sensitivity to the Earth structure. Results from synthetic tests using 1-D and

3-D Earth models show that long period surface waves are moresensitive than long period

body waves to 3-D Earth structure (Tables 5.1 & 5.2, Figure 5.6). Due to their natural

dispersion and sensitivity to shallow structure, long-period surface waves show a stronger

frequency dependence regarding changes in phase and amplitude (e.g.Zhouet al., 2011).

The difference is particularly clear when assuming a 1-D Earth structure, with evident

phase shifts in the Rayleigh waves (Figure 5.6 a), although there are also shifts in the

arrival of SH waves (Figure 5.6 c). Similar changes in waveforms from comparisons of

wave propagation simulations for 1-D and 3-D Earth models have been observed in other

studies (e.g.Marqueringet al., 1998; Furumuraet al., 1999).
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The changes in waveforms due to Earth structure influence therecovery of resulting

source parameters. In this study the fault dip angle is particularly poorly constrained in

synthetic tests using the 1-D Earth model, PREM, with results from separate and joint

inversions leading to a steeper dip angle than the actual input solution (5-15◦ steeper).

Results from PREM surface wave inversions exhibit the steepest fault dip angle and all

other parameters are the furthest from the input solution, yet the surface wave solution

leads to a lower misfit to the long period surface waves (m2=0.32) than the long period

body waves (m2=0.60). This suggests that errors in the Earth structure andin the retrieved

source model compensate each other, leading to an overall good fit to the observed long

period surface waves.

Tests with real data have also highlighted the influence of the assumed Earth structure

model on the resulting source parameters. Previous geodetic and seismic studies found

a large range of values for fault strike for the Eureka Valleyearthquake (∼ 30◦ varia-

tion). The results from the InSAR inversion in this study arein agreement with a previous

geodetic study by Massonnet and Feigl (1995). Peltzer and Rosen (1995) suggest a more

westerly striking fault (strike=187.0◦), which is in agreement with other seismic studies

suggesting strike values of 193◦ (Ichinoseet al., 2003) and of 210.0◦ (GCMT). Inter-

estingly, these seismic studies assume a 1-D velocity structure, whereas an aftershock

relocation study using a 3-D velocity model obtains a fault plane with a strike of 165◦

that is in better agreement with the LPS inversion in this study, which also employs a 3-D

Earth structure model. However, the body wave inversion results in this study suggest a

strike more in agreement with seismic results that assume a 1-D velocity structure or a

very smooth 3-D Earth model. Yet substituting this more north-westerly strike (210◦) into

the joint inversion result significantly reduces the fit to the interferogram (Figures 5.12d

& e). Therefore, considering the shorter period of the body waves (T∼ 30 s) , this could

suggest that smaller scaler heterogeneities, at a local level as in Asadet al. (1999), and

a global level are at least one factor that needs to be taken into account to improve the

modelling of the body waves.

Existing studies for the Eureka Valley earthquake also propose a wide range of dip

angles (30◦-60◦). Geodetic studies (Massonnet and Feigl, 1995; Peltzer andRosen, 1995)

determine a dip of∼50◦ but there are large discrepancies concerning the seismic studies.
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A moment tensor inversion of regional seismic data finds a similar value of 48◦ (Ichinose

et al., 2003) but information from relocated aftershocks suggesta steeper dip (e.g. a dip

value of 60◦ by Asadet al., 1999), and the GCMT catalogue reports the shallowest dip of

all the existing studies, dip=30◦. Another moment tensor inversion study which uses long

period regional data obtains a fault which dips at 49◦, but in the opposite direction to all

other results (Ritsema and Lay, 1995). The dip from the jointinversion results presented

here lies in the shallower region of estimates,∼ 37.0◦, but this fits the data very well and

could be due to tradeoffs between the fault geometry, strikeand rake (Figure 5.15). The

wide variation in fault geometry estimates in existing studies might be due to the complex

nature of the event; curvature of the aftershock locations suggests that the fault could be

slightly concave (Asadet al., 1999). If this is the case then complex fault geometries are

more likely to influence the body waves and could partly explain the poorer fit to these

waveforms (Figure 5.14, in comparison with the surface waves (Figure 5.13).

A similar issue concerning the fault dip angle is highlighted in the results for the

Zarand earthquake. InSAR and body wave source inversion results for this earthquake

agree well with existing source models (e.g.Talebianet al., 2006; Rouhollahiet al., 2012).

A slightly shallower dip (55.8◦) and lower moment are favoured in this body wave inver-

sion in comparison with body wave results from Talebianet al. (2006), but this could be

due to the different velocity structures assumed (half-space in Talebianet al., 2006). In

addition, we use longer body-wave time series in this study.An inversion of long period

surface waves results in a much shallower dip angle (24.2◦), shallower than the GCMT

result (45.0◦), but when combined with the body waves the dip steepens to 55◦. This

suggests that the shallower GCMT dip could be due to a strong influence of long period

surface waves in the inversions. There is significant lateral heterogeneity in the crust

and upper mantle in this region as a result of the convergenceof two continental plates

(e.g.Priestleyet al., 2012; Hatzfield and Molnar, 2010; Kavianiaet al., 2007). Therefore,

the lack of inclusion of accurate crustal properties could be responsible for this under-

estimation of the dip angle. Incorporating accurate crustal properties at the source and

receiver could further improve the long period surface wavesource inversion results (e.g.

Hjörleifsdóttir and Ekström, 2009).

Using earthquake locations estimated using InSAR along with a 3-D Earth structure
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model is an attempt at trying to resolve these issues surrounding the influence of the as-

sumed Earth structure, including the mislocation of events. Joint inversion results for

Eureka Valley and Aiquile have shown that the 40-50 km discrepancies in seismic and

geodetic locations can be resolved. Using the locations determined using InSAR in the

modelling lead to a good fit to the seismic data in both cases (Figures 5.13, 5.14, 5.17

& 5.18 ). The seismic data can be reconciled with InSAR-determined locations, includ-

ing in complex regions such as the central Andes in Bolivia, where accurate earthquake

locations and source models are especially important for further understanding their com-

plicated tectonic regime. However, the use of the InSAR location to try and fit the data

could be biasing the resulting source models, due to tradeoffs between location and Earth

structure. This could also explain some of the variations insource parameters seen for the

seismic only inversions in comparison with the InSAR-only and joint inversion results,

for example, the shallow dip estimates from the long period surface wave inversions for

all three case studies (Tables 5.3, 5.4 & 5.5).

The synthetic tests in the presence of noise carried out in this study clearly showed

that the joint inversion technique reduces the level of tradeoffs within model solutions.

Moreover, for all three case studies, it is found that the source parameters, particularly

fault strike, dip and rake, are more robustly constrained (Figures 5.15, 5.20 & 5.25) in

joint inversions using InSAR and seismic data than in separate data inversions, and that

both datasets are fit reasonably well. However, the fit to the InSAR data for the Aiquile

and Zarand events could be improved. The few fringes of displacement in the residual

interferogram for Aiquile (Figure 5.19) could be due to the underestimation of the fault

length in the joint inversion, 14 km in comparison with the 24km and 21 km reported

by Funninget al. (2007) and Devlinet al. (2012), respectively. If a length of 19 km is

used instead then a residual interferogram similar to that seen in Funninget al. (2007)

is obtained. Therefore the length is likely underestimated, and this could be due to the

tradeoffs between length, width and slip that are not resolved in the joint inversion. The

addition of seismic data may not resolve these tradeoffs because the period of the data used

provides little constraint on the length, as the earthquakeis a point source with respect the

wavelength.
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A similar issue is seen for Zarand, where the fit to the ascending data could be im-

proved, there are several residual fringes (Figure 5.22 e) which is partly due to the data

being heavily downweighted, with respect to the descendingdataset, in the joint inversion.

This is based on the high misfit value observed in the InSAR-only inversion, which may

be the result of the assumption of uniform slip on one fault, amulti-segment or distributed

slip model could improve the fit to this dataset. Talebianet al.(2006) suggest a kink in the

fault may better explain the ascending data, but argue that this is not consistent with field

observations. They do achieve a better fit to the ascending track than that seen in Figure

5.22, and slip shows the largest discrepancy between their model and the one reported

here. If the lower slip value from Talebianet al. (2006) is used (1.6 m) instead then the

number of residual fringes is reduced, thus suggesting thatour slip estimate is too high

and leads to an over-modelling of the displacement. This high slip value is partly due to a

tradeoff with width and length in the joint inversion, when the seismic data are combined

with the InSAR data a thinner fault is favoured (Figure 5.25). Moreover, this slip value

appears to be originating from the InSAR data, if the separate InSAR inversion results

are considered (Table 5.5). Therefore, the weighting and modelling assumptions, seem to

explain the resulting high slip value in the joint inversionand consequently the poorer fit

to the ascending track.

Fundamentally InSAR and seismic data are two very differentdatasets which record

different aspects related to the earthquake source, and a degradation in fit for both datasets

when viewed individually is to be expected, as the inversionis trying to fit both of them.

This is partly accounted for by modelling the earthquake using relatively simple and al-

most equivalent approaches for both datasets; point sourceapproximation for the seismic

data and uniform slip on a finite fault with respect to the InSAR data. The misfit function

and weighting of the datasets are also important considerations. The results for Zarand

highlight the influence of the misfit and weighting approaches on the inversion result.

Here an L2-norm misfit is used for all datasets and the weighting is based on results from

the separate inversions of the two datasets. This is a relatively simple approach and re-

lies on the assumptions that the model for the separate inversions is best possible model

for that dataset, and that the same misfit calculation is appropriate for both datasets. A

more complicated misfit function could have been chosen, forexample Jiet al. (2002a)
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use three different approaches to determine the misfit for the geodetic, high and low fre-

quency seismic data (see section 5.2). The misfit to the seismic data can also take into

account the fit of each seismic station to the data and the station azimuthal distribution

(e.g.,Vallée et al., 2011). Furthermore, the weighting of the two datsets couldbe based

on the noise in the datasets (e.g.,Sudhaus and Jónsson, 2009) instead of the misfit, and

this issue of weighting is discussed in more detail Chapter 6. Overall though the results

from both the synthetic tests and the case studies show that the misfit and weighting ap-

proaches used are sufficient to effectively combine the InSAR and seismic data, and ways

to further improve the joint inversion technique are discussed in the following Chapter.

5.10 Conclusions

A new joint earthquake source inversion technique is presented, which uses InSAR and

long-period teleseismic data and takes into account the effects of 3-D Earth structure

when modelling the seismic data. Synthetic tests in the presence of data noise and using

1-D and 3-D Earth models highlight the improvement in fault geometry and moment

determinations that can be achieved by combining InSAR and seismic data, particularly

when using a 3-D Earth model.

This result and the PREM and S20RTS comparisons from Chapter4 prompted the use

of a 3-D Earth model to calculate the seismic exciation kernels. Using the InSAR location

to calculate the excitation kernels demonstrates that the two datasets can be reconciled

and overall a good fit to both datasets can be achieved. Tradeoffs between fault geometry

and moment are reduced in the joint inversions when comparedwith separate inversion

results. Where there are discrepancies between the separate long period surface and body

wave inversions, that are not fully resolved in the joint inversion, this could partly be ex-

plained by unmodelled lateral heterogeneities in the assumed Earth model. For example,

the body wave inversion results for the Aiquile and Eureka Valley earthquakes suggest

that improved modelling of these waves at these periods could require the incorporation

of smaller scale heterogeneities in current Earth models. Moreover, in regions with high

levels of heterogeneity, such as central Iran, realistic crustal properties are important for

the robust modelling of surface waves. Consequently, even higher resolution global man-

tle and crustal models in the future would be beneficial for teleseismic source studies.



168 A joint inversion technique for earthquake source parameters

Overall this technique illustrates the existing potentialto incorporate the effects of 3-D

Earth structure and combine the strengths of InSAR and seismic data to determine robust

source models.



Chapter 6

Discussion and Conclusions

The findings in this thesis will now be summarised and discussed in the context of the data

and inversion approaches used, assumed Earth structures and the influence of these factors

on resulting source models, and the consequences for their subsequent interpretation.

6.1 Spatial and temporal resolution

InSAR and seismic data are contrasting datasets regarding their spatial and temporal res-

olution. InSAR can be seen as a ‘ground truth’ for the location of moderate magnitude

earthquakes. As was seen in Chapters 3 and 4, the geodetic location when combined with

high-degree seismic tomography models, significantly improved the fit to the observed

seismic data. However with the current satellite resources, InSAR data lack temporal res-

olution, it is impossible to identify the sequence of eventswhich may have occured in the

length of time the interferogram covers and any deformationsignals related to the events

other than the other earthquake can bias inversions. Afterslip, poroelastic or viscoelastic

relaxation if modelled as coseismic deformation could leadto an overestimation of the

moment magnitude (Figure 3.3, Chapter 3).

The influence of postseismic deformation and also atmospheric perturbations are key

issues, and methods for characterising and removing these are currently being developed,

with a particular focus recently on removing phase delays due to the atmosphere. This

includes using atmospheric models to simulate the potential phase delay due to water

vapour (e.g., Puysseguret al., 2007; Doinet al., 2009; Wadgeet al., 2010) and detecting

smaller surface displacements with increased accuracy (e.g., Shirzaei, 2013). The effects
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of postseismic deformation would be reduced by using interferograms that just cover the

very short time period in which the earthquake occurred (∼ 20 seconds), currently an

unlikely scenario for InSAR but could be possible in the future with real-time GPS. When

the SENTINEL-1A satellite is launched in 2013, it will have arepeat orbit of 12 days;

once the second satellite is available, the time period between images could be reduced to

just six days (Potin, 2011), compared with 35 days for the majority of the ERS-1, ERS-2

and the Envisat missions.

In comparison, seismic data have much better temporal resolution than InSAR, the

signal solely due to the earthquake is recorded and for localnetworks a much higher

resolution picture of the propagation of the rupture can be attained, in particular from

strong motion sensors, which are able to record the higher amplitude seismic waves more

robustly. Recordings from large strike-slip events in the past decade or so, such as the

Mw 7.3 Izmit earthquake in 1999 in Turkey and the Mw 7.9, Wenchuan earthquake in

China in 2008 have enabled in-depth studies into not only thedistribution of slip, but also

the propagation of the rupture (e.g.Delouiset al., 2002; Zhanget al., 2012). This also

includes the observation of supershear rupture, for Izmit (e.g.Bouchonet al., 2002).

InSAR in comparison often has better spatial resolution andaccuracy; therefore, these

two datasets are very complementary. InSAR and seismic dataare both powerful tools for

constraining the slip distribution; yet, when combined, the InSAR data can further refine

the spatial distribution of slip and seismic data are able toconstrain the temporal features

(e.g., Salichonet al., 2004).

6.2 Weighting the data

Increasingly, InSAR data are being jointly inverted with other types of data, particularly

GPS and seismic data. All these datasets when inverted individually can give rise to trade-

offs, particularly between dip, rake and moment but, when combined, these tradeoffs can

be reduced, as seen in the joint inversion results for the Eureka Valley, Aiquile and Zarand

earthquakes in Chapter 5. Moreover, the InSAR inversions for the Zarand earthquake

using the ascending and descending tracks highlight the importance of considering each

dataset separately before combining them in a joint inversion.

Misfits from these separate inversions are the approach currently used to weight the
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contribution of each dataset, but there are numerous approaches to weighting, which are

well summarised in Sudhaus and Jónsson (2009). The weightscan be equal (e.g., Be-

labbeset al., 2009) or arbitrary weights can be set (e.g., Delouis et al., 2002). The

weights can be based on misfit statistics (e.g., Salichonet al., 2004) or the covariance

of each dataset (e.g., Wright et al., 2004a; Sudhaus and Jónsson, 2009). Alternatively,

the datasets can be normalized so that the sum of the weights assigned to the individual

data points is equal to one and consequently the weights are inversely proportional to the

measurement errors (e.g., Fialko, 2004b). A similar approach can be taken if the data are

subsampled, and in this case the weights can be related to thearea that each of the data

points represent (e.g., Simonset al., 2002). A statistical approach can also be adopted

to determine the optimal relative weighting, for example the Aike Bayesian Criterion

(ABIC) (e.g., Funning, 2005). If the error characteristics in the data are used to weight

the datasets they can also be used to propagate the data uncertainties to source parameter

uncertainties (Sudhaus and Jónsson, 2009), an issue discussed next.

6.3 Data and source parameter uncertainties

Estimation of the uncertainty or potential errors in earthquake source parameters is an area

of increasing focus. Understanding the range of realistic values is important because when

using them as inputs for Coulomb stress change calculations(e.g., Woessneret al., 2012),

the forward modelling of ground motion (e.g., Imperatori and Mai, 2012) and aftershocks

(e.g., Bach and Hainzl, 2012) they can lead to a range of results with significantly different

implications or interpretations. Variations in fault geometry and location can significantly

impact the results when used in dynamic rupture studies (e.g., Zhang and Chen, 2006;

Kaser and Gallovic, 2008; Oglesbyet al., 2008). There are multiple sources of uncertainty

and error in geodetic, seismic and joint inversions that caninfluence the resulting source

parameters. Incomplete data or errors in the data, the type of model space media and other

assumptions made in the modelling process can all introduceuncertainties. Furthermore,

as there is no uniform method for processing and modelling both seismic and geodetic

data, a blanket approach to assessing the uncertainty cannot be used (e.g., Sudhaus and

Jónsson, 2009).

The estimation of uncertainties concerning InSAR data itself, is the subject of much
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research, as initially the errors involved with InSAR data were not fully understood, likely

the result of the numerous contributing factors of uncertainty that have to be accounted

for. There are various methods of quantifying potential errors in the data, one example

being to add representative noise to the interferogram and estimate the tradeoffs and un-

certainties in source parameters determined from multiplerealisations of these ‘noisy’

datasets (e.g., Wright et al., 2003). ‘Noise’ in this case referring to correlated noise due

to the atmosphere, rather than thermal noise which is uncorrelated (e.g., Bürgmannet al.,

2000). The effect of differences in water vapour content in the troposphere, or of charged

particles in the ionosphere between the two SAR acquisitiondates is typically spatially

correlated. Thus, to simulate the noise in an interferogramaccurately it is important to

accurately estimate the length scale over which it is correlated (e.g., Lohman and Simons,

2005a).

The influence of noise on the resulting source parameters is an issue investigated

by Dawson and Tregoning (2007) where synthetic interferograms were calculated for 84

(Mw 2.4 - 6.7) intraplate earthquakes in Australia and perturbed with characteristic noise.

These simulated ‘noisy’ interferograms were then invertedfor source parameters which

were compared with the original parameters used to produce the simulated interferograms.

For earthquakes greater than Mw 5.8 the horizontal component of the epicentral location

could be determined to within 0.07 km, the depth within 0.15 km and the strike 0.2◦,

whereas for smaller events ( Mw 5.5) this uncertainty increases to 0.3 km, 0.5 km, and

1.0◦, respectively. If we consider the different models for individual events in this study

the variability in parameters appears larger than these values, for example strike angle can

vary between 1 - 10◦, depth by 1 - 4 km and location by∼ 2 - 12 km. This suggests that

although noise is a key consideration it is not the most important factor which influences

the variability of the inversion solutions. The different methods and assumed Earth models

used are also highly influential, this is particularly evident when comparing the range of

slip distributions, for the large events Hector Mine and Wenchuan (Figures 3.18 & 3.19),

determined using a range of techniques and dataset combinations.

In comparison with noise-related variability, which is a random error, Earth model

variability can result in systematic errors which are harder to detect and quantify. This
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includes unmodelled lateral heterogeneity in the mantle and crustal models used to cal-

culate seismic synthetics. The comparison of source modelsdetermined using datasets

which are independent of each other, such as the ICMT and GCMTcomparisons in chap-

ter 2, is one way of identifying such errors. Uncertainties for source parameters, such

as fault geometry and moment magnitude, reported in seismiccatalogues can be inde-

pendently estimated and systematic mislocations of eventsidentified, such as those in the

south American subduction zone (Figure 3.9). On a smaller, individual model scale the

uncertainty in the data is one way of quantifying the source parameter uncertainties (Sud-

haus and Jónsson, 2009). For events where there are multiple source models, the scatter in

source parameters also highlights other sources of systematic error such as the data sam-

pling methods used and the smoothing parameters imposed fordistributed slip models.

On a smaller, individual model scale the uncertainty in the data is one way of quantifying

the source parameter uncertainties (Sudhaus and Jónsson,2009).

The use of multiple datasets reduces the uncertainty and non-uniqueness in the model

parameters, as is evident from the joint inversion results in Chapter 5. However, the

differences between ICMT and GCMT source parameters are notsignificantly reduced

if other datasets, such as GPS and seismic data, are used in the InSAR study, as seen in

chapter 2. Futhermore, despite the various methods becoming available for the estimation

of uncertainties it appears still not to be routine to reportthe errors in earthquake source

parameters.

6.4 Importance of realistic Earth structures

Errors in Earth models can lead to the systematic mislocation of events, for example

not properly taking into account the velocity structure of subduction zones. Potentially

unmodelled lateral heterogeneities in the upper mantle andcrust can also influence the

determination of fault geometry, for example the underestimation of the dip for the Zarand

earthquake when using long period surface waves (Chapter 5 and Table 5.5).

The poor fit to observed seismic data when using InSAR-determined locations that

are in agreement with field observations and the known geology, as is the case for the

Izmit earthquake in chapter 3, indicates that improvementsare needed in current crustal

and mantle models. Locations determined from InSAR data canbe useful for identifying



174 Discussion and Conclusions

and perhaps even quantifying these errors.

However, InSAR data also suffer issues regarding the assumed modelling medium.

Homogeneous half-spaces can lead to biases in depth, Figure3.13, (e.g., Savage, 1998;

Cattin et al., 1999; Wald and Graves, 2001). This is because there are large variations

in the upper crust and therefore such homogeneous half-space approximations will have

the largest influence for shallow earthquakes, which constitute most of the events in the

ICMT database. If depths calculated taking into account layered (e.g., Lohmanet al.,

2002; Pritchardet al., 2006; Pritchard and Fielding, 2008; Baeret al., 2008) or in one

case 3-D structures (Bustinet al., 2004) then this bias is reduced (Figure 3.14).

The Earth model used for the inversion of both InSAR and seismic data is clearly

a key consideration for the calculation of robust source parameters, particularly location

and depth. However, comparisons between the two types of Earth model used by each

dataset are hard to make due to the large difference in scale.For long period seismic data,

comparisons between synthetic and observed seismic data for source models in Chapters

3 and 4, and the inversion results in chapter 5, suggest improvements in Earth models on

a continental scale and local scale are needed. One way to achieve this could be to use the

phase and amplitude misfits for the seismic data for multipleevents in the same region to

identify and quantify potential structures with anomalously fast or slow seismic velocities,

particularly in the upper crust. The homogeneous versus layered half-space issue implies

that local-scale structural improvements would be more beneficial for inversions using

InSAR data. Currently though the errors in the InSAR location seem to be small enough

to be beneficial when combined with seismic data for the determination of more robust

locations.

6.5 Conclusions

Since the first InSAR study of an earthquake (Landers, Mw 7.3, 28th June 1992, Mas-

sonnetet al., 1993) the interest in the technique has grown and multiple approaches for

the processing and modelling of the data have been developed. The first comprehensive

global database of InSAR source models, compiled in this study, provides a tool for in-

dependently assessing the accuracy associated with sourceparameters reported in widely

used global seismic catalogues. The location shows the largest variation;∼20 km for
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GCMT catalogue and∼10 km for the ISC and EHB Bulletins, with large mislocations

(> 30 km) for several earthquakes. InSAR-determined depths are also systematically

shallower than those reported in the GCMT catalogue, due to the use of homogeneous

of half-spaces to model the data and also the fact that hypocentral and centroid depths

are compared. However, the moment magnitude and fault geometry show good agree-

ment between the the two datasets. Investigations of the large discrepancies, mainly in

location and fault geometry, for certain earthquakes highlight the strong spatial resolution

of InSAR for locating moderate magnitude events. The lack ofimprovement in the fit

to the seismic data when using the InSAR location for large strike-slip and subduction

zone events shows that InSAR data suffer the same issues as seismic data whenever the

centroid location is determined from a distributed slip model, which is the result of an

inversion. Moreover, the results suggest potential errorsin crustal and Earth models for

certain regions, for example the North Anatolian fault and the south American subduction

zone.

These source parameter comparisons and forward modelling results emphasise the

importance of the assumed Earth structure when modelling both datasets, and also their

complementary nature. This motivated the development of a joint source inversion tech-

nique which takes into account the effects of 3-D Earth structure when modelling the

seismic data. Synthetics tests for three events with different faulting mechanisms clearly

show the improvement in the fit to the data that can be achievedwhen using a 3-D Earth

model rather than a 1-D Earth model. Also the combination of both InSAR and seismic

datasets reduces the parameter tradeoffs and allows the more robust recovery of the source

model. These trends are evident when applied to three moderate magnitude earthquakes

(Mw 6.0 Eureka Valley, Mw 6.6 Aiquile and Mw 6.5 Zarand) in different tectonic settings.

In particular the use of the InSAR location for the Eureka Valley and Aiquile events to

calculate the excitation kernels, show that the initial large discrepancies in location be-

tween InSAR and seismic data can be resolved. It is evident though, from seismic only

and the joint inversion results, that further improvementsin existing crustal and mantle

models are needed. However, the results demonstrate the combined power of InSAR and

seismic data to determine robust source models for moderateto large earthquakes.
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With the continued and future investment in satellites, such as Sentinel-1A and ALOS-

2, and the deployment of denser global and local seismic networks, this volume of data

will allow us to measure earthquakes with higher resolutionand accuracy than before.

Combined with increased computing capacity it will enable the calculation for more com-

plex and destructive events on a much quicker timescale. Theapplication and develop-

ment of joint source inversion techniques will prove increasingly useful for characterising

earthquakes, which is an important aspect to understandingthe seismic hazard in regions

with increasing populations at risk.

6.6 Future Work

The past couple of decades have seen exciting developments in the field of earthquake

source studies and this trend is set to continue. The volume of data is rapidly expanding,

the source inversion techniques and assumed Earth structures used to model the data are

constantly developing and this is in part motivated by the significant and continuing ad-

vances in computing power. Geodetic data are currently experiencing a rapid expansion

with the deployment of more GPS stations, investment in LIDaR (Light Detection and

Ranging), and the use of high quality optical images to measure surface displacements.

In combination with increased computing power and a better understanding of the errors

associated with geodetic data, the automatic processing ofthese large geodetic datasets,

SAR and optical images in particular, could be achieved on a much quicker timescale

than before. With regards to seismic data, the deployment ofocean-bottom seismometers

(OBS) is helping to fill in gaps in the global seismic network and enables the investiga-

tion of deformation mechanisms at plate boundary settings (e.g., Geissleret al., 2010;

Sumyet al., 2013). There are also increased efforts to engage public participation in mea-

suring earthquakes, such as the British Geological Survey’s ‘Seismometers for Schools’

program and the ’Quake-Catcher Network’ based in Stanford,California, providing more

near-source measurements.

In addition, increasingly inventive sources of data are being used to help characterize

the earthquake source. This includes the expanding area of seafloor observations, partly

due to the rapid expansion of the tsunami warning network following the 2004 Sumatran

earthquake. The network is a series of real-time seafloor ocean bottom pressure recorders
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deployed around subduction zones, and measurements from these stations have been used

to constrain the coseismic slip distribution of large events (e.g., Pisco, Peru, Mw 8.1, 2007,

Sladenet al., 2010). Offline versions of the recorders also exist and 12 ofthese stations

have been useful in measuring seafloor displacement due to the Mw 9.0 2011 Tohoku

earthquake (Iinumaet al., 2012).

Inversion techniques are also becoming more sophisticated. For example the use of

finite element modelling to incorporate local 3-D topographic and fault features, when

inverting for the coseismic slip distribution (e.g., Volpe et al., 2012). An alternative ap-

proach involves the use of sparsity promoting algorithms tosimply and rapidly constrain

the earthquakes source (e.g., Evans and Meade, 2012; Rodriguezet al., 2012). This ap-

proach has been applied to geodetic data, but for seismic data, backprojection imaging

is increasingly being used to determine the coseismic slip distribution. It is based on the

time reversal of seismic waves and is especially useful for measuring the high frequency

radiation resulting from an earthquake (e.g., Yao et al., 2012). The assumed Earth mod-

els used to simulate the seismic data and the forward modelling techniques for seismic

wave propagation are also becoming increasingly sophisticated due to increased comput-

ing power (e.g., SPECFEM 3D Globe Komatitsch and Tromp, 1999). On a local scale

ambient noise tomography has proven a powerful tool for the inversion of crustal and up-

per mantle structures (e.g., Yaoet al., 2008; Bensenet al., 2009; Calkinset al., 2011; Kim

et al., 2012). For geodetic data the modelling of interseismic deformation using elastic

half-spaces can be used to investigate lateral rheologicalheterogeneities across fault zones

(e.g., San Andreas fault, California, Jolivetet al., 2009). Taking all these advances into ac-

count, robust earthquake source models which incorporate multiple high quality seismic

and geodetic datasets, realistic fault geometries and lateral heterogeneities at all scales

will, in the future, be calculated within minutes of an earthquake, providing accurate in-

formation for immediate emergency response, perhaps even including the estimation of

potential aftershock locations.

Following on from the work presented in this thesis there arealso several areas which

can be explored, and which will now be discussed in more detail.
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6.6.1 ICMT database

The global database of InSAR-determined source models is continuously updated when-

ever new studies become available, and currently an online archive is being developed so

authors are able to submit their own models and the database can be used by the commu-

nity. As it expands it will improve the means of identifying systematic trends. In particular

it is becoming increasingly common that individual earthquakes are studied by multiple

independent groups using their own, different, methodologies. Therefore investigating

this intraevent variation could prove useful for quantifying the associated uncertainties.

Not all the information recorded in the database has been used in this study and there are

further comparisons and tests that could be conducted usingthe database. For example the

database could be used as independent dataset to test statistically the significance of the

occurrence of earthquakes on previously known faults versus events on unknown faults.

6.6.2 Development of the joint inversion approach

The new technique presented in this study could be further developed in several ways.

Firstly, the weighting approach could be improved by using the noise in the datasets to

determine relative the weight for each dataset. Secondly, it could be expanded to in-

corporate other datsets such as known geological information and shorter period seismic

data. Also the finite spatial complexity of the source could be taken into account, rather

than assuming a point source, which would include using realistic geologic fault shapes

for known fault zones such as the San Andreas (e.g., Pleschet al., 2002) and subduction

zones (e.g., Hayeset al., 2012). To enable the rapid implementation of the technique

(once the second SAR image is obtained) the excitation kernels used to model the seismic

data could be pre-calculated at grid points concentrated inzones of particularly high seis-

mic activity. Also multiple Earth models could be used to calculate the kernels, providing

another means of estimating the uncertainty in the source model. Moreover, the local

crustal structure in the chosen Earth model could be used or for regions where the crustal

structure is well known layered half-spaces could be incorporated to model the InSAR

data.
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6.6.3 Further applications of the joint inversion technique

The variation in source models for the same earthquake and for events in the same tectonic

setting is not only due to the different datasets used, but also the inversion technique

applied. Therefore, it can be difficult to identify robust parameters to use as inputs for

Coulomb stress change calculations, and for further understanding the tectonic regime.

Systematic application of the joint inversion technique developed in this thesis to events

in different tectonic settings could be beneficial in providing a uniform characterisation of

events, useful for assessing the tectonic mechanisms and consequently the seismic hazard

in a region.





Appendix A

Additional ICMT and GCMT

source parameter comparisons

This appendix contains additional results for the comparisons between ICMT and GCMT

source parameters in chapter 3 It includes scatterplots comparing each of the parameters

with the other to investigate any trends, but as stated in chapter 3 no trends are appar-

ent (Figures A.1, A.3-A.7). Figure A.2 is a comparison of seismic moment estimate for

uniform and distributed slip models.
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Figure A.1: Difference between InSAR and GCMT seismic moment as a function of (a) Measure-
ment interval of the interferograms; (b) Earthquake non-double- couple component in the GCMT
catalog; (c) GCMT fault strike; (d) GCMT fault dip; (e) GCMT fault rake; (f) EHB focal depth.
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Figure A.2: Comparison of the differences in seismic moment between InSAR and GCMT for
earthquakes in the ICMT database for which there are both uniform and variable slip models (17
earthquakes).
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Figure A.3: Difference between InSAR and GCMT centroid locations as a function of: (a) GCMT
moment magnitude; (b) Measurement interval of the interferograms; (c) Earthquake non-double-
couple component in the GCMT catalog; (d) GCMT fault strike;(e) GCMT fault dip; (f) GCMT
fault rake; (g) EHB focal depth.
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Figure A.4: Same as in Figure A3 but for differences between InSAR and EHBfocal depth.
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Figure A.5: Same as in Figure A3 for for the fault strike.
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Figure A.6: Same as in Figure A3 but for the fault dip angle.
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Figure A.7: Same as in Figure A3 but for fault rake.



Appendix B

Additonal forward modelling

waveform comparisons

This appendix contains additional results from the seismicwaveform modelling in chapter

4, and includes comparisons for the transverse and longitudinal components for the Lan-

ders (Figure B.1), Izmit (Figures B.2 & B.3), Pisco (FiguresB.4 & B.5), and Northern

Chile 1996 (B.6) earthquakes.
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Figure B.1: Additional waveform comparisons for the Mw 7.3 Landers earthquake. Data are
shown in black, GCMT in pink, ICMT in dark blue and modified solutions in light blue. Left
column compares ICMT and GCMT solutions for the longitudinal component. Middle column
compares the original ICMT solution with the latitude and longitude replaced by the GCMT esti-
mates again for the longitudinal component. Right column shows the same as the middle except
for the transverse component.
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Figure B.2: Additional waveform comparisons (longitudinal component) for the Mw 7.5 Izmit
earthquake. Data are shown in black, GCMT in pink, ICMT in blue and modified solutions in
light blue. Left column compares the ICMT and GCMT, left middle the GCMT estimate with the
moment replaced by that from Cakir et al., (2003). The right middle column compares the GCMT
estimate with the latitude and longitude from Cakir et al., (2003). Far right column compares
the ICMT solution where the latitude and longitude have beenreplaced by those reported in the
GCMT catalogue.
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Figure B.3: Additional waveform comparisons for the Mw 7.5 Izmit earthquake. The format is
exactly the same as the previous figure, except the transverse component is compared.
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Figure B.4: Additional waveform comparisons (longitudinal component)for the Mw 8.1 Pisco
earthquake. Data are in black, GCMT solution in pink, ICMT inblue and modified solutions are
highlighted in light blue. Left column compares the GCMT andICMT estimates. Middle column
compates the GCMT solution with the latitude and longitude replaced with those from Pritchard
and Fielding (2008). The right column compares the ICMT solution where the latitude, longitude
and moment have been replaced with estimates reported in theGCMT catalogue.
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Figure B.5: Additional waveform comparisons for the Mw 8.1 Pisco earthquake. Format is exactly
the same as the previous figure except the transverse component is compared.
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Figure B.6: Additional waveform comparisons (transvserse component)for the Mw 6.6 Northern
Chile event. Data are in black, GCMT solution in pink, ICMT inblue and modified solutions
are highlighted in light blue. Left column compares the GCMTand ICMT estimates, middle
column compares the ICMT estimate with the moment replaced by that reported in the GCMT
catalogue. The right column compares the GCMT solution where the latitude and longitude have
been replaced by that reported in Pritchard et al., (2006).





Appendix C

Technical notes

The CD attached includes the scripts and input files used throughout this thesis and they

are described in more detail on the CD, but a brief summary of the contents is listed below.

There is also a copy of the joint inversion scheme presented in Chapter 5.

1. ICMT database scripts

This directory includes the scripts that are used to calculate the centroid parameters in-

cluded in the ICMT database, and there is also a copy of the script used to determine the

distance between centroid locations.

2. Seismic data and synthetic calculations

To calculate synthetic seismograms and Green’s functions assuming a 1-D Earth an in-

house programm ‘apsynah’ is used and details of how to run it are provided in this direc-

tory. To generate the sythetics and Green’s functions assuming a 3-D Earth structure the

SPECFEM3D Globe package is used and example input files, as well as a brief overview

on how to run it are included.

3. Joint inversion code

A copy of the joint inversion code is included, as well as instructions on how to compile

it and a brief guide on how to run the programme. The scripts used to generate the input

seismic data are included, as a specific format is required. There is also a description

of the InSAR data processing, as well as details of the scenesused in the case studies

in Chapter 5. Additional scripts which generate 100 sets of noisy seismic data for the

tradeoff plots are also included.
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