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Abstract 
 

Lag phase is a period of bacterial adaptation that occurs prior to cell division. The aim of this 

project was to characterise the processes used by Salmonella enterica serovar Typhimurium 

to escape from lag phase, and determine whether these processes are dependent on the 

bacterial ‘physiological history’.  

 

The lag phase transcriptomic response at 25 °C of stationary phase cells that had been held 

for twelve days at 2 °C was compared with that of stationary phase cells not subjected to this 

cold storage treatment. Cold-stored cells showed significant changes in expression of 78 % 

genes during lag phase, with 875 genes altering their expression ≥2-fold within the first four 

minutes of inoculation into fresh medium. Functional categories of genes that were 

significantly up-regulated included those encoding systems involved with  metal ion uptake, 

stress resistance, phosphate uptake, ribosome synthesis and cellular metabolism. Genes in the 

OxyR regulon were induced earlier in cold-stored cells, a response coupled with a delay in 

the expression of Fe2+ acquisition genes, and down-regulation of genes encoding central 

metabolic enzymes. Together, these findings with physiological tests demonstrated that 

Salmonella held in cold storage exhibited an increased sensitivity to oxidative stress in mid-

lag phase, although the lag time was not increased. Despite an oxidative stress response at the 

transcriptomic level during lag phase under both experimental conditions, deletion of the 

OxyR and SoxRS systems did not lead to an increased lag time during aerobic growth at 25 

°C.  

 

The intracellular concentration of metal ions was quantified using ICP-MS, and changes 

observed during lag phase confirmed the transcriptomic data. Metal ions specifically 

accumulated during lag phase included Mn2+, Fe2+, Cu2+ and Ca2+, with the latter being the 

most abundant metal ion. The intracellular concentration of Zn2+ and Mg2+ remained the 

same as for stationary phase cells, and Ni2+, Mo2+ and Co2+ were expelled from the cell 

during lag phase. Metal homeostasis was determined to be a critical process, highlighted by 

growth in the presence of a chelator causing an extended lag time.  

 

Overall, lag phase was found to be a robust and reproducible adaptation period which was not 

perturbed by the mutagenesis approaches utilised in this study. 
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1. Introduction 
 
This introduction gives an overview of Salmonella as a pathogen and discusses the 

physiological processes that underpin lag phase, based on the published literature. The 

chapter concludes with specific aims of the study, focussed within the context of providing 

physiological information to underpin future developments in predictive microbiology and 

the introduction of novel intervention strategies to combat bacterial pathogens. 

 

1.1 Salmonella 
 

Salmonellae are enteric foodborne pathogenic members of the Gamma Proteobacteria that 

pose a threat to human and animal health. There are three species of Salmonella, S. 

bongori, S. enterica and the new S. subterranean, officially recognised in 2005 (Su & 

Chiu, 2007). S. enterica is the most significant of these species and is further divided in to 

six subspecies: enterica, salamae, arizonae, diarizonae, houtenae, and indica (Janda & 

Abbott, 2006). Salmonella enterica infects many hosts including birds, mammals, fish and 

reptiles with a wide range of host-specific serovars (Jones & Falkow, 1996). In humans, 

Salmonella enterica serovars Typhi (S. Typhi) and Paratyphi (S. Paratyphi) cause a life-

threatening enteric fever via a systemic infection involving transmission through the gut 

epithelium, into the blood-stream and to organs such as the liver, gall-bladder and spleen 

(Palmer & Reeder, 2001). In the developed world the majority of salmonellosis cases are 

typified by self-limiting gastroenteritis through infection by Salmonella enterica serovars 

such as S. Typhimurium and S. Enteritidis (Scherer & Miller, 2001).  

 

1.1.1 Salmonella infections in humans 

Salmonella is the most common cause of foodborne disease outbreaks in Europe (EFSA, 

2009). The majority of Salmonella infections are self-limiting gastroenteritis, requiring an 

infectious dose of between 105 and 1010 viable cells (Glaser & Newman, 1982, Kothary & 

Babu, 2001).  Intra-gastric infection with S. Enteritidis leads to the death of 99 % of 

bacteria after one hour, due to the highly acidic environment (Carter & Collins, 1974). 

Despite this, if Salmonella infections are associated with oil-based food products (e.g. 

chocolate or cheese) a lower infectious dose may be sufficient as the oil is believed to 

protect Salmonella from the stomach acid (D'Aoust, 1985, Gawande & Bhagwat, 2002). 

The salmonellosis disease incubation period is typically six to forty-eight hours, 
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characterised by symptoms including headaches, abdominal pain, diarrhoea, and vomiting. 

Fever and muscle aches are common associated symptoms (Darwin & Miller, 1999). 

Approximately one percent of infections in the United States are of a serious nature, 

leading to bacteraemia, mostly in immunocompromised individuals and the elderly, which 

can be life-threatening (DFBMD, 2009).  

 

Typhoid fever, caused by S. Typhi, is usually spread through faecal contamination of water 

supplies (Scherer & Miller, 2001), occurring primarily in the developing world (Crump et 

al., 2004). Water treatment and sanitation have removed almost all domestic incidences of 

typhoid in the developed world. In contrast to non-typhoidal Salmonella (NTS), the global 

typhoid fever incidence is difficult to estimate. One study using reported literature from 

1966-2001 estimated there to be 21.65 million cases of typhoid per year (0.36 % global 

population, based on data from 2000), with 216,510 deaths mostly in Asia and Africa 

(Crump et al., 2004). However the World Health Organisation estimates there to be 16 

million typhoid cases per year worldwide, resulting in 600,000 deaths (WHO, 2000). Both 

studies indicate typhoid is a serious issue with significant mortality and also that the trend 

of typhoid fever is increasing as the global population increases. Typhoid fever has an 

incubation period of five to twenty-one days with characteristic symptoms of high fever, 

diarrhoea and a rash (Scherer & Miller, 2001). At present, approximately 5 % of sufferers 

become carriers of typhoid (CDC, 2009), lower than indicated by studies from over forty 

years ago (Bokkenheuser, 1964). The total number of carriers is difficult to accurately 

determine as individuals can shed bacteria from the gall-bladder for over one year, 

potentially infecting other individuals, some of whom will become carriers themselves. 

Foreign travel-associated typhoid fever accounts for approximately 300 clinical cases in 

the United States per year (Lynch et al., 2009) and 100 cases in England and Wales 

(Health Protection Agency, 2008).  

 

Non-typhoidal Salmonella-induced gastroenteritis is primarily transmitted by contaminated 

foodstuffs, most commonly red and white meat, raw eggs, milk, and dairy products (Health 

Protection Agency, 2008), although cases of Salmonella food poisoning from fresh 

produce are increasing due to faecal contamination in fields at the pre-processing stage of 

food production (Sivapalasingam et al., 2004). 
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The majority of fatal Salmonella cases occur in the developing world where accurate and 

reliable statistics are difficult to obtain. The incidence of NTS bacteraemia are increasing 

in areas such as sub-Saharan Africa, coinciding with incidences of human 

immunodeficiency virus (Kankwatira et al., 2004). 

 

 

 
Figure 1.1: Incidences of NTS in England and Wales 1990-2007. 
Total laboratory-confirmed cases of non-typhoidal Salmonella per annum in England and 
Wales. Figure reproduced from public data (Health Protection Agency, 2008). 
 
 

 

In England and Wales, where incidences are more thoroughly reported, gastroenteritis 

caused by NTS has decreased from 24,610 confirmed cases in 1990 to 11,705 confirmed 

cases in 2007 (Figure 1.1). Despite this downward trend, Salmonella is still responsible for 

the majority of outbreaks of bacterial food poisoning in Europe. In 2007, there were 590 

verified outbreaks in Europe (EFSA, 2009). NTS are one of the more significant causes of 

foodborne disease in England and Wales, in terms of estimated total cases, confirmed 

cases, General Practitioner (GP) cases, hospitalisations and deaths (Figure 1.2). In 2000, 

Salmonella was responsible for the highest number of deaths by food-associated bacteria in 

England and Wales, however this number had slightly decreased by 2005 and was the 

second highest bacterial cause of foodborne death behind Listeria monocytogenes (FSA, 

2007). 
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Salmonella associated deaths are speculated to be due to antibiotic-resistant bacteria, 

although other factors such as septicaemia, endocarditis, gut perforations and surgery 

complications may contribute (Helms et al., 2003). Between 1990 and 2007, cases of NTS 

food poisoning in England and Wales were primarily due to S. Enteritidis, the peak 

infective cases was during 1997 with 22,254 confirmed cases (compared with 9,228 cases 

for S. Typhimurium and all other serovars combined). A steady decline in confirmed cases 

associated with S. Enteritidis has been observed from 1997 to 2007 likely due to the 

vaccination of laying and broiler flocks in the UK (Cogan & Humphrey, 2003).     

 

 

Figure 1.2: Salmonellosis in England and Wales from 1996 until 2000. Estimated annual 
number of Salmonella incidences resulting in GP cases, hospitalisations and deaths (Adak 
et al., 2005). “Suspected cases” extrapolated from the number of GP cases, by a previously 
described method (Adak et al., 2002). 
 

 

1.1.2 Salmonella infection and persistence       

Salmonella is a well-studied bacterium and extensive work has been performed with 

animal models including mice, calves, pigs and chickens. The majority of infection studies 

with S. Typhimurium have been performed with the mouse model, in which a systemic 
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typhoid-like infection occurs, usually resulting in death of the animal within a few days 

once the bacterial load reaches 108 viable cells / ml blood (Carter & Collins, 1974). 

However if the infection is cleared by the immune system, the mouse becomes resistant to 

re-infection due to immunological memory T-cells and anti-Salmonella antibodies 

(Mastroeni, 2002). During systemic infection of mice by intraperitoneally-injected S. 

Typhimurium, the bacteria enter the mouse abdominal cavity and travel to the spleen and 

liver. If the bacteria are administered orally, S. Typhimurium passes through the stomach, 

to the small intestine and through specialised M-cells in the Peyer’s patches, where the 

bacteria are engulfed by macrophages and disseminated throughout the body (Jensen et al., 

1998). Survival and replication in macrophages is a crucial step for Salmonella systemic 

infection to major organs and the bone marrow (Everest et al., 2001). Salmonella produces 

effector proteins to survive in macrophages, stopping the fusion of the macrophage with 

the lysozomal compartment and resisting toxicity of antimicrobial compounds produced 

within the macrophage (Abrahams & Hensel, 2006). Growth inside the macrophage is 

dependent upon metabolism, primarily of sugars transported via the 

phosphoenolpyruvate:carbohydrate phosphotransferase system (Bowden et al., 2009). 

Once the bacteria have replicated sufficiently, the macrophages burst, disseminating 

Salmonella throughout the animal, to infect other cells and organs. The route of infection 

in mice is similar to typhoid fever in humans although the symptoms often differ. During 

most S. Typhi human infections, patients initially present with a high fever, followed by 

headaches, abdominal pain and fatigue (Hornick et al., 1970a). The reticulendothelial 

system increases the concentration of phagocytes, which may contain S. Typhi during 

systemic infection, increasing the bacterial load in the liver and spleen as a result (Hornick 

et al., 1970b). 

 

In addition to the typhoid-like infection, colitis can also be studied in mouse models pre-

treated with streptomycin to clear the gut microflora prior to infection (Barthel et al., 2003, 

Bohnhoff et al., 1964). Calves are the animal model of choice to study colitis which 

manifests as an inflamed colon as bacteria colonise the large intestine causing diarrhoea 

within 48 hours post-infection (Rankin & Taylor, 1966). These symptoms distinguish the 

colitis and typhoid-like models (Tsolis et al., 1999b). Gut colonisation of calves has been 

shown to be primarily due to the Salmonella Pathogenicity Island (SPI) 1, although 

mutagenesis approaches have identified other crucial genes, including the ΔaroA mutation 
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(Tsolis et al., 1999a). A signature-tagged mutagenesis approach identified 75 genes 

required for full virulence of calves including genes belonging to SPI-1, SPI-2 and SPI-4, 

with the latter Pathogenicity Island not required for infection of one-day old chicks 

(Morgan et al., 2004). 

 

Genes present within SPI-1 are required for the secretion of effector proteins, primarily 

involved in the invasion of epithelial cells. SPI-2 genes are required for intracellular 

replication within macrophages and maintenance of the Salmonella-containing vacuole 

(Darwin & Miller, 1999). The expression of these islands are not mutually exclusive and it 

has been shown that during infection of epithelial cells both SPI-1 and SPI-2 are induced in 

addition to the flagella type III secretion system (Hautefort et al., 2008). 

 

1.1.3 Salmonella genome sequences 

The Salmonella functional genomic analyses performed in this thesis benefit from the 

sequencing of several Salmonella genomes as well as the Escherichia coli K-12 genome 

(Blattner et al., 1997), used as a comparison for several conserved homologues. The first 

Salmonella genomes to be sequenced were S. Typhimurium LT2 (McClelland et al., 2001) 

and S. Typhi CT18 (Parkhill et al., 2001). More recently the genome sequences of S. 

Cholerasuis SC-B67 (Chiu et al., 2005), S. Typhi Ty2 (Deng et al., 2003) and S. Paratyphi 

A ATCC 9150 (McClelland et al., 2004) have been published. At present there are an 

additional eleven Salmonella genome sequences yet to be fully completed and annotated 

including S. bongori, S. Enteritidis PT4 and S. Typhimurium SL1344 (Sanger Institute, 

2009). The latter strain is used throughout this study and contains a 5.07 Mb chromosome 

with 4527 chromosomal coding sequences. There are also three plasmids 93.8 kb, 96.9 kb 

and 8.69 kb in size, containing 104, 103 and 14 coding sequences, respectively (Sanger 

Institute, 2009). The S. Typhimurium SL1344 strain is a histidine auxotrophic strain 

derived from the wild-type S. Typhimurium 4/74 (Hoiseth & Stocker, 1981). Although 

some histidine mutations, (e.g. hisG), are known to have physiological effects on 

Salmonella during infection of macrophages (Henry et al., 2005), S. Typhimurium SL1344 

has been used successfully throughout the Salmonella community for many years and has 

been shown to be unaffected during growth under standard laboratory conditions in LB 

medium (Rolfe, 2007). 
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1.2 Lag phase 

The phenomenon of lag phase was first explored in Salmonella (‘mouse Typhoid 

bacillus’), described as the ‘latent period’ before division was initiated (Penfold, 1914). 

Despite these early observations, almost one hundred years later lag phase remains poorly 

understood, and the processes defining lag phase remain to be fully elucidated. 

 

It is known that immediately following a shift in environment, bacterial cells can 

experience a lag period before multiplying. During this delay, bacterial cells modify their 

physiological state and the extent of modification, and therefore the lag duration, is 

dependent in part upon the difference between the new and previous environments 

(Buchanan & Cygnarowicz, 1990). A lag phase can arise from a change in environmental 

conditions during steady state growth. This ‘intermediate lag’ usually arises from a 

depletion of nutrients or the presence of a stressor. The intermediate lag usually lasts until 

the stressor is overcome and is distinct from the initial lag seen after bacterial re-culturing 

(Figure 1.3), although some processes are believed to be similar (Swinnen et al., 2004). In 

this thesis, only the initial lag period is considered. 

 

 

 
 
Figure 1.3: Initial and intermediate lag phases are similar but distinct events. 
The two types of bacterial lag are shown. The initial lag phase after inoculation of bacteria 
into a fresh medium and the intermediate lag after a period of exponential growth indicated 
by the central, black, vertical line. ‘N’ represents the bacterial cell concentration. After the 
intermediate lag, exponential growth resumes. Figure adapted from Swinnen et al. (2004). 
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1.2.1 The bacterial growth curve 

Batch grown bacterial cultures show three distinct stages of growth (Figure 1.4). Cells are 

inoculated into a fresh medium at an initial concentration (N0) and enter a lag phase 

requiring adaptation until the first cell division. At the end of lag phase (λ) the cells begin 

to divide exponentially until a maximum and constant division rate is obtained (µmax). The 

bacteria continue to divide until either one or more nutrients become a limiting factor or a 

build-up of a toxic metabolite reaches a critical concentration. At this point the bacterial 

division rate slows (transition phase) and bacteria enter stationary phase at a maximum cell 

concentration (Nmax). In addition to the stages presented, a death phase can occur if toxic 

metabolites become lethal to the population (Madigan et al., 2000). After any death phase, 

the remaining sub-population can remain viable for an extended period without 

multiplication in a stressful environment (Finkel et al., 1998). These bacterial cells have 

been shown to have a growth advantage in stationary phase (GASP) phenotype compared 

with non-stressed bacterial cells, suggesting that a selection pressure is present during 

extended stationary phase (Finkel, 2006).  

 

 

Figure 1.4: The bacterial growth curve. 
The three distinct phases of normal bacterial growth are shown in blue and the end of each 
phase is demonstrated with a red vertical line. ‘N’ represents the bacterial cell 
concentration, N0 is the initial cell concentration, μmax is the maximum growth rate and 
Nmax is the maximum cell concentration. The lag time calculated by the biphasic growth 
model is indicated (λ) (Section 1.2.1.) Figure adapted from Swinnen et al. (2004). 
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1.2.2 How is lag time measured? 

The original study describing lag phase in Salmonella discussed the problems associated 

with lag measurement methods (Penfold, 1914). The study described these difficulties as 

being due in part to varying definitions of lag time. The definitions included: 

 

 A period of sub-maximal growth 

 A period of ‘restrained growth’ in terms of minimal generation times 

 An average of generation times within the first hours of growth compared with 

subsequent growth periods 

 

Penfold (1914) acknowledged draw-backs to each of these definitions, therefore modern 

modelling methods rely on more accurate measurements of lag phase, however some 

stochastic events during lag phase lead to inaccuracies in even the most sophisticated 

models (Baranyi, 2002). Many models to measure lag time are based on the initial starting 

cell concentration (N0) and the exponential growth rate (µmax) parameters in a biphasic 

growth curve (Baranyi, 1998). By extrapolating the µmax back to the N0 value, the 

population lag duration (λ) can be calculated (Zwietering et al., 1992). This simplistic 

approach is used in the present study and does not take into account the gradual transition 

into exponential growth caused by the stochastic division of individual cells and represents 

an estimation of the population lag (Baranyi, 1998).  

 

Alternative measurements exist to calculate population lag times. Indeed, the food industry 

utilises a combination of models to identify consistent lag times including: linear 

regression, quadratic equations, linear extrapolation and exponential decay curves 

(Borneman et al., 2009). Whichever model is used there is a degree of ‘inter-model 

variability’ that is exacerbated by author biases during analysis of bacterial lag times with a 

favoured model under a particular growth condition (Baty & Delignette-Muller, 2004). 

One previous study analysed three different lag duration models, including the Baranyi 

dynamic model (Baranyi & Roberts, 1994) utilised in the present study, and concluded that 

inter-model lag times were generally consistent assuming equal data quality between 

studies. Of the models tested the authors concluded that the Baranyi dynamic model was 
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the most constant, yielding reproducible lag times accurate across multiple datasets (Baty 

& Delignette-Muller, 2004).  

The majority of methods to estimate the lag time and specific growth rate of a bacterial 

population use bacterial viable counts (Swinnen et al., 2004). This method is not perfect, 

due to the presence of viable but non-culturable cells (Panutdaporn et al., 2006) and 

filamentous, non-septated bacteria under stress conditions (Mattick et al., 2003). Viable 

counts are however preferable to indirect measurements utilised in microbiology 

laboratories such as light scattering measurements (e.g. OD600). Generally, OD 

measurements can only be made at a relatively-high bacterial concentration (~106 CFU / 

ml) at which point, many bacterial divisions may have occurred and lag time has to be 

extrapolated from the starting concentration of bacteria (Figure 1.5).  

 

 

 
 
Figure 1.5: Use of OD and viable counts to measure lag time. 
Growth curve measured from a 103 CFU / ml starting inoculum with the geometric lag 
times from biphasic model based on viable counts (λ1) and OD measurements (λ2), without 
extrapolation. Detection limit for OD measurements assumed to be 106 CFU / ml (dotted 
line). The viable count method is more sensitive at lower cell concentrations whereas the 
OD measurements require extrapolation of the exponential growth phase back to the 103 
initial cell concentration for accurate measurements. 
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Despite the drawbacks associated with OD measurements, published studies have used this 

approach to attempt to estimate bacterial lag times, most notably by BioScreen C 

(ThermoLabsystems) spectroscopy at the population (Augustin et al., 1999) and even 

single-cell level (Malakar & Barker, 2008, Metris et al., 2008, Stringer et al., 2005), 

generating large datasets to off-set the variation. A previous study measuring the lag time 

of S. Typhimurium in a static growth system with BioScreen C led to variable data and the 

method was ultimately deemed unsuitable for the required purpose by the author (Rolfe, 

2007). 

 

1.2.3 Single-cell lag time 

Most lag phase models focus on measuring the population lag time as this type of model is 

simpler and takes account of cell to cell variability (Pin & Baranyi, 2008). However, the 

analysis of individual cell lag times generates a distribution which accounts for the 

transition from lag into exponential growth and cannot be directly calculated from data for 

a population model. The individual bacterial cell lag times are important, as those cells 

which leave lag phase earliest can rapidly take over the bacterial population, especially 

when the bacterial population is small (Pin & Baranyi, 2006). By calculating the individual 

lag times the population lag can be accurately determined, however individual lag times 

cannot be extrapolated from the population lag time (Baranyi, 2002). 

 

Current analysis methods for calculating the single cell lag time depend on techniques such 

as the flow chamber (Elfwing et al., 2004, Rolfe, 2007), digital microscopy imaging 

(Niven et al., 2006, Stringer et al., 2005) and microtitre plates (Stephens et al., 1997). The 

latter technique has been used to study the individual lag times of L. monocytogenes by 

performing two-fold dilutions of bacterial cultures and calculating the time until the 

detection limit of the turbidimetric instrument was reached (McKellar & Knight, 2000).   

 

1.2.4 Factors influencing lag time 

Different bacterial species grown under identical conditions show different lag times, 

presumably as different species have specific physiological requirements to adapt to new 

environments before growth can begin (Mellefont et al., 2003). Aside from species specific 

lag time variability, other factors are thought to be important such as inoculum size, 
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previous and present environmental conditions and physiological history of the bacteria 

(Swinnen et al., 2004). 

 

The inoculum concentration is important as a low N0 increases the stochastic effect 

contributed to by the individual lag times. This effect is masked at a higher N0 with a larger 

distribution of individual lag times (Baranyi, 1998). Generally, the lag duration does not 

vary between a N0 of 102 and 103 CFU / ml (Penfold, 1914); however a study has shown 

that L. monocytogenes lag time increased with an inoculum size less than 102 cells grown 

under sub-optimal conditions (Augustin et al., 2000). When bacteria are inoculated at high 

concentrations it is feasible that the lag time could be affected. A high carry-over of 

inhibitory molecules or toxic metabolites during inoculation could result in a longer lag 

time. Conversely, contamination with stationary phase-produced stimulatory molecules 

could result in a shorter lag time. The addition of stationary phase culture supernatants to 

fresh media has been shown to dramatically decrease both the lag duration of E. coli and 

the inherent variation, through the presence of an autostimulatory molecule (Weichart & 

Kell, 2001). An inoculum size-dependent lag duration has also been observed in L. 

monocytogenes cultures grown in a high-NaCl medium, although there was no effect under 

optimal growth conditions (Robinson et al., 2001). 

 

The physiological history of a bacterial population is becoming an ever-increasing 

consideration for lag time measurements. Previous environments have been shown to 

impact upon bacterial lag times after inoculation into fresh media (De Jesus & Whiting, 

2008, Dufrenne et al., 1997). This impact is increased if the previous environment was 

damaging to the bacteria (Mackey & Derrick, 1982) and lessened if the two environments 

are relatively similar (József Baranyi, personal communication). Interestingly, although the 

physiological history has been shown to significantly affect lag times, the doubling time of 

bacteria is generally unaffected (Gorris & Peck, 1998).  

  

The effect of physiological history has even been referred to as a bacterial form of 

‘memory’ which can be classified as being either long- or short-term (John et al., 2009, 

Wolf et al., 2008). Furthermore, it has been demonstrated that bacteria may be able to 

make use of the retained ‘memory’ to alter their behaviour and adapt more rapidly than 

naïve bacteria to subsequent environmental changes (Oxman et al., 2008, Wolf et al., 
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2005), similar to Pavlovian conditioning (Mitchell et al., 2009). The use of a standardised 

inoculum, whereby bacteria are grown under the same conditions for the same length of 

time can minimise fluctuations in the physiological history and ensure consistencies 

between biological replicates. A recent study showed ‘old’ E. coli populations recovered 

slower than ‘young’ bacteria after inoculation in fresh medium and show less extensive 

transcriptional re-programming to adapt to the new conditions. The lag time for ‘old’ 

populations was approximately three times longer than young cells (Pin et al., 2009). 

Although maintaining the same growth conditions for the inoculum should decrease 

overall variability, inherent stochastic variability between individual cells remains (Rolfe, 

2007).  

 

The growth phase of the inoculum is an important consideration for subsequent lag phase 

measurements. The use of exponentially-growing cells as an inoculum could result in a 

decreased lag time as cell division initiation will not be required from the optimally-

dividing cells. If the previous medium conditions are identical to the new conditions then 

exponentially-growing cells will theoretically not have any lag time (Baranyi & Roberts, 

1994). However, it is interesting to note that if the bacteria are inoculated into a stressful or 

damaging environment then an exponentially-growing inoculum will exhibit a longer lag 

phase than a stationary phase inoculum (Mellefont et al., 2004). This is because a 

stationary phase bacterial population is more resistant to stress than exponentially-growing 

bacteria. 

 

The multi-factorial nature of lag duration has led to the development of a parameter, h0 

(Figure 1.6), corresponding to the physiological ‘work’ that must be completed before 

growth can begin (Baranyi & Roberts, 1994). This parameter takes account of the 

physiological state of the bacteria during lag phase and has been a useful parameter, 

remaining constant between different growth conditions (Mellefont & Ross, 2003). The 

aim of the present in-depth lag phase study is to determine the nature of this bacterial work 

required to be completed before exponential division is initiated. 
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Figure 1.6: The lag time can be represented by the bacterial ‘work to be done’. 
By extrapolating the maximum population growth rate (µmax) from the growth curve and 
the initial bacterial concentration (N0), the geometric lag time (λ) can be calculated and the 
bacterial ‘work to be done’ (h0) can be quantified.  
 
The nature of this physiological ‘work’ was initially investigated in a molecular analysis of 

Salmonella during lag phase (Rolfe, 2007). The previous study primarily used a DNA 

microarray-based transcriptomic approach to identify processes being performed 

throughout growth. Gene expression profiles highlighted initial induction of stress 

resistance mechanisms, primarily to protect against oxidative stress, synthesis of 

translation machinery and the requirement of a variety of micronutrients including 

phosphate and metal cations (notably Fe2+, Ca2+ and Mn2+). However, no phenotypic 

validation of these gene expression-based hypotheses was presented (Rolfe, 2007). Direct 

observations of lag phase cells indicated that cells grew to an average of 1.09 µm before 

cell division and that replication of the chromosome was completed by 60 minutes post-

inoculation. All of these processes described in the Rolfe (2007) study represent metabolic 

and physiological ‘work’ occurring during lag phase which may need to be completed 

before division can occur.  
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1.2.5 Lag phase and the food industry 

Lag phase is of particular commercial interest as it is critical to maintain a low 

concentration of bacterial pathogens and spoilage organisms in food. As soon as bacteria 

exit lag phase they begin exponential growth, rapidly dividing to reach an infectious dose 

of pathogenic bacteria (Kothary & Babu, 2001). Food storage conditions are often 

designed to minimise bacterial growth and, if possible, to extend lag phase and maintain a 

low bacterial concentration (Ray, 2004a). A low starting concentration of bacteria (N0) is 

dependent upon good manufacturing and production practice. Some bacteria, such as food 

spoilage organisms can decrease the quality of food even at a low bacterial concentration 

(Ray, 2004b), a problem exacerbated by long term storage in refrigerated conditions, 

giving rise to the emergence of psychrotrophic food-spoilage bacteria and pathogens such 

as Clostridium, Listeria, Yersinia and Aeromonas (Kraft, 1992). 

 

By determining the microorganism-specific growth parameters, models can be developed 

to predict the bacterial lag time and rate of growth under defined conditions to estimate 

use-by dates and shelf lives. By understanding the physiological processes of lag phase and 

growth of food-relevant microorganisms, targeted interventions can be developed to 

increase the shelf life of foods and to decrease the associated incidences of foodborne 

illness. Various software packages have been developed containing predictive models for 

use by the food industry and regulatory authorities such as the Food Standards Agency. 

Types of software include ComBase (http://www.combase.cc), Sym’Previus 

(http://www.symprevius.net) and The Seafood Spoilage and Safety Predictor 

(http://sssp.dtuaqua.dk/). 

 

As consumer expectations of food quality increases (McMeekin et al., 2008), traditional 

food treatments that involve high thermal processes are less desirable to achieve bacterial 

killing even for dangerous pathogens such as Clostridium botulinum,  where instead 

combination processes have been used to give a significant increases in lag time (Peck, 

2009, Stringer et al., 2009). The increasing consumption of ready-to-eat foods such as 

prepared fruits, vegetables and salads has seen an increase in fresh produce associated 

outbreaks of illness involving bacterial pathogens including Salmonella (Sivapalasingam et 

al., 2004). These foods are minimally processed, often containing few preservatives, thus 
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bacterial lag times can be short, which when coupled with a rapid growth rate, poses a 

potential health risk (McMeekin & Ross, 2002). 

 

1.2.6 Predictive microbiology 

Predictive microbiology was described in the 1990s as a quantitative method allowing 

users to determine the microbiological safety and quality of a food based on pre-

determined parameters (McMeekin et al., 1993). These parameters include the pH, food 

temperature, NaCl concentration, water activity and starting concentration of bacteria. 

Predictive microbiology was designed to replace more conventional food safety methods 

such as challenge tests and enumeration of microbes, which are both slow and expensive 

(Baranyi & Roberts, 1995). Predictive microbiology models can also be adapted to a 

variety of different parameters to identify how varying food storage conditions would 

impact upon microbial growth. These methods can be used to help identify strengths, 

weaknesses, opportunities and threats (SWOT) in the development of food safety strategies 

(Ferrer et al., 2009), and for Hazard Analysis and Critical Control Points (HACCP). 

 

Predictive microbiology is constantly being developed for both different microorganisms 

and different growth conditions, incorporating deterministic and stochastic events to 

produce ever more sophisticated models (Marks & Coleman, 2005, Oscar, 2008, Swinnen 

et al., 2004). Using predictive microbiology to determine the growth rate of a bacterial 

population is relatively straight-forward as the growth rate is largely dependent on the 

current growth environment. However lag phase is determined by both the current and 

previous environments. In addition to the physiological state of the population, the 

physiology of the individual bacterial cells must be taken into account (McKellar & Lu, 

2005). All of these factors lead to relative difficulty in accurate lag time predictions. 

 

In order to address the issues of lag phase prediction, additional approaches are required to 

explore the nature of lag phase in terms of bacterial physiology. These approaches are still 

in their infancy although the first models to incorporate cellular processes into lag phase 

prediction were developed in the mid-1990s (Baranyi & Roberts, 1994, Hills & Wright, 

1994). Relatively recently, the physiological response of S. Typhimurium during lag phase 

was inferred (Rolfe, 2007) and has highlighted processes which are occurring at the 

transcriptomic level and need to be considered for future predictive microbiology models 
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(Dens et al., 2005a, Dens et al., 2005b). Additional considerations include the role of 

individual bacterial cell physiology on population lag times and the issue of a bacterial 

population acting as a multi-cellular organism (Shapiro, 1998) with different bacteria 

fulfilling distinct physiological roles during lag phase.   

 

1.3 The physiology of lag phase 

In comparison to the vast data generated on processes in exponential or stationary phase 

bacteria, the knowledge of lag phase physiology remains sparse. The Rolfe (2007) study 

has allowed the lag-specific physiology in Salmonella to be elucidated further than any 

other investigation to date. Many of the processes believed to be occurring during lag 

phase were observed at the level of gene expression including: production of 

transcriptional regulators such as Fis to control lag phase-induced genes (Filutowicz et al., 

1992, Rolfe, 2007); synthesis of rRNA and ribosomes (Radonjic et al., 2005); the up-

regulation of genes encoding cold-shock proteins, notably cspH (Kim et al., 2004); DNA 

replication (Atlung & Hansen, 1999) and nutrient uptake inferred from studies on 

exponential growth (Baev et al., 2006c, Baev et al., 2006b, Baev et al., 2006a, Prüß et al., 

1994). Due to a previous lack of physiological evidence on lag phase specific processes, 

the Rolfe (2007) study was unique in identifying likely processes occurring during lag 

phase compared with the exponential and stationary phases of growth. At the 

transcriptional level, 65 % of the Salmonella genes were differentially-expressed during 

lag phase compared with the stationary phase inoculum (Rolfe, 2007). This indicated that 

extensive transcriptional re-programming occurred during lag phase and highlighted lag 

phase as being far from quiescent. The lag phase-induced processes identified by Rolfe 

(2007) are summarised in Figure 1.7 and full list of the 2,666 lag phase specific genes are 

included in Appendix C, Table C1, accompanying this thesis. 
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Figure 1.7: The physiology of lag phase, based on Rolfe (2007). 
Critical processes highlighted by transcriptional experiments. Processes are coloured by 
the relative expression during lag phase compared with the stationary phase inoculum. 
 

 

 

1.3.1 Nutrient uptake 

During E. coli lag phase in LB medium, negligible quantities of nutrients are depleted and 

low concentrations of toxic metabolites are produced (Sezonov et al., 2007). Despite this 

assertion, various studies have investigated the utilisation of nutrients throughout growth 

and have discovered a strict pattern of amino acid depletion at different growth phases 

including lag phase. Studies of E. coli grown in a defined medium supplemented with 

amino acids determined that L-serine (~850 μM) was depleted during lag phase, L-

Oxidative 
stress

Metal ion uptake
systems

σS

σ70
RNA

polymerase

Ribosome
Fis

Up-regulated

Down-regulated

Fe2+

Mn2+

Ca2+

Na+

Cu2+

Mg2+

TCA

Fe-S 
cluster 

formation

Protein
repair



Chapter 1  Introduction  

36 
 

aspartate and L-tryptophan removed during exponential and transition phases, respectively 

and finally L-glutamate, glycine, L-threonine and L-alanine used during stationary phase 

(Prüß et al., 1994). This direct detection method was partially confirmed by a subsequent 

transcriptional study conducted by Baev and colleagues (2006b) into E. coli metabolism 

during growth in LB medium (Baev et al., 2006b). The Baev study did not measure the use 

of amino acids during lag phase however limited deductions of lag phase metabolism can 

be made from the exponentially-growing bacterial gene expression. The transcriptional 

approach determined that E. coli L-serine, L-aspartate, glycine and L-glutamate 

metabolism genes were up-regulated during exponential phase. Differences in the use of 

amino acids between the two studies are likely to be due to inconsistencies between the 

two growth media used, although the indirect Baev approach does not account for 

metabolism genes yet to be annotated. Both studies identify amino acid utilisation very 

early in growth, although it is important to note that in a rich medium such as LB, amino 

acids are not depleted over the growth of E. coli or Salmonella and are able to fully support 

re-growth of bacteria upon inoculation (Barrow et al., 1996). 

 

Baev and colleagues used the indirect transcriptional approach to determine the importance 

of carbohydrates in LB medium (Baev et al., 2006c). The authors concluded that glucose 

was physiologically-negligible during exponential phase as glucose was not present at a 

sufficient concentration to support growth as a sole carbon source. Maltose and 

maltodextrins were the preferred substrates with an up-regulation of E. coli malQ, malP 

and malE genes. In contrast, the sugar trehalose was not utilised until the late stage of 

sugar fermentation. A direct approach such as metabolite quantification via high 

performance liquid chromatography (HPLC), as used in the Sezonov et al. (2007) study, 

would have verified the metabolic gene expression data. It is possible that the low 

induction of some metabolic genes was due to lag phase specific substrate utilisation, not 

detected in these studies. 

 

1.3.2 Metal ion uptake 

Metal ions are known to be crucial for a range of essential bacterial processes (Section 

7.1.1). There is presently very little information involving metal ion uptake during lag 

phase, with no genes or proteins involved in metal ion homeostasis found to have been 

induced significantly in other bacterial lag phase studies (Larsen et al., 2006). Despite this, 
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it is known that limitation of some metal ions, such as ferrous iron (Fe2+) leads to an 

increased lag time in Salmonella (Ho et al., 2004). A previous transcriptomic study in 

Salmonella identified various metal ion transport gene clusters induced during lag phase 

including the ent, fep, sit and iro groups of iron ion uptake genes and transporter encoding 

genes for calcium, manganese, magnesium and sodium ions (Rolfe, 2007). Attempts were 

made to validate the gene expression data in the same study by phenotypic measurement of 

intracellular metal ions by inductively-coupled plasma mass spectrometry. The analysis 

identified increased intracellular concentrations of iron, manganese, sodium, calcium, zinc, 

lead, strontium, chromium and vanadium ions at two lag phase time points versus 

exponential and stationary growth phases however the author described high background 

concentrations of metals and a large degree of variability between samples (Rolfe, 2007). 

The transcriptomic and biochemical evidence indicated that, for Salmonella at least, lag 

phase accumulation of metal ions may be important but requires further validation. The 

accumulation of metal ions by exponentially-growing E. coli cells has previously been 

quantified but comparisons were made with the LB growth medium rather than across 

multiple growth phases (Outten & O'Halloran, 2001).  

 

The metal ions accumulated during lag phase could be involved in many crucial processes 

including: iron requirement for respiratory enzymes containing Fe-S clusters, such as 

aconitase (AcnA, AcnB) (Johnson et al., 2005); or manganese to help combat oxidative 

stress (Anjem et al., 2009). See Section 7.1.1 for more details. The Rolfe (2007) study 

highlighted metal ion homeostasis as a potentially crucial process, which is investigated in 

greater detail in the present study in order to correlate metal ion accumulation with 

adaptation during lag phase. 

 

1.3.3 Phosphate uptake 

Phosphate is an essential micronutrient for bacteria that is incorporated into phospholipids, 

nucleotides, nucleic acids and adenosine-5'-triphosphate (ATP). Phosphate can be 

transported into bacterial cells as inorganic phosphate (Pi), organophosphate or 

phosphonate (Wanner, 1996). Phosphate uptake is controlled primarily by the PhoBR two-

component system which is active under low phosphate conditions. PhoBR activates the 

high affinity Pi transport system PstSCAB (Wanner, 1993), possibly through the 27 kDa 

membrane pho-regulating protein PhoU (Rice et al., 2009). Environmental phosphate 
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concentrations (as well as low Mg2+ concentrations) acts as a signal for the SPI-2 

regulating two-component system, PhoP and PhoQ (Deiwick et al., 1999, Löber et al., 

2006). A recent study has shown that the pst-phoU operon contributes to full adhesion of 

enteropathogenic E. coli and virulence of Citrobacter rodentium (Cheng et al., 2009). 

Under conditions of excess phosphate, bacteria convert the Pi into polyphosphate via 

polyphosphate kinase (Ppk). This form of phosphate can be used as an energy store and 

when catalysed by exopolyphosphatase (Ppx), yields energy (Rao & Kornberg, 1999). The 

Rolfe (2007) study determined that lag phase uptake of Pi may be an important cellular 

process as the pstSCAB operon was uniformly up-regulated within four minutes of 

inoculation into fresh medium. The essentiality of these systems was investigated further 

with deletion of the pstSCABphoU operon and the ppk gene (Rolfe, 2007). Deletion of 

either of these systems did not result in an increased lag time, which was explained as 

functional redundancy and the involvement of an unknown system. 

 

1.3.4 DNA replication and the nucleoid 

DNA replication is a process known to occur in both eukaryotes and prokaryotes prior to 

cell division. Rolfe (2007) visualised the nucleoid of Salmonella during lag phase using 

4’,6-diamidino-2-phenylindole dihydrochloride (DAPI), a fluorescent stain that binds to 

the minor groove of double-stranded DNA (Kubista et al., 1987). Clear replication and 

segregation of the bacterial chromosome was seen by 60 minutes post-inoculation, 

corresponding to the middle of lag phase (Rolfe, 2007).  

 

The nucleoid is necessarily tightly-compacted in E. coli and Salmonella as the estimated 

length of the total nucleoid is 1.5 mm compared with an average cell length of just 2 μm 

(Pettijohn, 1996). Condensation of the chromosome is controlled by numerous nucleoid 

associated proteins (NAP) such as H-NS, StpA and HU (Dorman et al., 1999). NAPs are 

known to change in intracellular concentration at different stages of bacterial growth (Ali 

Azam et al., 1999). The factor for inversion stimulation (Fis) is the only NAP known to be 

increased during lag phase and early exponential phase (Ali Azam et al., 1999, Kelly et al., 

2004, Rolfe, 2007). Kelly (2004) reported that a S. Typhimurium mutant strain lacking Fis 

exhibited a longer lag phase, a claim later refuted (Rolfe, 2007) albeit under slightly 

different growth conditions. The latter study analysed the transcriptome of a Δfis mutant 

during lag phase and concluded that 14-18 % of genes were regulated by Fis; Fis activated 
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processes such as motility and chemotaxis, anaerobic metabolism and co-enzyme 

metabolism, and repressed genomic islands and the pSLT virulence plasmid (Rolfe, 2007).  

During the Rolfe (2007) transcriptomic study in S. Typhimurium, several NAP-encoding 

genes were identified as being up-regulated during lag phase, including fis. The most 

highly expressed NAP-encoding gene during early lag phase was dps, (DNA-binding 

protein from starved cells) encoding a 19 kDa, ferritin-like protein which protects DNA 

from oxidative damage (Almirón et al., 1992). During stationary phase, Dps is under the 

control of the alternative sigma factor, RpoS (σ38), however during exponential growth, 

when the concentration of Dps is low regulation is maintained by OxyR and the Integration 

Host Factor (IHF) transcriptional regulators (Altuvia et al., 1994). Regulation of the dps 

promoter by the housekeeping sigma factor, RpoD (σ70), during exponential phase, is 

performed by the regulators H-NS and Fis (Grainger et al., 2008). The intracellular 

concentration of Dps closely correlates with the cell concentration of a bacterial culture 

(Ali Azam et al., 1999) and deletion of Dps results in increased sensitivity to oxidative 

stress through a build up of free intracellular iron pools (Anjem et al., 2009, Park et al., 

2005). Despite the increased expression of dps during lag phase, presumably responding to 

OxyR-mediated oxidative stress, no knock-out mutant was constructed by Rolfe (2007) 

and the role of Dps in determining duration of lag phase is still to be elucidated. 

 

Genes encoding DNA polymerase III are quickly up-regulated during lag phase in 

Salmonella (Rolfe, 2007). This suggests that DNA replication commences soon after 

inoculation into fresh medium, confirmed by an increased concentration of the 

chromosome as stained by DAPI. However it has been shown that multiple copies of the 

chromosome exist in exponential and stationary phase E. coli (Akerlund et al., 1995, Wang 

& Levin, 2009) suggesting that additional DNA replication may not be an essential lag 

phase specific process.  

 

1.3.5 Cellular damage and repair 

Cellular damage is known to lengthen lag time (Metris et al., 2008, Stringer et al., 2009) 

and repairing this damage may represent significant physiological work to be done in 

preparation for cell division (Baranyi & Roberts, 1994). Although cellular damage can 

arise from various external sources, the principal metabolically-driven damage arises via 

oxidative stress, which can cause changes to amino acid composition, such as histidine 
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being oxidised to asparagine or aspartic acid (Berlett & Stadtman, 1997). Other forms of 

oxidative damage include formation of S-S bridges, increased susceptibility to proteolysis 

and the formation of carbonyl groups (Cabiscol et al., 2000). Carbonylation can occur 

through direct metal catalysed oxidative (MCO) damage to lipids (including cellular 

membranes), nucleic acids and the proline, arginine, lysine, and threonine side-chains of 

proteins (Fredriksson et al., 2005) and has been attributed to cellular senescence (Nystrom, 

2005). The build up of carbonylated macromolecules can occur during stationary phase 

‘stasis survival’ (Nystrom, 2003, Nystrom et al., 1996); it is therefore feasible that cellular 

damage would need to be repaired during lag phase before growth could be initiated. 

Carbonylation is an irreversible process, and damaged proteins need to be degraded via the 

Lon and HslVU (ClpQY) proteases and subsequently synthesised de novo (Fredriksson et 

al., 2005). The iron-sulphur (Fe-S) clusters of proteins can be damaged by oxidation and 

are repaired by proteins such as FtnB (Velayudhan et al., 2007) or synthesised de novo via 

the Isc or Suf systems (Imlay, 2008). 

 

Extensive DNA damage could be lethal to bacterial cells and needs to be fully repaired 

during lag phase to guarantee genetic fidelity to daughter cells. Salmonella and E. coli 

contain multiple DNA repair mechanisms to compensate for damage including: direct 

enzymatic repair, base excision repair, mismatch repair, nucleotide excision repair and the 

error prone SOS-responsive repair (Rupp, 1996). The direct enzymatic repair mechanisms 

function without breaking the sugar-phosphate DNA backbone including the removal of 

unwanted methyl groups. Base excision, mismatch and nucleotide excision repair 

mechanisms physically remove aberrant nucleotide pairing which may physically distort 

the DNA macromolecular structure as well as the gene coding sequence. The SOS-

response is DNA damage-inducible and leads to the expression of genes involved in 

excision double strand break repair mechanisms, as well as the low fidelity DNA 

polymerase V molecule which replicates through damaged DNA regions (Walker, 1996).  

 

Membrane damage can occur through free-radical reactions in a process termed ‘lipid 

peroxidation’ which decreases membrane fluidity and disrupts membrane-bound proteins 

(Cabiscol et al., 2000). Damaged membrane proteins and lipids cannot be repaired and so 

are degraded and synthesised de novo. 
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The previous lag phase study identified many of the genes involved in cellular repair as 

being induced during lag phase (Rolfe, 2007). In terms of DNA repair mechanisms, base 

excision repair, mismatch repair and nucleotide excision repair systems were all 

significantly up-regulated during lag phase, in comparison with stationary phase. 

Conversely, very few genes involved in direct enzyme repair were induced. The data 

inferred that lag phase protein repair was focussed on degrading carbonylated proteins 

from four minutes post-inoculation until the end of lag phase. Fe-S clusters were 

synthesised de novo rather than maintaining or repairing existing ones. Interestingly, the 

transcriptomic data revealed that genes involved in fatty acid degradation were not 

induced, although new fatty acids were synthesised as indicated by a uniform up-regulation 

of the fab genes through lag phase and into mid-exponential phase (Rolfe, 2007). These 

data suggested that either no fatty acid degradation was occurring, or that the degradation 

was performed by existing enzymes present within the cell. 

 

1.3.6 Ribosomes and lag phase translation 

There are comparatively few studies performed on ribosomes in Salmonella compared with 

E. coli, although the ribosome structure is believed to be similar in both organisms (Noller 

& Nomura, 1996). Ribosome concentration, and therefore protein synthesising capabilities, 

are intrinsically linked with the growth rate of a bacterium (Wagner, 1994). There are high 

numbers of active 70S ribosomes present in E. coli during exponential growth (Algranati et 

al., 1969). Upon transition into stationary phase these 70S ribosome monomers become 

dimerised into 100S inactive complexes through the ribosome modulation factor (RMF) 

(Yoshida et al., 2002, Yoshida et al., 2009). These ribosome dimers are resistant to 

proteolytic and RNase degradation (Wada, 1998). During lag phase, acquired pools of 

100S ribosome complexes disassociate, supplying a basal concentration of active 70S 

ribosomes, at which point no further 100S ribosomes are detected (Aiso et al., 2005). It has 

been shown that S. Typhimurium up-regulates genes encoding ribosomal proteins within 

20 minutes of inoculation into fresh LB medium, a process which continues for the 

duration of lag and throughout exponential growth (Rolfe, 2007). It is likely that the 

requirement for de novo synthesised ribosomes represents considerable physiological work 

for the bacteria before growth can be initiated. The rate limiting step for the ribosomal 

synthesis is the transcription of rRNA (Paul et al., 2004) occurring within five minutes of 

inoculation into fresh medium (Kjeldgaard et al., 1958). The ribosome structure encoding 
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genes are essential to both E. coli and Salmonella (Gerdes et al., 2003, Holt et al., 2009) 

suggesting that the synthesis of ribosomes is an essential physiological process across 

organisms during the transition from stationary phase into lag phase. 

 

1.3.7 Molecular chaperones 

There are at least five distinct classes of molecular chaperones that bind to unfolded, 

nascent polypeptide chains, protecting exposed hydrophobic domains and preventing 

protein aggregation (Mayhew & Hartl, 2009). Chaperones are essential for the correct 

folding of proteins, although they do not form part of the final folded protein complex. 

Some molecular chaperones are induced under conditions which disrupt or denature folded 

proteins, such as elevated temperatures. These so-called heat-shock proteins (HSPs) may 

be present at normal physiological temperatures but their production is induced further 

under stress conditions. Various molecular chaperones including HSPs and CSPs (cold-

shock proteins) were up-regulated during Salmonella lag phase at 25 °C (Rolfe, 2007) 

suggesting either denatured proteins were present as a result of damage, or that the 

elevation of chaperones was not stress induced but rather a lag phase induced process. The 

induction of HSPs has been observed in other lag phase studies in non temperature-

elevated conditions (Larsen et al., 2006). The chaperones GroEL and GroES are members 

of the Hsp60 family of heat-shock proteins and function to fold newly-synthesised proteins 

(Mayhew & Hartl, 2009). Elevated concentrations of both GroEL and GroES were 

detected in Lactobacillus delbrueckii ssp. bulgaricus during lag phase after inoculation into 

milk (Rechinger et al., 2000), perhaps involved in the production of metabolic enzymes 

responding to a shift in carbon source from glucose to lactose. An elevated expression of 

genes encoding molecular chaperones was identified in Salmonella although no definite 

role during lag was determined for these genes (Rolfe, 2007). 

 

Although many of the physiological processes described above may be either organism or 

environment specific, there are some processes, such as the synthesis of ribosomes which 

are expected to be fundamental processes underpinning lag phase in various organisms and 

environments. One important question is whether bacteria such as Salmonella have a single 

strategy for initiating cell division or whether these processes are dependent upon changes 

in events such as the growth history. Part of the present study is aimed at determining 

whether such diverse strategies exist under mildly perturbed conditions.  
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1.4 Global analyses of lag phase in other systems 

Other studies are beginning to look at proteins produced during lag phase although this 

work is generally focussed on a single lag time-point. The first comprehensive 

transcriptomic and proteomic study of a lag phase prokaryote was performed on the Gram 

positive bacterium Lactococcus lactis (Larsen et al., 2006). The study compared lag phase 

with exponential growth in two media, identifying processes such as nucleotide 

metabolism, chaperone production, amino acid transport, glycolysis and co-enzyme 

production being significantly increased in lag phase. A more recent study continued on 

from the Larsen et al. (2006) work by analysing the proteome of two strains of 

Lactobacillus plantarum during lag phase, exponential phase and stationary phase 

(Koistinen et al., 2007). The study by Koistinen and colleagues (2007) highlighted diverse 

metabolic activity occurring during lag phase but considerably less than early-exponential 

phase, which showed an increase in more central metabolic pathways such as glycolysis.  

 

One further noteworthy study was performed with the Gram positive bacterium 

Streptomyces coelicolor which studied the intermediate lag (Figure 1.3) caused by various 

stresses and nutrient limitation (Novotna et al., 2003). The proteomic analysis determined 

a metabolic shift occurring during the starvation-induced lag to make use of available 

substrates prior to re-growth. Interestingly, the analysis identified similar responses 

between starvation stress and other exogenous stresses such as cold and heat shock. The 

bacteria produced molecular chaperones (heat-shock and cold-shock proteins) during the 

starvation-induced lag phase in a similar manner to the nutrient upshift identified during 

lag phase in Salmonella (Rolfe, 2007). This may mean that chaperone production is a lag 

phase specific bacterial response to growth cessation and functions to aid in bacterial 

utilisation of alternative metabolites.   

 

1.4.1 Eukaryotic lag phase processes 

Although parallels between eukaryotic and prokaryotic lag phase are difficult to draw, it is 

possible that crucial cell division initiation processes are conserved across biological 

kingdoms.  

 

A global transcriptomic study of the yeast Saccharomyces cerevisiae during lag phase as 

early as 20 minutes post-inoculation revealed up-regulation of genes encoding ribosomal 
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proteins, ribosomal RNA (rRNA), hexose sugar transport and metabolism of amino acids 

and  nucleotides, compared with a stationary phase inoculum (Brejning et al., 2003). Many 

of the genes encoding these processes were also induced during the lag phase of 

Salmonella (Rolfe, 2007), suggesting that activation of critical metabolic pathways and 

synthesis of translation machinery may be critical processes during lag phase. 

 

The study by Brejning and colleagues (2003) identified various repressed genes including, 

rather surprisingly, those involved in carbohydrate metabolism which would presumably 

be down-regulated in the 42 hour stationary phase inoculum as the supplemented glucose 

(5 g/L) in the growth medium was completely utilised by 18.5 hours (Brejning et al., 

2003). This result differed from the Rolfe (2007) study of Salmonella in LB medium 

containing less glucose which showed approximately the same expression of glycolysis 

genes as the stationary phase inoculum.  

 

The yeast study (Brejning et al., 2003) confirmed an earlier proteomic study which 

discovered in excess of 100 stable proteins synthesised by S. cerevisiae during lag phase 

(Brejning & Jespersen, 2002). These proteins functioned in ribosome assembly, amino acid 

biosynthesis, carbohydrate metabolism and S-adenosylmethionine synthesis. A more recent 

study by the same group compared the gene transcripts and proteins induced during lag 

phase between the brewing yeasts Saccharomyces pastorianus and S. cerevisiae (Brejning 

et al., 2005). This study discovered many similarities between the two yeast species in 

terms of lag phase specific processes inferred to be induced. Many of these processes were 

metabolic including: the glycolysis pathway, valine and isoleucine biosynthesis, synthesis 

of purines, ergosterol biosynthesis and glycerol metabolism. 
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1.5 Rationale for this study 

 

The findings for lactic acid bacteria, yeast and Salmonella have highlighted important lag 

phase processes including protein synthesis, metabolism and ribosome assembly. These 

processes may represent a minimum ‘work to be done’ during the lag phase of many 

organisms with any additional organism- or environment-specific physiological work 

contributing to an extended lag time.  

 

The physiological ‘work to be done’, quantified by the parameter h0 (Baranyi & Roberts, 

1994), depends upon the physiological state and the physiological history of a bacterial 

population. Rolfe (2007) performed an extensive transcriptomic study into S. Typhimurium 

lag phase in LB medium at 25 °C. Under more physiologically-demanding conditions, the 

metabolic work to be done would be increased, and therefore the lag time should also 

increase. Investigating the recovery of stressed S. Typhimurium at the transcriptomic level, 

using the Rolfe (2007) data as a ‘control’, would allow the robustness of lag phase to be 

determined and elucidation of the processes that are faithfully reproduced under both 

conditions. This in turn would identify the sensitivity of lag phase physiology to 

environmental changes, and help to explain the adaptability of Salmonella in diverse 

environments and aid the development of more sophisticated predictive microbiology 

models. Although there are many forms of mild and severe bacterial stress, it is important 

to focus upon food relevant stresses which could be useful for modelling pathogens under 

food storage conditions. Cold storage (refrigeration) is a suitable stress which is used 

routinely by the food industry. Bacteria can adapt to cold temperature (Phadtare, 2004) and 

chilling may increase the h0 of the bacterial population during lag phase (Baranyi & 

Roberts, 1994). 

 

The previous Salmonella lag phase transcriptomic study identified lag phase induced genes 

and thereby inferred lag phase processes (Rolfe, 2007 and Figure 1.7). Mutant strains, 

deficient in lag phase induced genes, were constructed, however majority of these strains 

did not have an increased geometric lag time when grown in the static system (Rolfe, 

2007). Further phenotypic evidence would therefore be required to confirm many of the 

inferred lag phase processes including metal homeostasis and oxidative stress resistance. 

The previous Salmonella lag phase work was the first to study lag phase at the 
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transcriptomic level in a food-relevant growth system. Further studies in such systems will 

be required to identify which processes are crucial for lag adaptation. The present study 

makes use of the lag phase static growth system to meet specific aims, indicated below. 

 

1.5.1 Aims of this study 

The aim of this study is to extend understanding of the physiology of lag phase in S. 

Typhimurium. The earlier work of Rolfe (2007) is built upon. Specific targets are to: 

 

 Confirm the bacterial population lag times observed previously and to determine 

the effect of cold storage on lag recovery (Chapter 3). 

 Measure the transcriptome of cold storage recovering bacteria and compare with 

the transcriptomic response of bacteria not subject to cold storage (Chapter 4). This 

will help to identify whether a universal lag phase response exists to resume cell 

division. 

 Study stationary phase bacteria to elucidate any mechanisms for rapid lag phase 

adaptation (Chapter 5). 

 Phenotypically investigate processes of oxidative stress during lag phase and 

determine the importance of oxidative stress defence mechanisms (Chapter 6). 

 Develop a sensitive method to reproducibly measure the intracellular metal ion 

concentration in Salmonella by inductively-coupled plasma mass spectrometry 

(ICP-MS). 

 Quantify the intracellular metal ion concentration in Salmonella throughout growth 

and investigate the role of metal ion transporters during lag phase (Chapter 7).  
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2. Materials and Methods 
 

This chapter outlines the techniques and reagents used to perform the experiments 

described in this thesis. All chemicals used were of laboratory grade, unless otherwise 

stated, and were primarily supplied by Sigma Aldrich (Poole, UK). When other suppliers 

were used, they have been noted in this chapter. All media used were made up with de-

ionised water, purified to a standard of 18.2 MΩ/cm and referred to in this section as 

dH2O. Any molecular techniques such as the elution of DNA or RNA were performed with 

nuclease-free high grade water (Sigma, W4502). All solutions were stored at room 

temperature unless otherwise specified. 

 

2.1 Microbiological methods 

 

2.1.1 Growth conditions 

Liquid cultures were routinely incubated statically at 25 °C in controlled temperature 

rooms. The constant temperature was maintained by Impact Air conditioning units 

(Marstair, Brighouse, UK). Care was taken to store flasks in the same area of the constant 

temperature room to ensure reproducibility of the static growth system (Section 2.1.6). 

 

Incubation of cultures at 2 °C was performed in cold rooms maintained by chiller units 

(Roller, Singapore). The constant temperature was monitored using H140A temperature 

Dataloggers (Hanna Instruments, Portugal) and a maximum variation of ± 2 °C was 

recorded. Stored liquid culture temperatures were monitored by H141 temperature 

Datalogger probes (Hanna Instruments, Portugal) and had a maximum variation of ± 0.45 

°C.  

 

Agitated incubation of liquid cultures in 250 ml Erlenmeyer flasks was performed using an 

Innova 3100 water bath (New Brunswick Scientific) at 37 °C, 250 rpm or in an Innova 

4400 Air-Incubator (New Brunswick Scientific) at 30 °C, 250 rpm. Overnight cultures 

were propagated in 30 ml universal tubes (R & L Slaughter, UK) using an Innova 4000 

Air-Incubator (New Brunswick Scientific) agitated at 250 rpm. Static cultures and plates 

were maintained at 37 °C in a Binder BD53 microbiological incubator (Binder, South 

Korea) or at 30 °C in a Nüve EN120 microbiological incubator (Nüve, Turkey). 
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2.1.2 Liquid media  

Salmonella Typhimurium was cultured in Luria Bertani (LB) medium (Lab M, Lancashire, 

UK), which was made as follows: 10 g Tryptone, 10 g NaCl and 5 g Yeast Extract added to 

a litre of dH2O (Bertani, 1951). The LB medium was adjusted to pH 7.0 via drop-wise 

addition of 7 M NaOH to agitated medium using a stirrer (Philip Harris, UK), and the pH 

recorded to two decimal places using a Delta 340 pH meter (Mettler). LB medium was 

sterilised either by autoclaving at 121 °C, 15 PSI for 15 minutes, or by filter-sterilisation. 

Filter sterilisation was used when reproducibility of the batch medium was critical (i.e. 

during growth curves or molecular analysis of cells). Filtration involved drawing the 

medium through a 0.22 µm polyethersulphone (PES) membrane bound in a Stericup Filter 

Unit (Millipore, FDR-125-010Q), using a vacuum, into 1 litre plastic receiver flasks 

(Millipore, FDR-125-507Y). Antibiotics were added to liquid media at concentrations 

shown in Table 2.1.  

 

During the preparation of electrocompetent cells, Lennox broth was prepared as follows: 

10 g Tryptone, 5 g NaCl and 5 g Yeast Extract added to a litre of dH2O (Lennox, 1955) 

and autoclaved at 121 °C, 15 PSI for 15 minutes.  

 

Table 2.1 Antibiotic stock solutions and working concentrations. 
Water-based antibiotic stock solutions filter sterilised using a 0.22 µm syringe filter 
(Millipore, SLGV 033) and stored at 4 °C. Long-term storage of antibiotic stock solutions 
was performed at -20 °C. 
 

 

 

Antibiotic Supplier Catalogue 
number 

Stock 
concentration 

(mg/ml) 

Final 
concentration 

(µg/ml) 
Ampicillin (Ap) Sigma 

Aldrich 
A9518 100 mg/ml in water 100g/ml  

Chloramphenicol 
(Cm) 

Sigma 
Aldrich 

C0378  35 mg/ml in ethanol 35 g/ml  

Kanamycin 
(Km) 

Sigma 
Aldrich 

K4000  50 mg/ml in water 50 g/ml 

Spectinomycin 
(Spc) 

Melford 
Laboratories 

S0188 150 mg/ml in water  150 g/ml 

Streptomycin 
(Sm) 

Sigma 
Aldrich 

S6501 100 mg/ml in water 100 g/ml  
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2.1.3 Altered liquid LB medium 

 

2.1.3.1 Conditioned LB medium 

For some experiments Salmonella was growth in conditioned medium (Section 3.2.5). The 

production of conditioned medium has been described previously (Weichart & Kell, 2001). 

Briefly, conditioned medium was prepared by adding 30 % (v/v) cell-free supernatants of 

48 hour 25 °C statically-grown S. Typhimurium culture to 70 % (v/v) fresh LB. Cell-free 

supernatants were obtained by centrifuging a 48 hour stationary phase culture at 7000 rpm 

(5378g), 20 °C, 10 minutes (Beckman HS-2 centrifuge, JA-10 rotor) to remove the 

majority of cellular debris and then filter sterilised through a 0.22 µm PES membrane into 

a Stericup receiver (Millipore, FDR-125-507Y) and stored at 25 °C until use. After 

addition of stationary phase supernatants to fresh LB, the pH was modified to 7.0.  The 

conditioned medium was sterilised via filtration as described (Section 2.1.2) prior to use. 

When comparing bacterial growth in conditioned medium with LB medium, both sets of 

growth curves were performed on the same day to decrease experimental variability. 

 

2.1.3.2 Chelex-100 treated LB medium 

When studying the effect of depleted metals on Salmonella lag phase, a low metal 

environment was required (Section 7.2.3). This was accomplished during media 

preparation by adding 5 % (w/v) Chelex 100 (C7901, Sigma) to the LB medium under 

agitation for 30 minutes. The Chelex matrix consisted of 1 % cross-linked polystyrene 

beads containing the sodium form of iminodiacetic acid, which acts as a divalent cation 

chelator with a binding capacity of 0.4 mEq / ml. After 30 minutes addition, the matrix was 

allowed to settle and was subsequently removed by 0.22 µm filter sterilisation using a 

Stericup Filter Unit (Millipore, FDR-125-010Q). 

 

2.1.4 Solid media 

The primary solid medium used to propagate strains and plasmids was LB agar which was 

prepared by the addition of agar (Formedium, UK) to LB medium at 15g / Litre, prior to 

autoclaving. Antibiotics were added to cooled molten agar (50 °C – 60 °C) at 

concentrations described (Table 2.1), and the plates were allowed to dry in a laminar flow 

hood (Pyramid Engineering Services) for at least 30 minutes. 
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For P22 transduction experiments described in this thesis, green indicator plates were used 

to identify phage lysogens, as described previously (Maloy et al., 1996). A base agar 

comprising (per litre): 8.0 g tryptone (Becton Dickinson, Cat. No. 211705), 1.0 g yeast 

extract (Becton Dickinson, Cat. No. 212750), 5.0 g NaCl (Sigma, Cat. No. 31434), 15 g 

agar (Formedium, Cat. No.AGA03) was made. After autoclaving, 21 ml 40% (w/v) 

glucose (VWR, 101176K), 25 ml 2.5% (w/v) alizarin yellow G (Sigma-Aldrich, 20,670-9) 

and 3.3 ml 2% (w/v) aniline blue (Merck, 1.16316) was added. Both the glucose and the 

alizarin yellow G were autoclaved prior to addition to the base agar. The aniline blue was 

filter sterilised through a 0.22 µm filter (Millipore). Stored stock alizarin yellow G was 

dissolved by gentle heating in a microwave prior to addition into the base agar. 

 

2.1.4.1 Motility agar 

Low concentration agar was used to test cell motility on plates as described elsewhere 

(Tittsler & Sandholzer, 1936) and was prepared by adding (per litre); 10 g tryptone, 5 g 

NaCl and 3 g agar. After autoclaving the molten agar was poured into agar plate moulds 

and allowed to stand in a laminar flow hood. For experiments involving low concentration 

agar, 1 µl overnight stationary phase culture (~106 colony forming units (CFU)) was 

pipetted into the semi-solid agar and the plates were incubated non-inverted at 37 °C for 

approximately 16 hours. 

 

2.1.5 Storage of bacterial stocks  

Bacterial strains and plasmids used in this study are shown (Table 2.2). Long-term storage 

of bacterial strains was at -80 °C, as glycerol stocks. Glycerol stocks were made by mixing 

glycerol to final concentration of 25 % with an overnight stationary phase culture in LB 

medium. Alternatively, single colonies of a strain on an agar plate were stored on 

Microbank beads (ProLab Diagnostics) following the manufacturer’s instructions. Strains 

were streaked onto LB agar plates as required and incubated overnight at 37 °C. Short-term 

storage of strains on agar plates was performed at 4 °C for a maximum of one week.  

 

2.1.6 The static growth system for lag phase experiments 

For all experiments performed at 25 °C, a static system was used which maintained a 

constant physiological history to ensure reproducibly between experiments. All media 

were made fresh and filter-sterilised (0.22 µm filter) into a 1-litre disposable flask 
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(Millipore, FDR-125-507Y) and pre-warmed at 25 °C for at least 24 hours. The system has 

been described in detail elsewhere (Rolfe, 2007).  

 

Briefly, an S. Typhimurium SL1344-derived strain was streaked from a glycerol stock at -

80 °C onto a LB agar plate (Section 2.1.4 and Section 2.1.5) and grown overnight at 37 °C. 

A single colony was taken and sub-cultured in 10 ml LB (pH 7) supplemented with 10 

µg/ml streptomycin in a 30 ml plastic universal tube (Slaughter Ltd.) for 48 hours at 25 °C. 

A second subculture into 10 ml LB (pH 7) without antibiotics was performed using an 

inoculating loop. After 48 hours, 200 µl of a 1:100 dilution was used to inoculated 500 ml 

LB (pH 7.0). After 48 hour static growth at 25 °C, 0.5 ml of culture was used as a 

standardised culture for inoculation into an experimental flask containing 750 ml LB (pH 

7.0).  

 

For some experiments a lower starting inoculum was used to monitor growth over an 18 

hour period using two experimental flasks with each inoculation staggered by 15 hours. 

The first experimental flask was used for the initial nine hours of growth and an additional 

final time-point 25 hours post-inoculation. The second flask was used to measure the 

period 10-18 hours post-inoculation. When measuring bacterial growth, it was important to 

ensure that the growth curves from the two flasks were continuous and representative of a 

single 18 hour growth curve. This was performed during the curve fitting stage using the 

DMFit macro (Section 2.1.7).  

 

During low cell concentration inoculation of the two experimental flasks, decimal dilutions 

of the standardised stationary phase culture were made (1:100) and 0.5 ml was inoculated 

into the 1 L experimental flask (Millipore, FDR-125-507Y) to give a starting inoculum of 

~5 x 103 CFU / ml. The experimental 1 Litre flask was shaken briefly to mix the culture 

and then stored statically at 25 °C until needed. 

 

2.1.6.1 Cold storage system 

For Lag Pre-Incubation experiments, cultures were grown as per the static growth system 

with one exception. The 500 ml culture of standardised inoculum was moved from 25 °C 

to 2 °C until required, minimising the agitation of the culture. During inoculation of the 1 

L experimental flask (Millipore, FDR-125-507Y), an aliquot (~ 5 ml) of pre-chilled 
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inoculum was removed and stored on ice to buffer against any temperature change which 

may affect the physiological state of the cells prior to inoculation. To inoculate the flask, 

0.5 ml of this aliquot was transferred into the pre-warmed medium (25 °C) via pipette and 

the experimental flask was shaken briefly to ensure the inoculated cultures were mixed 

well. 

 

2.1.7 Measuring growth of bacteria in liquid media 

Growth of S. Typhimurium was routinely measured via optical density (OD) measurements 

using a SPECTRAmax PLUS Microplate spectrophotometer (Molecular Devices). 

Samples of a culture were taken and placed in a 1 ml acrylic cuvette. The optical density 

was measured at 600 nanometers (OD600). When the OD600 reading exceeded 1.0, the 

samples were diluted 1:10 to bring the reading into the linear range of the 

spectrophotometer. 

 

Accurate measurement of bacterial numbers was done by total viable counts. Decimal 

dilutions of bacterial cultures were performed in sterile LB and three drops of 10 µl from 

each dilution were spotted onto each plate. The drops were allowed to dry into the agar 

before the plates were incubated at 30 °C overnight. Colonies were counted using a Digital 

S Colony Counter (Jencons, 217-015) from dilutions giving between 5 and 80 colonies per 

droplet. Calculations of lag time were performed using the DMFit macro 

(http://www.ifr.ac.uk/safety/DMFit) within Microsoft Excel, based on procedures 

described elsewhere (Baranyi & Roberts, 1994). Significant differences in growth 

parameters were determined by statistical tests run using MicroFit v1.0 (F-test, cut-off 

0.05). 
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Table 2.2 Bacterial strains and plasmids used in this study. 
 

 

2.1.8 Hydrogen peroxide sensitivity assays 

For experiments testing the effect of hydrogen peroxide on S. Typhimurium (Chapters 

6.2.1 and 6.2.2), bacterial cells were challenged either on LB agar plates or in LB liquid 

medium with a variety of concentrations of hydrogen peroxide.  

 

 

 

 

 

Name Genotype Source 

Bacterial strains   
SL1344 S. Typhimurium SL1344 wild-type (Hoiseth & 

Stocker, 1981) 
JH3306 S. Typhimurium SL1344 ΔahpC::kan  Rolfe (2007) 
JH3310 S. Typhimurium SL1344 ΔahpF::kan Rolfe (2007) 
JH3316 S. Typhimurium SL1344 ΔahpCF::kan Rolfe (2007) 
JH3348 S. Typhimurium SL1344 ΔkatG::cat Gift M. Rolfe 
JH3353 S. Typhimurium SL1344 ΔahpCF::kan ΔkatG::cat Gift M. Rolfe 
JH3346 S. Typhimurium SL1344 ΔsoxRS::kan  Rolfe (2007) 
JH2462 S. Typhimurium SL1344 ΔoxyR::cat This study 
JH2463 S. Typhimurium SL1344 ΔoxyR::cat ΔsoxRS::kan This study 
JH3308 S. Typhimurium SL1344 ΔbipA::kan Rolfe (2007) 
JH3290 S. Typhimurium SL1344 Δfis::cat Rolfe (2007) 
JH3440 S. Typhimurium SL1344 Δfis::cat ΔbipA::kan This study 
JH3543 S. Typhimurium SL1344 ΔmntH::cat This study 
JH3544 S. Typhimurium SL1344 ΔsitABCD::kan This study 
JH3555 S. Typhimurium SL1344 ΔmntH::cat ΔsitABCD::kan This study 
JH3572 S. Typhimurium SL1344  

Δrmf::cat ΔyfiA::spc ΔyhbH::kan 
This study 

KT2160 S. Typhimurium SL1344 ΔrelA71::kan ΔspoT281::cat (Tedin & 
Norel, 2001) 

Plasmids   
pKD3 Template plasmid; AmpR, FRT-flanked cat (Datsenko & 

Wanner, 2000) 
pKD4 Template plasmid; AmpR, FRT-flanked kan (Datsenko & 

Wanner, 2000) 
pKD46 pSC101(Ts-), araC+PBAD-(γ β exo), AmpR (Datsenko & 

Wanner, 2000) 
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2.1.8.1 Hydrogen peroxide on solid media. 

For challenging S. Typhimurium on solid media, a 100-fold dilution of an overnight 

stationary phase culture, grown at 37 °C was added 1:1 to 1.5 % (w/v) LB agar cooled to 

45 °C - 50 °C. An aliquot (4 ml) of this culture-agar mix was poured onto a 1.5% (w/v) LB 

agar plate, pre-warmed to 37 °C, and allowed to set. Filter paper (Whatman, 1001090) was 

cut into circular discs ( = 6 mm), autoclaved and dried before being placed onto the 

prepared agar plates. To each filter disc, 10 µl 882 mM (3 % w/v) hydrogen peroxide 

(H2O2) was added and the plates were incubated overnight at 37 °C. The H2O2 diffused 

outwards from the point of addition, leaving a ‘halo’ of sensitive colonies, which was 

measured after incubation. 

 

2.1.8.2 Hydrogen peroxide in liquid media 

The sensitivity of S. Typhimurium to H2O2 in LB medium was investigated (Section 6.2.1 

and 6.2.3), based on a previously-published method (Bang et al., 2005). Briefly, a culture 

of S. Typhimurium was grown to a desired time-point and decimal dilutions made in sterile 

1x phosphate-buffered saline solution (PBS). An aliquot (100 µl) of the desired dilution 

was plated on to a 1.5 % (w/v) LB agar plate and spread evenly using a polystyrene 

spreader (Fisher Scientific, DIS-109-050W). Hydrogen peroxide (Sigma, H1009) was 

added to the undiluted bacterial cultures at a final hydrogen peroxide concentration of 6 

mM, from a 6 M stock solution, stored at 4 °C. Samples of treated bacterial culture were 

taken immediately, diluted decimally to the desired concentration and 100 µl plated. This 

process was repeated at time-points 30 minutes, 60 minutes and 90 minutes after the H2O2 

challenge. Plates were incubated at 37 °C overnight and the number of viable colonies was 

counted.  

 

2.1.8.3 Measuring the redox potential of cultures 

In experiments measuring the effect of H2O2 on S. Typhimurium in liquid cultures, the 

effect of H2O2 on the redox potential of the medium was also measured.  

 

Measurements were made using a platinum combination redox electrode (MI-800-410, 

Microelectrodes, USA) filled with silver chloride saturated 3 M potassium chloride, was 

used with a Delta 340 pH meter (Mettler). The response of the electrode was determined 

using quinhydrone (BDH, UK, 10227) saturated pH calibration buffers (pH 4 and pH 7) 
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(Fisher Scientific), 25 °C. Redox potentials (Eh), corrected to pH 7, were calculated using 

the equation Eh = Eobs + Eref + EN (pH x - 7) 

 

where Eobs is the observed redox potential, Eref is the redox potential of the internal 

electrolyte of the electrode, EN is the Nernst potential, (taken as 59 mV), and x is the pH of 

the sample (George et al., 1998). 

 

Sample redox readings were taken by placing the redox electrode into a 10 ml volume of 

culture at the desired time-point and leaving the probe to acclimatise for approximately 

five minutes. Once the readings had settled, the minimum and maximum redox potentials 

were noted and the mean voltage, in millivolts (mV) was recorded. 

 

2.1.9 Microscopy 

Transmission electron microscopy was used to visualise stationary phase bacterial cells 

(Section 3.2.7). An aliquot (1 ml) bacterial cells (approximately 5 x 108 CFU) was 

harvested by centrifugation at 13 000 rpm (15682 x g). The cells were subsequently fixed 

in 3 % (w/v) glutaraldehyde (Agar Scientific, Stansted, UK) in 0.1 M cacodylate buffer 

(pH 7.2) for approximately 3 hours. The fixative was then washed with 0.1 M cacodylate 

buffer (pH 7.2) and the cell pellets mixed with a small volume of molten 2 % low-melting-

point agarose (TypeVII, A-4018, Sigma). This was solidified by chilling, chopped into 

small pieces and post-fixed with 2 % (w/v) aqueous osmium tetroxide for 2 hours before 

dehydration through an ethanol series. Final washes were performed three times with 100 

% ethanol and after the last wash the ethanol was replaced with a 1:2 mix of LR White 

medium grade resin (London Resin Company) and rotated overnight. Two further LR 

White resin mixes were prepared with 100% ethanol in a ratio of 1:1 and 2:1, before 

addition of 100% resin. The 100% resin was changed twice more ensuring a period of at 

least 6 h was left between resin changes.  Four tissue blocks from each sample were each 

put into gelatine capsules with fresh resin and polymerised overnight at 60 °C. Sections 

approximately 90 nm thick were cut using an ultramicrotome (Ultracut E, Reichert-Jung) 

with a glass knife, collected on film / carbon-coated copper grids, and stained sequentially 

with 50% (v/v) ethanol-saturated uranyl acetate and Reynold’s lead citrate.  
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Sections were examined and imaged in a FEI Tecnai G2 20 Twin transmission electron 

microscope at 200kV (Kathryn Cross, personal communication). 

 

2.1.10 Dissolved oxygen measurement 

Continuous measurement of the dissolved oxygen concentration (Section 3.2.2) was 

performed using a polarographic electrode (Ingold) submerged in the bacterial culture and 

detected via an oxygen meter (LH Fermentation, series 2000). Calibration was performed 

by submerging the oxygen electrode in dH2O with N2 or air constantly bubbled through 

until saturation was achieved (18.2 MΩ / cm). The dissolved oxygen concentration in the 

bacterial culture was measured every 30 seconds for 48 hours automatically and plotted 

using the Channel Monitor Application software v29.0.17 (Measuresoft Development). 

 

2.2 Genetic methods for bacterial mutagenesis 

 

2.2.1 P22 phage transduction 

Selectable genetic markers were routinely moved between strains using a generalised 

transducing phage, P22, which is specific to S. Typhimurium. A high transducing 

derivative, P22 HT105/1 int-4 was used via a previously-described method (Gemski & 

Stocker, 1967). 

 

2.2.1.1 Preparation of a P22 phage lysate 

Donor cells were prepared from a 37 °C overnight culture, grown in LB (containing 

appropriate antibiotics) diluted 1:100 into 5ml fresh LB medium. This sub-culture was 

grown at 37 °C to an OD600 of 0.15-0.2. 

 

A stock of 1010 P22 phage per ml, raised on wild-type S. Typhimurium SL1344 (with no 

antibiotic selection marker) was stored at 4 °C in a glass vial under chloroform. An aliquot 

(5 µl) of this phage stock was added to the donor cells and the culture was incubated at 37 

°C for a further 6 hours. After incubation, debris was apparent in the culture, indicating 

phage-induced cell lysis. Remaining cells were lysed upon addition of a few drops (~50 µl) 

chloroform (4 °C) and the lysate was incubated at 4 °C for at least 2 hours. The culture was 

centrifuged at 7000 rpm (6300 g), 4 °C in an Eppendorf 5810 R centrifuge (F-34-6-38 

rotor) and filter-sterilised through a syringe filter (0.22 µm, Millipore, SLGV 033) into a 
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glass universal to ensure all cell debris was removed. Lysates were mixed with 20 µl 

chloroform and stored at 4 °C. Prepared lysates could be used for transduction procedures 

over a year after storage, as described.   

 

2.2.1.2 Transductions with P22 lysates 

Recipient cells were prepared from a 37 °C overnight culture, grown in LB (containing 

appropriate antibiotics). An aliquot (200 µl) of this was mixed with 10 µl of P22 phage 

lysate (prepared from the strain with a selectable marker for transduction). The recipient 

cells and lysate were incubated at 37 °C for 60 minutes, to allow the cells to express the 

transduced antibiotic resistance marker. After incubation, the total mixture was spread onto 

LB agar plates containing suitable antibiotics to select for positive transductants, and 

incubated at 37 °C overnight. Negative controls containing 100 µl recipient cells only and 

50 µl P22 lysate were also spread onto LB agar plates and incubated. Antibiotic-resistant 

transductants were picked immediately after overnight growth to prevent the formation of 

lysogens. To purify the phage-free tranductants, colonies were twice streaked onto 

selective green indicator plates. Pseudo-lysogenic colonies appear dark green on the plates, 

whereas purified P22-free colonies appear white. 

 

2.2.2 Mini-prep of plasmid DNA  

Plasmid DNA was isolated for use in molecular techniques such as Lambda Red 

mutagenesis. The DNA was purified using the QIAprep Spin Miniprep Kit (Qiagen, 

27104) as per the manufacturer’s instructions. The method is based upon the alkaline lysis 

technique, described elsewhere (Birnboim & Doly, 1979). Plasmid DNA was isolated from 

5 ml overnight stationary phase culture containing the plasmid of interest and bound to a 

silica membrane, washed and eluted into 50 µl molecular grade water (Sigma, W4502). 

 

2.2.3 Electroporation 

To transfer DNA into bacterial strains electroporation was used with electrocompetent 

cells. Electroporation was primarily used for the introduction of linear DNA into S. 

Typhimurium as part of the λ-Red knockout system, although this method is also suitable 

for the transformation of circular plasmid DNA. Electrocompetent cells were made using a 

previously-described method (Sambrook & Russell, 2000) and used fresh on the same day. 
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2.2.3.1 Preparation of 1 ml electrocompetent cells 

A recipient strain was grown in 5 ml LB overnight at an appropriate temperature and sub-

cultured in a 1:100 dilution into 100 ml fresh LB (with a selectable antibiotic; see Table 

2.1) and grown 37 °C, 250 rpm to an OD600 = 0.6 (for λ-Red mutagenesis, cells were 

grown at 30 °C in Lennox broth with 1 mM L-arabinose added to induced the pKD46 

plasmid containing the λ-Red recombinase-encoding gene). Cells were then split into pre-

chilled (4 °C) 50 ml Falcon tubes and centrifuged at 5000 rpm, 4 °C for 15 minutes 

(Eppendorf 5810 R, F-34-6-38 rotor, 3214 g). The supernatant was removed and the cells 

were re-suspended in 1 ml ice-cold 10 % (v/v) glycerol (VWR, 24397.296) in dH2O, 

sterilised by autoclaving. The volume was made up to 40 ml with ice-cold 10 % (v/v) 

glycerol in dH2O before centrifuging as before. This was repeated for a total of three 

washes and the final cell pellet was re-suspended in 0.5 ml 10 % (v/v) glycerol (final 

volume of cell suspension was 1 ml). For electroporation, 100 µl competent cells were 

aliquotted into 1.5 ml tubes pre-cooled to 4 °C and stored on ice until required, up to a 

maximum of 3 hours. 

 

2.2.3.2 Electroporation of competent cells 

Electroporation was performed with freshly-prepared electrocompetent cells and cleaned, 

linear PCR product. 

 

Electroporation cuvettes (Bio-Rad, 165-2086) were pre-chilled at -20 °C and transferred to 

ice immediately before use. Each 100 µl aliquot of competent cells was mixed with 10 µl 

PCR product (approximately 5 µg to 7 µg DNA; Section 2.3.3) on ice. The total mixture 

was transferred to an electroporation cuvette and tapped firmly, but gently to ensure a flat 

surface of liquid between the electrodes. Electroporation was achieved by transferring the 

cuvette to a GenePulser Xcell electroporator (Bio-Rad) and pulsing with a voltage of 2.5 

kV, 200 Ω resistance and a capacitance of 25 µF.  

 

Cells were recovered by briefly mixing 1 ml LB with the electroporated cells and 

transferring 1 ml to a pre-warmed 1.5 ml tube and recovering the cells, statically for 2 

hours at 37 °C. After recovery, 100 µl transformed cells were plated onto LB agar 

containing appropriate selective antibiotics and the plate incubated at 37 °C overnight. The 
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remaining 900 µl aliquot was left at room temperature overnight, concentrated and plated, 

if required.   

 

2.3 Molecular biology methods 

 

2.3.1 Primers 

Primers for PCR amplification were purchased from Sigma (Sigma Genosys) and are 

shown in Appendix A. Primers arrived as a lyophilized powder and were dissolved in 

molecular grade water (Sigma, W4502) to a stock concentration of 100 pmoles /µl and 

stored at -20 °C. 

 

2.3.2 Polymerase Chain Reaction (PCR) 

The polymerase chain reaction is a cell-free in vitro technique for amplification of DNA 

(Saiki et al., 1988). Reactions were performed using HotStarTaq 2x Master Mix (Qiagen, 

201445) containing the modified thermostable DNA polymerase from Thermus aquaticus, 

reaction buffer and dinucleotide triphosphates (dNTPs). This mix was stored at -20 °C and 

used as per the manufacturer’s instructions. 

 

During the reaction, a fifteen minute initial incubation step was used to prevent the 

amplification of mis-primed products and the formation of primer dimers. The DNA 

templates for the PCR amplification were either plasmid or crude cell extracts. Plasmid 

templates were added as 1:1000 dilutions of a mini-prep eluate. Cell extracts were made 

from a single overnight bacterial colony added to 50 µl dH2O and boiled at 100 °C for 5 

minutes. Cell debris was removed via centrifugation at 5000 rpm (3214 g) for 5 minutes 

and 4 µl cell lysate supernatant was used per 50 µl reaction. 

 

50 µl PCR recipe: 

HotStarTaq Mastermix (2x) Qiagen, 201445) 25 µl 

Forward primer (10 pmol/μl) 4 µl 

Reverse primer (10 pmol/μl) 4 µl 

DNA template 4 µl 

Molecular grade water (Sigma, W4502) 13 µl 
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All PCR amplifications were performed on a Primus HT Thermocycler Block (MWG AG 

BIOTECH), programmed through Primus HT Manager Software. The typical PCR 

program is shown below: 

 

 HotStarTaq denaturation 95 °C 15 minutes 

Repeat 

for 35 

cycles 

Denaturation 94 °C 1 minute 

Annealing 55 °C 1 minute 

Elongation 72 °C Variable (allow 1 minute per Kbp DNA) 

 Final elongation 72 °C 10 minutes 

 

For primer combinations with different melting temperatures (Tm), for which the above 

program did not yield an amplified product, the annealing temperature was decreased to 

between 45 °C and 50 °C and an additional 2 mM magnesium chloride (MgCl2) was added 

(final concentration of 3.5 mM MgCl2), to aid binding of the primers to the DNA template. 

 

2.3.3 PCR purification 

PCR products were purified using a QIAquick PCR purification kit (Qiagen 28104) 

following the manufacturer’s instructions. The kit allowed rapid recovery of PCR 

fragments greater than 100 bp in length from the PCR reaction mixture via a series of 

centrifugation steps. Briefly, a high-salt binding buffer was added to the reaction mixture 

to allow binding of the DNA to a silica-gel membrane. The DNA was then washed using 

an ethanol based buffer and dried via centrifugation to remove excess ethanol. The purified 

DNA was eluted into 50 µl dH2O and stored at -20 °C. 

 

2.3.4 Total RNA extraction 

For transcriptomic experiments outlined in Chapter 4, the total RNA was extracted from 

harvested bacterial cells, treated with a mixture of 1 % phenol and 19 % ethanol, final 

concentrations and stored on ice for at least 30 minutes. The phenol-ethanol treatment kills 

the cells and prevents any further RNA processing or degradation (Hinton et al., 2004). 

RNA extraction was typically performed the day after cell harvesting and the cell pellets 

were stored overnight at -80 °C. This freeze-thawing step weakens the bacterial cell 

structure thereby aiding lysis during the extraction process.      
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2.3.4.1 Harvesting of stationary phase and exponential phase cells 

Cultures were grown to the desired time-point and the equivalent of 2 OD600 units per ml 

of culture was taken (for example, 1 ml culture with OD600 = 2, or 4 ml culture with OD600 

= 0.5). Immediately, 5
1  final volume 5 % phenol 95 % ethanol (v/v) at -20 °C was added to 

the culture in pre-cooled 50 ml Falcon tubes and put directly onto ice. After between 30 

minutes and 3 hours the cultures were centrifuged at 7000 rpm (6300 g) in an Eppendorf 

centrifuge and the supernatants discarded. The pellet was resuspended in the residual 

supernatant and transferred to 1.5 ml tubes (Eppendorf) for a final centrifugation (9000 

rpm) for 3 minutes in a bench-top 5415D Microcentrifuge (Eppendorf) with a F45-24-11 

rotor. Resuspended cell pellets were stored for the short term (< 5 hours) at -20 °C and 

then overnight at -80 °C.  

 

2.3.4.2 Harvesting of lag phase cells 

Due to the low concentration of cells present in the lag phase samples, large volumes were 

required to yield sufficient RNA for transcriptomic analysis. Cells were grown as 750 ml 

cultures in 1 litre flasks as per the static system (Rolfe, 2007). For each time point two 

flasks were sacrificed, allowing cells to be harvested from 1.5 litres lag phase culture. Cell 

growth and RNA processing was stopped by the addition of 187.5 ml 5 % phenol 95 % 

ethanol (cooled to -20 °C) to each 750 ml culture. The cultures were placed on ice for at 

between 30 minutes and 3 hours and then centrifuged at 7000 rpm (5378g), 4 °C, 10 

minutes (Beckman HS-2 centrifuge, JA-10 rotor). The cell pellet was resuspended in the 

residual supernatant, transferred to 50 ml tubes and harvested by centrifugation into 1.5 ml 

tubes as described in Section 2.3.4.1.  

 

2.3.4.3 Isolation of RNA from harvested cell pellets 

Cell pellets in 1.5 ml Eppendorf tubes were removed from the -80 °C freezer, thawed on 

ice and resuspended in 100 µl Tris-EDTA (TE) buffer (pH 8.0). RNA extraction was 

performed using a SV Total RNA purification kit (Promega, Z3100) as per the 

manufacturer’s instructions. Briefly, a lysis buffer from the RNA extraction kit was added 

to each cell suspension and mixed via inversion. To this, RNA dilution buffer was added 

and mixed well. The samples were heated at 70 °C for three minutes and the cell debris 

collected after centrifugation at 13000 rpm (15682 g), 10 minutes. The supernatant was 

transferred to clean RNase-free tubes into which 200 µl ethanol was added and mixed. The 
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mixture was transferred to Promega spin columns and spun at 15682 g for 30 seconds in an 

Eppendorf bench-top microcentrifuge. The nucleic acids were bound to a silica-gel 

membrane and were subsequently washed with an ethanol-based wash buffer before a 15 

minute DNase treatment at room temperature was used to remove any contaminating 

DNA. The RNA was washed twice further with the ethanol-based wash buffer before being 

eluted into 100 µl dH2O (Sigma, W4502). 

 

2.3.5 Genomic DNA extraction. 

Genomic DNA extraction for transcriptomic techniques was performed using Qiagen 

Genomic DNA buffer set (Catalogue No. 19060) and 100/G Qiagen Genomic tips 

(Catalogue No. 10243), allowing the isolation of up to 100 µg genomic DNA. 

 

The extraction protocol for 5 ml overnight S. Typhimurium SL1344 culture was taken from 

the Qiagen Genomic DNA handbook with the following modifications. Due to the 

resilience of S. Typhimurium cells the lysis step was increased from 30 minutes to 2 hours. 

The genomic DNA was eluted from the column into 15 ml Falcon tubes in 5 ml buffer QF, 

pre-warmed to 50 °C to improve yield. The DNA was precipitated by addition of 3.5 ml 

isopropanol (2-propanol) at room temperature and pelleted by centrifugation at 6300 g for 

30 minutes. The supernatant was then discarded, 500 µl TE (pH 8.0) was added and the 

pellet was left to dissolve overnight at room temperature. The total genomic DNA was then 

quantified (Section 2.3.6) and stored at -20 °C until use. 

 

2.3.6 Quantification of nucleic acid concentration 

Measurement of nucleic acid concentration was performed using the NanoDrop ND-1000 

Spectrophotometer (NanoDrop, Wilmington, Delaware, USA) and the ND-1000 software. 

The quantification was performed by measuring the absorbance of 1 µl eluted nucleic acid 

sample at A230, A260 and A280 which gives an indication of the purity of the nucleic acid in 

relation to possible contaminants.  

 

2.3.7 Assessment of RNA quality 

In order to ensure the RNA was of a suitable quality to be used for transcriptomic work, 

the Agilent 2100 Bioanalyser (Agilent, Stockport, UK) was used, as per the manufacturer’s 

instructions. The Bioanalyser uses capillary gel electrophoresis and nucleic acid dyes to 
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measure the size of the RNA. The RNA sample (1 µl) was run in a RNA Nanochip with 

150 ng RNA 6000 ladder (Ambion, 7152, Austin, Texas, USA). The quality of the RNA 

was visualised using an electropherogram generated by the accompanying Agilent 

Bioanalyser software. Two major, well-defined peaks representing the 16S and 23S rRNA 

subunits and a low background characterised good quality RNA. 

 

2.3.8 Agarose Gel electrophoresis 

Agarose gel electrophoresis is a technique which separates nucleic acid fragments based 

upon their size (Southern, 1979) and allows the fragments to be visualised by staining. 

DNA samples were diluted by the addition of 5x loading buffer supplied with the 

QiaQuick PCR purification kit (Qiagen) to a 1x final concentration. A 1 % (w/v) agarose 

(Sigma, A9539) gel made with 1x TAE (40 mM Tris-base, 1 mM EDTA, 40 mM acetic 

acid) containing 0.5 µg / ml ethidium bromide was prepared as previously described 

(Sambrook & Russell, 2000) and placed into a electrophoresis gel tank and covered with 1 

% TAE. The DNA and loading dye were loaded alongside 2.5 µg 1 Kb DNA marker (New 

England Biolabs, N3232 or Promega, G5711) and electrophoresed at approximately 5 

V/cm. After the electrophoresis had been completed the DNA fragments were analysed in 

a MultiImage UV Light Cabinet (Alpha Innotech Corporation) using the high energy UV 

setting. Images were photographed using an Olympus C-4000 Zoom digital camera (2000 

ms exposure time) and visualised using the AlphaDigiDoc AD-1201 software.   

 

2.3.9 Deletion of genes using the Lambda Red system 

The Lambda Red gene knockout system (Datsenko & Wanner, 2000) was used to create all 

the chromosomal mutations described in this thesis. In essence, the system was used to 

replace the protein-encoding region of a gene with an antibiotic resistance gene cassette. A 

PCR fragment was generated containing the antibiotic resistance gene of interest, flanked 

by 40 base pairs on each end with homology to the upstream and downstream regions of 

DNA flanking the target gene. The PCR product was purified and electroporated into a S. 

Typhimurium strain containing the pKD46 plasmid encoding a Lambda Red bacteriophage 

recombinase. The selectable antibiotic resistance was acquired by homologous 

recombination leading to a loss of the target gene. Mutants were selected by plating onto 

LB agar containing the antibiotic of interest and verified by PCR amplification of the target 
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region. It was important to transduce the mutation into a clean SL1344 genetic background 

without pKD46 to avoid the occurrence of secondary mutations. 

 

2.3.9.1 Oligonucleotide primers for gene deletion 

The primers were designed to be specific for the start position of the gene to be deleted. In 

the majority of cases the first 40 base pairs (from the 5’ end) corresponded to the region 

proximal to the coding region. An additional 20 base pairs were added to the 3’ end of each 

primer corresponding to the antibiotic resistance cassette from the pKD3 or pKD4 

plasmids containing the antibiotic resistance genes for chloramphenicol or kanamycin 

respectively. The nucleotide sequence added to the 3’ end of the forward primer was: 

GTGTAGGCTGGAGCTGCTTC, and to the 3’ end of the reverse primer 

CATATGAATATCCTCCTTAG, was added. The final primer length was 60 nucleotides. 

The full sequence of the gene deletion primers are shown in Appendix A. 

 

2.3.9.2 PCR amplification of pKD3 or pKD4 and transformation 

For the majority of transformations described in this thesis the antibiotic resistance 

cassettes present in the Lambda Red plasmids, pKD3 (chloramphenicol, cat) and pKD4 

(kanamycin, kan), were amplified via PCR using oligonucleotide primers (Section 2.3.9.1). 

Primers were diluted to a stock of 100 µM and used at a working concentration of 10 µM. 

The pKD3 or pKD4 plasmid templates were added as a 1:1000 dilution of a mini-prep 

eluate. The PCR recipe used was the same as mentioned previously (Section 2.3.2) except 

that 6 × 50 µl reactions were setup and the PCR products were combined, purified (Section 

2.3.3) and eluted into 50 µl dH2O after amplification to generate enough DNA for the 

Lambda Red technique. During the transformation, 10 µl purified DNA was introduced to 

competent S. Typhimurium SL1344 containing the pKD46 plasmid via electroporation. 

The competent cells were made as described previously in this thesis (Section 2.2.3.1) 

except that the expression of the Lambda Red recombinase was induced by the addition of 

1 mM L-arabinose and the pKD46 plasmid was maintained through the addition of 100 

µg/ml ampicillin. Transformations were performed via electroporation using the method 

described previously in this thesis (Section 2.2.3.2) and plated onto LB agar plates 

containing appropriate antibiotics for selection. The plates were incubated overnight at 37 

°C to cure the pKD46 plasmid, which does not replicate above 30 °C. 
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2.3.9.3 Verification of Lambda Red transformants 

Successful transformants were verified by PCR to check that the gene of interest had been 

replaced by an appropriate antibiotic resistance cassette. Each strain containing the gene 

knock-out mutation was checked alongside a S. Typhimurium SL1344 wild-type strain 

containing the intact gene of interest and the size of the PCR product examined by agarose 

gel electrophoresis (Section 2.3.8). The primers used to verify the Lambda Red 

mutagenesis were designed to have homology to the flanking region of the targeted gene. 

The details of the external primers used are included in Appendix A. 

 

2.3.9.3.1 Verification of the ΔsitABCD::kan mutant. 

For the ΔsitABCD::kan mutant used in this thesis (Sections 7.2.5 and 7.2.6), the length of 

the region to be disrupted was too long (>3 Kb) for conventional PCR verification and so 

random-primed PCR was used to amplify the region and the enriched product was verified 

by sequencing. The primer sequences are included in Appendix A. The method of random 

primed PCR is described elsewhere (Jacobs et al., 2003) and required two separate PCR 

amplifications. The first round of amplification involved one fixed reverse primer which 

annealed to either the antibiotic resistance cassette in pKD3 or pKD4 depending on the 

chosen resistance marker. The PCR reaction contained a mixture of three forward random 

primers, which bound to different regions of the template DNA. The 5’ end of each primer 

contained the sequence GACCACACGTCGACTAGTGC which generated multiple 

products of different lengths with the same 5’ sequence.  

 

The first random-primed PCR reaction contained the following reagent in a total volume of 

50 µl: 

 

BioMix 2x PCR mix (BioLine, BIO-25011) 25 µl 

Forward random primer A (10 µM) 0.85 µl 

Forward random primer B (10 µM) 0.85 µl 

Forward random primer C (10 µM) 0.85 µl 

Reverse primer A (10 µM) 2.5 µl 

DNA template (crude cell lysate; Section 2.3.2) 5 µl 

Molecular grade water (Sigma, W4502) 14.95 µl 
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The DNA was cleaned using a QiaQuick PCR purification kit (Qiagen) and used as the 

template in the second PCR amplification step. The second PCR amplification used a short 

(20 nucleotide) adapter forward primer with the GACCACACGTCGACTAGTGC 

sequence to amplify the 5’ end of the first PCR products and a second reverse primer that 

annealed to the antibiotic resistance cassette amplified from the first PCR.  

 

The second PCR was setup in a final volume of 50 µl containing: 

 

BioMix 2x PCR mix (BioLine, BIO-25011) 25 µl 

Forward adapter primer (10 µM) 2.5 µl 

Reverse primer B (10 µM) 2.5 µl 

DNA template from first reaction 5 µl 

Molecular grade water (Sigma, W4502) 15 µl 

 

The PCR amplification was setup using a Primus HT Thermocycler PCR Block (MWG 

AG BIOTECH) with the following program: 

 

 Initial denaturation step 94 °C 3 minutes 

Repeat for 6 cycles increasing 

the annealing temperature by 

1 °C per cycle 

Denaturation 94 °C 15 seconds 

Annealing 42 °C 30 seconds 

Elongation 72 °C 3 minutes 

Repeat for 25 cycles Denaturation 94 °C 15 seconds 

Annealing 60 °C 30 seconds 

Elongation 72 °C 3 minutes 

 Final elongation 72 °C 7 minutes 

 Storage step 8 °C As required 

 

This PCR amplification generated an enriched PCR product which was purified (Section 

2.3.3) and sent for sequencing at The John Innes Genome Centre using an ABI Prism 

3730xl DNA analyser (Applied Biosystems) and the reverse primer B (Appendix A). 

 

 

 



Chapter 2  Materials and Methods 

68 
 

2.3.10 Transcriptomics: microarray hybridisation and analysis 

DNA microarrays allow the simultaneous measurement of the global gene expression 

under defined experimental conditions. All transcriptomic experiments described in this 

thesis involved the use of a fluorescently labelled genomic DNA common reference (Type 

2) approach. Type 2 arrays were used because the common reference decreased the amount 

of microarrays required to analyse many RNA samples and allowed comparisons between 

other Type 2 datasets (Yang & Speed, 2002). All RNA samples were reversed transcribed 

to cDNA and labelled separately with the Cy5 fluorophore whereas the reference genomic 

DNA was labelled with the Cy3 fluorophore as described on the IFR website 

(http://www.ifr.ac.uk/safety/microarrays/). The microarrays used in this thesis for 

transcriptomic experiments (Chapter 4) were printed in-house at the Institute of Food 

Research microarray facility. Each SALSA2 (Salmonella serovars) microarray comprised 

5764 elements each corresponding to a coding sequence (CDS) or small RNA (sRNA) 

from a range of Salmonella serovars. Of these coding sequences: 4869 genes corresponded 

to the S. Typhimurium LT2 strain (McClelland et al., 2001), 473 CDS specific to S. 

Typhimurium SL1344 (Project ID 345 Sanger Institute, 

http://www.sanger.ac.uk/Projects/Salmonella), 113 CDS on the pSLT virulence plasmid, 

27 sRNA, 86 S. Gallinarum CDS and 196 CDS for S. Enteritidis PT4. The DNA 

microarrays were constructed by spotting PCR product in 50% (v/v) dimethyl sulfoxide 

(DMSO), 0.3x saline sodium citrate (SSC) spotting solution onto the surface of GAPS-II 

microarray slides (Corning, 40003). The negatively-charged DNA was ionically-bound to 

positively-charged γ-aminopropylsilane groups on the microarray slide, which was 

strengthened by UV cross-linking during the slide blocking process. Microarray printing 

was performed using a Stanford-designed (v3) microarray printing robot using the method 

outlined previously (Thompson et al., 2001). 

 

2.3.10.1 Two-step labelling of extracted RNA 

RNA was extracted at the desired time-point (Section 2.3.4.3) and fluorescently-labelled 

over two stages, as described previously (Eriksson et al., 2003). The first stage involved 

the reverse transcription of 2 μg extracted RNA into corresponding cDNA. To the RNA, 5 

μg random primers (Invitrogen, 48190-011) were added in a total volume of 9.4 μl. The 

RNA was denatured by incubation at 70 °C for 5 minutes and then chilled on ice for 10 

minutes. To each reaction the following was added: 
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10 x AffinityScript Reverse Transcriptase Buffer (Stratagene)  2 μl 

0.1 M Dithiothreitol (DTT) (Sigma, D9779) 2 μl 

50x dNTPs (25 mM each dCTP, dTTP, dGTP, dATP) 0.6 μl 

Molecular grade water (Sigma, W4502) 2 μl 

50 U / μl AffinityScript reverse transcriptase (Stratagene, 600107) 4 μl 

 

The reactions were incubated overnight at 42 °C in a Primus HT Thermocycler PCR Block 

(MWG AG BIOTECH). The reverse transcription reaction was stopped by the addition of 

pH 8.0 1.5 μl 20 mM ethylenediaminetetraacetic acid (EDTA) and any remaining RNA 

was hydrolysed by the addition of 15 μl 0.1 M sodium hydroxide and heating the samples 

at 70 °C for 10 minutes. The alkali was neutralised by adding 15 μl 0.1 M hydrochloric 

acid. The cDNA was cleaned using a PCR purification kit (Section 2.3.3) and eluted into 

50 μl dH2O. The eluate was condensed to 21 μl using a SpeedVac (Thermo-Savant) on a 

medium setting. 

 

2.3.10.2 Direct fluorescence labelling of DNA 

Fluorescent nucleotides were incorporated into the reverse transcribed cDNA and the 

reference genomic DNA using the BioPrime® DNA Labelling System (Invitrogen, 18094-

011). The reaction involves the incorporation of a fluorophore into the amplified nucleic 

acid using random primers (octamers), dNTPs and Klenow polymerase.  To 21 μl (2 μg) 

genomic DNA (gDNA), 20 μl of 2.5 x Random primer/reaction buffer mix from the 

BioPrime® DNA Labelling kit was added and the primers were denatured by boiling at 100 

°C for 5 minutes. The samples were placed on ice for at least 5 minutes before the 

following were added: 

 

10 x dNTP mix (1.2 mM each of dATP, dTTP, dGTP; 0.6 mM dCTP; 10 mM 

Tris pH 8.0; 1 mM EDTA) 

5 μl 

1 mM Cy5-dCTP (GE Healthcare, PA55021) (cDNA samples only) 3 μl 

1 mM Cy3-dCTP (GE Healthcare, PA53021) (genomic DNA samples only) 3 μl 

Klenow polymerase 1 μl 
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The samples were spun briefly (15682 x g, 2 seconds) and incubated overnight at 37 °C, in 

the dark to prevent dye bleaching. The labelling reaction was stopped by adding 5 μl 0.5 M 

EDTA (pH 8.0) and the DNA was cleaned using a QiaQuick PCR purification kit 

(Qiagen), eluting the labelled DNA twice in 50 μl dH2O. To each 100 μl of Cy5-dCTP 

labelled cDNA, 20 μl of Cy3-dCTP labelled genomic DNA was added per hybridisation. 

Total labelled DNA was dried in a Speed Vacuum Concentrator (Thermo-Savant) and 

resuspended in 10 μl dH2O to be used for the hybridisation procedure. 

 

2.3.10.3 Blocking of transcriptomic microarray slides 

Prior to hybridisation of SALSA2 slides, blocking was performed to methylate the γ-

aminopropylsilane (GAPS) groups. This neutralised positive charges and prevented the 

hybridisation of labelled DNA with the slide surface. Where possible, slides were blocked 

on the day of hybridisation to minimise exposure to particulates during storage. As part of 

the blocking process, a UV cross-linking step (Stratalinker; 120 mJ) was carried out, which 

covalently bound the printed PCR product with the glass slide. Prior to blocking, the 

SALSA2 arrays were marked out using a diamond-tipped pencil. The blocking procedure 

was performed using the Pronto!™ Microarray blocking kit (Corning, 40026) as per the 

manufacturer’s instructions. Briefly, 247 ml Pre-Soak solution (Corning) was pre-heated to 

42 °C and mixed with 2.5 ml Liquid sodium borohydride from the kit, in a fume hood. The 

SALSA2 slides were then immersed in the liquid within black plastic hybridisation 

chambers and incubated at 42 °C for 20 minutes. The slides were then transferred to 

nuclease-free molecular grade water (Sigma, W4502) at room temperature and soaked 

three times for 30 seconds each. Finally the slides were spun dry in a Jouan MR23i 

centrifuge (Thermo Electron Corporation) at 1500 rpm (289 g) using  the 6xµT microtitre 

plate rotor at 20 °C, ready for the hybridisation protocol. 

 

2.3.10.4 Transcriptomic microarray hybridisation  

During the hybridisation process cDNA and genomic DNA competitively bind to the 

arrayed PCR product on the slides. During this process care was taken to minimise the 

exposure of the samples to light and to minimise any physical contact with the microarray 

surface. To each 10 μl sampleof fluorescently-labelled cDNA and gDNA the following 

reagents were added:   
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20 x SSC (3 M sodium chloride, 0.3 M sodium citrate, pH 7.0) 2.25 μl 

1 M HEPES (pH 8.0) 0.375 μl 

25 mg / ml Saccharomyces cerevisiae tRNA (Sigma, R8759) 1.125 μl 

Denhardt’s solution (1 % (w/v) Ficoll 400, 1 % (w/v) 

polyvinylpyrrolidone, 1 % (w/v) bovine serum albumin (fraction V) in 

dH2O) 

 

 

1.5 μl 

10% (w/v) SDS (Sigma, L4390) 0.375 μl 

 

The nucleic acids were denatured by boiling the samples at 100 °C for 2 minutes and then 

cooling at room temperature for 5 minutes. The samples were spun briefly (15682 x g, 2 

seconds) to remove any debris. The microarray slides were placed into a hybridisation 

chamber and the total hybridisation mix was pipetted onto the centre of one microarray. A 

22 mm x 22 mm borosilicate glass cover-slide (VWR International, 631 0124) was cleaned 

by submersion in 96 % ethanol and dried ensuring any debris was removed using an 

invertible air duster (RS components, 497-280), before being lowered onto the microarray. 

Any air bubbles were removed by applying gentle pressure to the cover-slide with some 

fine forceps. The process was repeated for the second microarray on the slide and 20 μl 3 x 

SSC was added to both ends of the hybridisation chamber using a pipette to maintain the 

appropriate humidity during the hybridisation process. A chamber lid was screwed tightly 

onto the hybridisation chamber (GeneMachines) before the slides were incubated overnight 

in a water bath at 63 °C (Grant Instruments, Hertfordshire, UK) to allow hybridisation. 

 

2.3.10.5 Transcriptomic microarray washing steps 

Following overnight hybridisation, the microarrays were washed to remove any non-

hybridised DNA from the microarray and slide. Wash solutions were prepared the day 

before and kept at the appropriate temperature overnight. Heated wash solutions were 

maintained at the correct temperature using a digital hotplate stirrer agitating at 250 rpm 

(Bibby Sterilin) during the washing procedure. For wash steps at room temperature the 

samples were agitated on a platform rotary shaker (New Brunswick Scientific, Edison, 

New Jersey, USA) at 50 rpm. 

 

 



Chapter 2  Materials and Methods 

72 
 

The slides were initially submerged twice in 2x SSC, 0.1 % SDS for 5 minutes at 63 °C, 

agitated at 250 rpm. The next washes were performed twice in 1x SSC, 5 minutes at room 

temperature and finally two washes were performed in 0.2x SSC, 5 minutes at room 

temperature. 

 

The slides were dried via centrifugation in a Jouan MR23i centrifuge (Thermo Electron 

Corporation) at 1500 rpm (289 g) using  the 6xµT microtitre plate rotor at 20 °C, enclosed 

within a black slide chamber. Once dry, the slides were ready to be scanned. 

 

2.3.10.6 Transcriptomic microarray scanning and data analysis 

For transcriptomic experiments (Chapter 4) the SALSA2 microarray slides were scanned 

in a GenePix 4200 AL microarray scanner (Molecular Devices) using GenePix Pro v6.0 

Software following the manufacturer’s instructions. Preview scans were carried out at 40 

µm resolution and full data scans were performed at 10 µm resolution. The 

PhotoMultiplier Tube (PMT) setting measures the photons emitted from the laser-excited 

fluorophores, and therefore the signal. The higher the PMT value, the more sensitive the 

scan is however if the PMT voltage is too high the signal becomes saturated. For each use 

of the scanner, the GenePix software calculated the optimal PMT value through the Auto 

PMT function. Images were saved as multi-image .tiff files for analysis. 

 

Data were generated from the GenePix images using BlueFuse v1.0 (BlueGnome, Oxford, 

UK). Images were imported into BlueFuse with an microarray layout (.bgl) file, so the 

relative signal (Cy5 / Cy3) ratio for each spot could be calculated. As part of the BlueFuse 

analysis, a block-by-block median shifting normalisation was performed which 

compensates for any differences in labelling efficiency and variation due to printing pin 

quality. 

 

During the analysis, deviations in gene expression data were observed, which were due to 

decreased signal distribution, exhibiting so-called ‘compression’ when visualised (Section 

4.1.2). To compensate for these deviations, BlueFuse output files were further processed 

using BABAR (Batch Anti-Banana Algorithm in R) (Alston et al., 2010) using pair-wise 

comparisons between microarray samples, as described elsewhere (Hautefort et al., 2008). 

BABAR comprises three main steps:  normalising transcriptomic data with a block-by-
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block median centring similar to the function performed by BlueFuse; a pair-wise global 

loess using limma (Bioconductor) between each pair of arrays (Smyth & Speed, 2003); a 

final block-by-block median centring of the loessed arrays. The data quality can be 

visualised through diagnostic box-plots (Figure 4.4).  

 

The gene expression data were routinely visualised in a graphical format and analysed 

using GeneSpring version 7 (Agilent Technologies). This software allowed easy access to 

standard statistical tests and simple filtering of the data. For each time-point, at least three 

biological replicates were performed, which were averaged within GeneSpring and 

compared internally to a single time-point. This allowed simple interpretation of the results 

in terms of fold-changes in gene expression. Clustering was carried out using the Pearson 

clustering parameters. Statistically significant changes in individual gene expression data 

were calculated using a t-test (p<0.05) and a minimum of a 2-fold cut-off threshold.  

 

2.3.11 Chromatin immunoprecipitation and microarrays 

Chromatin immunoprecipitation coupled with microarray analysis (ChIP-chip) allows the 

binding sites of a known DNA-associated protein to be determined (Ren et al., 2000).  

 

2.3.11.1 Cell harvesting and lysis 

For the ChIP-chip experiments described in this thesis (Chapter 5), bacterial cultures were 

grown for 48 hours, at which point 1 % final concentration formaldehyde (Sigma, F1635) 

was added to covalently cross-link nucleoid-associated proteins to the DNA. After either 2 

or 15 minutes, the reaction was quenched by the addition of 0.5 M final concentration 

glycine (Sigma, G7126) which prevented any further cross-linking.  

 

After lysis optimisation (Section 5.2.1), stationary phase cells (approximately 5 x 108 CFU 

/ ml) were harvested by centrifugation of bacterial cultures for the ChIP-chip experiment. 

Cell pellets were washed three times with PBS (pH 7.4) to remove trace amounts of growth 

medium, formaldehyde and glycine. The cell pellet was resuspended in 700 µl lysis buffer 

containing: 
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Trizma Base (pH 8.0) 10 mM 

Sodium chloride 50 mM 

EDTA 10 mM 

Sucrose (S7903) 20 % (w/v)  

 

To this, 700 µl 2 x RIPA solution was added, containing: 

 

Trizma Base (pH 8.0) 100 mM 

Sodium chloride 300 mM 

Nonidet P40 (Fluka, 74385) 2 % (w/v) 

Sodium deoxycholate (Sigma, D6750) 1 % (w/v)  

 

SDS was omitted from the 2x RIPA solution to prevent foaming during the lysis 

procedure. 

 

The total solution was transferred to 2 ml screw-cap tubes (Sarstedt, D-51588) and acid-

washed glass beads, ≤106 μm in size (Sigma, G4649) were added until the bottom of the 

tube was covered. The samples were then lysed using a FastPrep FP120 (Thermosavant) 

bead-beater maximum speed for 3 x 20 seconds. The samples were centrifuged at full-

speed in a Benchtop 5415D Microcentrifuge (Eppendorf) with a F45-24-11 rotor to harvest 

the beads and any insoluble cellular debris. The supernatant was removed, transferred to 2 

ml tubes (Eppendorf) and sonicated with a Soniprep 150 (Sanyo) sonicator (10 µm 

amplitude, 3 x 20 seconds), ensuring the samples were cooled on ice at regular intervals. 

The sonication step fragmented the DNA within the cells to approximately 500 base-pairs 

(bp) in length. The DNA fragment sizes were confirmed after each sonication batch via 

agarose gel electrophoresis (Section 2.3.8). Remaining cellular debris was pelleted via 

centrifugation (15682 x g) and the supernatant (~1.2 ml) was removed.  

 

2.3.11.2 Chromatin immunoprecipitation 

In order to prevent damage to cross-linked proteins, the serine protease inhibitor 

phenylmethylsulphonyl fluoride (PMSF) (Sigma, P7626) was added at a final 

concentration of 1 mM from a 100 mM stock solution in dimethylsulfoxide (DMSO). Each 

sample was divided into equal two aliquots (600 µl each) designated either ‘test’ or 
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‘control’ for each time-point. To each sample 50 µl rabbit immunoglobin G (IgG) coated 

sepharose beads (Sigma, E3403) were added and the samples incubated at 4 °C, on a rotary 

wheel (10 rpm) for at least 2 hours, to bind any short, background DNA fragments. The 

beads were recovered after centrifugation (15682 x g) for 30 seconds. The supernatant was 

transferred to clean tubes and a further 50 µl rabbit immunoglobin G (IgG) coated 

sepharose beads (Sigma, E3403) were added to each sample. To each ‘test’ sample, 20 µl 

of the specific monoclonal antibody to the β subunit of E. coli RNA polymerase 

(Neoclone, W0002) was added (Thompson et al., 1992). The samples were incubated on a 

rotary wheel (10 rpm) at 4 °C for 22 hours. The IgG-coated sepharose beads bound to the 

monoclonal antibody with a capacity of >8 mg / ml to allow easy purification of ChIP 

DNA.  

 

2.3.11.3 Washing and eluting the ChIP DNA 

The supernatant was discarded and the sepharose beads were washed twice in 500 µl 1 x 

RIPA containing: 

 
Trizma Base (pH 8.0) 50 mM 

Sodium chloride 150 mM 

Nonidet P40 (Fluka, 74385) 1 % (w/v) 

Sodium deoxycholate (Sigma, D6750) 0.5 % (w/v) 

SDS 0.1 % (w/v) 

 

The beads were harvested via centrifugation and resuspended twice in 500 µl wash buffer 

containing: 

 
Trizma Base (pH 8.0) 10 mM 

Lithium chloride 250 mM 

EDTA 1 mM 

Nonidet P40 (Fluka, 74385) 0.5 % (w/v) 

Sodium deoxycholate (Sigma, D6750) 0.5 % (w/v) 
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The beads were harvested via centrifugation and resuspended once in 500 µl TE (pH 8.0) 

buffer. After centrifugation the supernatant was discarded.  

 

The samples were incubated at 65 °C in a water bath (Grant Instruments, Hertfordshire, 

UK) for 15 minutes in 150 µl pre-warmed elution buffer containing:  

 
 
Trizma Base (pH 8.0) 50 mM 

EDTA 10 mM 

SDS 1 % (w/v) 

 

This elution step was designed to separate the antibody from the sepharose beads. The 

samples were centrifuged briefly and the supernatant collected. To degrade the cross-

linked proteins and the antibody 0.6 mg / ml pronase E from Streptomyces griseus was 

added (Sigma, P6911) in 150 µl molecular grade water (Sigma, W4502) and incubated 

overnight at 65 °C. 

 

ChIP DNA was cleaned using a QiaQuick PCR purification kit (Qiagen) and eluted into 30 

µl molecular grade water (Sigma, W4502). The DNA was dried to 21 µl using a Speed 

Vacuum Concentrator (Thermo-Savant) and direct labelled with a fluorophore along with 

reference genomic DNA (Section 2.3.10.2) for a Type 2 microarray analysis (Yang & 

Speed, 2002).  

 

2.3.11.4 ChIP-chip microarray hybridisation 

After the labelling step, 20 µl Cy3-dCTP labelled genomic DNA was added to 100 µl Cy5-

dCTP labelled ChIP DNA and the final volume made up to 250 µl with molecular grade 

water (Sigma, W4502). The DNA samples were denatured by boiling at 100 °C for 2 

minutes and cooled on ice for 1 minute. Hybridisation buffer was added to each sample 

containing: 
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Morpholine-4-ethanesulfonic acid (MES) hydrate (pH 6.5) 

(Sigma, M2933) 

50 mM 

Sodium chloride 1 M 

>99% Formamide (Sigma, F5786) 20 % (w/v) 

EDTA 20 mM 

Triton X-100 (Sigma, T8532) 1 % (w/v) 

 

The total 500 µl volume was loaded onto a rubber-sealed glass cover slide (Agilent, 

G2534-60003), ensuring the hybridisation mix was spread as evenly as possible. The cover 

slide was then placed into a hybridisation chamber (Agilent, G2534A). An 

oligonucleotide-tiled S. Typhimurium SL1344 microarray slide (Oxford Gene 

Technologies, Kidlington, UK) was lowered onto the cover slide and held in place with a 

hybridisation jig clamp, ensuring the amount of trapped air bubbles was minimised. Each 

microarray contained 21,939 directly-synthesised 60-mer oligonucleotides printed at high 

density onto the glass slide covering regions of the entire S. Typhimurium SL1344 

NCTC13347 genome and 636 control oligonucleotides. The SL1344 sequence was 

obtained from the Sanger Institute (Hinxton, UK) website: 

 (http://www.sanger.ac.uk/Projects/Salmonella/). As this genome is not yet fully annotated, 

the oligonucleotides were associated with corresponding S. Typhimurium LT2 genes or 

intergenic regions (McClelland et al., 2001), if conserved in both organisms. For SL1344-

specific genes, designation of gene identifiers was as per the SL1344 genome sequence.  

 

Hybridisations were performed over 72 hours at 55 °C in a hybridisation oven (Agilent, 

G2545A) rotating at 8 rpm. The slides were checked at regular intervals to ensure there 

were no air bubbles trapped beneath the cover slide which may lead to non-hybridised 

regions. 

 

2.3.11.5 ChIP-chip washing steps 

Wash steps were performed to remove any non-hybridised DNA from the slide. Each wash 

step was performed twice at room temperature with the samples agitated at 50 rpm on a 

platform rotary shaker (New Brunswick Scientific, Edison, New Jersey, USA) for 5 

minutes. 
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Slides were removed from the hybridisation chamber and put into a black plastic slide 

holder before being submerged in the first wash buffer containing 6x standard saline / 

phosphate / EDTA (SSPE) and 0.005 % final concentration sarcosyl N-lauroylsarcosine.  

6x SSPE contained the following: 

NaCl (Sigma, S7653) 900 mM 

NaH2PO4·H2O (Sigma, 71507) 60 mM 

EDTA (pH 8.0) 60 mM 

 

Immediately after the second wash, the slides were moved into wash solution two 

containing 0.06x SSPE and 0.18% polyethylene glycol (PEG 200, Sigma, P3015).  

After the second wash in solution two, the slides were dried in a Jouan MR23i centrifuge 

(Thermo Electron Corporation) at 1500 rpm (289 g) using  the 6xµT microtitre plate rotor 

at 20 °C. Slides were held in black plastic slide chambers (Rotec Scientific, 2285.1) during 

centrifugation. 

 

2.3.11.6 ChIP-chip scanning and data analysis 

The oligonucleotide-tiled microarray slides were scanned in a GenePix 4000 B microarray 

scanner (Molecular Devices) using GenePix Pro v6.0 Software following the 

manufacturer’s instructions. Preview scans were carried out at 40 µm resolution and full 

data scans were performed at 10 µm resolution with the PMT voltage calculated using the 

Auto PMT function within GenePix.  

 

Data were generated from the GenePix images using BlueFuse v1.0 (BlueGnome, Oxford, 

UK). Images were imported into BlueFuse with an microarray layout (.bgl) file, so the 

relative signal (Cy5 / Cy3) ratio for each spot could be calculated. As part of the BlueFuse 

analysis, a block-by-block median shifting normalisation was performed which 

compensated for any differences in labelling efficiency and variation in printing pin 

quality. 

 

The gene expression data were initially visualised in a graphical format using GeneSpring 

version 7 (Agilent Technologies) and the S. Typhimurium SL1344 genome. Data including 

signal ratios, gene names and chromosome position, were routinely exported, 

unnormalised, from GeneSpring into the ChIPOTle Visual basic macro, run within 
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Microsoft Excel (Buck et al., 2005). Information on the implementation of the ChIPOTle 

macro can be found at: 

 www.bio.unc.edu/faculty/lieb/labpages/chipotle/ChIPOTle_Readme_v1.0.pdf 

 

The ChIPOTle macro was used to detect significant RNA polymerase binding peaks by a 

Gaussian statistical test (p<0.001) and a two-fold minimum cut-off threshold, indicated by 

an elevated fluorescence signal due to enriched immunoprecipitated DNA. 

 

The genomic context of these signal peaks were visualised using the Integrated Genome 

Browser (IGB) v4.56 (Affymetrix) with the relevant gene feature file (.GFF) and graph 

files (Appendix D). The IGB software allowed a visual analysis of the ChIP binding peaks 

on regions of the SL1344 chromosome; however a further, automated analysis was 

performed by implementing a Perl script to correlate the RNA polymerase binding patterns 

with SL1344 genes (Mark Alston, personal communication). A list of 663 RNA 

polymerase binding peaks was generated corresponding to 979 SL1344 genes. This list of 

binding peaks was used for the final analysis of RNA polymerase binding (Chapter 5).  

 

2.4 Biochemical methods 

 

2.4.1 Inductively-Coupled Plasma Mass Spectrometry 

Inductively-Coupled Plasma Mass Spectrometry (ICP-MS) was used to measure accurately 

the cellular concentration of metal ions (Thomas, 2001). 

 

2.4.1.1 Cell harvesting 

During the preparation of samples, extreme care was taken to minimise the contact with 

sources of metal contamination and chemicals. Centrifugation of large volumes was 

performed in 450 ml polycarbonate centrifuge bottles (Nalgene, 3140-0500) pre-washed 

with 10 % (v/v) nitric acid to remove bound metals and then rinsed with pure 18.2 MΩ / 

cm water. Any plastic pipette tips used to resuspend cell pellets were also washed in this 

way. 

 

Bacterial cultures were grown until the desired time-point and the cell concentration was 

determined by viable count measurement to allow estimation of cell concentration per 
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sample. For initial tests, five biological replicates of either 100 ml or 200 ml culture (4.87 

x 107 CFU and 9.73 x 107 CFU, respectively) were taken, the cell pellets washed and 

harvested for ICP-MS analysis as per the final experiment. 

 

For the final optimised protocol: lag phase samples (750 ml culture) and stationary phase 

and mid-exponential phase (15 ml culture) was taken. The required volume of bacterial 

culture was poured into plastic tubes for centrifugation. This minimised possible 

contamination during transfer by pipette. Cell pellets were harvested into white-capped 15 

ml tubes (Greiner Bio One, 188285), which leach less metals (Rolfe, 2007). The cell 

pellets were resuspended in 5 ml dH2O containing 1 mM EDTA (pH 8.0) to bind any 

extracellular metal associated with the cell pellet. The addition of 1 mM EDTA chelator, as 

used in other, similar studies (Outten & O'Halloran, 2001, Tree et al., 2005) decreased the 

background metal contamination and increased the reproducibility of the data. The affinity 

of EDTA (Kaff) for many divalent cations (Wiberg et al., 2001) ensured that there was no 

removal of specific metal ions, which would have skewed the results for certain metal ions. 

To ensure that the availability of certain cations did not impact upon the EDTA binding to 

less abundant metal ions, as observed in clinical chelation experiments using EDTA 

(Waters et al., 2001), a relatively high concentration (1 mM) was added to ensure an 

excess of chelator in the samples.  

 

The cells were washed twice further with 5 ml dH2O to remove traces of EDTA, 

centrifuging 7000 rpm (6300 g) in an Eppendorf 5810 R centrifuge (F-34-6-38 rotor), for 

10 minutes at 4 °C to harvest the cell pellets. Pellets were dried in a Techne Dri-block DB-

2D heat block (Jencons) overnight at 65 °C. Dried cell pellets were stored in the sealed 

white-capped tubes at 4 °C under plastic wrap until required for the ICP-MS analysis. 

 

2.4.1.2 ICP-MS analysis 

Dried cell pellets were digested in 500 µl Aristar grade 69 % (w/v) nitric acid and 250 µl 

Ultrapur 31 % (w/v) hydrogen peroxide (Merck, 106097) and left in sunlight for 3 days to 

reduce all organic material to its constitutive elements. Once digested, each sample was 

diluted in 6.75 ml 2 % (w/v) nitric acid containing 1 ppb platinum, rhodium and 

germanium as internal standards for calibration of the mass spectrometer. Each sample was 
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run in triplicate through an Agilent 7500ce ICPMS mass spectrometer. The viable cell 

count was used to derive the final mass of metals per cell. 

  

ICP-MS data were analysed with Microsoft Excel and was statistically filtered using the 

Grubbs test to remove any outlying data (Grubbs, 1969) (t-test p<0.05). 

 

2.4.2 Nuclear magnetic resonance  

Nuclear magnetic resonance (NMR) analysis was used to quantify accurately the 

concentration of metabolites present in the cell-free medium of S. Typhimurium cultures at 

different growth phases (Section 3.2.3). Bacterial cultures were grown until the desired 

time-point and ~1.7 ml was removed and filtered (0.22 µm) into sterile 2 ml tubes 

(Eppendorf) which were stored at -20 °C until required for NMR analysis. An aliquot (400 

µl) of this was taken and added to 200 µl NMR buffer containing: 

 

D2O (Cambridge Isotope Laboratories) 20 ml 

dH2O 80 ml 

Na2HPO4 (Fisher Scientific) 2.8853 g 

NaH2PO4 (BDH Analar) 0.5247 g 

3-(Trimethylsilyl)-1-propane-sulfonic acid, sodium salt (Aldrich) 32.7 mg 

Sodium azide (Sigma, S2002) 60.1 mg 

Difluoro(trimethylsilyl)methylphosphonic acid (Bridge Organics Co.) 122.5 mg 

 

After mixing, 500 µl was aliquoted into glass NMR tubes ( = 5 mm) for analysis in a 

600MHz Bruker Avance spectrometer. All NMR work was kindly performed by Terri 

Grassby and Ian Colquhoun at the IFR, Norwich. Concentrations of specific metabolites 

were analysed within Microsoft Excel. The formulae used to calculate the final metal 

concentrations are within the Excel worksheet included with the attached CD (Appendix 

E).
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3. The physiology of Salmonella in the lag phase static system 
 
The physiological processes that define Salmonella lag phase are not well understood and a 

suitable system to accurately investigate these processes was not available, until recently. 

The development of the static growth system to study Salmonella lag phase was pivotal to 

our increased understanding of this crucial phase of bacterial growth (Rolfe, 2007). This 

reproducible system was used extensively by Rolfe (2007) and in the present study, as the 

system was designed to minimise the inherent variability in lag time measurements 

(Baranyi, 1998) that can arise due to many factors such as: subtle changes in media 

composition, the growth state of individual bacterial cells and the physiological history of 

the population (Swinnen et al., 2004). By minimising biological variability and 

measurement uncertainty between experiments, a range of different techniques could be 

used to give new insights into processes occurring during lag phase including: oxygen 

utilisation, changes in the availability of nutrients, the build-up of metabolites over time 

and the effect of media conditioning on lag time. In addition, the reproducible system was 

modified as described previously in this thesis (Section 2.1.6.1) to investigate the effect of 

challenging stationary phase S. Typhimurium with cold stress for varying lengths of time 

and observing whether the lag duration was affected. 

 

3.1 Introduction 

 

3.1.1 Measuring lag time of bacterial populations 

The conventional method of measuring lag time of a bacterial population is by a viable 

count growth curve, to provide an accurate quantification of a bacterial population. This 

method has been used previously to accurately measure Salmonella and other bacteria 

(Baranyi et al., 1999, Dufrenne et al., 1997, Mellefont et al., 2003, Mellefont et al., 2004, 

Mellefont et al., 2005, Mellefont & Ross, 2003) and allows the use of microbiological 

software such as dynamic modelling with DMFit (http://www.ifr.ac.uk/safety/DMFit), and 

growth curve fitting with software such as MicroFit (http://www.ifr.ac.uk/microfit), 

providing quantification of growth parameters. Although viable count growth curves are 

the most accurate method for determining lag time, they are more time-consuming and 

expensive than alternative methods such as optical density (OD) measurements using a 

spectrophotometer.  
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OD-based growth curves are routinely performed in molecular microbiology laboratories, 

but are an indirect method for measuring bacterial growth as they reflect the cell biomass 

rather than cell numbers. The major disadvantage of using OD growth curves to estimate 

the lag time of a bacterial population is that the detection limit of the spectrophotometer is 

generally below that of the initial inoculum, making an accurate estimation of lag time 

difficult. For experiments described in this thesis, the initial inoculum is  5.5 x 105 

CFU/ml which is below the detection limit of the spectrophotometer used (~106 CFU/ml). 

In addition, bacterial populations contain cells of diverse morphologies which lead to 

unreliable readings using a spectrophotometer and can ultimately lead to miscalculation of 

cell numbers if, for example, an elongated cell morphology is predominant in the bacterial 

population. Despite this, some publications have used OD growth curves to estimate lag 

time using either a standard spectrophotometer or by using the Bioscreen C Microbiology 

Reader (Egler et al., 2005, Rabsch et al., 2003).  

 

For all viable count growth curves performed in this study, the DMFit macro was used to 

determine the lag time (Baranyi & Roberts, 1994) and statistical tests run using MicroFit 

v1.0 (F-test, cut-off 0.05). 

 

3.1.2 Bacterial oxygen utilisation during growth  

When grown in an anoxic environment, E. coli and Salmonella can generate energy by 

anaerobic respiration with a terminal electron acceptor, or by fermentation of a suitable 

substrate. Neither of these processes provides as much energy as aerobic respiration, and 

so when exposed to an oxygen upshift, these bacteria perform a metabolic switch to make 

use of the available oxygen (Iuchi & Weiner, 1996). This process involves a fully-

functioning tricarboxylic acid cycle linked into oxidative phosphorylation, requiring the 

production of cytochromes to maximise the growth rate (Iuchi & Weiner, 1996, Shioi et 

al., 1988). During exponential growth, Salmonella rapidly depletes oxygen from rich 

growth media, coinciding with a reduction in growth rate as the bacteria enter transition 

phase (Wilson et al., 2003).  

 

It is possible to detect the dissolved oxygen concentration using a variety of methods 

(Renger & Hanssum, 2009) including the use of a redox probe or online detection with a 

polarographic oxygen electrode (Sections 2.1.9.3 and  2.1.11, respectively). Although 
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aerobic respiration yields a relatively high degree of energy, oxidative stress accompanies 

a shift from anaerobiosis to aerobic conditions (Partridge et al., 2006) which can be 

damaging to bacteria (Cabiscol et al., 2000) and may impact upon growth rate and lag 

times (Cuny et al., 2007). 

 

3.1.3 Nutrient availability in Luria-Bertani (LB) medium 

During growth, bacteria deplete nutrients in a sequential manner. LB medium contains  a 

low concentration of glucose, thus E. coli first catabolises other sugars before switching to 

metabolise more abundant oligopeptides (Sezonov et al., 2007) which are important 

sources of nitrogen during fermentation towards the end of bacterial growth, when 

dissolved oxygen concentrations are low (Baev et al., 2006b). When present, glucose is 

rapidly metabolised by Salmonella during exponential growth (Wilson et al., 2003), 

leading to an increase in acetic acid production during fermentation and a subsequent 

decrease in pH (Akesson et al., 1999). It has been determined, by transcriptional analysis, 

that E. coli has a preference for fermentable sugars in LB medium: first metabolising 

maltose and then utilising D-mannose, melibiose, D-galactose, L-fucose and L-rhamnose. 

Interestingly, spent LB medium is not nutrient-depleted by E. coli or S. Typhimurium at 

stationary phase and has been shown to support the re-growth of both organisms upon re-

inoculation, suggesting that nutrient deprivation is not the cause of entry into stationary 

phase by these organisms (Barrow et al., 1996). These and other studies have shown that 

variation in media components between batches may influence nutrient acquisition and the 

growth response leading to differences in measured lag times (Sezonov et al., 2007). 

 

3.1.4 Known growth-phase specific processes of relevance to lag time 

There are various processes that occur at specific phases during bacterial growth. Many of 

these processes are dependent upon regulators that respond to sudden changes in the 

bacterial environment and elicit a transcriptional response. Some of these gene regulators 

have a role in adaptation between environments and are critical in determining virulence. 

For example, the FNR protein was originally identified as having a role in E. coli fumarate 

and nitrate reduction but later it was discovered that this gene controls the regulation of 

over 100 anaerobically-induced genes (Fink et al., 2007). The function of FNR was 

determined by deleting the responsible gene, fnr and studying the E. coli (Δfnr) 

transcriptome to determine the effect of the mutation on global gene expression. In a 
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previous study with S. Typhimurium, fnr was deleted, but the mutant strain did not have a 

longer lag time after inoculation into a fresh, aerobic medium (Rolfe, 2007). A further 25 

strains were also tested, including important regulators such as SoxS, Fur, RpoE (σ24) and 

BipA with only the ΔbipA::kan mutant showing an increased lag time phenotype, albeit 

with a high degree of variability (Rolfe, 2007). The lack of an increased lag time 

phenotype suggests that a degree of functional overlap may be present during lag phase 

adaptation, whereby others genes compensate for the function of a mutated gene. In the 

present study, important growth-specific processes were targeted for mutagenesis to 

determine the effect on lag time. 

 

3.1.4.1 Fis 

The factor for inversion stimulation (Fis) is a 12 kDa nucleoprotein present at greater than 

50,000 molecules per cell during lag phase in E. coli, but the amount of Fis protein 

decreases during stationary phase, to barely detectable concentrations (Ball et al., 1992). 

The function of Fis was originally classified as stimulating the inversion of site-specific 

recombinases (Finkel & Johnson, 1992), but since has been attributed to many other 

phenotypes in E. coli including transcription, DNA replication (Filutowicz et al., 1992), 

integration and excision of bacteriophage lambda (Ball & Johnson, 1991), chromosome 

compaction (Skoko et al., 2007), DNA supercoiling (Schneider et al., 1997, Schneider et 

al., 2000) and catabolite repression (Galan et al., 2008). In addition, Fis is known to 

modulate virulence genes in S. Typhimurium (Kelly et al., 2004, O' Cróinín & Dorman, 

2007). Crucially for the present study, a Δfis mutation in S. Typhimurium was reported to 

have a longer lag time in rich medium at 37 °C (Osuna et al., 1995). However this 

phenotype has been disputed in a more recent study using the lag phase static system at 25 

°C (Rolfe, 2007). 

 

3.1.4.2 BipA 

BipA (TypA) is a 65 kDa translational GTPase first identified by its induction in the 

presence of bactericidal / permeability-increasing protein, BPI, a defensin produced by 

neutrophils during bacterial infection (Qi et al., 1995). Deletion of bipA causes pleiotropic 

defects in E. coli including: slow growth at 20 °C (Pfennig & Flower, 2001), cell 

hypermotility and adhesion impairment (Farris et al., 1998, Grant et al., 2003). BipA is 

also required for expression of the K5 capsule system (Rowe et al., 2000), formate-
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mediated resistance to antimicrobial peptides (Barker et al., 2000), and invasion by 

enteropathogenic E. coli (Grant et al., 2003). BipA has a pleiotropic role in other 

organisms, involved in low pH and low temperature stress resistance in Sinorhizobium 

meliloti (Kiss et al., 2004), oxidative stress resistance in chloroplasts of Suaeda salsa 

(Wang et al., 2008) and in the sexual development of Cucumis sativus (Barak & Trebitsh, 

2007). Interestingly for this study, ΔbipA mutants have shown to exhibit longer lag times 

in S. Typhimurium in the lag phase static system (Rolfe, 2007) and BipA has been 

implicated in the translation of fis mRNA transcripts (Owens et al., 2004), although the 

latter publication was later retracted and no further studies have confirmed the initial 

findings. 

 

3.1.4.3 ppGpp 

The alarmone guanosine tetraphosphate (ppGpp) is produced by two proteins, RelA and 

SpoT in a stringent response to nutrient starvation and stress, swiftly down-regulating 

rRNA and tRNA synthesis (Cashel et al., 1996). The production of ppGpp in S. 

Typhimurium leads to induction of rpoE (Costanzo et al., 2008), rpoS, lrp, amino acid 

biosynthetic genes (Cashel et al., 1996) and virulence genes (Thompson et al., 2006a). 

Critically for this study, ppGpp0 mutants, caused by mutations in both relA and spoT, have 

shown an extended lag time in E. coli grown under amino acid limited conditions (Traxler 

et al., 2008). 

 

3.1.4.4 RMF 

The ribosome modulation factor (RMF) mediates the dimerisation of active 70S ribosomes 

upon transition to stationary phase, forming inactive 100S protein complexes, which are 

both protease and nuclease resistant (Wada et al., 2000, Wada et al., 1990, Yoshida et al., 

2002). The dimerisation process in E. coli is facilitated by changes to ribosomal structure 

to prevent disassociation by initiation factor 3 (Yoshida et al., 2009). Ribosome 

stabilisation is regulated by direct binding of a hibernation promoting factor (YhbH) or by 

YfiA, in addition to RMF (Ueta et al., 2005). During transition phase in E. coli, RMF binds 

70S ribosomes, forming immature 90S ribosomes and recruits RMF to form the mature 

100S ribosome complex (Ueta et al., 2008). Transcription of the rmf gene is independent 

of RpoS (σ38) but does rely upon the ppGpp-mediated stringent response (Izutsu et al., 

2001). RMF-deficient E. coli mutants lose viability in stationary phase at a faster rate than 
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a wild-type strain, which is exacerbated when combined with other mutations in RpoS, 

ppGpp and OmpC (Apirakaramwong et al., 1999, Fukuchi et al., 1995, Samuel Raj et al., 

2002). it is relevant to the present study that within one minute of inoculation of E. coli 

into fresh medium, neither 100S ribosomes nor RMF protein can be detected and rmf 

mRNA is degraded in a process involving RNase E and poly (A) polymerase (Aiso et al., 

2005). 

 

3.1.5 Effect of media conditioning on bacterial growth 

Many factors are produced which effect cellular growth of the population. These small, 

diffusible molecules are thought to allow bacteria to identify the population (quorum) size 

and regulate their cellular physiology accordingly, in a similar way as multi-cellular 

organisms (Shapiro, 1998). Experiments to investigate the effect of these molecules on lag 

physiology have focussed on the use of a fresh medium supplemented with stationary 

phase cell-free supernatants (Winzer et al., 2002b). The most detailed of these studies 

concluded that MOPS-buffered minimal medium supplemented with 30 % (v/v) cell-free 

supernatants caused lag time of E. coli to decrease by between 22% and 58% upon 

inoculation. Although the molecule responsible for this apparent decrease in lag time was 

not purified, it was determined that the responsible molecule was heat-, pH- and protease-

resistant and ready dialysable from the growth medium (Weichart & Kell, 2001). No 

studies have yet identified a role for a specific small molecule in significantly altering the 

length of lag time in Salmonella. The best candidate signalling molecules for other bacteria 

appear to part of quorum sensing systems which have been well characterised for a range 

of bacteria and are described in this thesis, with respect to E. coli and Salmonella (Section 

3.1.5.1). A more detailed review of quorum sensing systems in bacteria has been discussed 

elsewhere (Bassler, 2002). 

 

3.1.5.1 Quorum sensing 

The quorum sensing systems in E. coli and Salmonella have been described in detail 

previously (Walters & Sperandio, 2006). In Salmonella there are three quorum sensing 

systems including the LuxR homologue, SdiA which responds to N-acyl-homoserine-

lactones (AHL) by regulating genes contained on the pSLT virulence plasmid (Ahmer et 

al., 1998). Interestingly, although Salmonella can detect AHL produced by other bacterial 
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species, the bacterium cannot synthesise its own AHL due to the lack of a LuxI 

homologue. 

 

The other quorum sensing systems involve the production of autoinducer-2 (AI-2) and 

autoinducer-3 (AI-3) under the control of LuxS. Both AI-2 and AI-3 are produced by 

Salmonella in media containing exogenous glucose (Surette & Bassler, 1998), with AI-2 

targeting the Lsr ATP-binding cassette (ABC) transporter and inducing uptake of the AI-2 

molecule (Taga et al., 2001). Studies into the role of AI-3 in E. coli O157:H7 concluded 

that virulence and motility genes are regulated in conjunction with adrenaline and 

noradrenaline (Sperandio et al., 2003). No role in virulence has been discovered for AI-3 

in Salmonella and it has been proposed that both AI-2 and AI-3 may represent exported 

waste products rather than specific cell-signalling molecules (Winzer et al., 2002a). 

Adrenaline alone may act as an environmental cue for Salmonella during infection as the 

hormone causes antimicrobial peptide resistance genes (pmrHFIJKLM) and OxyR 

regulated oxidative stress resistance genes to be down-regulated within 30 minutes of 

adrenaline addition (Karavolos et al., 2008). This transcriptional effect leads to an uptake 

of manganese through the transporter SitABCD, leading to catalytic detoxification of 

reactive oxygen species to occur. The down-regulation of specific resistance mechanisms 

leaves the bacteria susceptible to other infection relevant stresses, most notably 

antimicrobial peptides and may represent a defence mechanism for the host rather than a 

bacterial signal molecule. 

 

3.1.6 Effect of physiological history upon bacterial growth 

The treatment history of a bacterium may impact upon the physiological state in a new 

environment, thus increasing the adaptation time during lag phase (Gawande & Griffiths, 

2005, Oscar, 1999a). The physiological history may involve a stress which physically 

damages the bacterium, requiring repair or a more subtle stress such as nutrient 

deprivation. In the latter case it has been shown that E. coli previously grown under 

conditions of phosphate-limitation, increase the induction of pho genes (encoding alkaline 

phosphatase) faster than wild-type cells after subsequent inoculation into phosphate-

limited medium (Hoffer et al., 2001). This response to physiological history has 

controversially been referred to as ‘learning behaviour’ or a bacterial ‘memory’ which can 

be classified as being either long- or short-term (John et al., 2009, Wolf et al., 2008). 
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Furthermore, it has been demonstrated that bacteria may be able to make use of the 

retained ‘memory’ to alter their behaviour and predict subsequent changes to their 

environment (Oxman et al., 2008, Wolf et al., 2005), similar to Pavlovian conditioning 

(Mitchell et al., 2009).  

 

Previous food-relevant treatments such as thermal processing, pH, osmotic shock, carbon 

dioxide concentration and cold storage have been shown to impact upon bacterial lag times 

after inoculation in fresh media (De Jesus & Whiting, 2008, Dufrenne et al., 1997, Juneja 

& Marks, 2006, Oscar, 1999a, Oscar, 1999b, Oscar, 1999c). If the previous and new 

environments are similar then little adaptation is required after inoculation and the lag 

phase is completed rapidly. Interestingly, although the physiological history has been 

shown to significantly impact on lag times, the doubling time of bacteria during stationary 

phase is often unaffected (Gorris & Peck, 1998). Bacterial stresses such as cold storage can 

lead to morphological changes such as filamentation as a survival strategy (Justice et al., 

2008). Upon inoculation of filamentous cells into a fresh growth medium, the bacterial lag 

time can be rapid as a consequence of the ready elongated bacteria requiring only septation 

before cell division occurs (Mattick et al., 2003). 

 

3.2 Results 

 

3.2.1 Characterisation of bacterial growth in the lag phase system 

Until recently the physiology of lag phase had not been investigated in great detail. In the 

present study, the lag phase static system was utilised to phenotypically test hypotheses 

inferred by previously-acquired transcriptomic data and to determine the effect on recovery 

time in lag phase after mutating genes encoding specific processes. Viable count growth 

curves were performed and fitted using the DMFit macro 

(http://www.ifr.ac.uk/safety/DMFit) with either a 105 CFU/ml starting cell concentration 

(Figure 3.1A) or a 103 CFU/ml inoculum (Figure 3.1B). The growth parameters after 

inoculation into fresh LB medium were calculated using DMFit (Figure 3.1C). 

 

The remainder of the chapter concentrates on the examination of the environment of the 

lag phase system throughout S. Typhimurium growth and the investigation of the effect of 

pre-treatment or mutation on the bacterial lag time. 
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Figure 3.1: Reproducible growth observed in the lag phase static system. Viable count 
growth curves obtained from the lag phase static system. (A) Growth curves of 
experimental cultures inoculated with 105 CFU/ml showing two biological replicates (B) 
Growth curves of experimental cultures inoculated with 103 CFU/ml showing two 
biological replicates (C) Table of fitted growth parameters using DMFit for either 105 
CFU/ml inoculation (high) or 103 CFU/ml inoculation (low) for wild type SL1344 (WT). 
For each strain the lag time, doubling time, starting and final cell concentration are shown. 
The DMFit algorithm was unable to distinguish subtle differences in the doubling times of 
the bacterial cultures between replicates. 
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curve 
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(h) 

 

Doubling time 

(h) Starting Final 

WT (high) 1 2.28 1.00 5.70 7.94 

WT (high) 2 2.65 0.98 5.70 7.82 

WT (low) 1 1.43 1.00 3.51 8.41 

WT (low) 2 2.00 1.00 3.50 8.42 
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3.2.2 Oxygen utilisation by S. Typhimurium throughout growth  

To ascertain the rate of oxygen consumption in the static system, the dissolved oxygen 

concentration was measured by an oxygen probe (Figure 3.2). Oxygen was consumed 

maximally throughout exponential growth and the oxygen concentration decreased to the 

probe detection limit (0.12 %) by 9.3 hours, representing the mid-exponential phase of 

growth (Figure 3.2A).  

 

Interestingly, removal of dissolved oxygen from the LB medium was detected within 4 

minutes of inoculation. The subsequent consumption was initally rapid for 4 minutes 

before the rate of oxygen removal decreased and remained constant throughout lag phase, 

which lasted for 1.61 hours in this experiment (Figure 3.2B). By two hours post-

inoculation, corresponding to the end of the S. Typhimurium lag phase, 11.5 % dissolved 

oxygen had been removed from the medium. Significantly, however substantial quantities 

of dissolved oxygen remained present throughout lag phase.   

 
3.2.3 Identification of metabolites in cell-free supernatants 

The transition from stationary phase to fresh LB medium is crucial to understanding S. 

Typhimurium lag phase. The culture environment during stationary phase affects the 

physiology of the bacteria and may impact upon the metabolic ‘work’ to be completed 

during lag phase (Baranyi & Roberts, 1994). During stationary phase, toxic waste-products 

build up as a result of bacterial metabolism and valuable nutrients are depleted. Once S. 

Typhimurium is inoculated into fresh media, there is upshift of nutrient availability, 

providing important energy sources for lag phase metabolism. In order to characterise the 

stationary phase metabolites and the nutrient availability through lag phase, nuclear 

magnetic resonance (NMR) analysis was used (Section 2.4.2) to investigate the principal 

metabolic differences between the stationary phase culture and the lag phase time-points 

(Figure 3.3). All of the lag phase cell-free supernatants contained approximately the same 

concentration of available nutrients and many of these of the metabolites were depleted by 

48 hours of growth, resulting in an associated build-up of metabolic by-products. Of the 

detectable nutrients: glycerol, glucose, asparagine, aspartate, threonine, arginine and serine 

were all depleted by 48 hours growth (Figure 3.3A).  
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Figure 3.2: Oxygen is removed rapidly by S. Typhimurium in the static system. 
Oxygen consumption from the static system, as measured using an online oxygen probe 
(Section 2.1.10) over 48 hours (A) and for the first 4 hours of growth (B). The dissolved 
oxygen concentration is shown () alongside the corresponding viable bacteria counts ( ). 
Data is representative of 3 independent replicates.  
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Conversely, bacterial metabolites were produced which were not detectable in LB or the 

earliest lag phase culture (4 minutes post-inoculation) such as ethanol, propionate, 

putrescine and cadaverine (Figure 3.3B). The most abundant by-product was acetate which 

accumulated at over 3.1 mM in the cell-free supernatants despite being present at 

concentrations of only 0.2 mM at 4 minutes. The low concentration of inhibitory waste 

products, such as acetate, in the earliest lag phase culture would allow the bacteria to 

rapidly resume cellular metabolism and exit from lag phase. 

 

Amino acids, which represent the most abundant carbon source in LB (Sezonov et al., 

2007), were not metabolised equally by the bacterial culture after 48 hours of growth 

(Figure 3.4A). Arginine, asparagine, threonine and serine were all depleted to below the 

NMR detection limit of approximately 1 µM (Terri Grassby, personal communication) in 

the stationary phase culture. In contrast the stationary phase culture contained eleven 

amino acids (alanine, glycine, histidine, isoleucine, leucine, methionine, phenylalanine, 

proline, tryptophan, tyrosine and valine) which were all present at approximately the same 

concentration, or even greater, than the four minutes lag phase culture. Lysine, one of the 

most abundant amino acids in early lag phase culture supernatants (1.69 mM), was 

removed substantially from the medium by stationary phase (0.45 mM) although other 

amino acids present at greater than 1 mM concentrations at four minutes post-inoculation, 

such as alanine, leucine, phenylalanine and valine, were not consumed at all after 48 hours 

growth.  
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Figure 3.3: S. Typhimurium depletion of nutrients. 
NMR analysis of a single experiment quantifying metabolites present in supernatants of 
either 48 hour stationary phase cultures (blue bars) compared with four minutes post-
inoculation into fresh LB medium (red bars). The four minute culture is representative of 
all the lag phase and LB medium metabolomic data. (A) Metabolites present in a higher 
concentration at 4 minutes than 48 hours; (B) Metabolites present at a lower concentration 
at 4 minutes than 48 hours. Metabolites present at concentrations below the detection limit 
(1 µM) are indicated with an asterisk (*).  
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Figure 3.4: Stationary phase supernatants contain metabolic by-products. 
NMR analysis of a single replicate quantifying carbon sources and products in supernatants 
of either 48 hour stationary phase cultures (blue bars) or four minutes post-inoculation into 
fresh LB medium (red bars). (A) Profile of the sixteen detectable amino acids. (B) Profile 
of two selected amino acids and their known metabolic products. (C) Profile of glycerol 
and glucose and their probable fermentation products. Metabolites present at 
concentrations below the detection limit (1 µM) are indicated with an asterisk (*). 
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Certain amino acids were at undetectable concentrations by 48 hours growth, leading to the 

accumulation of metabolic by-products. Threonine was present at a concentration of 0.69 

mM at four minutes post-inoculation and was consumed completely after 48 hours of 

growth. Conversely, the fermentation product propionate was not present at detectable 

concentrations at four minutes, however was accumulated to 0.67 mM after 48 hours, 

suggesting that the threonine in the medium was converted to propionate in a 1:1 ratio. 

This pattern is similar for the amino acid arginine, which was present at 0.8 mM at four 

minutes post-inoculation but was consumed entirely by 48 hours growth, and was replaced 

by the by-products putrescine and succinate at concentrations of 1 mM and 2.6 mM, 

respectively (Figure 3.4B).  S. Typhimurium utilised other carbon sources during growth in 

LB including glucose and glycerol which are present at low concentrations (149 µM and 

76 µM, respectively) and are completely metabolised after 48 hours of growth (Figure 

3.4C). The principal by-products of carbon source fermentation in LB medium were 

acetate, succinate, formate and ethanol, which all had accumulated substantially after 48 

hours growth.    

 

3.2.4 Characterisation of mutant strains 

Many physiological processes are performed during lag phase in the static growth system 

and it is important to understand which are most important to S. Typhimurium adaptation. 

Some of these processes are explored in greater depth elsewhere in this thesis, including 

oxidative stress resistance (Chapter 6) and metal homeostasis (Chapter 7). By deleting 

crucial lag phase genes (Section 2.3.9) and determining whether the lag phase recovery of 

the mutant strains was perturbed, important processes during S. Typhimurium lag phase 

could be elucidated. In total, the growth parameters for four S. Typhimurium mutant strains 

were measured in the lag phase static system: ΔbipA, Δfis ΔbipA, ΔrelA71 ΔspoT281 

(ppGpp0), Δrmf ΔyfiA ΔyhbH (Table 3.1).  

 

The ΔbipA strain (JH3308) had been previously reported to have a significantly longer lag 

time (Rolfe, 2007), however during the present study this was not evident from the 

replicates tested (Figure 3.5A). In addition, no decreased growth rate was observed as 

reported previously for transposon insertion mutants grown at 20 °C (Pfennig & Flower, 

2001). Fis is a transcriptional regulator produced maximally in early exponential phase S. 

Typhimurium (Ball et al., 1992). A Δfis::cat strain has previously been reported to have a 
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longer lag time (Osuna et al., 1995) and interactions between BipA and fis mRNA 

transcripts have been reported (Owens et al., 2004).  To investigate whether the deletion of 

these two global regulators impacted upon the bacterial growth parameters, strain JH3440 

(Δfis::cat ΔbipA::kan) was tested in the lag phase system and was not affected for growth 

(Figure 3.5B and Table 3.1).  

 

In addition, strains KT2160 (ppGpp0) and JH3572 (Δrmf::cat ΔyfiA::spc ΔyhbH::kan) did 

not show differences in growth parameters in the lag static system (Figures 3.5C and D, 

respectively). This result for KT2160 was contrary to published data which showed that a 

ppGpp0 mutant had significantly increased lag time. The reason for this discrepancy is 

most likely due to the growth conditions used in the previous study, which were depleted 

for amino acids thus exacerbating the requirement for the ppGpp alarmone. The LB 

medium used in this study is rich in amino acids which are not depleted even by stationary 

phase in the lag static system (Figure 3.4A). 

 

 
Strain Mutation Mutant Wild-type 

Lag (h) Doubling 
time (h) 

Lag (h) Doubling 
time (h) 

JH3308 ΔbipA::kan 1.78, 1.96 0.96, 0.97 2.31, 1.94 0.99, 0.98 
JH3440 Δfis::cat 

ΔbipA::kan 
2.20, 1.82 0.99, 0.99 1.89, 2.45 0.97, 0.99 

KT2160 ΔrelA71::kan 
ΔspoT281::cat

2.03, 1.71 0.98, 0.99 2.71, 2.57 0.98, 0.98 

JH3572 Δrmf::cat 
ΔyfiA::spc 
ΔyhbH::kan 

1.31, 1.84 0.98, 0.99 1.89, 2.45 0.97, 0.99 

      
Table 3.1: Deletion of key processes does not affect growth.  
Lag times and doubling times are shown for the mutant strains tested alongside the 
respective wild-type controls for two biological replicates shown separated by a comma (,). 
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Figure 3.5: Functional overlap exists during bacterial lag phase. 
Viable count growth curve analysis for two biological replicates of (A) JH3308 
(ΔbipA::kan), (B) JH3440 (Δfis::cat ΔbipA::kan), (C) KT2160 (ppGpp0) and (D) JH3572 
(RMF-) compared with wild-type (SL1344). Diamonds represent viable count data-points 
and lines represent fitted curves using DMFit. Two biological replicates are shown for each 
mutant on the left and right panels. 
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3.2.5 Effects of stationary phase supernatants 

Lag times of S. Typhimurium could be dependent upon specific environmental factors, 

such as signal molecules or toxic metabolites, present in stationary phase supernatants. To 

test this hypothesis in the lag phase static system, growth was measured in conditioned 

medium (Section 2.1.3), as described previously (Weichart & Kell, 2001) and directly 

compared with bacterial growth in LB medium (Figure 3.6).  

 

Examination of the growth curves showed very reproducible data (Figure 3.6 A) with no 

difference in the lag time or doubling time between the two conditions (Figure 3.6 B). 

These data suggest that there are no signalling molecules which have any great effect on 

growth parameters in the conditions tested. The lag times were similar whether the bacteria 

were grown in LB or conditioned media suggesting that any nutrients required for lag 

phase adaptation are present in both media and are readily utilised by the bacteria. 

 

3.2.6 Effect of cold storage on survival and recovery of S. Typhimurium 

To identify whether the physiological history of bacteria affects lag time or subsequent re-

growth when inoculated into fresh medium, the standardised inoculum was stored at 2 °C 

for varying lengths of time (Section 2.1.6.1). The viability during storage and the lag time 

upon subsequent inoculation into fresh LB medium at 25 °C were both investigated (Figure 

3.7). The viability of the bacteria gradually decreased over prolonged storage at 2 °C. 

Interestingly the variability between the replicates also increased as the length of storage 

increased. The lag times, although variable, did not increase over a period of one week 

storage at 2 °C. However the lag time increased after twelve days storage, from 2.17 hours 

without cold storage to 3.42 hours after twelve days incubation. To maintain food-relevant 

experimental conditions, the twelve day chilled sample was chosen for further 

investigation as it showed the longest lag time of the samples tested.  
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Figure 3.6: Conditioned medium does not affect S. Typhimurium growth.  
Two biological replicates of viable count growth curves obtained from the lag phase static 
system. (A) Growth curves of experimental cultures inoculated into either LB ( ) or 
conditioned medium ( ). (B) Table of fitted growth parameters using DMFit for either 
LB or conditioned medium. For each condition the lag time, doubling time, starting and 
final cell concentration are shown 
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The growth parameters of the bacteria after twelve days cold incubation at 2 °C were 

investigated in parallel using both a high inoculum (105 CFU/ml) for nine hours, 

representing an infectious dose scenario (Kothary & Babu, 2001) (Figure 3.8A), and a low 

inoculum (103 CFU/ml) over eighteen hours representing a food microbiology modelling 

initial concentration (Buchanan & Cygnarowicz, 1990) (Figure 3.8C) to test the 

reproducibility of the lag time and to ensure that the doubling time was not affected. 

 

After twelve days pre-incubation at 2 °C neither the lag time nor the logarithmic growth 

rate was altered compared with the non-chilled 25 °C culture (Figure 3.8). In each 

experiment, however, the starting cell concentration for the Lag Pre-Incubation samples 

was lower confirming the loss of viability during cold storage, as previously described 

(Figure 3.7). The effect of cold storage at 2 °C for twelve days on recovery was analysed at 

the transcriptomic level elsewhere in this thesis (Chapter 4). 
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Figure 3.7: Periods of cold storage cause a loss of viability but do not increase lag 
time after inoculation. 
Two biological replicates showing stationary phase survival during cold storage at 2 °C, 
calculated from viable counts (red line) and the lag times upon re-inoculation into LB 
medium pre-warmed to 25 °C (blue line). Error bars represent the standard deviation from 
the mean. None of the periods of cold storage tested resulted in an increased lag time. 
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Figure 3.8: Cold pre-incubation does not affect S. Typhimurium growth parameters 
in the static system.  
Two biological replicates of viable count growth curves obtained from the lag phase static 
system. (A) High inoculum (105 CFU/ml) growth curves. (B) Low inoculum growth curves 
(103 CFU/ml). All growth conditions were as per the lag static system with pre-incubation 
at 2 °C ( ) or without pre-incubation ( ). (C) Table of fitted growth parameters using 
DMFit for both growth conditions. For each condition the lag time, doubling time, starting 
and final cell concentration are shown. 
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3.2.7 Morphology of cells during cold storage 

S. Typhimurium cells in stressful environments, such as intracellular replication inside a 

macrophage, are prone to filamentation (Justice et al., 2008). This phenomenon has also 

been identified during cold storage at temperatures between 3 °C and 8 °C in Salmonella 

and pathogenic E. coli growth in food matrices (Mattick et al., 2003). The work described 

in Section 3.2.6 was performed at 2 °C and it was important to verify that no filamentation 

occurred. 

  

Cells were visualised using transmission electron microscopy (TEM) as described (Section 

2.1.10), to compare stationary phase cells after either 48 hours growth at 25 °C or after 

additional twelve days storage at 2 °C (Figure 3.9). In general, bacteria in cold storage 

were slightly elongated. Of twenty randomly-sampled images, bacteria in cold storage 

measured 2.09 µm (standard deviation of 0.77) compared with an average length of 1.58 

µm for bacteria grown at 25 °C for 48 hours (standard deviation of 0.36). This increase in 

length was significant (t-test p=0.01) and may explain some of the inconsistencies 

observed in lag times during recovery after cold storage (Figure 3.8), but does not 

represent filamentation, defined as approximately the length of four average cells or 8 µm 

(Mattick et al., 2003). 

 

 

 

Figure 3.9: Cold storage at 2 °C does not produce filamentous bacteria. TEM of a 
single replicate of stationary phase S. Typhimurium stored either 25 °C, 48 hours (left) or 
with an additional twelve days cold storage at 2 °C (right). The horizontal scale bar 
represents 200 nm and the black arrow indicate possible detached flagella (approximately 
14 nm in width). Electron microscopy was performed by Katherine Cross and Mary Parker 
at IFR, Norwich. 
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3.3 Discussion 

 

3.3.1 Growth at 25 °C in the lag phase static system 

The static system designed to study growth parameters of Salmonella was used to measure 

the growth of S. Typhimurium at 25 °C. The experimental system uses a relatively high 

starting cell concentration (~5.5 x 105 CFU/ml). This inoculum was a compromise between 

achieving a sustained period of exponential growth, which would usually require a low 

inoculum of 102-103 CFU/ml, and obtaining enough cells for molecular biology techniques 

(Rolfe, 2007). In order to verify the reproducibility of the lag phase system, growth curves 

were performed using both the high initial starting concentration and also a 100-fold lower 

starting concentration over an 18 hour time-course. The mean lag time for the higher 

inoculum was 2.24 hours and for the lower inoculum was 1.72 hours compared with an 

average of 1.91 hours for a previous study using the static growth system with an initial 

high starting concentration of 5 x 105 CFU/ml (Rolfe, 2007). The discrepancies between 

the two studies were most likely due to the inconsistencies in the measurement of the cell 

concentration, leading to high coefficients of variation in calculated lag times. The 

biological variation is primarily caused by a distribution of individual cell lag times during 

the transition from lag to exponential growth phases (Swinnen et al., 2004). Within a 

bacterial population there is a great deal of heterogeneity, enabling a proportion of the 

population to resist potentially lethal stresses (Epstein, 2009, Wolf et al., 2005) and to 

increase the productivity of the entire population (Anetzberger et al., 2009). Population 

heterogeneity is likely to contribute largely to the biological variation observed in this 

study. 

 

It is difficult to compare the lag times in this static system to other published data, as lag 

duration is highly dependent upon the organism used, the physiology, and the growth 

conditions (Oscar, 1999a). For example, a previous study on the growth of S. 

Typhimurium LT2 in agitated rich liquid medium, TSBYG (trypticase soy broth, yeast 

extract and glucose) at 20 °C, pH 7.0 showed a lag time of 4.2 hours (Wilson et al., 2003). 

This was considerably longer than the lag time described in the present study, most likely 

due to the lower growth temperature of 20 °C.  
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Interestingly, although the growth history of the bacteria is relevant to the physiology in 

new conditions, previous growth conditions may not have a large effect on the subsequent 

doubling time of that organism (Gorris & Peck, 1998, Wolf et al., 2008) unless the 

conditions are drastically different or damaging. The effect of the physiological history on 

subsequent lag times may vary between organisms (József Baranyi, personal 

communication), and the previous growth environment remains an interesting, if 

understudied, part of bacterial lag phase physiology. 

 

3.3.2 Oxygen utilisation in the lag phase system 

The dissolved oxygen concentration was monitored throughout bacterial growth in the 

static lag phase system to determine whether the availability of oxygen correlated with the 

growth rate and if oxygen was depleted from the LB medium during lag phase. The most 

interesting observation in the lag phase static system was that dissolved oxygen began to 

be removed within 4 minutes of inoculation and 11.5 % of oxygen was depleted by two 

hours post-inoculation (representing the lag duration). The fact that oxygen was not 

removed immediately suggests that inoculation of bacteria from the anoxic stationary 

phase culture has no discernible effect on the dissolved oxygen concentration in the fresh 

LB medium.  

 

It was interesting to observe detectable oxygen removal from the medium during early lag 

phase, although the reason was not determined. Previous studies have shown that exposure 

of E. coli to aerobic environments induces the production of enzymes essential for aerobic 

respiration (Iuchi & Weiner, 1996), such as CydA and CydB cytochromes (Partridge et al., 

2007) which utilise oxygen to generate energy for growth. Alternatively, the dissolved 

oxygen may be utilised in the oxidation of metalloproteins, for example the iron-sulphur 

clusters of oxidative stress sensors, such as OxyR and SoxR (Jang & Imlay, 2007, 

Pomposiello & Demple, 2001). The presence of >88.5 % dissolved oxygen throughout lag 

phase may be sufficient to elicit an oxidative stress response, a theory which is investigated 

elsewhere in this thesis (Section 6.2.1). 

 

The most rapid removal of dissolved oxygen occurred, as expected, during exponential 

growth. After eight hours growth (mid-exponential phase) 84.6% of the dissolved oxygen 
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had been depleted from the LB medium and the oxygen concentration was below the 

detection limit by 9.4 hours.  

 

The observations made on molecular oxygen consumption fits relatively well with a 

previous study of S. Typhimurium growth in rich complex medium at pH 7.0 (Wilson et 

al., 2003). In the previous study, the authors observed that the rate of oxygen removal 

occurs maximally during exponential phase, leading to a depletion of dissolved oxygen by 

late exponential phase of growth. The authors conclude that although the recorded 

dissolved oxygen concentration is zero, the continued bacterial demand for oxygen points 

to possible mixed aerobic and anaerobic respiration that is limited by the oxygen transfer 

kinetics of the system. Calculations of the oxygen availability revealed that 1.1 x10-16 mols 

of oxygen were available per bacterial cell during exponential growth in rich medium, pH 

7.0 (Wilson et al., 2003). The authors did not note any decrease in oxygen availability 

during the 4.2 hour lag phase, possibly because measurements were only performed 

hourly, compared with every thirty seconds in the present study.  

 

The present study uses a lag phase system to study oxygen consumption throughout growth 

and is the first to demonstrate that S. Typhimurium utilises oxygen during lag phase. The 

role of oxygen utilisation during the early stages of growth may impact significantly upon 

lag time and the mechanism of this oxygen use should be elucidated in any future work. 

  

3.3.3 Bacterial carbon metabolism throughout growth 

A metabolomic approach was used to study the differences in carbon availability in 

stationary phase cultures compared with lag phase cultures in the static system. Various 

carbon sources were depleted from the LB medium by 48 hours growth and a build-up of 

certain metabolic by-products was detected. These results compare well with published 

transcriptomic data describing the depletion of amino acids by E. coli in LB medium 

throughout growth (Baev et al., 2006b) and the rapid depletion of sugars, available in low 

concentrations (Baev et al., 2006c, Sezonov et al., 2007). LB medium is a rich source of 

amino acids for bacteria and S. Typhimurium utilises amino acids in a preferential order, 

with some amino acids not depleted at all after 48 hours growth. A previous, 

transcriptomic approach to study amino acid utilisation in LB medium by E. coli suggests 

that serine and glycine are removed rapidly and biosynthesis of these amino acids occurs 
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during exponential growth (Baev et al., 2006b). Whilst the S. Typhimurium data here agree 

with the previous study with respect to serine; glycine metabolism is not evident from the 

metabolomic approach. 

 

The amino acids threonine and arginine in LB medium were depleted by 48 hours and an 

accumulation of propionate and succinate was observed. This correlates well with a 

previous study which reports the conversion of one molecule of threonine to one molecule 

of propionate by S. Typhimurium (Simanshu et al., 2007) and arginine to succinate by 

Helicobacter pylori (Mendz & Hazell, 1995). The concentration of putrescine produced is 

similar to the concentration of arginine utilised suggesting that all of the arginine may have 

been converted to putrescine. In contrast, the final concentration of succinate is 

considerably higher than the inital arginine concentration, suggesting that other metabolic 

routes are responsible for the production of succinate, possibly through the fermentation of 

sugars.  

 

The depletion of glucose and glycerol from LB medium by 48 hours coincided with the 

accumulation of the known fermentation products lactic acid, formic acid, ethanol and 

most abundantly, acetic acid (Figure 3.4C). These data compare well with known 

production of acetate by Salmonella enterica growing exponentially on ethanolamine-

containing minimal media (Starai et al., 2005). The accumulation of fermentation products 

such as acetic acid would decrease the pH of the LB medium significantly leading to a 

cessation of growth (Wilson et al., 2003), however deamination of certain metabolised 

amino acids subsequently raises the pH, as was reported for E. coli grown in tryptone broth 

(Prüß et al., 1994). It has been shown previously that S. Typhimurium grown in the lag 

static system causes the pH of the culture to decrease from 7.0 to 6.0 within the first 24 

hours of growth. Subsequently, deamination of abundant amino acids raises the pH to 6.4 

by 48 hours growth (Rolfe, 2007). This change in pH is gradual therefore minimal pH 

adaptation would be necessary in the static system, unlike previous published observations 

in other conditions (Sampathkumar et al., 2004). The sequential metabolism of different 

carbon sources by S. Typhimurium in the static growth system reveals a preference for 

certain substrates and metabolic pathways. This mode of substrate utilisation requires 

limits the transporters and metabolic pathways required thereby reducing the energy output 

of the bacterium during this critical stage of growth. Once the preferred substrates have 
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been utilised, the bacteria perform a metabolic shift to make use of the remaining nutrients. 

Future work could investigate whether in conditions limited for a particular nutrient the 

bacteria are less efficient at generating energy and whether this leads to an increased lag 

time.  

 

3.3.4 Growth parameters of mutant strains in the lag phase static system 

Genes controlling important lag phase processes were investigated by mutagenesis. 

Previous work using the lag phase static system studied the role of 28 gene knock-out 

mutants including genes involved in oxidative stress protection, phosphate uptake and 

global regulators, as well as some lag phase-induced genes. In total only one mutant strain 

showed an increased lag time phenotype, ΔbipA::kan, with gene redundancy cited as a 

likely reason for the robustness of lag phase (Rolfe, 2007).  

 

In the present study, fewer mutants were investigated, with selection of gene targets based 

on increased lag times observed in previous studies. The ΔbipA::kan mutant was combined 

with a Δfis::cat mutant which had been reported to have a longer lag phase by optical 

density growth measurements (Osuna et al., 1995) but was subsequently shown not to be 

affected for growth in the lag phase static system (Rolfe, 2007). In addition, a 

ΔrelA71::kan ΔspoT281::cat (ppGpp0) mutant was investigated which was reported to 

have a longer lag time in amino acid limited conditions (Traxler et al., 2008), and a 

Δrmf::cat ΔyfiA::spc ΔyhbH::kan mutant was constructed which was hypothesised to lead 

to a build-up of damaged 70S ribosomes, requiring repair or degradation and thereby 

extending the bacterial lag time. The growth parameters of these mutants were tested in the 

lag phase system and none were shown to be altered for growth compared with a wild-type 

bacterial culture. These findings were particularly striking for the ΔbipA::kan and 

ΔbipA::kan Δfis::cat mutants,  which were expected to show extended lag times based on 

previous work (Rolfe, 2007). The exponential growth rates were not different between the 

mutant strains and the wild-type in all of the samples with the most variable being the 

ΔbipA::kan Δfis::cat first replicate. The second ΔbipA::kan Δfis::cat replicate lag time 

was different compared with the wild-type however this was not reproducible in the first 

replicate. 

 



Chapter 3                                   The physiology of Salmonella in the lag phase static system 

111 
 

There have been no comparable published studies using a ΔbipA::kan Δfis::cat mutant or a 

Δrmf::cat ΔyfiA::spc ΔyhbH::kan mutant in Salmonella. Previous studies into ppGpp-

deficient bacteria have concentrated on optical density measurements in amino acid starved 

conditions. In the present study, the viable count-based method allowed a more accurate 

assessment of lag time and growth rate. 

 

The lack of growth defects in any of the mutants tested across the replicates in this study 

suggests that there is a high degree of functional overlap between important bacterial 

processes and highlights the degree of variability in lag times between bacterial 

populations. 

 

3.3.5 Effect of conditioned medium on growth parameters  

The addition of 30% (v/v) cell-free, stationary phase supernatants to the LB growth 

medium did not affect the growth parameters of the bacteria in the lag phase static system. 

This result differs from previous studies in E. coli which showed the addition of stationary 

phase supernatants led to a decrease in lag times by 22-57%, due to an uncharacterised 

signalling molecule (Weichart & Kell, 2001). Discrepancies between the previous study 

and the present one are most likely due to the differences in growth medium used. Previous 

work used MOPS-buffered minimal medium (MM) supplemented with glucose or 

succinate; the former carbon source having previously been shown to be required for 

induction of quorum sensing systems (Surette & Bassler, 1998). The second important 

difference was the physiological history of the bacteria used between both studies. In the 

previous study, the E. coli were starved of carbon sources for 53 days prior to inoculation 

into fresh, supplemented medium, giving rise to lag times of between 16 and 20 hours. 

During storage, the bacteria depleted the medium of nutrients and may have acquired 

mutations under the stressful conditions. The relatively long lag time facilitated the 

observation of lag differences and shortened lag times were easier to measure by Bioscreen 

C OD590 measurements (Weichart & Kell, 2001). In the present study, the growth medium 

was not completely depleted for nutrients,  which may mask a starvation-induced 

environmental trigger for the production of a lag phase-altering signal molecule (Siegele & 

Guynn, 1996).  
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Although the conditioned medium did not alter bacterial growth parameters using the lag 

phase static system, a previous study has shown that stationary phase culture supernatants 

(spent media) give rise to a longer lag phase but still supports full growth of S. 

Typhimurium to over 108 CFU / ml (Rolfe, 2007). The Rolfe (2007) findings are consistent 

with other work which showed re-growth of E. coli grown at 37 °C at least twice in spent 

medium to a final cell concentration of over 109 CFU / ml (Barrow et al., 1996). Factors 

leading to an increased lag time are yet to be fully elucidated; however it has been 

hypothesised that a build-up of the toxic metabolite acetate may be a contributing factor 

requiring uptake and catabolism during lag phase before growth can begin (Rolfe, 2007), 

confirmed in the present study (Figure 3.3B).  

 

From experiments performed in the present study, it is hypothesised that any signal 

molecule or any toxic metabolite was not present in lag phase cultures at a concentration 

inhibitory for growth. The bacterial culture grown in conditioned medium did not enter 

stationary phase earlier than the culture grown in LB medium, and both cultures reached 

the same final cell concentration. If an inhibitory metabolic by-product was present at a 

physiologically relevant concentration in the conditioned medium, the culture would be 

expected to enter stationary phase earlier than the LB grown culture once the dissolved 

oxygen had been depleted.  

 

The role of stationary phase supernatants on Salmonella lag time has still to be elucidated 

and the presence of a quorum sensing signal molecule has not been confirmed in the 

present study. In future studies, the use of highly sensitive techniques such as mass 

spectrometry may be required to characterise any signal molecules in culture supernatants, 

although an exhaustive study to determine such a molecule in LB grown E. coli cultures 

was not conclusive (Weichart & Kell, 2001). 

 

3.3.6 Effect of cold storage on bacterial recovery 

In order to test the robustness of lag phase, the static growth system was perturbed with a 

cold storage step performed at 2 °C. This temperature stress is relevant for chilled food 

held by producers and some retailers (Peck et al., 2008) and prevents bacterial 

filamentation, which has been reported to increase the variability of viable cell counts after 

subsequent temperature upshift (Mattick et al., 2003). The survival of Salmonella at cold 
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temperatures depends upon nutrient availability (Angelotti et al., 1961) and it was 

important to characterise both the viability and the effect upon growth after temperature 

upshift in fresh, pre-warmed LB medium. To this end, the lag static system was adapted 

(Section 2.1.6.1) to measure lag times at intervals over 18 days, representing an extended 

period of storage for a chilled product (Peck et al., 2008). The viability of the cold stored 

bacteria was also measured to ensure the initial cell concentration did not impact upon the 

subsequent re-growth. Over the 18 day cold storage period, the lag time did not increase 

compared with the non-chilled stationary phase inoculum. The viability gradually 

decreased during cold storage and by day 18, the cell concentration was at 33% of the non-

chilled inoculum. However, the variability between the samples also increased as storage 

time was lengthened and so the cell concentration by day 18 was not decreased compared 

with the non-chilled inoculum. The majority of previous studies measuring the viability of 

Salmonella during cold storage have involved non-defined media such as complex food 

sources (Angelotti et al., 1961, Baker et al., 1986, Bautista et al., 1998, Borneman et al., 

2009, Holliday & Beuchat, 2003, Lublin & Sela, 2008) making direct comparisons with 

this work difficult. Viability of Salmonella at 0 oC in high salt (26 %) medium (pH 6.9) has 

been measured previously. After 19 days cold storage a 2-log decrease in viability was 

observed (Combase, http://browser.combase.cc/BrowserHome.aspx ; Record ID: B407_40) 

suggesting that very low temperature storage can have a large impact on the survival of 

Salmonella.   

 

The morphology of bacterial cells during cold storage was visualised by TEM. This 

showed that bacterial cells are elongated following pre-incubation at 2 °C however they are 

not long enough to be characterised as filamentous (>8 µm) (Mattick et al., 2003). It can be 

concluded that any observed differences in lag time are due to normal biological variation 

and associated uncertainties in growth measurements. In addition, neither significant 

bacterial cell lysis, formation of ice crystals nor loss in membrane integrity was observed 

to account for the decrease in bacterial viability during cold storage.   

 

In the static system, stationary phase bacteria settled to the bottom of the flasks by twelve 

days at both 25 °C and 2 °C (unpublished observations). Visualisation of 48 hour, 25 °C 

and 12 day, 2 °C stationary phase cultures revealed narrow tubules (~14 nm in width) 

proximal to bacterial cells. These structures were hypothesised to be flagella which are 
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known to be approximately 15 nm wide (Kamiya et al., 1982) and have been reported to 

become disassociated during stationary phase (Makinoshima et al., 2003). This may result 

in a loss of bacterial motility that contributes to the settling of the culture.   

 

Inoculation from cultures stored at 2 °C for up to eight days, resulted in a similar lag time 

(standard deviation = 5.33% of mean lag time). Additional cold storage for twelve and 

eighteen days resulted in a gradual increase in lag time. The maximum lag time was 

recorded after twelve days cold storage; however the lag time was not increased compared 

with inoculation with the non-chilled 25 oC culture, due to variability between replicates. 

Subsequent side-by-side comparisons with 25 oC inoculated growth curves with both a 

high (105 CFU/ml) and low (103 CFU/ml) inoculation revealed very similar growth 

profiles. Taken together, the food-relevant cold storage of S. Typhimurium did not alter 

any of the observed growth parameters upon subsequent inoculation into 25 oC LB 

medium. This observation was different to a previous study using similar growth 

conditions; 25 oC, statically-grown E. coli cultures in LB medium (Pin & Baranyi, 2008). 

In the previous study, cultures grown for 48 hours were inoculated into fresh LB medium 

supplemented with glucose, resulting in lag time of 1.5-1.8 hours, comparable with the 

present study. However E. coli cultures stored for 17 days at 25 oC had considerably longer 

lag times once inoculated into the fresh medium (4.7-5.1 hours). It is possible that in the 

Pin et al. (2008) study, long-term storage at 25 oC resulted in accumulated cellular damage 

from degrading enzymes, which would have had a lower activity during the cold storage 

treatment used in the present study. If E. coli experienced extensive cellular damage during 

25 oC storage, then repair mechanisms or de novo synthesis of cellular machinery would be 

required before cellular division could be initiated, resulting in the longer lag time 

observed in the previous study.  

 

The lag phase of S. Typhimurium in the static growth system is discussed in greater detail 

elsewhere in this thesis (Chapter 4), however initial observations of the growth parameters 

suggest that lag phase is very robust and adaptation to relatively minor stresses is 

performed rapidly, leading to swift resumption of cell division. 
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4. The effect of cold pre-incubation on global gene expression 
 

In Chapter 3, the growth parameters of S. Typhimurium in the static system were 

investigated and the effect of perturbing the system with a food-relevant stress (cold 

storage) was determined. In this chapter, the physiological processes which underpin 

growth restoration after cold storage are investigated to understand how the bacteria adapt 

so rapidly during lag phase. A transcriptomic approach was used to investigate the global 

gene expression profile during recovery in the lag phase static growth system. The data 

were compared with a previously-compiled lag phase transcriptomic dataset for S. 

Typhimurium grown at 25 °C in the static system (Section 2.1.6) to formulate hypotheses, 

helping explain the robustness of lag phase. 

 

4.1 Introduction 

 

4.1.1 DNA microarrays 

DNA microarray technology allows the simultaneous measurement of the expression of 

thousands of genes. Since the development of DNA microarrays (Schena et al., 1995, 

Shalon et al., 1996), the technique has been used extensively to measure the relative gene 

expression of Salmonella in various environments, answering physiological questions 

including: the effect of infection-relevant stresses on bacteria (Gantois et al., 2006, 

Greenacre et al., 2003, Karavolos et al., 2008, Mills et al., 2008), the role of global 

regulators (Kelly et al., 2004, Lucchini et al., 2006, Mangan et al., 2006, Ono et al., 2005, 

Thompson et al., 2006a); the function of small RNAs (Papenfort et al., 2008, Papenfort et 

al., 2006, Pfeiffer et al., 2009) and molecular virulence determinants (Balbontin et al., 

2006, Bowden et al., 2009, Clements et al., 2002, Eriksson et al., 2003, Hautefort et al., 

2008, Nagy et al., 2006) 

 

Microarrays are used to measure the relative bacterial gene expression in different 

environmental conditions by quantifying changes in the amounts of mRNA transcripts 

extracted from populations of cells. The microarrays consist of glass slides printed with 

PCR products that correspond to the sequence of a specific gene (Thompson et al., 2001, 

Watson et al., 1998). The extracted RNA is reverse transcribed to make more stable 

cDNA, which is labelled with a fluorophore.  
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Transcriptomic experiments are inherently comparative, identifying a relative signal 

between two or more conditions. It has been noted that there is greater variability between 

slides than within a slide, due to differences that include: microarray printing variation, 

slide background  and differing amounts of sample hybridisation. To minimise these 

variations between samples, direct analyses on the same slides are performed through 

either type I or type II experiments (Yang & Speed, 2002). Type I experiments involve the 

direct comparison of fluorescently-labelled mRNA or cDNA from two different conditions 

on a single microarray. These experiments are useful when analysing a test sample against 

a suitable control, as they use only a single microarray and quickly show differences 

between conditions. The disadvantage lies in the need for dye-swap experiments to 

compensate for differences in the fluorophore intensities which can lead to misleading 

signals. In type II experiments, fluorescently-labelled cDNA is competitively-hybridised to 

the microarray against a common reference (DeRisi et al., 1996), for example genomic 

DNA or pooled cDNA, labelled with a different fluorophore. Type II experiments are the 

easiest way of identifying differences between many biological samples. By using a 

common reference DNA, differences in mRNA signal between conditions can be identified 

indirectly. This is particularly useful for multiple samples such as time-course data where 

direct analyses between pairs of arrays can be time-consuming. Type II microarray 

experiments remove the need for dye-swap experiments to account for differences in 

fluorophore incorporation (Yang & Speed, 2002). Additionally, the type II approach allow 

many different experimental conditions to be compared, which is particularly useful for the 

construction of compendia of transcriptomic data (Thompson et al., 2006b). 

 

4.1.2 Analysis of transcriptomic data 

DNA microarrays generate large transcriptomic datasets which require analysis with 

dedicated software. To scan the microarrays, software such as Mapix® (Innopsys) or 

GenePix® (Molecular Devices) is used to control the scanner and produce to multi-image 

TIFF files that contain the signal intensity information for both fluorophores. The next step 

involves image segmentation, which consists of feature detection. This is then followed by 

the quantification of the signal corresponding to the identified spots of hybridised DNA. 

Image segmentation and spot-signal quantification are performed using dedicated software 

such as GenePix or BlueFuse (BlueGnome). Both forms of software essentially measure 
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the ratio of signal intensities from the TIFF file however they work in slightly different 

ways. GenePix analyses the median pixel intensity and the background signal of each spot 

to calculate a signal up to a maximum threshold. Where features are present with no 

hybridised product, GenePix denotes the feature as ‘not found’ and does not quantify the 

feature. In contrast, BlueFuse assigns values to all gene features even if no product is 

hybridised. The varying signal intensities across a feature are calculated by BlueFuse using 

a Bayesian distribution, allowing for values to be extrapolated for signals above the 

maximum threshold, which represents an advantage over the GenePix-based approach, 

assuming there is an even intensity distribution across each spot. Other important 

differences relate to the varying amounts of user interaction at the analysis stage between 

the two software approaches. GenePix allows greater user flexibility with easy 

modification of the scan area, down to the individual spot to allow data acquisition from 

poorly visible features. GenePix also allows individual features to be manually optimised 

for quantification to ensure the background of each printed spot is minimised or, in the 

case of poor features, removed entirely. The disadvantage of this system is that handling 

several microarray images in this way can be time-consuming and the degree of user 

interaction can bring an element of bias into the data analysis. It is however possible to run 

GenePix with minimal user input. With the BlueFuse analysis approach, user input is 

limited to loading the scanned image files and aligning grids for spot analysis, thereby 

reducing flexibility, but maintaining a consistent and objective analysis between arrays.   

 

The next step of analysis requires median feature intensity data centring within the 

microarray for each sample. This is performed to compensate for differences between 

individual RNA molecules (which will have a range of lengths), varying degrees of cDNA 

labelling or different detection efficiencies between the fluorophores used (Quackenbush, 

2002). Although various data centring approaches exist (Yang et al., 2002), the most 

widely used is the locally weighted linear regression (lowess) analysis (Cleveland, 1979). 

Lowess data centring has the advantage of removing signal intensity-dependent effects by 

weighting outlying signal ratios less than those near to the average signal, for each feature 

(Quackenbush, 2002). 

 

An additional step can be performed after signal quantification by GenePix or BlueFuse if 

the signal for low expressed genes appears to be ‘compressed’ when visualised, due to a 
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decreased distribution of the signal (Alston et al., 2010). Signal compression usually arises 

from a two-step labelling process (Section 2.3.10.1) or with bacterial RNA isolated from 

mammalian environments as described previously (Eriksson et al., 2003), which contain 

contaminants such as DNA, proteins or carbohydrates, and causes poorer incorporation of 

the fluorophore (Grissom et al., 2005). The two-step labelling (or ‘cold labelling’) process 

involves the reverse transcription of extracted mRNA to cDNA, which is labelled 

separately with a fluorophore (usually cyanine dye-labelled nucleotides) using the Klenow 

fragment of DNA polymerase I. In single-step DNA labelling from RNA, the 

fluorescently-labelled nucleotides are incorporated by the reverse transcriptase which is 

less efficient at performing this step than the Klenow fragment of DNA polymerase and so 

requires a higher starting concentration of RNA. The lower labelling efficiency of reverse 

transcriptase can lead to increased incorporation biases between different fluorophores (Ye 

et al., 2001). Signal compression can falsely manifest as a significant fold-change 

difference in gene expression across samples (Alston et al., 2010) and decreases the 

reliability of transcriptomic data, leading to misinterpretation of results.  

 

In cases where compressed data has been identified, a step is performed after quantification 

by BlueFuse analysis. This step involves the use of the batch anti-banana algorithm in R 

(BABAR) to normalise the feature signals through block-by-block median centring of the 

data and lowess pair-wise comparisons between microarrays as described (Alston et al., 

2010, Hautefort et al., 2008). 

 

Commercial software has been developed to aid the visualisation of gene expression data 

including GeneSpring (Agilent Technologies), Acuity (Axon Instruments) and Genowiz 

(Ocimum Biosolutions). Of these, GeneSpring is the most widely used and supported, 

providing relatively easy visualisation, interpretation and statistical analyses of 

transcriptomic data.  
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4.1.3 Bacterial cold shock and cold acclimation 

During the life cycle of enteric bacteria there are frequent temperature fluctuations from 

intra-host growth at 37 °C to sudden temperature downshifts upon excretion into low 

temperatures such as soil or marine environments (Smith et al., 1994). Salmonella survives 

better in these non-host environments than other enteric bacteria such as E. coli (Winfield 

& Groisman, 2003, Rozen & Belkin, 2001), although survival was dependent on external 

environmental factors such as seasonal temperature fluctuations. Salmonella can survive 

for long periods of time at below optimum growth temperatures, due to a rapid and robust 

series of defence systems which include coping with temperature downshifts, compared 

with mammalian hosts.  

 

Upon considerable temperature downshift (as described in the present study), bacteria such 

as Salmonella encounter an initial period of cold shock before an increased cold 

acclimation and eventual cold adaptation that permits bacterial survival (Figure 4.1).  

 

 

 

 

 
Figure 4.1: The distinct phases involved in cold adaptation. Figure modified from 
(Inouye & Phadtare, 2004). 
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Cold shock is characterised by the production of various cold shock protein (CSP) 

homologues, which are maintained at basal intracellular concentrations during growth at 37 

°C by Salmonella and E. coli (Brandi et al., 1999). Although the CspA-like family make 

up the major class of cold shock proteins, only four of the nine proteins are actually 

inducible during growth at lower temperatures (Phadtare et al., 2006). In E. coli the 7.4 

kDa major cold shock protein, CspA (D'Amico et al., 2002) is induced during temperature 

downshift from 37 °C to between 24 °C and 10 °C (Jones et al., 1992), whereas CspB 

production is only induced at temperatures below 20 °C (Etchegaray et al., 1996). CSPs 

are thought to function, at least in part, as RNA chaperones to compensate for increased 

RNA secondary structure stability at low temperatures. During cold acclimation, CSPs de-

stabilise stable RNA secondary structures enabling translation to proceed (Phadtare, 2004).  

In E. coli, the CspA homologues functionally overlap to compensate for a single CSP 

mutation (Phadtare, 2004). This has been confirmed experimentally using a combined 

ΔcspABGI E. coli mutant strain which was unable to undergo full cold acclimation and 

induced heat-shock proteins to compensate for the lack of CSP translational chaperones 

(Phadtare & Inouye, 2004).  

 

During acclimation, short-chain, unsaturated lipids with a low melting point are 

incorporated into the cell membrane, displacing saturated phospholipids in a process 

termed homeoviscous adaptation. This process compensates for decreasing fluidity caused 

by the temperature downshift (Sinensky, 1974). Translation is also decreased at low 

temperatures (Farewell & Neidhardt, 1998, Yamanaka, 1999) raising the possibility that 

the build-up of inactive 70S ribosomes act as a signal for the indirect induction of CSPs 

and other global regulatory network targets (VanBogelen & Neidhardt, 1990). A crucial 

part of cold acclimation is transformation of inactive ribosomes to cold adapted, active 

ribosomes using the CSPs as translational chaperones (Jones & Inouye, 1996, Jones et al., 

1996). The structural changes to bacterial cell membranes and fundamental translational 

machinery would need to be reversed in order for bacteria to recover from these conditions 

during lag phase adaptation at 25 °C (Figure 4.1).   

 

4.1.4 Aims of this transcriptomic study 

Current knowledge of Salmonella gene expression during lag phase is limited, with only 

one detailed study having been performed (Rolfe, 2007). Other studies have used DNA 
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microarrays to look at the transcriptomic profile of E. coli throughout growth in LB 

medium, however the earliest time-point taken for these studies was one hour, at which 

point the bacteria were actively-dividing at a specific growth rate of almost 0.4 h-1 (Baev et 

al., 2006c, Baev et al., 2006b, Baev et al., 2006a), similar to exponential growth in the lag 

phase system at 25 °C. The transcriptomic approach performed in this study aims to build 

on the study by Rolfe (2007), to confirm the processes identified at the earliest stages of S. 

Typhimurium growth at 25 °C experimentally and to test how faithfully these processes are 

performed at the transcriptomic level once the system had been perturbed by the food-

relevant stress of cold storage. The growth parameters during recovery from cold storage 

are described in Section 3.2.6, and this chapter aims to uncover the physiological processes 

accounting for the robustness of lag phase. By using a transcriptomic approach it was 

hypothesised that stress responses would reveal potential weaknesses (such as stress 

susceptibility) that could be exploited to lengthen lag time. 

 

4.2 Results  

 

4.2.1 The process of cold acclimation 

 The global transcriptome of stationary phase S. Typhimurium during acclimation to 2 °C 

was measured using DNA microarrays. In an initial experiment, bacterial cultures were 

grown in rich medium as described (Section 2.1.6) for 48 hours and then transferred into a 

cold room for storage. The global transcriptome was determined at 5 hours, 10 hours, 24 

hours and 12 days cold storage (Figure 4.2). The changes in gene expression were 

measured relative to a non-chilled stationary phase culture incubated at 25 °C. Within five 

hours cold storage, 1047 genes (22 % genome) showed altered expression profile ≥2-fold, 

with 189 genes being up-regulated and 858 genes down-regulated (t-test, FDR=0.05). As 

expected, the up-regulated genes included several cold-inducible genes, such as cspA and 

cspB, encoding the major cold shock proteins (Figure 4.2A). The most up-regulated gene 

by 5 hours cold storage was ydiS, encoding a flavoprotein induced in response to several 

stresses including oxidative and cold stress.  

 

The initial cold shock response is elicited by 5 hours cold storage, indicated by the 

expression of cold shock genes. After the induction of the cold shock response, little 

further transcriptional reprogramming occurs between 5 hours and 24 hours cold storage. 
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Adaptation to longer-term storage requires a further transcriptomic re-organisation as 

indicated by the extensive transcriptional re-programming between 24 hours and 12 days 

cold storage (Figure 4.2). By performing cold storage over a period of hours and days, it 

was possible to distinguish between the initial bacterial cold shock, cold acclimation and 

cold adaptation at the transcriptional level. It was evident that the most extensive 

transcriptional changes occurred between 24 hours and twelve days cold storage. As the 

bacteria appeared to be ‘cold adapted’ within a few hours, these data suggest that the 

extensive transcriptional changes were caused by longer storage times rather than the low 

temperature.  

 

4.2.2 Transcriptomic data quality  

 

4.2.2.1 RNA quality 

Extracting good quality RNA from stationary phase cells is more difficult than from 

exponentially-growing cells as shown by the decreased total RNA concentration obtained 

during the Lag Pre-Incubation transcriptomic experiments (Table 4.1). During the Lag Pre-

Incubation experiment, the primary difficulty was to recover a sufficient cell concentration 

to yield adequate RNA for the experiments. All the Lag Pre-Incubation experiment 

samples contained enough total RNA for two-step labelling (~2 µg). All RNA quality was 

confirmed using the Bioanalyser (Agilent) capillary electrophoresis system before being 

processed for microarray hybridisation.    

 

4.2.2.2 Quality of transcriptomic data 

Transcriptomic data were subjected to signal quantification using BlueFuse before pair-

wise comparisons and signal normalisation across microarrays using BABAR. This 

prevented anomalies occurring during transcriptomic data interpretation and decreased 

skewing of data from low-intensity features. Analysis of the cold acclimation 

transcriptomic experiment revealed that the data were reproducible. The primary 

determinant was that genes belonging to the same functional category were generally 

uniformly-regulated. For the initial cold acclimation experiment, genes known to be cold-

induced were up-regulated, indicating that the transcriptomic experiment data were 

reliable. 
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Figure 4.2: Cold adaptation occurs within the first 5 hours of cold storage. 
Transcriptional analysis of a single stationary phase culture stored at 2 °C for 5 hours, 10 
hours, 24 hours and 12 days (12d). (A) GeneSpring visualisation of the fold-changes in 
gene expression relative to the non-chilled 25 °C stationary phase inoculum. Each gene is 
represented by a single line and all samples are coloured by the relative expression at 24 
hours cold storage at 2 °C.  
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Analysis of Lag Pre-Incubation gene expression profiles showed the data were 

reproducible. The median co-efficient of variation (CoV) between biological replicates was 

13 %, comparable with a 15 % CoV in a previous study (Rolfe, 2007). The processes 

occurring during lag phase were the same as shown in the previous study, which served as 

a reference for accuracy of function group gene expression at each time-point. In addition, 

interpretation of the global transcriptome was performed using statistically-filtered data (t-

test, FDR=0.05), and a biological cut-off (2-fold change in expression). 

 

4.2.3 Effect of twelve days cold storage on the bacterial transcriptome 

Analyses of the effect of twelve days cold storage were performed by comparing the global 

transcriptome with the non-chilled 48 hour inoculum at 25 °C. These analyses allowed 

differences between 25 °C adapted and 2 °C cold adapted bacteria to be seen and were the 

simplest way of testing the effects of long term cold storage on bacterial recovery. 

 

Over 30 % of the genome was down-regulated after 12 days cold storage whilst 15 % was 

up-regulated (Figures 4.3A and 4.3B). By characterising the differentially-expressed genes 

by their annotated functional category, it is possible to hypothesise biological processes 

which are activated or repressed after 12 days cold storage (Figure 4.3B). Fimbriae-

encoding genes were differentially expressed, with ~45 % of the genes being up-regulated 

after 12 days cold storage. Fimbriae production is associated with attachment and virulence 

but also aids the adherence between bacterial cells which may represent a population-based 

defence mechanism against stresses experienced in the cold environment, although this 

was not explored in detail. The only other identifiable group of genes exhibiting 

biologically-significant up-regulation were prophage genes, which are actively-transcribed 

in conditions of stress (Garcia-Russell et al., 2009). 
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Figure 4.3: More genes are down-regulated than up-regulated after 12 days cold 
storage, including those encoding central metabolic pathways. 
Transcriptomic experiment characterising the gene expression of the two stationary phase 
inocula for three biological repliactes. (A) GeneSpring interpretation of genes that passed 
filtering for significance (t-test with a Benjamini and Hochberg multiple testing correction 
(FDR = 0.05) and ≥2-fold cut-off). Number of genes either significantly up-regulated (red 
text) or down-regulated (blue text) after 12 days cold storage when compared with the non-
chilled inoculum. (B) Functional categories analysis of the genes ≥2-fold up-regulated and 
down-regulated after 12 days cold storage compared with the non-chilled inoculum. Gene 
lists from each functional category obtained from the Kyoto Encyclopaedia of Genes and 
Genomes (KEGG) database. The number of genes within each functional group is shown 
between pairs of parentheses.  
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Genes encoding enzymes involved in central metabolic processes were largely down-

regulated including: glycolysis, the tricarboxylic acid (TCA) cycle, oxidative 

phosphorylation and the anaerobic metabolism of hydrogen, nitrate and nitrite. The chilled 

culture environment is hypothesised to be anoxic, based on the dissolved oxygen 

concentration of the 25 °C inoculum after 48 hours growth (Section 3.2.2). This hypothesis 

is confirmed by >80 % aerobically-induced genes involved in oxidative stress resistance 

which are ≥2-fold down-regulated after twelve days cold storage. The lack of growth and 

metabolic activity is further highlighted by the down-regulation of all ribosomal protein-

encoding genes. The bacterial growth and metabolic rate has previously been linked with 

the rate of ribosome synthesis (Kjeldgaard et al., 1958, Wagner, 1994), therefore the down-

regulation of ribosome encoding genes suggests the physiological state in the cold 

inoculum is more quiescent than the 25 °C inoculum.    

 

4.2.4 Lag phase transcriptome after cold storage 

To determine the effect of cold storage on the gene expression of S. Typhimurium during 

recovery at 25 °C, the transcriptional profile was analysed throughout lag phase (Figure 

4.5). RNA was extracted from the bacterial cultures at desired intervals through lag phase 

and mid-exponential phase. The amount of cells harvested for lag time-points was 

approximately 8 x 108 CFU and for mid-exponential phase cultures, 4 x 109 CFU. These 

cell densities allowed the isolation of an average of between 2 µg and 5 µg RNA for most 

lag phase samples and 70 µg of total RNA for mid-exponentially growing bacteria. By 120 

minutes post-inoculation the bacteria had not divided however more RNA was extracted 

(11 µg), possibly due to increased nucleic acid production within the cells (Table 4.1). 

During data analysis, the gene expression signal from the pre-chilled transcriptomic 

samples was poor, due to the limited amount of RNA available. This led to a decreased 

distribution of the signal for some arrays, due to different median signal intensities (Figure 

4.4A). To compensate for the poor signal-to-noise ratio, the transcriptomic data from the 

present study and a previous comparative study (Rolfe, 2007), were processed using 

BABAR (Section 2.3.10.6). After an initial block-by-block median centring, a lowess pair-

wise normalisation between each sample was performed to correct the difference in 

dynamic range between samples (Figures 4.4B and 4.4C). As a result, the signal quartile 

ranges increased, but the median values were shifted slightly out of alignment between 

arrays. This was overcome by a final block-by-block median centring across all the arrays. 
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A degree of ‘compression’ was still observed in arrays 34, 37, 40 and 41, corresponding to 

the Lag Pre-Incubation samples performed in this study (Figure 4.4D). Despite the 

remaining small degree of compression, the arrays had increased dynamic signal range 

than prior to BABAR which improved the visualisation and subsequent statistical analyses 

within GeneSpring. 

 

The BABAR-based analysis ameliorated the signal ‘compression’ and the transcriptome 

during recovery from 2 °C, 12 days cold storage was observed. Transcriptomic data were 

analysed at time-points during lag phase (4 minutes, 20 minutes, 60 minutes and 120 

minutes post-inoculation) to observe differentially-expressed genes compared with the 

stationary phase inoculum. In addition, a sample from mid-exponential phase (8 hours 

post-inoculation) was taken to distinguish lag phase specific gene expression from 

expression occurring during steady state growth (Figure 4.5A and Figure 4.5B). The 

bacteria underwent rapid and extensive transcriptional reprogramming upon inoculation 

into the fresh 25 °C medium, which began within the first 4 minutes (Figure 4.5C). There 

was an increase in differentially-expressed genes as lag phase proceeded (Figure 4.5D). 

The chilled inoculum was identified as the most transcriptionally-distinct from other 

samples when the transcriptomic data at different time-points were correlated. Conversely 

the lag time-points were largely transcriptionally homogeneous. The 60 minute and 120 

minute samples appeared most similar (Figure 4.5E), with only 100 genes being 

differentially expressed (Figure 4.5D).     

 
 Yield per RNA prep (µg) 

 Replicate 1 Replicate 2 Replicate 3 

Cold inoculum 22.1 38.0 40.0 

4 minutes 8.6 2.0 3.1 

20 minutes 4.1 5.9 3.7 

60 minutes 2.3 2.6 2.6 

120 minutes 5.7 16.4 11.5 

8 hours 62.4 67.9 80.5 

 
Table 4.1: Concentration of RNA extracted for Lag Pre-Incubation transcriptomic 
experiment. Time-points indicate the age of the bacterial culture when cells were 
harvested. 
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Figure 4.4: Signal compression evident during transcriptomic analysis. 
Box-whisker plot of BABAR identified signal values obtained from BlueFuse-analysed 
transcriptomic data for each of the 44 microarrays tested. Boxes represent the quartile 
variation in each microarray; the dotted whiskers represent the upper and lower values 
within the quartile range. Individual features outside of the range of the box whisker plot 
are represented as circles.    
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Figure 4.5: Cold recovery involves extensive transcriptional reprogramming. 
(A) Lag phase time-points from 25 °C static growth curve. (B) Growth context of samples 
for transcriptomic analysis (Three biological replicates). Arrows represent 4 minutes, 20 
minutes, 1 hour, 2 hours and 8 hours post-inoculation. (C) The Salmonella transcriptome 
throughout growth. Time points shown in minutes except for the cold-stored 12 day, 2 °C 
stationary phase inoculum (Inoc.) and mid-exponential growth phase (MEP). Data are 
presented as fold-change in expression compared with the inoculum. Each line represents a 
single gene coloured by the expression at 4 minutes. (D) Numbers of genes showing 
statistically-significant changes in expression between time-points (t-test, FDR=0.05, 
Benjamini and Hochberg multiple testing correction, 2-fold cut-off). Values indicate the 
number of genes found to be significantly up-regulated in Condition 1 compared to 
Condition 2. For example, 261 genes were up-regulated at 4 minutes compared with 20 
minutes. (E) Dendrogram (Pearson correlation) indicating similarity between 
transcriptomic data at each time-point. 
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The transcriptional reorganisation from the cold storage environment is such that by the 

end of lag phase (120 minutes post-inoculation), 1305 genes (28 % of the genome) showed 

significantly altered expression compared to the stationary phase inoculum. The majority 

of these genes (1131) were differentially-expressed by 60 minutes post- inoculation, 

compared to the inoculum. The rapid response to changes in the bacterial environmental 

was highlighted by the expression of 875 genes being significantly altered by 4 minutes 

post-inoculation and metabolic shifts indicated by down-regulation of genes involved in 

the anaerobic metabolism of glycerol and hydrogen.  

 

4.2.5 Processes inferred from induced genes during cold storage recovery  

During the early stages of lag phase recovery from cold storage, genes encoding different 

physiological processes are up-regulated (Figure 4.6). The up-regulation of heat-shock 

genes to protect the bacteria during temperature upshift from 2 °C to 25 °C occurs within 

the first four minutes for the majority of the genes (Figure 4.6A). Conversely, cold shock 

genes which are expressed highly at 2 °C are down-regulated upon temperature upshift. 

This is the case for cspA, cspB and the cold-inducible palmitoleoyl transferase-encoding 

gene, ddg. However other genes within the CspA-like cold shock family are not down-

regulated at 25 °C, including cspC, cspD and cspE (Figure 4.6B). These genes were not 

induced in the stationary phase inoculum at 2 °C, compared with the control 25 °C culture. 

Interestingly, both cspC and cspD were actively-induced by 20 minutes post-inoculation 

compared with the stationary phase inoculum, suggesting a possible temperature 

independent role for these genes during lag phase.  

 

The high-affinity inorganic phosphate uptake transporters (pstSCA and phoBR) were 

maximally-induced within four minutes of inoculation into fresh medium. The exception 

was pstB, which was induced maximally by 20 minutes, as the expression of the other 

transporters decreased (Figure 4.6C). This suggests that the uptake of inorganic phosphate 

may be crucial within the very earliest stages of lag phase.  

 

Genes involved in the synthesis of the translation machinery were almost uniformly-

induced by 20 minutes (Figure 4.6D), suggesting that a rapid increase in protein-synthesis 

may occur soon after. The induction of all ribosomal genes during the early stages of lag 
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phase highlights the requirement of de novo synthesis of ribosomes before cell division is 

initiated. 

 

Based on the gene expression data, oxidative stress resistance is an important process 

during the entry into lag phase from cold storage. By four minutes post-inoculation into 

fresh medium, the majority of genes involved in the oxidative stress resistance (including 

the OxyR and SoxS regulons) are induced (Figure 4.6E). Of these genes, the highest-

expressed at four minutes is the DNA and iron-binding protein encoded by dps. The 

maximal expression of most of these oxidative stress genes is at four minutes with elevated 

expression maintained throughout 60 minutes of lag phase, albeit lower than the early stage 

of lag phase.  

 

Iron homeostasis within bacterial cells is linked with oxidative stress tolerance due to 

Fenton reaction products which can cause cellular damage in the presence of excess iron. 

The iron homeostasis genes during lag phase show biphasic expression with some genes 

such as dps and sitA up-regulated within four minutes of inoculation whereas other iron 

responsive genes (e.g. entB) are up-regulated later, towards the end of lag phase (Figure 

4.6F). The expression of early and late lag phase iron-responsive genes suggests that time-

dependent iron homeostasis could be a crucial step before growth can begin.      
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Figure 4.6: Recovery during lag phase is characterised by several crucial 
physiological processes. 
Expression profiles for functional categories of genes induced during lag phase recovery. 
All data are expressed as the fold change compared with the cold-stored stationary phase 
inoculum (Inoc) for the lag phase time-points (minutes) and mid-exponential phase (MEP), 
coloured by the 4 minute time-point. The Figure was assembled using non-statistically 
filtered data of three biological replicates. 
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4.2.6 Assessment of physiological history on lag phase recovery  

To determine the effect, if any, of cold storage upon the transcriptome of lag phase bacteria 

during recovery, the transcriptomic data were compared with a previously-acquired lag 

phase dataset (Rolfe, 2007), which served as a ‘control’ experiment. For clarity, the 

previous dataset is hereafter referred to as “Lag Phase 25 °C” and the present study is 

referred to as “Lag Pre-Incubation”, referring to the previous cold storage environment of 

12 days at 2 °C.  

 

If we exclude genes involved in temperature adaptation (based on reported function from 

the KEGG database), comparison of the two datasets only revealed subtle differences in 

gene expression. Genes tended to be either repressed or induced independently of the 

treatment history of the culture, highlighting the robust nature of lag phase. Using the 

GeneSpring software, the transcriptomic data were interpreted differently to answer two 

similar but distinct questions. Firstly, “what is the overall effect of cold storage recovery 

compared with 48 hour stationary phase recovery?” and secondly, “which genes are 

differently-expressed at each time-point during lag phase?” 

 

In order to answer the first question, the transcriptomic data from both the Lag Phase 25 °C 

and the Lag Pre-Incubation experiments were interpreted as a fold change in gene 

expression compared with the individual inocula (either cold-stored bacteria or 25 °C 

bacteria) (for example, Figure 4.7). This approach was particularly useful for elucidating 

the lag phase specific gene expression which was independent of the physiological history 

of the bacteria. This type of data treatment utilised the Lag Phase 25 °C transcriptomic data 

as a control experiment to ascertain the default response of the bacteria to inoculation into 

fresh LB medium. By using the control experiment, any changes in the induction, 

repression or duration of lag phase specific gene expression in the Lag Pre-Incubation 

experiment could be determined. This comparison was particularly useful for identifying 

changes in gene expression occurring at different time points. However, to obtain a clearer 

understanding of gene expression differing at each point in lag phase, an alternative 

strategy was implemented (Figure 4.8). The gene expression data at each time-point were 

compared directly between the Lag Pre-Incubation and Lag Phase 25 °C experiments. 

During this interpretation, genes expressed ≤2-fold between the two experiments would not 

pass statistical filters for biological significance. The two different interpretations 
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performed in the present study highlight the powerful flexibility of the GeneSpring 

software to answer fundamental questions regarding gene expression of complex datasets. 

 

Using the visualisation approaches described, differences were noted in the kinetics of 

activation or repression. An example of identifying gene induction shifts is exemplified by 

the OxyR-regulon.  Several genes from this regulon were up-regulated during the first 20 

minutes in the Lag Phase 25 °C experiment, including ahpCF and sufABCDS; however 

these same genes were up-regulated for longer (up to 120 minutes) in the Lag Pre-

Incubation experiment (Figure 4.7A). A different example is given by the iron-uptake 

genes, the majority of which are up-regulated by four minutes post-inoculation in the Lag 

Phase 25 °C experiment but the maximal expression in the Lag Pre-Incubation experiment 

is not until 60 minutes (Figure 4.7B).  
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Figure 4.7: Growth history affects the global transcriptome during lag phase. 
Heat-map of three biological replicates of non-statistically-filtered gene expression data 
showing: (A) OxyR-regulon and (B) iron-responsive genes (KEGG database) relative to 
the respective inocula (Inoc.) for Lag Phase 25 °C and Lag Pre-Incubation experiments. 
Lag time-points are shown in minutes post-inoculation; mid-exponential phase (MEP) 
represents an 8 hour time-point. Specific subsets of genes are labelled on the right.  
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Figure 4.8: Lag phase gene expression is altered by cold storage history. 
GeneSpring interpretation of the transcriptome for genes which pass the statistical filter (t-
test FDR=0.05) from three biological replicates. Time points shown in minutes for lag 
phase. The cold-stored stationary phase inoculum (Inoc.) and an 8 hour culture 
corresponding to mid-exponential phase (MEP). Data presented as fold-change in 
expression compared with the same time-point in the Lag Phase 25 °C experiment. Side-
by-side interpretation was used to clearly identify up- and down-regulated lag phase genes 
between the two experiments. Each line represents a single gene coloured by the 
expression at 20 minutes. Individual genes of interest are labelled. 
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The individual time-point comparison analysis was useful to study history-dependent gene 

expression during lag phase and identify the percentage of genes that changed between the 

same time-point in the two different lag phase experiments. The most conspicuously-

induced genes for the first 20 minutes of lag phase are the ibpAB heat-shock genes. As 

expected, these genes were approximately 10-fold down-regulated during cold storage 

(Figure 4.8).  

 

This type of transcriptomic interpretation also allows the identification of transient, 

differentially-expressed genes between experiments. An example of this gene expression 

pattern was cydA, a gene involved in cytochrome production, which was immediately 

down-regulated by four minutes post-inoculation before expression became uniform (fold 

change ≤2)  later in lag phase. 

 

Generally, the global gene expression profile was very different between the two inocula, 

which represented distinct environments. The bacteria had become cold-adapted in the Lag 

Pre-Incubation inoculum and showed an extensive transcriptional re-assortment upon the 

subsequent temperature, nutrient and oxygen upshift. As lag phase progressed, the two 

experiments gradually became more transcriptionally uniform (Figure 4.8). The mid-

exponential phase cultures showed many differences in gene expression, most likely due to 

differences in sampling times between the two experiments. In the Rolfe (2007) Lag Phase 

25 °C experiment, mid-exponential phase was calculated to be 6 hours of bacterial growth 

whereas in the present study, it was calculated to be 8 hours. The discrepancies are evident 

after direct comparison of the gene expression profiles between the two experiments, 

revealing the lack of transcriptional uniformity during exponential phase of bacterial 

growth as described previously (Epstein, 2009). 
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The Lag Phase 25 °C and Lag Pre-Incubation data were directly compared at each time 

point to elucidate genes responsible for lag phase variability between the two experiments. 

The differentially-expressed genes at each time-point were then categorised based on their 

reported function (Figure 4.9). For the majority of functional categories identified, the 

transcriptome became more similar as lag phase proceeded. As observed in the 12 day 

cold-stored inoculum (Figure 4.3B), prophage genes were also more highly expressed 

during the first 60 minutes of lag phase recovery from cold storage compared with Lag 

Phase 25 °C experiments. As expected, the majority of outer membrane genes were up-

regulated within the first four minutes of cold storage recovery, suggesting new membrane 

components were synthesised de novo for adaptation to lag phase. Several functional 

categories were expressed lower throughout lag phase after recovery from cold storage 

including the central respiratory pathways: glycolysis, the tricarboxylic acid cycle and 

oxidative phosphorylation, which generate ATP and energy in aerobic conditions. The 

ribosome protein-encoding genes were highly expressed during lag phase compared with 

the inoculum in both experiments; however some of the ribosomal genes showed 

somewhat lower expression in the Lag Pre-Incubation experiment compared with Lag 

Phase 25 °C. Genes encoding the iron homeostasis machinery were expressed similarly 

within four minutes post-inoculation in both experiments; however these genes show 

decreased expression at both 20 and 60 minutes during cold storage recovery, suggesting 

iron homeostasis is different between the two experiments at these time-points after 

inoculation.  

 

Interestingly, using this direct time-point comparison, oxidative stress resistance genes 

were down-regulated in the Lag Pre-Incubation experiment compared with the Lag Phase 

25 °C experiment. Down-regulation occurred within 20 minutes of inoculation into fresh 

medium and continued for the entirety of lag phase. Virulence gene expression was also 

altered during recovery from cold storage with genes encoding Salmonella Pathogenicity 

Island 1 (SPI-1) down-regulated by 20 and 60 minutes post-inoculation, and conversely, 

SPI-2 expression up-regulated in the Lag Pre-Incubation experiments compared with  the 

Lag Phase 25 °C experiment at the same time-points. 
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Metal ion transport gene expression was examined between the two experiments to 

determine if metal ion homeostasis was an important part of lag phase adaptation or 

recovery, as seen previous in Lag Phase 25 °C experiments (Rolfe, 2007). The ion 

transporters for the physiologically important metals, iron, manganese, magnesium, 

potassium and nickel were directly compared at each time-point (Figure 4.10). During cold 

storage, the majority of transporters for all the metal ions studied were significantly 

expressed consistent with a physiological requirement for metal ions in this environment. 

Gene expression during lag phase recovery was similar between the two experiments for 

the metals at four minutes post-inoculation; however, there was a marked decrease in 

expression of genes encoding transporters for calcium, iron and manganese ions at 20 

minutes in the Lag Pre-Incubation experiments. This was accompanied by the mgt genes 

encoding magnesium-specific transporters were expressed significantly higher by 20 

minutes post-inoculation. The magnesium transport genes were also up-regulated at 60 

minutes post-inoculation, as were the high-affinity manganese transport genes (sitABCD 

and mntH). The majority of metal ion transport genes were not differentially-regulated at 

the end of lag phase (120 minutes post inoculation) between the Lag Pre-Incubation and 

Lag Phase 25 °C experiments, the exception being manganese ion transport genes which 

remained elevated in the Lag Pre-Incubation experiment. The most substantial change in 

gene expression was observed for the iron and manganese ion transport genes which were 

almost uniformly down-regulated in the Lag Pre-Incubation experiment by 20 minutes 

post-inoculation compared with the Lag Phase 25 °C experiment. Taken together, these 

data suggest that metal transport is considerably different during cold storage and in lag 

phase recovery between the two experiments. The role of metals during lag phase could be 

crucial to elucidating the differences in history-dependent lag physiology.    
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Figure 4.10: Growth history alters metal responsive gene expression during lag phase. 
Heat-map of non-statistically-filtered gene expression data showing metal transport genes 
(KEGG database) relative to the respective time-point in Lag Phase 25 °C, for three 
biological replicates. Lag time-points are shown in minutes post-inoculation, mid-
exponential phase (MEP) represents an 8 hour time-point. Specific subsets of genes are 
labelled on the right. 
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Central aerobic respiration is crucial to energy production, and is therefore hypothesised to 

be important in lag phase adaptation before the bacteria can enter exponential growth. The 

processes of glycolysis, TCA cycle and oxidative phosphorylation were shown to be 

generally down-regulated in lag phase recovery after cold storage, compared with the Lag 

Phase 25 °C experiment (Figure 4.9). In order to visualise transcriptional changes in 

central metabolic pathways, the lag phase gene expression data for both experiments were 

directly compared, focussing on these pathways (Figure 4.11). 

 

When directly comparing the two inocula, it was possible to determine that glycolysis and 

oxidative phosphorylation were markedly down-regulated during cold storage, as identified 

elsewhere (Figure 4.3B). Upon inoculation into fresh medium, the TCA cycle and 

oxidative phosphorylation-encoding genes were expressed significantly lower than the 

same time-points during cold storage recovery. In contrast, genes involved in glycolysis 

and gluconeogenesis were expressed comparably between experiments during lag phase. 

Lower expression of genes involved in oxidative phosphorylation continued for the first 20 

minutes of lag phase recovery after cold storage, but by 60 minutes the gene expression 

was comparable between experiments. Almost all genes involved in these three pathways 

were similar by 120 minutes, suggesting that any changes in gene expression induced by 

recovery from cold storage were made by the middle of lag phase.  

 

These data suggest that growth history may impact upon crucial energy-generating 

metabolic pathways during lag phase recovery. The apparent down-regulation of genes 

within four minutes of inoculation from cold storage is most likely due to either a delay in 

switching on genes involved in these processes, or a down-regulation of important 

metabolic genes to protect the bacteria from stresses occurring within the earliest stages of 

lag adaptation from cold storage. As the growth environments for lag phase recovery are 

identical between experiments, increased stress protection represents a history dependent 

transcriptional re-programming event. 
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Figure 4.11: Growth history alters central metabolic gene expression during lag. 
Heat-map of non-statistically-filtered gene expression data showing genes involved in 
glycolysis, TCA cycle and oxidative phosphorylation (KEGG database) relative to the 
respective time-point in Lag Phase 25 °C, for three biological replicates. Lag time-points 
are shown in minutes post-inoculation, mid-exponential phase (MEP) represents an 8 hour 
time-point.  
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4.3 Discussion 
 

By using the same experimental set-up as a previous study which analysed the 

transcriptomic response to lag phase adaptation (Rolfe, 2007), the present study can be 

directly compared with the pre-existing dataset. The present study is the first to identify the 

transcriptional responses to adaptation after cold pre-incubation during the lag-phase of 

bacterial growth. The processes which underpin lag phase were confirmed to be robust at 

the transcriptional level, and a direct comparison with the previous study determined 

processes which are affected by the physiological history experienced by the bacteria. 

 

As discussed in Chapter 3, the geometric lag time of bacteria in the two experimental 

conditions was similar (Figure 3.8). The development of sophisticated models to measure 

lag time are promising, however they cannot infer the physiological state of a bacterial 

population. The detailed molecular approaches, like those used in the present study, permit 

us to infer the physiological state of a bacterial population. Interestingly, while cold 

storage did result in changes to the transcriptomic response, the population lag time was 

not extended. The previous study by Rolfe (2007) identified physiological processes which 

define different stages of lag phase in the static system. By using these ‘signature 

processes’ as indicators, the physiological state of the bacterial population during lag phase 

can be determined. For example, the degree of bacterial stress can be inferred from the 

induction of specific stress resistance genes. The transcriptomic analysis of lag phase-

specific gene expression may allow a more accurate method determining when the 

population has entered early exponential growth than using conventional microbiological 

methods. By constructing fluorescent protein fusions to lag phase signature genes, the 

physiological state of the bacterial population can be visualised by methods such as flow 

cytometry or cell imaging (Hautefort et al., 2003). 

 
4.3.1 Drawbacks of using the transcriptomic approach 

DNA microarrays are a useful molecular tool for identifying changes in the global gene 

expression profile for a population of cells. One limitation of this technique is that 

microarrays measure the gene expression of a population and not of single cells. The exit 

from lag phase is a stochastic process (Baranyi, 1998, Baranyi, 2002) and slight changes in 

the physiology of a minority of the population would be missed. Indeed, recent studies 

have concluded that even a steady-state bacterial population may consist of many sub-
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populations, the persistence of which may be vital to resisting stresses or promoting 

pathogenic virulence at the population level (Epstein, 2009). The bacterial population is 

not made up of ‘average cells’ and so the response of individual bacteria to their 

environment is thought to be crucial to the behaviour of the population as a whole (Elowitz 

et al., 2002, Levsky & Singer, 2003). Techniques for examining single-cell gene 

expression exist including: GFP-transcriptional gene fusions coupled with single cell 

imaging (Hautefort et al., 2003); eukaryotic single cell arrays using fluorescently-labelled 

oligonucleotide probes to detect mRNAs (Levsky et al., 2002) and interpretation of genetic 

oscillations, or the interactions of a small set of molecular components in a network, within 

a single cell. Such genetic oscillators rely on extensive knowledge of an organism and 

specific, reproducible protein interactions, coupled with computational biology analyses 

(Guantes & Poyatos, 2006, Wolf & Arkin, 2003). 

 

DNA microarrays measure the total signal inferred by mRNA levels. This signal can vary 

depending upon a multitude of factors including the relative stability (half-life) of different 

mRNA molecules, strength of various promoters or the post transcriptional changes in 

mRNA topology which allow secondary structures to form, preventing the annealing of 

primers during the reverse transcription step. Focussing on the aspect of mRNA stability, it 

has been demonstrated that for E. coli grown in LB medium at 37 °C, the average mRNA 

half-life is 5.2 minutes. However, this half-life ranges from 1.1 minutes (hisS) to 24.8 

minutes (gatA), and the relative stability varies depending on the growth medium and 

temperature (Bernstein et al., 2002). Assuming that the mRNA is more stable during cold 

storage due to the lower activity of degrading enzymes, it is possible that mRNA 

molecules could still be intact from non-viable bacteria in the 12 days, 2 °C inoculum. All 

RNA-labelled signal detected using microarrays were assumed to be from viable cells 

within the bacterial population and the RNA extracted from the cold stored cells was of a 

good quality (Section 2.3.7). In addition, replicate signals within and between arrays were 

statistically filtered to remove any genes which exhibited substantial variability.  

 

The transcriptomic approach described in this Chapter infers physiological processes 

which may be important for lag phase adaptation. However, an important part of the 

experimental design process is validation of transcriptomic data either by additional 

molecular techniques such as quantitative reverse transcriptase (qRT) PCR (Yang & 
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Speed, 2002), or by phenotypic confirmation to remove the ‘guilt by association’ aspect of 

the transcriptomic approach (Quackenbush, 2003). Such validation methods provide proof 

that the rapid transcription reflects ‘deliberate’ gene induction and is not merely a result of 

transcription factors with the highest activities leading to more rapid expression of some 

genes rather than others.  

 

Despite the limitations of transcriptomic approaches, the experiments described in Section 

4.2.4 provided the basis for further experimental work and enabled hypotheses to be 

developed concerning the essential processes for cell division initiation at the 

transcriptional level. The gene expression profiles were reproducible and provided 

confidence that physiological lag phase specific ‘work’ was being performed. The design 

of the microbiological and biochemical experiments described later in this thesis (Chapter 

6 and Chapter 7), were suggested by the transcriptomic approach performed in the present 

chapter. 

 

4.3.2 Cold acclimation analysis  

Salmonella rapidly adapts to different environments. In the cold storage experiments 

performed in the present study, the 25 °C bacterial culture was stored at 2 °C. After 3 hours 

cold storage, the culture temperature decreased to approximately 4 °C, by 5 hours the 

temperature was approximately 2.5 °C, and by 10 hours the culture temperature had 

reached 1.7 °C. Cold acclimation by S. Typhimurium was identified at the transcriptomic 

level by extensive changes in the gene expression compared with the non-chilled 

environment. Within 5 hours cold storage, 22 % of the genome was up- or down-regulated 

≥2-fold compared to 25 °C. The most significant processes up-regulated were: Class I 

CspA-like family of cold-shock proteins, synthesis of ribosomal proteins and the SOS 

response. Down-regulation of genes was observed for crucial anaerobic metabolism, cell 

wall biogenesis, SPI-2 and iron transport. The process of cold acclimation has been 

described in E. coli with the induction of Class I CSPs in the early stages before Class II 

proteins are induced later, such as ribosomal-associated proteins, RecA (Part of the SOS-

response) and global regulators such as H-NS (Thieringer et al., 1998). In the present 

study, long term cold storage required the most extensive transcriptional re-organisation, 

whereas the initial cold shock and cold acclimation was primarily defined by the induction 

of CSP-encoding genes and other cold-inducible genes, such as ddg. The twelve day cold 
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stored bacteria consisted of a transcriptionally-distinct population compared with the 

bacteria stored for 5 hours. Gene induction was characterised within a variety of functional 

groups induced including: the SPI-1 and SPI-2 pathogenicity islands, curli fimbriae and 

ethanolamine utilisation genes. Although the ethanolamine utilisation genes have been 

reported to increase in expression during cold acclimation in the bacterium Listeria 

monocytogenes (Liu et al., 2002), there are no published reports of chilled conditions 

increasing the virulence of pathogenic bacteria and the eut genes did not characterise a cold 

shock response in E. coli (Phadtare & Inouye, 2004). However, some cold-inducible genes 

are required for full virulence in organisms such as Shigella sp. and pathogenic E. coli 

(Cairrão et al., 2003). Of the 214 genes down-regulated between 10 hours and 12 days cold 

storage, the primary functional group was involved in aerobic respiration, principally 

oxidative phosphorylation (defined by the down-regulation of atp, cyo, nuo genes), an 

observation that correlates well with other studies into cold adaptation of Bacillus subtilis 

(Budde et al., 2006).      

 

The Lag Phase 25 °C and the Lag Pre-Incubation inocula exhibited distinct transcriptional 

profiles. The extended period of storage repressed genes involved in central aerobic and 

anaerobic metabolic processes as well as genes encoding translation machinery. This 

circumstantial evidence inferred that long-term cold adapted cells decrease metabolic 

activity, but survive stresses associated with cold storage. This is of potential concern to 

the food industry, as refrigeration is the most commonly-used method of commercial food 

storage (Phadtare, 2004). Similarly, the rapid recovery of cold-adapted bacteria in more 

favourable environments is of concern to the food industry, as it could lead to infections 

from foodborne pathogens or potentially food spoilage. 

 

4.3.3 Lag Pre-Incubation transcriptome 

The potentially quiescent metabolic state of stationary phase cold-stored bacteria contrasts 

with recovery from cold storage. Lag phase requires the transcriptional re-programming of 

1658 genes compared with the stationary phase inoculum. 875 genes (> 18 % genome) are 

differentially-expressed within the first four minutes alone. The lag phase induction of 

genes using this same system without the cold pre-incubation step has been reported 

elsewhere (Rolfe, 2007), and formed the primary comparison study for this work. A more 

recent study in E. coli compared the transcriptome of ‘young’ (48 hours) and ‘old’ (17 
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days) bacterial cells during lag phase after inoculation into fresh medium (Pin et al., 2009). 

The Pin et al. (2009) study discovered that during lag phase old cells increased the 

expression of genes encoding iron ion transport, iron-sulphur cluster maintenance and 

ribonucleoside reduction, required for DNA synthesis. Interestingly, there was no increase 

in oxidative stress resistance genes during lag phase of old cells inoculated into fresh 

medium, which differed from the present study. This suggests that storage at 2 °C in the 

present study may be responsible for the increased oxidative sensitivity inferred by the 

transcriptomic data during lag phase.  

 

Like the Lag Phase 25 °C study, many genes were lag phase regulated, as well as some 

genes being temperature upshift-regulated, in this study. Lag phase induced genes were 

involved in diverse physiological processes including: oxidative stress resistance, inorganic 

phosphate uptake, metal ion transport, RNA polymerase II, ribosomal protein-encoding 

genes, aerobic respiration genes and specific global regulators. Genes encoding many of 

these processes were induced through the majority of lag phase (e.g. ribosomal protein-

encoding genes) whilst some were expressed more transiently (e.g. inorganic phosphate 

uptake genes).  

 

Transcriptional differences between the Lag Pre-Incubation and Lag Phase 25 °C studies 

were generally subtle. The pre-incubation history increased the duration of up-regulation of 

some genes however the Lag Phase 25 °C processes were generally reproduced at the 

transcriptional level under Lag Pre-Incubation conditions. 

    

4.3.3.1 Oxidative stress 

The transcriptional re-programming upon entry into lag phase from cold stationary phase 

involved the induction of many genes involved in the resistance to oxidative stress (Storz 

& Imlay, 1999). Many of these genes were OxyR-regulated (Storz et al., 1990), although 

there was also induction of soxR and soxS which respond to and protect against superoxide 

anions (Pomposiello & Demple, 2000, Pomposiello & Demple, 2001). The oxygen upshift 

experienced by the bacteria in fresh medium probably accounts for the induction of 

oxidative stress resistance genes, however the increased metabolic rate prior to cell 

division initiation may also play a part. Other studies in E. coli have shown that oxygen 

shock of anaerobic steady-state culture leads to the repression of anaerobic metabolism 
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transcripts within 5 minutes and ~8-fold induction of soxS expression (Partridge et al., 

2006). Interestingly, although ahpC and ahpF transcripts were up-regulated after oxygen 

upshift in the Partridge et al. (2006) study, expression of the OxyR-regulated dps remained 

constant, as did many of the iron-responsive genes. This suggests that the up-regulation of 

some oxidative stress resistance genes may be growth phase dependent. The induction of 

soxS and sodABC was also detected during the initiation of E. coli aerobic growth on LB 

agar plates (Cuny et al., 2007), suggesting that these bacteria experience oxidative stress 

prior to cell division initiation. 

 

In the Lag Pre-Incubation experiment, induction of OxyR-regulated genes was observed 

more rapidly post-inoculation than in the Lag Phase 25 °C experiment. This oxidative 

stress response correlated with a delay in expression of some iron transport genes. It has 

been shown that the intracellular iron ions reacting with endogenous hydrogen peroxide 

can cause oxidative damage in bacteria (Imlay, 2003), via the Fenton Reaction (Wardman 

& Candeias, 1996). In addition, a study found that in E. coli changes in the oxygen 

concentration led to the induction of genes involved in efflux or regulation of redox 

reactive metals (such as copper and iron) to be expressed under the control of the 

transcriptional regulator FNR (Partridge et al., 2007). The sensitivity to hydrogen peroxide 

by cold shocked E. coli and S. Typhimurium has been observed elsewhere and this 

increased oxidative stress was shown to affect subsequent recovery in rich medium 

(Mackey & Derrick, 1986b). In addition, the temperature upshift experienced by 

pathogenic bacteria during recovery may lead to increased resistance to additional heat 

treatments performed during food processing (Mackey & Derrick, 1986a). The 

involvement of metal homeostasis and oxidative stress to lag phase adaptation is 

investigated in Chapter 6 and Chapter 7.  

 

4.3.3.2 Inorganic phosphate uptake  

Phosphate is an essential micronutrient required for the synthesis of nucleic acids and the 

production of ATP (Harold, 1966). The uptake of phosphate by S. Typhimurium requires 

the high affinity transporters encoded by the pstSCAB gene cluster. During the transition to 

lag phase there was a specific up-regulation of these high-affinity transporters during early 

lag phase. Indeed pstS was the most highly-expressed gene at 4 minutes post-inoculation. 

The lower affinity  phosphate assimilation genes phoBR (Wanner, 1996) were also up-
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regulated upon entry into lag phase in Lag Pre-Incubation and Lag Phase 25 °C 

experiments. There were differences between the two experiments in terms of pstSCAB 

expression. In the Lag Phase 25 °C experiment a sharp peak of co-expression of was 

observed only at 4 minutes (Rolfe, 2007), whereas the Lag Pre-Incubation study identified 

induction of these phosphate genes over 60 minutes of lag phase. 

 

A previous study using fluorescence emission spectroscopy analysis quantified the 

concentration of phosphate in LB medium to be 6 mM and considerably higher in M9 

minimal media (64 mM), due to the addition of phosphate salts (Schurig-Briccio et al., 

2009). Although the uptake of phosphate is thought to be crucial to energy production and 

growth by bacteria, the deletion of pstSCAB or phoBR did not cause an increase in lag 

time, nor affect growth rate in the static system (Rolfe, 2007). No phenotypic confirmation 

of lag phase intracellular phosphate was performed in the present study due to time 

limitations, although this confirmation could be crucial to identifying novel transports of 

phosphate which compensate for loss of the characterised high-affinity phosphate system. 

One potential problem with using spectroscopic techniques to quantify intracellular 

phosphate is the relatively high concentration of cells required to reach the detection limit. 

A sensitive technique would be necessary to detect phosphate from the most interesting 

time-point (4 minutes) which raises the possibility of using quadropole inductively-coupled 

plasma mass spectrometry to detect oxidised PO+ from low bacterial concentrations 

(Bandura et al., 2002). Although highly-sensitive, the technique is expensive to perform 

and requires refined protocols to analyse biological samples (Henriette Ueckermann, 

personal communication). 

 

4.3.3.3 Metal homeostasis 

Upon entry into lag phase from cold storage there was a marked up-regulation in 

transporters for a range of metal ions including: iron, manganese, magnesium and calcium. 

This correlates well with the previous study into S. Typhimurium lag phase in the static 

growth system (Rolfe, 2007) which identified the up-regulation of some of these 

transporters as early as 4 minutes post-inoculation. There was a considerable down-

regulation of transporters specific for other metal ions such as cobalt, nickel and 

molybdenum, which are known to be expressed under anoxic conditions (Ballantine & 

Boxer, 1985, Kalman & Gunsalus, 1990, Jeter et al., 1984). In contrast, the gene encoding 
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the nickel and cobalt specific efflux protein YohM (Rodrigue et al., 2005) was up-

regulated during oxygen upshift in lag phase in both Lag Pre-Incubation and Lag Phase 25 

°C experiments. 

 

There were important differences between the Lag Pre-Incubation and Lag Phase 25 °C 

experiments in terms of metal ion homeostasis. In Lag Pre-Incubation experiments, iron 

homeostasis was split into two defined phases with a subset of iron homeostasis genes up-

regulated within 4 minutes of inoculation into fresh LB medium and other iron 

homeostasis genes up-regulated after a delay until the end of lag phase (120 minutes). The 

early-lag phase subset of iron-responsive genes included dps which binds intracellular iron; 

whereas the latter subset of genes included siderophore encoding genes to transport 

extracellular iron from the growth medium. The delay in transporting extracellular iron 

may reflect oxidative stress experienced by Lag Pre-Incubation bacteria during early lag 

phase, which would be exacerbated by the influx of iron, through Fenton chemistry 

(Wardman & Candeias, 1996). This hypothesis was supported by the increase in 

expression of manganese ion transporters by 60 minutes and 120 minutes in Lag Pre-

Incubation conditions compared with the Lag Phase 25 °C experiment. The uptake of 

manganese has recently been reported to alleviate Fenton reaction-derived oxidative stress 

by replacing iron in some metallo-proteins (Anjem et al., 2009). The almost uniform 

reduction in expression of iron-responsive transport genes at 20 minutes Lag Pre-

Incubation compared with the same time-point in the Lag Phase 25 °C experiment suggests 

a decreased physiological need for iron at this point of lag phase. Transcriptional evidence 

for transport of metal ions is indirect and relies upon the correct annotation of transporter 

genes. It is probable that metal ions are accumulated into cells through non-specific 

pathways such as the import of nickel through TonB-dependent outer membrane receptors 

(Schauer et al., 2007). Phenotypic confirmation is required before any biological role for 

metal ions can be inferred. The direct intracellular measurement of metal ions using 

inductively-coupled plasma mass spectrometry is outlined in Chapter 7. 

 

4.3.3.4 Energy-generating respiratory pathways 

The lag phase comparison of glycolysis, the TCA cycle and oxidative phosphorylation 

gene expression between Lag Pre-Incubation and Lag Phase 25 °C experiments revealed an 

initial decrease in gene expression by 4 minutes which was maintained at 20 minutes after 
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recovery from cold storage. Interestingly, after this initial period the aerobic respiratory 

genes were expressed similarly in both experiments. The electron transport chain involves 

the oxidation of H+ (Baron, 1996) which produces potentially-toxic intermediates such as 

superoxide (O2
-) and peroxide (O2

2-) anions (Raha & Robinson, 2000). It is reasonable to 

speculate that this decreased expression of genes involved in oxidative phosphorylation 

during the initial part of lag phase is due at least in part, to oxidative stress protection. No 

phenotypic confirmation of this initial down-regulation was performed in this study. 

However this could feasibly be measured indirectly by determining the intracellular 

concentration of ATP, and using this concentration as an indication of energy-generating 

respiration occurring during lag phase. 

 

4.3.4 Concluding remarks 

The transcriptomic experiments and analysis reported in the present study verify many of 

the processes reported previously (Rolfe, 2007). The Lag Pre-Incubation experiments 

highlight the robustness of lag phase at the transcriptomic level and indicate that the 

processes of pre-growth adaptation are not easily perturbed. The Lag Pre-Incubation study 

suggested that there may be a greater degree of oxidative stress during recovery from cold 

storage and that the duration of some processes may be history-dependent. Interestingly, 

although differences in gene expression were identified, these had no effect on the 

population lag time. It has been shown that for some microorganisms it is possible to use 

the transcriptomic responses to environmental conditions to predict growth rates (Airoldi et 

al., 2009), and this technique could become an accurate method for determining the 

bacterial population lag time in the future.  

 

Transcriptomic data offer an indirect assessment of processes which may be occurring 

within an organism. Phenotypic confirmations of this global regulatory picture are required 

to provide evidence that gene induction leads to physiological processes and some of these 

are explored in later chapters of this thesis. 
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5. DNA binding regions of RNA polymerase during stationary phase 
 
 

5.1 Introduction 

 

In the previous chapter, DNA microarrays were used as a method to investigate relative 

gene expression. The approach yielded valuable information regarding the processes 

occurring during Lag Pre-Incubation conditions (Section 2.1.6.1) and the kinetics of gene 

regulation. These data identified processes rapidly induced at the onset of lag phase. 

  

Stationary phase represents the ‘pre-lag phase’ experimental conditions and was used as an 

inoculum for lag phase studies. In this chapter, chromatin immunoprecipitation and 

microarrays (ChIP-chip) were combined to investigate the position of RNA polymerase on 

the S. Typhimurium genome during stationary phase. ChIP-chip was used to identify 

bacterial transcriptional strategies for the rapid adaptation during lag phase. 

 

5.1.1 ChIP-chip 

The method of ChIP-chip involves the covalent cross-linking of a DNA binding protein to 

DNA, most frequently with a chemical such as formaldehyde. The cells are then lysed 

chemically or mechanically and the lysate is sonicated to yield solubilised protein-

associated chromatin fragments, approximately 500 base-pairs in length. The DNA target 

of the protein of interest can be selectively enriched through immunoprecipitation with a 

specific antibody. After proteolysis, the enriched DNA is labelled and hybridised to a DNA 

microarray (Grainger & Busby, 2008). This method was initially described in eukaryotes 

(Ren et al., 2000) and was first used in bacteria by Laub and colleagues to investigate the 

CtrA regulon in Caulobacter (Laub et al., 2002). Since then ChIP-chip has been 

recognised as a powerful technique to identify the regulons of other bacterial 

transcriptional regulators including: Fur in Helicobacter pylori (Danielli et al., 2006), 

CodY in Bacillus subtilis (Molle et al., 2003), FNR (Grainger et al., 2007), CRP (Grainger 

et al., 2005), LexA  (Wade et al., 2005) and RpoH (σ32) (Wade et al., 2006) in E. coli and 

StpA in S. Typhimurium (Lucchini et al., 2009). In addition, ChIP-chip with RNA 

polymerase has been used to identify transcriptional binding regions and investigate 

regions of ‘promoter trapping’ in E. coli (Grainger & Busby, 2008, Grainger et al., 2005, 

Herring et al., 2005). One comprehensive study of E. coli RNA polymerase binding during 
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exponential and stationary phases of growth determined that the house-keeping sigma 

factor RpoD (σ70) is associated with some RNA polymerase complexes during stationary 

phase but not during exponential phase (Wade & Struhl, 2004). A further use of ChIP-chip 

has been to identify the binding of the DNA-binding protein, H-NS to horizontally-

acquired genes in Salmonella, mediating silencing of A-T rich regions including 

Salmonella pathogenicity islands (Lucchini et al., 2006, Navarre et al., 2006). 

 

5.1.1.1 Analysis of data generated by ChIP-chip 

Many enriched regions can be associated with a DNA-binding protein, especially if the 

protein of interest is present at a high concentration in the cell. ChIP-chip datasets are often 

large and complex, requiring dedicated software for analysis. ChIP-chip is a relatively new 

technique and the availability of automated analysis software is somewhat limited. One 

freely-available piece of software is the ChIP-on-chip analysis suite (CoCAS) which 

contains several features including optimised ChIP-chip normalisation and replicate quality 

control reports, allowing for the analysis of dye-swap experiments. The limitation of 

CoCAS is that the software can only be used to analyse Agilent ChIP-chip microarrays 

(Benoukraf et al., 2009).  An alternative software package for identifying regions of DNA-

protein interaction is the Chromatin ImmunoPrecipitation On Tiled arrays (ChIPOTle) 

software (Buck et al., 2005). ChIPOTle specifically identifies bona fide binding peaks 

whilst accounting for the span of the peak over adjacent genes. The peak span reveals 

useful information about the binding pattern of the protein of interest and the software uses 

a statistical filter to separate this so-called ‘neighbour effect’ from background noise to 

give ‘true binding peaks’ above a manually-set threshold. In this chapter, peaks of note 

were identified using ChIPOTle software and considered significant if they were enriched 

≥2-fold with a p-value 0.001. 

 

5.1.1.2 Other ChIP-chip techniques 

The convenience of the ChIP-chip technique and the availability of a wide range of 

commercial antibodies have led to an increase in the use of ChIP coupled with other 

methods. The traditional ChIP-chip methodology has been optimised recently to allow 

specific protein-DNA complexes to be identified from less starting material (~1,000 

eukaryotic cells) (Dahl et al., 2009). With the emergence of Next-generation sequencing, it 

is possible to isolate a bound protein of interest and sequence the corresponding DNA 



Chapter 5                        DNA binding regions of RNA polymerase during stationary phase 

157 
 

fragment, after the addition of DNA adapter sequences. This so-called ChIP-seq method 

does not require the use of microarrays (Barski et al., 2007, Hoffman & Jones, 2009, 

Zecchini & Mills, 2009). ChIP-seq has advantages over the more traditional microarray 

techniques in that less starting material is required and a higher resolution of protein 

binding regions is obtained (Hoffman & Jones, 2009).  

 

5.1.1.3 Relevance of RNA polymerase binding to lag phase 

The transcriptomic analysis performed in Chapter 4 and by Rolfe (2007) identified genes 

expression profiles throughout growth. During stationary phase, transcription does not 

occur as rapidly as during exponential growth (Ishihama, 1991) and as RNA polymerase 

activity is decreased, the chromosome binding position of RNA polymerase may give clues 

to genes crucial for stationary phase survival and could explain the rapid transcriptional 

response of certain genes during entry into lag phase. A study investigating RNA 

polymerase II binding and transcription in Saccharomyces cerevisiae throughout growth, 

identified 91 genes that were ≥4-fold up-regulated within the first three minutes of lag 

phase, compared with stationary phase (Radonjic et al., 2005). The authors concluded that 

the rapid transcription during entry into lag phase was due to RNA polymerase II binding 

but not actively transcribing genes during stationary phase resulting in a ‘poised’ state that 

was maintained until transcription is required during lag phase. The binding of RNA 

polymerase upstream of non-transcribed genes under conditions of stress has also been 

reported in E. coli K-12 (Grainger et al., 2005) and may serve as a strategy to resume rapid 

growth under more favourable conditions.  

 

Based on the rapid transcription observed during Salmonella lag phase (Chapter 4 and 

Rolfe, 2007), the following hypothesis was formed: 

 

During pre-lag phase conditions (stationary phase), RNA polymerase is bound at, or 

near to, the promoter region of critical lag phase genes to aid rapid transcriptional 

reprogramming upon nutrient upshift. 

 

The results from this chapter were analysed in relation to this hypothesis. 
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5.2 Results 

 

5.2.1 Optimisation of ChIP-chip protocol 

Most previous prokaryotic ChIP-chip studies have focussed on the position of DNA 

binding proteins in E. coli, during exponential growth. The present study using Salmonella 

found that stationary phase bacteria were more difficult to lyse by previously-used 

enzymatic methods. This was hypothesised to be due to the increased production of the 

alternative sigma factor (RpoS) and the transcriptional regulator Crl (Robbe-Saule et al., 

2007), which aid bacteria in resisting stresses during stationary phase (Hengge-Aronis, 

1993). Furthermore, the 25 °C growth temperature was less than optimal and may have 

induced alteration of membrane components (Phadtare, 2004), contributing to lysozyme 

resistance. 

 

The immunoprecipitation of the protein-DNA complexes is outlined in Section 2.3.11. 

Briefly, this process includes: cross-linking the bacterial proteins to the chromatin, 

quenching the cross-linking reaction with glycine, lysis of bacterial cells and extraction of 

the protein-DNA complex. To cross-link the DNA, formaldehyde was added to the 

bacterial cultures during stationary phase, initially for 15 minutes, although the cross-

linking time was decreased during method optimisation. To lyse the stationary phase 

bacteria, a mixture of enzymatic and mechanical techniques were utilised during the 

method optimisation, to gain a sufficient bacterial lysate. After each attempt, samples were 

electrophoresed on an agarose gel to determine the success of the lysis by visualising the 

chromosomal DNA (Figure 5.1). Initial lysis attempts involved enzymatic and chemical 

steps, using lysozyme with the addition of sodium dodecyl sulphate (SDS). After 

sonication, no DNA was observed on an agarose gel, indicating that the cells were not 

disrupted (Figure 5.1A). A weak band was observed at ~3 kb however the band did not 

decrease in size after additional sonication (Figure 5.1B).  

 

Subsequent lysis methods were performed using mechanical techniques. Bead-beating is a 

method whereby small glass beads pulverise the bacterial cells by vigorous agitation. 

When bead beating was utilised, lysozyme treatment was not required, as sufficient 

mechanical lysis occurred. 
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Figure 5.1: Optimisation of bacterial lysis yields sufficient DNA for ChIP-chip. 
Composite image of a 1 % (w/v) agarose gel used to determine bacterial lysis and DNA 
fragment sizes. A-G show representative samples from separate wild-type stationary phase 
samples. The table shows the lysis conditions for each sample including: Formaldehyde 
cross-linking duration (X-link); the principal type of lysis method: lysozyme (Lz), bead-
beating (BB) or French press (FP); the presence (Y) or absence (N) of SDS; the 
concentration of lysozyme, unless absent (N); and the number of 20 second sonication 
rounds performed. In the case of the errant DNA migrating sample (C), a white arrow 
indicates the DNA extracted. For clarity, the optimum DNA fragment size is indicated for 
samples D-G (500 bp). The DNA gels were run with two different 1 kb markers either 
from New England Biosystems (M1) or Promega (M2). See Section 2.3.8 for details. For 
further ChIP-chip experiments the lysis method (D) was used. 
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Initial bead-beating lysis yielded DNA however the size of fragments could not be 

determined on an agarose gel, as the extracted DNA-protein complex migrated towards the 

negative electrode during electrophoresis (Figure 5.1C). A possible reason for this 

unexpected migration was the relatively lengthy formaldehyde cross-linking step, which 

may have caused several proteins to be attached to the DNA, ultimately affecting the 

overall charge of the complex. Further optimisation steps decreased the formaldehyde 

treatment time from 15 minutes to 2 minutes which was sufficient for adequate cross-

linking to occur (Sacha Lucchini, personal communication). As part of further 

optimisation, SDS was no longer added to the lysis reaction, as substantial froth was 

produced after bead beating, making the cell lysate difficult to obtain. These optimisation 

steps yielded a sufficient concentration of DNA for the ChIP-chip technique (Figure 5.1D).  

 
Mechanical lysis was also performed using a French press (1800 PSI) after lysozyme (20 

mg / ml) treatment (Figure 5.1E-G). This method also yielded sufficient DNA for the 

ChIP-chip experimental procedure. However for subsequent ChIP-chip experiments, lysis 

was performed using the conditions in Figure 5.1D as this method was preferable to the 

French press technique as bead beating is less laborious and allows greater recovery of cell 

lysate. 

 

5.2.2 Quality control of four ChIP-chip replicates. 

The protein-DNA fragment complexes from the successfully lysed cell samples were 

treated as per the ChIP-chip protocol (Section 2.3.11) and hybridised against 

oligonucleotide microarrays to generate an RNA polymerase binding profile for four 

separate biological replicates. The oligonucleotide binding strengths of each replicate were 

compared in a pair-wise analysis to ensure experimental reproducibility. Generally, all 

replicates showed a good correlation co-efficient ranging between 0.71 and 0.83 (Figure 

5.2). From this analysis it was possible to ascertain that biological replicate three displayed 

the most variance compared with the other replicates (correlation co-efficient 0.71-0.78). 

However a few bound oligonucleotides did not correlate between other replicates, notably 

replicates two and four, which showed high enrichment of some oligonucleotide bound 

regions in one replicate but not in another.  
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Figure 5.2: The ChIP-chip method generally produces reproducible results. 
Comparison for each of the four biological replicates performed. Each of the 22577 raw 
oligonucleotide binding values were compared between each pair of replicates and a 
general correlation co-efficient calculated. 
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5.2.3 RNA polymerase binding compared with gene expression 

The non-correlating oligonucleotides were likely the result of problems in the hybridisation 

of the chromosomal DNA to the microarray or the washing steps following hybridisation 

(Section 2.3.11.4 and Section 2.3.11.5, respectively). This basic analysis ensured the ChIP-

chip data were sufficiently reproducible of further statistical analysis with the ChIPOTle 

macro. ChIPOTle analysed the oligonucleotide binding profiles and identified significant 

peaks of RNA polymerase binding (Gaussian statistical test p≤0.001, 2-fold enriched). 

 

The genomic regions significantly bound by RNA polymerase were characterised by their 

proximity to gene coding regions (Section 2.3.11.6). In total, 963 genes present in both 

SL1344 and LT2 genomes were identified as being ‘associated’ with RNA polymerase 

binding at stationary phase. Associated genes were defined as being either spanned 

completely by RNA polymerase or located immediately up- or downstream of RNA 

polymerase binding regions. To correlate stationary phase gene expression with RNA 

polymerase binding, the relative expression of 4351 S. Typhimurium genes during 

stationary phase, from a dataset generated by Rolfe (2007), was determined. Genes 

encoding ribosomal proteins and cellular metabolic enzymes were the most represented 

functional group of the 100 highest expressed genes during stationary phase (Appendix D, 

Table 1) and these chromosomal regions were generally also bound by RNA polymerase 

during stationary phase (Figure 5.3).  

 

Conversely, there were several genes expressed highly which were not associated with 

RNA polymerase binding. The highest expressed of these genes was ilvH, encoding a 

subunit of acetolactate synthase III. 

 

Many of the ribosomal protein-encoding genes and the OxyR-regulated katG, ahpC and 

dps were highly expressed during stationary phase, although the genes were not bound by 

RNA polymerase. A possible explanation is that the genes were transcribed during an 

earlier stage of growth and the stable mRNA transcripts subsequently bound to the 

microarray. This hypothesis was not explored in depth in the present study. 
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It was expected that gene coding regions entirely bound by RNA polymerase would be 

highly expressed during stationary phase, as RNA polymerase would be in the process of 

active transcription. To test this hypothesis, eight time-points were selected to compare the 

expression of the 313 genes coding regions bound entirely by RNA polymerase and 

present in the S. Typhimurium LT2 and SL1344 genomes (Figure 5.4A). The time-points 

selected were the 48 hour stationary phase inoculum, 4, 20, 60 and 120 minutes post-

inoculation (lag phase); mid-exponential phase (MEP), late-exponential phase (LEP) and 

24 hours post-inoculation, representing an early stationary phase (ESP) time-point. The 

analysis revealed that the median expression of genes bound by RNA polymerase during 

stationary phase was increased in the ESP and 48 hour inoculum cultures (median gene 

expression = 2.1 and 1.9, respectively) than lag phase cultures (average median expression 

= 1.1). Although the stationary phase samples had a higher median expression than lag 

phase samples, the mean gene expression was highest at mid-lag and the end of lag phase. 

This indicates that in general, the expression of genes was higher at stationary phase 

however during lag phase a minority of genes, such as the oxidative stress resistance genes, 

were expressed very highly, increasing the mean gene expression.  The 48 hour stationary 

phase expression of genes bound in the inoculum were studied in greater detail (Figure 

5.4B) to determine which genes were present at elevated expression. This visualisation 

revealed that ribosomal protein encoding genes were particularly elevated however 28 % 

genes completely bound by RNA polymerase during stationary phase exhibited decreased 

expression (< 1). This finding reveals an advantage of ChIP-chip over conventional 

microarrays in detecting the location of RNA polymerase binding even when gene 

expression is low. The low expressed genes may be examples of ‘trapped’ RNA 

polymerase molecule used to actively prevent specific gene transcription (Grainger & 

Busby, 2008), although this was not specifically tested, and has not been reported 

elsewhere.  
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Figure 5.4: Genes bound by RNA polymerase are not all expressed highly. 
The gene expression profile of the 313 genes entirely bound by RNA polymerase during 48 
hours stationary phase, based on four independent ChIP-chip replicates. (A) ‘Box and 
whisker’ plot describing the expression of genes bound entirely by RNA polymerase. 
Boxes represent the interquartile range of the data and whiskers describe the minimum and 
maximum valid values. The vertical line in each box represents the median gene 
expression value and the mean expression is indicated by a black diamond ( ). For clarity, 
the outlying gene expression values are not shown, but are included in the analysis. Time-
points indicate minutes after inoculation except for 48 hour stationary phase inoculum 
(Inoc), mid-exponential phase (MEP), late exponential phase (LEP) and the 24 hour early 
stationary phase (ESP). (B) Individual gene expression data of the 48 hour stationary phase 
inoculum. Genes are ranked alphabetically (i.e. aarF = 1; zur = 313). A sub-set of highly-
expressed genes are shown. Gene expression data in the lag phase static system were taken 
from a previous study (Rolfe, 2007).  
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It was possible that, during bacterial stationary phase, RNA polymerase could bind 

upstream of important lag phase genes. This strategy would allow the subsequent rapid 

transcription of lag phase genes upon inoculation in fresh medium. To test this hypothesis, 

the expression of 342 genes downstream of RNA polymerase binding regions was 

examined during stationary phase and seven other time-points throughout growth (Figure 

5.5). The genes downstream of the RNA polymerase binding regions were expressed 

higher during mid-exponential phase (median gene expression = 1.11) than either 48 hours 

stationary phase (median gene expression = 1.00) or lag phase (average median expression 

= 0.85). The median gene expression was highest during mid-exponential phase, although 

the median expression values were similar at all time-points tested. As seen with genes 

spanned by RNA polymerase during stationary phase (Figure 5.4), the mean gene 

expression values were higher during lag phase than late-exponential or stationary phase, 

indicating that some lag phase-specific genes were expressed very highly. The functional 

categories of highly-expressed lag phase genes in S. Typhimurium grown in Lag phase 25 

°C conditions are detailed in Rolfe (2007). 

 

5.2.4 RNA polymerase binding to rRNA regions 

The routine analysis of the ChIP-chip data described so far was suitable to identify 

annotated gene coding regions associated with RNA polymerase binding. However the 

data were mined further to identify any strong binding to intergenic regions, which may be 

crucial for the production of RNA species, such as ribosomal RNA (rRNA). It was 

hypothesised that RNA polymerase would bind to rRNA-encoding genes during stationary 

phase, as other ChIP-chip enriched regions included genes encoding ribosomal proteins. 

This suggested that RNA polymerase was bound to genes encoding machinery for the 

assembly of ribosomes, including rRNA encoding genes. During lag phase the de novo 

synthesis of ribosomes is essential and requires rapid transcription and translation 

(Kjeldgaard et al., 1958, Rolfe, 2007). In order to form ribosomes, rRNA would need to be 

transcribed early in lag phase and could conceivably be bound during stationary phase, in 

preparation for inoculation into fresh medium. In addition, rRNA and ribosomal protein 

encoding genes have been shown to be bound by RNA polymerase in a previous yeast 

study (Radonjic et al., 2005).  
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Figure 5.5: Genes bound upstream during stationary phase are not expressed highly 
at any specific growth phase. 
‘Box and whisker’ gene expression profile of the 342 genes bound by RNA polymerase 
upstream of the open reading frame during 48 hours stationary phase. Boxes represent the 
interquartile range of the data and whiskers describe the minimum and maximum valid 
values. The vertical line in each box represents the median gene expression value and the 
mean expression is indicated by a black diamond ( ). For clarity, the outlying gene 
expression values are not shown, but are included in the analysis. Time-points indicate 
minutes after inoculation except for 48 hour stationary phase inoculum (Inoc), mid-
exponential phase (MEP), late exponential phase (LEP) and the 24 hour early stationary 
phase (ESP).The gene expression data in the Lag Phase 25 °C growth system were taken 
from a previous study (Rolfe, 2007). RNA polymerase binding determined by ChIP-chip of 
four independent replicates. 
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To determine whether RNA polymerase was bound to rRNA-encoding regions during 

stationary phase, the seven rRNA regions spaced around the 5 Mb SL1344 chromosome 

were analysed (Figure 5.6). For each rRNA-encoding region there was strong ChIP-chip 

enrichment (8.8-13.0 fold), indicating RNA polymerase binding in the intergenic regions. 

This strong binding suggests that rDNA regions are bound by RNA polymerase however 

the binding appears irregular, suggesting some areas are bound at a higher frequency than 

other regions. Binding peaks tended to be higher at the rrs family of genes, encoding the 

16S rRNA with the lowest binding present at the small rrf genes, encoding 5S rRNA. The 

rRNA-encoding regions are spread around the S. Typhimurium SL1344 chromosome 

(Figure 5.6H) but high enrichment was identified in each region, suggesting that RNA 

polymerase bound strongly although production of rRNA is known to be low during 

stationary phase (Aviv et al., 1996). There is the possibility that the high degree of 

sequence similarity between rDNA regions (≥ 99%) may lead to oligonucleotide 

hybridisation from one highly-expressed region to show enrichment to all seven regions. 

Further experimental evidence would be required to identify differentially-expressed 

rDNA regions, possibly through single-copy transcriptional GFP fusions to monitor 

whether fluorescence was present at equal intensity for all rDNA regions (Hautefort et al., 

2003). 
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Figure 5.6: RNA polymerase binds rRNA regions during stationary phase. 
(A-G) Seven rRNA-encoding regions on the S. Typhimurium SL1344 chromosome shown 
within their genetic context. The mean RNA polymerase binding from four independent 
replicates is shown for the rRNA-encoding genes (black arrows and bold text). Significant 
RNA polymerase binding is indicated by peaks above the 2-fold cut-off ( ). (H) The 
genomic context of all the seven regions is shown with rRNA regions indicated by black 
block arrows. Numbers on the outside of the outer circle are the location relative to 
position zero measured in millions of base-pairs (Mb). 
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5.2.5 RNA polymerase binding to selected sigma factor-encoding genes 

The global transcriptomic data for S. Typhimurium during stationary phase revealed that a 

few RNA polymerase sigma factor (σ-factor)-encoding genes are highly-expressed,  

including rpoD, rpoE, rpoH and rpoS (Rolfe, 2007). These σ-factors allow the 

sequestration RNA polymerase to regions to transcribe function-specific genes including 

housekeeping genes (RpoD regulated) and stationary phase survival genes (RpoS 

regulated). By analysing the RNA polymerase binding patterns to each of the σ-factors, the 

environmental triggers affecting bacterial physiology under the experimental conditions at 

stationary phase could be elucidated. The RNA polymerase binding to four σ-factors was 

analysed (Figure 5.7). The remaining S. Typhimurium σ-factor encoding genes (fliA and 

rpoN) were not highly expressed during stationary phase, nor were they specifically bound 

by RNA polymerase. The expression of rpoD during stationary phase was elevated 

slightly, correlating with a low RNA polymerase binding (Figure 5.7A). However, there 

was an elevated peak at the end of the upstream gene, dnaG corresponding with a cluster 

of rpoD promoter regions, suggesting that RNA polymerase may be bound in preparation 

for the transcription of housekeeping genes once the bacteria enter lag phase. 

 

Binding of RNA polymerase to the rpoE gene and the upstream promoters were observed, 

suggesting that RpoE was produced during stationary phase. However there was also RNA 

polymerase binding to the highly-expressed RpoE anti-sigma factor encoding gene, rseA 

(Figure 5.7B). The regulation of RpoE occurs post-transcriptionally through binding by the 

inner membrane bound RseA. This mode of regulation was not investigated in the present 

ChIP-chip or transcriptomic studies. The high RNA polymerase binding to rseA and rpoE 

does not reveal whether envelope stress is occurring during stationary phase, as the 

activation of RpoE occurs after proteolytic degradation of RseA in complex with RpoE 

(Rowley et al., 2006).  
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Figure 5.7: RNA polymerase binding occurs upstream of selected sigma factors. 
The mean RNA polymerase binding from four independent replicates is shown for four 
selected sigma factors. Significant RNA polymerase binding is indicated by peaks above 
the 2-fold cut-off ( ). The genetic context is shown on the S. Typhimurium SL1344 
chromosome for each of the sigma factors and neighbouring genes. The gene expression is 
shown by coloured block arrows corresponding to a range of expression values taken from 
Rolfe (2007). A grey-filled arrow indicates the expression of the gene was absent from the 
transcriptomic data. The positions of known sigma factor promoter regions in E. coli are 
shown as filled, black arrows. Promoter regions based on information from EcoCyc. 
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The expression of rpoH was high during stationary phase and a large peak of RNA 

polymerase binding was identified at the location of the promoter region (Figure 5.7C), 

strongly suggesting that rpoH is being transcribed during stationary phase. The 

transcription of rpoH occurs despite the absence of any discernible heat shock during 

stationary phase, suggesting another role for RpoH, possibly as a regulator for chaperone 

encoding genes to aid the folding of stationary phase proteins. An alternative hypothesis 

involves the induction of rpoH and rpoE as part of bacterial lag phase adaptation, as has 

been demonstrated in E. coli during the earliest stages of growth on LB agar plates (Cuny 

et al., 2007). The production of RpoE and RpoH may be part of sigma factor functional 

overlap for RpoD-regulated genes, as shown using ChIP-chip studies in exponentially-

growing E. coli (Wade et al., 2006). Although the expression of rpoS was elevated during 

stationary phase, it should be noted that RNA polymerase binding was only slightly 

elevated over the gene coding region. Conversely, the adjacent gene nlpD, encoding a 

lipoprotein, exhibited a high RNA polymerase binding to the terminal region, although 

expression of nlpD was lower than rpoS. The RpoD-regulated rpoS promoter is required to 

maintain a basal concentration of RpoS and is located within the upstream nlpD gene in 

Salmonella (Paesold & Krause, 1999). The high ChIP-chip peak indicates that RNA 

polymerase was bound at this rpoS promoter region (Figure 5.7D) to transcribe this crucial 

stationary phase specific sigma factor. 

 

5.2.6 RNA polymerase binding to selected regulatory genes 

Bacteria must adapt rapidly to changing environments and so require regulators to 

transcribe genes involved in this adaptation. The binding of RNA polymerase to selected 

regulatory genes was analysed from the ChIP-chip data (Figure 5.8). Three regulator-

encoding genes were examined: arcA, fnr and hns. ArcA and FNR proteins are 

transcriptional regulators required for bacteria to adapt to changing oxygen concentrations, 

an important switch when moving from the anoxic stationary phase conditions to aerobic 

lag phase conditions (Section 3.2.2 and Section 6.2.1). H-NS is a transcriptional repressor 

of various genes including the major pathogenicity islands. Each of these regulatory genes 

was expressed highly in the stationary phase environment. RNA polymerase was bound to 

regions upstream of arcA, within the coding region of yjjY, encoding a putative inner 

membrane protein (Figure 5.8A). 
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Figure 5.8: RNA polymerase binding is associated with selected regulatory genes. 
The mean RNA polymerase binding from four independent replicates is shown for four 
selected regulators. Significant RNA polymerase binding is indicated by peaks above the 
2-fold cut-off ( ). The genetic context is shown on the S. Typhimurium SL1344 
chromosome for each of the regulators and neighbouring genes. The gene expression is 
shown by coloured block arrows corresponding to a range of expression values taken from 
Rolfe (2007)-generated data. The positions of known regulator promoter regions in E. coli 
are shown as filled, black arrows. Promoter regions based on information from EcoCyc. 
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Crucially, the peak of RNA polymerase binding corresponded with the arcA promoter 

region. The three σ70-regulated promoters are present in close proximity and therefore it 

was not possible to identify which specific promoter was bound by RNA polymerase. RNA 

polymerase binding to arcA suggested that during stationary phase, ArcA was required, 

most likely for adaptation to the anoxic environment. The pattern of RNA polymerase 

binding to fnr was more complex. Although the RNA polymerase binding spanned the 

promoter and gene coding regions, there were multiple localised binding peaks, the largest 

of which corresponded to the start of the ydaA gene. ydaA encodes for a putative universal 

stress protein and was expressed poorly during stationary phase (Figure 5.8B).  

 

RNA polymerase bound hns entirely, correlating with high expression of the gene (Figure 

5.8C). This suggests that the global regulator, H-NS may be present at high concentrations 

during stationary phase in the static system. The presence of the regulatory proteins during 

stationary phase was not confirmed in the present study however this could be achieved in 

future work via western blots.  

 

Binding of RNA polymerase to regulatory genes provided an indication of the importance 

of the regulators per se under defined environmental conditions, although it should be 

noted that the activation of some of these regulatory genes (e.g. RpoE) occurs post-

transcriptionally. Important information can also be provided by the degree of RNA 

polymerase binding to the target genes of specific regulators. The percentage of genes 

within twelve selected regulons associated with RNA polymerase binding was measured, 

including H-NS, FNR and ArcA, crucial for rapid environmental adaptation (Figure 5.9).  

 

RNA polymerase was associated with 19 % of the ArcA and H-NS regulons and 22 % of 

the FNR regulon. Half of the OmpR and PhoP regulons were bound by RNA polymerase 

suggesting that outer membrane stress and phosphate limitation may be important 

environmental cues requiring stationary phase adaptation. In addition, 39 % of genes 

regulated by the small RNA chaperone, Hfq were associated with RNA polymerase.  
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Figure 5.9: Regulatory gene targets bound by RNA polymerase. 
RNA polymerase binding to genes within defined regulons was determined. Genes within 
regulons were obtained in E. coli from RegulonDB with the exception of the Hfq regulon 
(Sittka et al., 2008) and RpoS regulon (Fang et al., 1996, Ibanez-Ruiz et al., 2000, Patten 
et al., 2004, Vijayakumar et al., 2004, Weber et al., 2005). The percentage of genes within 
each regulon bound by RNA polymerase is shown above each column. RNA polymerase 
binding determined by ChIP-chip analysis of four independent replicates. 
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A considerable proportion of the genes within the OxyR and Fis regulons were bound by 

RNA polymerase, corresponding with relatively high expression of the regulators 

themselves (top 10th and top 20th percentile of total expressed genes, respectively). 

However RNA polymerase was not associated with any of the 11 genes within the Fur 

regulon highlighting that RNA polymerase bound regulons selectively. Many Fur-

regulated genes encode for iron transport proteins suggesting that iron uptake is not 

required during stationary phase. The binding across the multitude of regulons highlighted 

the diverse functional categories associated with RNA polymerase binding, from metabolic 

substrate detection (CRP), to oxygen availability (ArcA, FNR and OxyR) and membrane 

stress (OmpR) as well as other, pleiotropic regulatory effects.  

 

5.3 Discussion 

 

From the results presented in this chapter, the ChIP-chip technique was successful in 

determining the location of RNA polymerase on the bacterial chromosome during 

stationary phase, yielding 663 significant binding peaks associated with 963 genes in the S. 

Typhimurium SL1344 genome. Although considerable protocol optimisation was required 

to yield sufficient protein DNA complexes for ChIP-chip, the data obtained were robust 

and reproducible yielding a large dataset for extensive analysis. However, it should be 

noted that the lag static system involves growth at 25 °C whereas the literature described 

below largely relates to E. coli grown at 37 °C. 

 

5.3.1 RNA polymerase binding and gene expression 

The ChIP-chip experiments revealed significant RNA polymerase binding regions on or 

near to approximately 20 % of the S. Typhimurium SL1344 genes at stationary phase. 

These experiments along with the transcriptomic study described by Rolfe (2007), reveal 

that RNA polymerase is actively transcribing during stationary phase although the rate of 

transcription is known to decrease by over 90 % compared with exponential phase 

(Ishihama, 1991). Overall, the binding of RNA polymerase at stationary phase was 

correlated with increased gene expression. Despite this, there were 173 low-expressed 

genes that were significantly bound by RNA polymerase, and 290 highly expressed genes 

that were not bound by RNA polymerase. One explanation is that a few of these genes are 

synthesised during late exponential phase or early stationary phase and high mRNA 
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stability is responsible for the persistence of transcripts at stationary phase. However, of 

the 69 non-bound genes expressed very highly (relative expression ≥5) during stationary 

phase, only three have been characterised as being mRNA transcripts with a long half-life 

in E. coli under standard laboratory conditions (Bernstein et al., 2002). Many of the highly-

expressed genes did not fall into a particular functional category although many are 

ribosomal encoding genes and others are regulated by OxyR. Although there were 

ribosomal genes apparently not bound by RNA polymerase, these genes were generally 

located at the end of an operon, whereas the maximum peak of RNA polymerase binding 

corresponded with the first gene in an operon, as previously observed in S. cerevisiae 

(Radonjic et al., 2005).  

 

The lack of correlation between RNA polymerase binding over entire genes and gene 

expression during stationary phase was unexpected. It was hypothesised that genes 

completely bound by RNA polymerase would be highly expressed, based on previous 

ChIP-chip studies with RNA polymerase at mid-exponential phase exhibiting long binding 

peaks spanning entire operons with associated high gene expression (Lucchini et al., 

2006). Generally, the genes completely bound by RNA polymerase at stationary phase 

were expressed more during 48 hours stationary phase (median gene expression = 2.14) 

compared with mid-exponential phase (median gene expression = 1.39). A high proportion 

of the genes completely bound by RNA polymerase during stationary phase were more 

highly expressed during mid-exponential phase than stationary phase. The most notable 

example of this are the ribosomal protein-encoding genes, which were highly expressed 

during exponential growth (Rolfe, 2007) and were bound highly at the promoter region 

during stationary phase, as observed in previous studies (Radonjic et al., 2005) and 

confirmed in the present study.  

 

The RNA polymerase binding without significant transcriptional activation suggests either 

the genes are not expressed highly, the mRNA transcripts are rapidly degraded as a form of 

post-transcriptional regulation or that the RNA polymerase holoenzyme acts as a negative 

gene regulator by binding to promoter regions and blocking active transcription, as 

reviewed previously (Greenblatt, 1997). One further hypothesis involves the RNA 

polymerase holoenzyme becoming ‘paused’ during the elongation stage of transcription, 

due to RpoD disassociation (Ring et al., 1996). Transcription pausing is thought to 
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represent a mechanism for RNA polymerase to synchronise with regulatory factors, but has 

also been shown to regulate translation of mRNA transcripts (Yakhnin et al., 2006). These 

hypotheses were not explored further in the present study and so no conclusions can be 

drawn to explain the low expressed, highly enriched gene coding regions. Future work 

should focus on the mechanism and role of RNA polymerase binding to low expressed 

genes and how RNA polymerase alters its binding upon entry into lag phase. 

 

The ChIP-chip experiment performed in this chapter identified the majority of RNA 

polymerase bound upstream of gene coding regions, resembling the binding profile of 

‘trapped’ RNA polymerase previously identified in E. coli treated with rifampicin 

(Grainger & Busby, 2008). These binding patterns at stationary phase differed from 

previous ChIP-chip experiments performed at mid-exponential growth, which generally 

showed broader binding peaks over gene coding regions (Lucchini et al., 2006). In the 

present study, RNA polymerase bound slightly more frequently to intergenic regions (52 

%) rather than gene coding regions (48 %) during stationary phase. This intergenic binding 

was higher than observed in a previous RNA polymerase ChIP-chip study in S. cerevisiae 

which identified 32 % binding to intergenic regions (Radonjic et al., 2005). The increased 

RNA polymerase binding to intergenic regions in the present study is interesting as the 

ChIP-chip technique contains an inherent bias for binding to gene coding regions. The 

majority of oligonucleotide probes correspond to gene open reading frames and so many 

intergenic regions are missing from the microarray. Intergenic binding could indicate a 

possible role for some regulatory small RNA species. Two small RNAs, DsrA and RprA 

have been previously identified as having a role in Salmonella stationary phase survival 

through regulation of RpoS (σ38) (Jones et al., 2006). The expression of small RNA species 

was not determined in this study or the previous lag phase study (Rolfe, 2007). Future 

work should focus on some of the intergenic RNA polymerase binding locations which 

may correspond to small RNA transcription sites as more novel small RNAs are 

discovered (Sharma & Vogel, 2009).  

 

5.3.2 RNA polymerase binding to rRNAs 

Along with ribosomal protein encoding genes, a strong ChIP-chip enrichment was 

identified in regions spanning known rRNA coding genes although rRNA production 

decreases during stationary phase (Aviv et al., 1996). Binding of RNA polymerase at 
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rRNA encoding gene regions has been identified previously in Salmonella during mid-

exponential phase of growth (Lucchini et al., 2006). It has been previously shown that the 

transcription of rRNA is the rate-limiting step in ribosome synthesis (Paul et al., 2004) 

therefore RNA polymerase binding to rRNA regions during stationary phase could be 

interpreted as a bacterial strategy to minimise the lag in ribosome synthesis. Upon nutrient 

upshift in continuous cultures of S. Typhimurium, rRNA synthesis has been shown to 

occur within five minutes (Kjeldgaard et al., 1958). In addition, a previous lag phase study 

identified ribosomal genes maximally expressed within 20 minutes of entry into lag phase 

(Rolfe, 2007), highlighting the importance of ribosome production during the earliest 

stages of growth. 

 

One important technical consideration for the RNA polymerase binding to rRNA loci is 

that these regions are highly conserved in the S. Typhimurium LT2 genome (≥99 % 

nucleotide similarity). Practically, the ChIP DNA corresponding to one rRNA region 

would cross hybridise to the oligonucleotides on the microarray coding for the other 

regions. Consequently, it is not possible to definitively associate RNA polymerase binding 

to all the rRNA regions. With that caveat in mind, it is important to consider that 

significant enrichment of at least one rRNA region must have occurred, and that the pattern 

of RNA polymerase binding to these regions is not uniform for each region, either for the 

individual peak shape or for the enrichment value, which would have been expected in a 

cross-hybridisation scenario. Further experimental techniques such as single-copy GFP 

reporter fusions could distinguish between the relative induction of each of these rDNA 

regions (Hautefort et al., 2003). It is clear that RNA polymerase association with ribosomal 

coding and rRNA genes is critical during lag and exponential phases of growth and future 

analyses should focus on definitively proving RNA polymerase binding to rRNA regions 

through other, similar techniques such as ChIP-seq which could distinguish between 

rRNA-encoding genes bound by RNA polymerase based upon the 1 % sequence variation. 

 

5.3.3 RNA polymerase binding to sigma factors and regulons 

The ChIP-chip data revealed that RNA polymerase was not specifically bound at or near to 

rpoD, indicating RpoD may not be produced during stationary phase of growth, although 

RpoD is required for transcription of housekeeping genes associated with exponential 

growth (Jishage & Ishihama, 1995). In contrast, rpoE, rpoH and rpoS genes were 
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expressed highly during stationary phase, correlating with increased RNA polymerase 

binding. RpoE and RpoH have both been shown to have functional overlap for RpoD-

regulated genes in E. coli as part of addition transcriptional regulation for environmental 

adaptation (Wade et al., 2006). The rpoE, rpoH and rpoS sigma factor-encoding genes 

contain multiple promoter regions for fine-tuning the expression of the sigma factors 

(EcoCyc). In E. coli, rpoE contains two promoters, the most distal of which is found in the 

intergenic region between rpoE and nadB. These homologous regions were highly 

enriched in the Salmonella ChIP-chip work in the present study. The activity of the rpoE 

promoter is itself regulated by the response regulator CpxR (Danese & Silhavy, 1997), 

whose corresponding gene is also bound at the 3’ end by RNA polymerase during 

stationary phase (Appendix D).   

 

CpxR is known to transcriptionally activate other stress response genes such as rpoH  in E. 

coli (De Wulf & Lin, 2000) at a promoter located near the 3’ terminus of the upstream 

gene, ftsX. Additional regulation of rpoH is performed directly by the transcriptional 

regulators CytR, CRP and DnaA (Kallipolitis & Valentin-Hansen, 1998, Wang & Kaguni, 

1989). The spike of enriched regions by ChIP-chip correlates with the rpoH promoter, 

indicating that RNA polymerase is bound at the rpoH promoter. This is confirmed by 

previous transcriptomic data indicating rpoH is actively transcribed even in the absence of 

a heat-shock (Rolfe, 2007), suggesting a general stress response in the conditions tested, or 

functional overlap with the regulon of RpoD (Wade et al., 2006). The production of RpoH 

has also been shown to correlate with cell division events in E. coli, with an increase in 

RpoH production after cell division and during stationary phase, but a decrease in 

expression of the RpoH regulon (Wagner et al., 2009). The correlation between the cell 

division protein FtsZ and RpoH was demonstrated in E. coli (Wagner et al., 2009), but was 

not investigated further in the present study. 

 

As expected, the rpoS gene was bound by RNA polymerase in the present study. RpoS 

(σ38) is required to maintain bacterial survival against stresses during stationary phase 

(Lange & Hengge-Aronis, 1991) and regulation of RpoS occurs both at the transcriptional 

level and post-transcriptionally (Lange & Hengge-Aronis, 1994). In E. coli there are five 

separate rpoS promoters, four of which are found close together between rpoS and the 

upstream gene, nlpD and the most distal promoter present within the nlpD gene itself. The 
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latter promoter is required to maintain a basal concentration of RpoS, regulated by CRP 

and ArcA (Mika & Hengge, 2005). The sharpest peak of RNA polymerase binding 

correlates with the four intergenic promoters, although the experimental resolution is not 

specific enough to distinguish between these promoters. This suggests that transcription 

was primarily occurring from stationary phase or stress-induced promoters rather than the 

basal RpoS promoter, to protect Salmonella during stationary phase survival.  

 

The binding of RNA polymerase in stationary phase to sigma factors and global regulators 

suggests a dual strategy for both stationary phase survival and preparation for 

environmental shifts. An example of the survival response is the RNA polymerase binding 

to the genes that encode RpoS and OmpR. These proteins regulate a multitude of genes, 

including those involved in outer membrane protein synthesis, flagella, fimbriae and other 

global regulators such as OxyR and PhoP (Majdalani et al., 1998, Bang et al., 2000, 

Gerstel et al., 2006, Lucchini et al., 2009). Conversely, 30 % of the OxyR regulon, 

required for oxidative stress resistance are bound even in the anoxic stationary phase 

environment, with a low redox potential (Section 6.2.1 and Figure 6.2). This indicates a 

bacterial strategy for rapid adaptation in the event of potentially lethal oxygen upshift. 

 

5.3.4 Overall conclusions 

The ChIP-chip technique was successful in identifying multiple binding regions for RNA 

polymerase during stationary phase. Stationary phase binding was different to other growth 

phases as shown in other studies, and confirmed some of the results first identified in yeast 

by Radonjic and colleagues (Radonjic et al., 2005), namely the binding of RNA 

polymerase predominantly to intergenic regions and association with ribosomal protein-

encoding and rRNA genes. It is interesting that this binding pattern is conserved between 

bacteria and yeast, suggesting a fundamental process preparing for entry into lag phase. In 

addition, the present study has identified RNA polymerase binding to genes previously 

identified as being expressed highly during stationary phase (Rolfe, 2007), and provides a 

new validation of this transcriptomic dataset.  

 

However, there is little additional evidence to suggest that lag phase-expressed genes are 

specifically bound by RNA polymerase during stationary phase, with the notable exception 

of ribosomal protein and rRNA encoding genes. Taken together, the data presented in this 
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chapter suggest that stationary phase S. Typhimurium does not prepare for lag phase in the 

conditions tested, therefore the original hypothesis should be rejected, and future work 

should focus on identifying mechanisms of RNA polymerase binding during lag phase.  

 

The mechanisms responsible for the rapid transcriptional activity during early lag phase 

still remain to be fully elucidated and could be resolved by ChIP-chip or ChIP-seq methods 

relying on optimised protocols to obtain sufficient DNA-protein enrichment from only a 

few bacterial cells, from within one minute of inoculation into fresh LB medium. This 

would reveal in fine detail the activity of RNA polymerase during the exit from stationary 

and the entry into lag phase, and the promoters bound most rapidly. 
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6. The oxidative stress response during lag phase 
 

6.1 Introduction 

 

Bacteria such as Salmonella, adapt rapidly to changes in oxygen availability during 

infection, for example shifting from aerobic environments to microaerobic conditions in 

the gut and resisting oxidative bursts during intracellular growth in macrophages (Rychlik 

& Barrow, 2005). This response relies upon the rapid induction of defence mechanisms 

when challenged with oxygen upshift (Farr & Kogoma, 1991, Janssen et al., 2003).  

 

During recovery from cold storage, there was an extensive transcriptional re-programming 

including many genes involved in resistance to oxidative damage (Section 4.2.3). This 

transcriptional response has been previously identified in S. Typhimurium in the static 

growth system (Rolfe, 2007). In Section 3.2.2 it was observed that S. Typhimurium utilises 

oxygen during lag phase, suggesting dissolved oxygen may be a potential source of cellular 

damage during the early stages of growth and the terminal electron acceptor in aerobic 

respiration. In this Chapter, the oxidative stress response at different stages of lag phase 

was investigated to phenotypically confirm the gene expression data. In addition, some of 

these key defence mechanisms were removed and the effect on growth and hydrogen 

peroxide resistance measured.  

 

6.1.1 Oxidative stress resistance mechanisms 

All bacteria that respire oxygen, to generate ATP, require oxidative stress resistance 

mechanisms (Cabiscol et al., 2000). During aerobic respiration, bacteria such as E. coli and 

Salmonella generate oxygen intermediates such as hydrogen peroxide (H2O2) and the 

superoxide anion (O2
-) (Messner & Imlay, 1999). The primary cause of these endogenous 

oxygen intermediates in E. coli (and presumably similar bacteria) is the respiratory 

electron chain, which accounts for 87 % of the total hydrogen peroxide production (Benov 

& Fridovich, 1994). These excess pro-oxidants in the bacterial cell can damage proteins, 

DNA, RNA and lipids (Farr & Kogoma, 1991). No damage is observed from exogenously-

added H2O2 and O2
- at low concentrations (≤ μM range), although H2O2 is toxic when 

added at millimolar concentrations (Imlay, 2008). Intracellularly-accumulated micromolar 

concentrations of H2O2 in mutants of E. coli lacking detoxification machinery cause 
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cellular damage, resulting in aerobic growth defects (Park et al., 2005). This highlights the 

role of oxidative stress resistance systems designed to remove the build up of aerobic toxic 

by-products. The main de-toxification systems are discussed below. 

 

6.1.1.1 OxyR 

OxyR is a transcriptional regulator which is activated by hydrogen peroxide (Åslund et al., 

1999), via oxidation of cysteine thiol groups of the inactive OxyR protein, inducing a 

conformational change for transcriptional regulation (Pomposiello & Demple, 2001). 

Activated OxyR directly regulates the expression of several genes during resistance to 

oxidative stress in E. coli including: flu, hemH, grxA, trxC, gor, ahpC, ahpF, fur, katG, 

mntH and dps. In addition OxyR induces the expression of a non-coding RNA, oxyS 

(Anjem et al., 2009, Christman et al., 1989, Pomposiello & Demple, 2001, Storz et al., 

1990, Tartaglia et al., 1989, Zheng et al., 1999), which affects RNA stability and functions 

as a post-transcriptional regulator (Gottesman, 2004). The induction of the alkyl 

hydroperoxidase-encoding genes ahpC and ahpF and the catalase-encoding katG is a 

bacterial response to directly detoxify any endogenous H2O2 and has been demonstrated in 

E. coli and Salmonella  and several other bacteria to promote survival or colonisation 

including: Enterococcus faecalis (La Carbona et al., 2007), Staphylococcus aureus 

(Cosgrove et al., 2007), Pseudomonas putida (Hishinuma et al., 2008, Hishinuma et al., 

2006), Pseudomonas aeruginosa (Vinckx et al., 2008), Neisseria meningitidis (Ieva et al., 

2008) and Bacteroides fragilis (Sund et al., 2008). During growth inside macrophages, S. 

Typhimurium induces the expression of  ahpC and ahpF (Wright et al., 2009). Strains 

deficient in ahpC, ahpF or oxyR were recently found by Transposon Mediated Differential 

Hybridisation (TMDH) screening to be attenuated during infection of mice (Chaudhuri et 

al., 2009) suggesting that oxidative stress resistance is crucial for S. Typhimurium host 

infection. The other genes within the OxyR regulon are involved in the reduction of 

oxygen intermediates. In addition GSH glutaredoxin (encoded by gor) reverts oxidised 

OxyR back to its inactive state (Pomposiello & Demple, 2001).  

 

6.1.1.2 SoxS 

The bacterial response to the presence of superoxide is controlled in part by SoxS in 

tandem with its transcriptional regulator, SoxR. The translated SoxS protein binds 

promoter regions of genes within its regulon, recruiting RNA polymerase (Storz & Imlay, 
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1999). Genes within the SoxS regulon include: ribA, fldAB, zwf, fur, nfo, sodA and the 

efflux pump-encoding acrAB. Similar to OxyR, SoxS induces a non-coding RNA, micF 

which down-regulates the OmpF porin (Pomposiello & Demple, 2000). Other porin-

encoding genes known to be activated by SoxS include tolC and ompX (Aono et al., 1998, 

Dupont et al., 2007). More recently, DNase I footprinting analysis has identified direct 

SoxS binding to the promoter region of another porin-encoding gene, ompW (Gil et al., 

2009). These porins function to remove reactive oxygen intermediates to protect the 

intracellular environment. The transcription of fur leads to the decrease in iron 

accumulation and thereby decreases the risk of forming Fenton-mediated hydroxyl free 

radicals (Wardman & Candeias, 1996). The increase in acrAB expression leads to the 

efflux of potentially-harmful molecules which could react with superoxide anions to form 

damaging products, and is coupled with an indirect, post-transcriptional decrease in the 

large outer membrane porin, OmpF (Pomposiello & Demple, 2001). The ribA gene 

encodes GTP cyclohydrolase II, the first enzyme in riboflavin (vitamin B2) synthesis (Koh 

et al., 1996). The induction of ribA and fldAB flavins by SoxS reduces existing 

intracellular superoxide anions to prevent cellular damage. The endonuclease IV encoded 

by nfo functions to repair damaged DNA molecules (Levin et al., 1991), whereas the 

induction of the Mn-superoxide dismutase (SodA) actively de-toxifies O2
- (Touati, 1988). 

The diverse genes within the SoxS regulon indicate a multifactorial approach to O2
- stress 

resistance involving: reduction, repair and efflux systems.  

 

6.1.1.3 Superoxide dismutases 

Superoxide dismutases (SOD) remove the intracellular accumulation of O2
-, reducing the 

anion to H2O2 and O2. The produced H2O2 is then further de-toxified by catalases and alkyl 

hydroperoxide reductases. In Salmonella there are three classes of SOD each requiring a 

different divalent metal cation cofactor: SodA (Mn-SOD), SodB (Fe-SOD) and SodC 

(Cu/Zn-SOD). The SODs are required for full virulence of Salmonella in mice and 

macrophages to survive the phagocytic oxidase (phox) mediated oxidative burst (Fang et 

al., 1999, Tsolis et al., 1995). A recent study using the sodB promoter (PsodB) was used as 

an indicator for the presence of iron in macrophages. The expression of this promoter was 

not induced by either H2O2 or O2
- suggesting that activity was induced solely by the 

presence of intracellular iron (Taylor et al., 2009). The expression of sodA is regulated by 

SoxS and the main transporter of Mn2+ is under the regulation of OxyR, indicating the 
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import of Mn2+ is linked to oxidative stress resistance. It is important to note that Mn2+ not 

solely utilised in the production of SodA and may be incorporated into additional 

metalloproteins, the functions of which are yet to be fully elucidated (Anjem et al., 2009).   

 

6.1.2 Relevance to bacterial lag phase 

During oxygen upshift from anoxic cultures to aerobic media, bacteria induce oxidative 

stress resistance systems within a few minutes (Partridge et al., 2006). In the static growth 

system used in the present study, the culture became anoxic by early stationary phase 

(Section 3.2.2) and so inoculation into fresh medium represented an oxygen upshift leading 

to the induction of soxR, soxS, sodA and the OxyR-regulon at 25 °C (Rolfe, 2007) and after 

a cold storage treatment (Section 4.2.3), suggesting the presence of both H2O2 and O2
-. It 

has previously been reported that colonies growing on LB agar plates induce soxRS and 

oxyR, to protect against reactive oxygen species (Cuny et al., 2007). These studies suggest 

that either the redox potential encountered by the bacteria increases considerably upon 

inoculation into aerobic media or detection of a low concentration of reactive oxygen 

species is sufficient to induce a variety of defence mechanisms. It is possible that bacteria 

are particularly sensitive to oxidative stress during lag phase, as any cellular damage 

incurred at this crucial stage of growth may have considerable effects upon the viability of 

the bacterial population. The effect of oxygen upshift on the bacterial population was 

investigated and the importance of oxidative stress resistance systems during lag phase 

evaluated. In addition, the effect of physiological history using the cold storage system 

(Section 2.1.6.1), on subsequent oxidative stress resistance was elucidated. 

 

6.2 Results 

 

6.2.1 Oxidative stress resistance during lag phase 

To assess the impact of S. Typhimurium hydrogen peroxide stress resistance during lag 

phase, H2O2 was added to cultures at desired time points in the bacterial growth curve. 

Viable counts were made both immediately upon addition of H2O2 and after 30 minutes 

(Figure 6.1A and Figure 6.1B). The effect of 1 mM exogenously-added H2O2 was minimal 

with a decrease in viability of 1.5-fold for stationary phase bacteria and 20 minutes, 60 

minutes and 120 minutes lag phase cultures. The 4 minute culture showed a decrease in 
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viability of greater than 10-fold which was also observed in the mid-exponential phase 

culture (Figure 6.1A).  

 

The addition of 6 mM H2O2 decreased the viability of the bacterial population at all time-

points. Stationary phase cultures and 120 minute lag phase cultures decreased 10-fold, 

whereas the 60 minute culture was least affected decreasing <5-fold. The 4 minute, 20 

minute and mid-exponential phase cultures were affected the most with a decrease of 

approximately 15-fold (Figure 6.1B). From this preliminary experiment it was apparent 

that the effect of H2O2 on cell viability was dependent on growth phase, and importantly 

also on the stages within lag phase, which was more marked with the exposure to the 

higher concentrations of H2O2. For further experiments involving hydrogen peroxide 

challenges on lag phase bacteria, 6 mM H2O2 was used to phenotypically differentiate 

between the lag phase time-points. 

 

Oxidative stress regulators such as SoxR and OxyR respond to changes in redox potential 

and elicit a defence response (Pomposiello & Demple, 2001). To determine the extent of 

oxidative stress in the static system, the redox potential (Eh) of the bacterial culture was 

measured (Figure 6.2A) using a redox electrode (Section 2.1.8.3). During inoculation from 

the stationary phase culture into fresh LB medium, the bacteria experienced an Eh increase 

(-328 mV to +42 mV), by 4 minutes post-inoculation. These measurements confirmed the 

differences between the anoxic inoculum environment and the aerobic fresh LB medium, 

as highlighted elsewhere (Section 3.2.2). The lag phase time-points have similar redox 

potential but eight hours post-inoculation, the culture became anoxic during mid-

exponential phase (Eh = -72 mV). The addition of H2O2 increased the Eh at every time-

point (Figure 6.2B). Although the increase in Eh was similar for the lag phase time points 

(standard deviation = 7 mV), the redox increase was slightly higher for the mid-

exponential phase culture (ΔEh +186 mV). Interestingly, the greatest change in redox 

potential occurred in the 48 hour inoculum sample (ΔEh = 266 mV), suggesting that the 

redox potential is more weakly buffered in the inoculum environment. 
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Figure 6.1: Different growth phases exhibit varying tolerance to H2O2. 
Preliminary experiment showing total viable counts of a single bacterial culture grown in 
LB medium (blue bars) or 30 minutes after addition of H2O2 (red bars). H2O2 added at 
either 1 mM (A) or 6 mM (B) final concentrations. Numbered phases of growth are 
displayed as either: minutes post-inoculation; 48 hour stationary phase inoculum (Inoc.); 8 
hour mid exponential phase (MEP).  
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Figure 6.2: The redox potential of bacterial cultures varies during growth and 
increases with addition of H2O2. 
Redox potential as measured by a redox probe ranging from -500 mV to +500 mV. (A) 
Redox potential of bacterial cultures through the growth curve. (B) The redox potential of 
bacterial cultures before (blue bars) and after addition of 6 mM H2O2 (red bars). Numbered 
phases of growth are displayed as either: minutes post-inoculation; 48 hour stationary 
phase inoculum (Inoc.); 8 hour mid exponential phase (MEP). Error bars represent the 
standard deviation from the average of three biological replicates.  
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The fact that H2O2-mediated killing occurred at different rates during different stages of 

lag phase (Figure 6.1) led to the investigation of the effect of prolonged exposure to 6 mM 

H2O2. The bacteria were grown to the desired time-point and H2O2 added to the medium. 

The survival of the bacteria was determined through total viable counts immediately after 

the addition of H2O2 and then at 30 minute intervals until 90 minutes post-exposure (Figure 

6.3). It was hypothesised that bacterial resistance to H2O2 would coincide with increased 

expression of oxidative stress resistance genes. A previous transcriptomic study identified 

oxidative stress resistance genes induced by 20 minutes post-inoculation under normal 

growth conditions in the static system (Rolfe, 2007). The hypothesis states that early lag 

phase time-points (4 minutes and 20 minutes post-inoculation) would be more susceptible 

to H2O2 than later lag phase time-points (60 and 120 minutes post-inoculation), as the 

H2O2 resistance mechanisms would be in place by the end of lag phase. 

 

The H2O2-mediated bacterial killing followed a trend across the three biological replicates 

tested, although experimental variability was high (Figure 6.3). To compensate for this 

variability, a model was utilised to quantify the bacterial killing over a period of 90 

minutes exposure to H2O2, in terms of the ‘shape’ of the bacterial killing curves (Table 6.1 

and Figure 6.4). The Weibull distribution (Weibull, 1951) was subsequently used to 

quantify the bacterial killing using the following equation: 

 

y = y0 – (t / T0)
w  

 

where t is the time post addition of H2O2; y is the logarithm of the bacterial concentration 

at time t (log10 CFU / ml); y0 is the initial log10 cell concentration immediately after 

addition of H2O2; T0 is the time at which the first decimal decrease in cell viability has 

been reached; w is the Weibull shape parameter. The w value alters with the rate of 

bacterial killing: If the rate of bacterial killing increases with time, then w>1; if the rate of 

bacterial killing decreases with time, then w<1; if the rate of bacterial killing is linear with 

increasing time, then w=1 (Aragao et al., 2007).  
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Figure 6.3: Rate of H2O2-mediated killing is dependent on the bacterial growth phase. 
Effect of H2O2 on the bacterial population throughout growth (A-F) for three biological 
replicates, calculated as viable counts. Each replicate is shown as a separate, coloured line 
over 90 minutes H2O2 exposure. Culture age represented as either: 48 hour stationary phase 
inoculum (A), minutes post-inoculation (B-E) or an 8 hour post-inoculation culture (F). For 
clarity, the mean fold reduction is shown for each culture after 60 minutes exposure to 
H2O2. 
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The 48 hour inoculum culture tolerated oxidative stress relatively well. This could be due 

to the low redox potential even after the addition of H2O2 (Figure 6.2B), the role of the 

stationary phase alternative sigma factor RpoS (σ38), which is known to induce oxidative 

stress resistance mechanisms during stationary phase (Park et al., 2005) or the higher 

initial cell concentration. The viability of the bacterial population decreased >18-fold after 

60 minutes exposure and then resisted further killing over the remaining 30 minutes 

(Figure 6.3A). The stationary phase culture survival contrasted dramatically with bacteria 

from the earliest lag phase time-point (4 minutes) which were killed rapidly within the 

initial 30 minutes (>87-fold decrease) and 60 minutes (>646-fold) exposure to H2O2, 

before the rate of killing decreased over the remaining duration of the experiment (Figure 

6.3B). This early, rapid killing was confirmed by a concave Weibull curve over the 90 

minutes exposure to H2O2 (Figure 6.4A). The 20 minute lag phase culture displayed a 

similar pattern of killing to the 4 minute culture, although the death rate was slower and 

more prolonged over 60 minutes exposure (Figure 6.3C). The rate of H2O2-mediated 

killing decreased as the length of exposure increased, as borne out by the Weibull value of 

0.32 (Figure 6.4B). From these data it is apparent that any induced oxidative stress defence 

mechanisms were not fully active and able to resist the H2O2 killing. The one hour culture, 

representing mid-way through lag phase, exhibited initial resistance not present in the early 

lag phase samples (Figure 6.3D). The rate of killing was also constant throughout the H2O2 

treatment exhibiting an almost linear Weibull value (Figure 6.4C). The initial survival of 

the bacterial culture indicates that the bacteria were physiologically able resist the 

oxidative stress, possibly through the induction of OxyR-mediated defence mechanisms. 

Genes encoding these defence mechanisms are known to be induced by 20 minutes post-

inoculation in the static growth system (Rolfe, 2007) and the translated proteins could 

feasibly have an effect by 60 minutes post-inoculation. The continued resistance to H2O2 

was evident in the 120 minute culture representing the end of lag phase. There was a linear 

rate of death for the first 60 minutes exposure to H2O2 followed by a rapid killing between 

60 and 90 minutes (Figure 6.3E). The convex survival curve (w = 1.68) indicates 

considerable initial resistance to H2O2 which was overcome after the prolonged exposure 

to oxidative stress (Figure 6.4D). 
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The data taken together reveal that lag phase is not a homogenous stage of growth but early 

lag phase is highly susceptible to oxidative stress. Oxidative stress resistance occurs 

between 20 minutes and 60 minutes post-inoculation and continues throughout the 

remainder of lag phase. These data indicate that the lower starting inoculum during lag 

phase compared with stationary phase does not solely explain the immediate H2O2 

sensitivity. Despite similar cell concentrations during lag phase, the H2O2 resistance 

profiles differ dramatically between different stages of lag phase with decreasing 

susceptibility observed after the point when the bacteria induce oxidative stress resistance 

mechanisms. Interestingly, during mid-exponential phase there appeared to be increased 

H2O2 sensitivity, although the trend of killing was more variable between replicates. The 

H2O2 killing trend was similar between mid-exponential phase and stationary phase (mean 

Pearson correlation coefficient = 0.82), with a faster rate of killing during the initial 

exposure to H2O2 in the exponentially growing culture (Figure 6.3F). This increased killing 

may reflect the vulnerability of rapidly-dividing bacterial cells to oxidative stress, as 

reported elsewhere (Dukan & Touati, 1996). 

 

 

 Lag phase time-point for challenge test (minutes) 

Parameter 4  20  60 120 

Weibull (w) 0.28 0.32 0.98 1.68 

Standard error Weibull [se(w)] 0.05 0.14 0.17 0.44 

T0 1.65 13.80 37.00 44.00 

se(T0) 1.28 7.58 6.00 7.60 

Linear correlation of the fitted curve 

[R2(fit)] 

0.96 0.88 0.86 0.87 

se(fit) 0.24 0.38 0.39 0.49 

 
Table 6.1: Lag phase killing curve data (Figure 6.3) used in the Weibull model to 
quantify the shape of bacterial killing.   
The standard error (se) of each parameter was calculated by F-test. In addition, the linear 
correlation (R2) between T0 and the logarithm of w was used to prove the robustness of a 
single-parameter fitting model used for subsequent analysis (József Baranyi, personal 
communication).   
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Figure 6.4: Bacterial cells become more resistant to H2O2 as lag phase progresses. 
Effect of H2O2 on the shape of bacterial survival curves for three biological replicates, 
calculated as viable counts. Each replicate is shown separately (blue diamonds) over 90 
minutes H2O2 exposure. Lag phase cultures shown: (A) 4 minutes, (B) 20 minutes, (C) 
mid-lag phase, (D) end of lag phase. The Weibull parameter (w) is fitted to the viable count 
data (red line) and is included for each culture, for reference. 
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6.2.2 The effect of physiological history on oxidative stress resistance 

The cold storage treatment during Lag Pre-Incubation experiments showed different 

transcriptional effects upon recovery in several physiological processes including increased 

duration for oxidative stress resistance and a delay in iron accumulation (Section 4.2.4; 

Figure 4.7). These data implied that the bacteria take longer to become fully resistant to 

oxidative stress in Lag Pre-Incubation experimental conditions, from 20 minutes to 60 

minutes post-inoculation. The use of 6 mM H2O2 to phenotypically distinguish between the 

bacterial viability (and therefore resistance) at different stages of lag phase was 

demonstrated (Figure 6.3 and Figure 6.4) and this method was now used to determine 

whether the cold storage physiological history impacts upon oxidative stress susceptibility 

(Figure 6.5). Based upon the transcriptomic data, a hypothesis was formulated that cells 

taken at early lag phase would be killed rapidly, at a similar rate, for both Lag Phase 25 °C 

and Lag Pre-Incubation experiments. Furthermore, it was hypothesised that the 60 minute 

post-inoculation time-point, representing half-way through lag phase in both conditions, 

would be killed at a faster rate in Lag Pre-Incubation conditions than the corresponding 

time-point in Lag Phase 25 °C conditions (Figure 6.3 and Figure 6.4).    

 

To test the lag phase specific effect of physiological history upon oxidative stress 

resistance, it was important to confirm that stationary phase bacteria during cold storage 

were not more susceptible to H2O2 than the 25 °C inoculum. After challenge testing with 6 

mM H2O2, the cold stored stationary phase culture had a Weibull value which was not 

significantly different to the 48 hour stationary phase culture (Figure 6.6). Therefore any 

difference in bacterial survival after inoculation would be due to subsequent history 

dependent, lag phase specific adaptation. Generally, the Lag Pre-Incubation and Lag Phase 

25 °C survival after H2O2 challenge were similar. The Lag Pre-Incubation cultures became 

generally more resistant later during lag phase, as seen in the Lag Phase 25 °C experiments 

(Figure 6.4). The most notable difference between the experiments was at 60 minutes post-

inoculation which showed a significantly lower Weibull value (F-test p≤0.01) for the Lag 

Pre-Incubation experiments (w = 0.37), indicating that these cells had not yet become 

resistant to H2O2 unlike bacteria from the Lag Phase 25 °C experiment (Figure 6.5). The 

Lag Pre-Incubation culture showed greater initial resistance at the end of lag phase (w = 

1.62), which most likely accounts for the similarities in geometric lag duration (Figure 

6.6). 
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Figure 6.5: Lag Pre-Incubation cultures are H2O2 sensitive at mid-lag phase. 
Effect of H2O2 on the shape of Lag Pre-Incubation treated bacterial survival curves for 
three biological replicates, calculated as viable counts. Each replicate is shown separately 
(blue diamonds) over 90 minutes H2O2 exposure. Lag phase cultures shown: (A) 4 
minutes, (B) 20 minutes, (C) mid-lag phase, (D) end of lag phase. The Weibull parameter 
(w) is fitted to the viable count data (red line) and is included for each culture, for 
reference. 
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Figure 6.6: The bacterial lag phase resistance to H2O2 is history dependent. 
The effect of H2O2 on the viability of the bacterial population throughout growth, as shown 
by the Weibull value. Cultures grown in Lag Pre-Incubation (white bars) or Lag Phase 25 
°C (black bars) conditions, prior to H2O2 challenge. Lag phase time points shown post-
inoculation in fresh, pre-warmed (25 °C) LB medium. “Inoc.” represents the two inocula 
used, either 12 days, 2 °C (white bar) or 48 hours 25 °C (black bar). Three independent 
biological replicates shown for each time-point. Error bars represent the standard error (se). 
An asterisk (*) represents a significant different Weibull value between the two 
experimental conditions (F-test, p≤0.01) at 60 minutes. In addition, the Lag Pre-Incubation 
60 minute culture had a 4.7-fold lower cell concentration than the corresponding Lag Phase 
25 °C culture after 1 hour exposure to H2O2.  
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6.2.3 Oxidative stress resistance mutants 

To determine whether oxidative stress tolerance is essential for lag phase adaptation, 

numerous mutants were tested which were defective in oxidative stress resistance 

mechanisms including alkyl hydroperoxide reductases ahpC and ahpF; catalase (katG); the 

oxidative stress inducible soxRS and oxyR. OxyR responds to hydrogen peroxide (H2O2), 

and SoxRS responds to superoxide (O2
-), therefore a ΔoxyR ΔsoxRS mutant was 

constructed which was susceptible to both forms of oxidative challenge. The majority of 

genes targeted for deletion were up-regulated by an oxygen upshift during lag phase 

(Figure 6.7A).  

 

The susceptibility of these mutant strains to oxidative stress was determined via challenge 

with H2O2 on LB agar plates (Section 2.1.8.1) and the zone of inhibition caused by the 

inability to survive the diffusion of H2O2, was measured (Figure 6.7B). The effect of H2O2 

on the mutant strains varied depending on the type of oxidative stress resistance system 

deleted. SoxRS is known to respond to O2
- and, as expected, the ΔsoxRS mutant strain was 

not significantly affected by the addition of H2O2. More surprisingly, the ΔahpCF strain 

was not significantly affected by the H2O2 challenge compared with the wild-type bacteria. 

Conversely, the ΔkatG mutant was significantly affected by the H2O2, suggesting that the 

catalase system was more important for resisting oxidative stress in this experiment. 

Although the ahpCF system was not required to overcome the added H2O2, the combined 

ΔahpCF ΔkatG mutant strain showed a significantly increased susceptibility to oxidative 

stress compared with the ΔkatG strain (t-test p=9.8 x 10-8). This result indicates a role for 

ahpCF in the absence of katG and suggests different mechanisms of regulation despite 

both genes known to be a part of the OxyR-regulon. The deletion of oxyR significantly-

increased the susceptibility to oxidative stress compared with the wild-type strain, but 

interestingly the ΔahpCF ΔkatG strain showed a small, but significant increase in peroxide 

susceptibility compared with the ΔoxyR mutant (t-test p=0.01). This result suggests that 

both AhpCF and KatG are an essential component of the OxyR-mediated response to H2O2 

stress under these conditions. Despite not being required for H2O2 resistance, the deletion 

of soxRS, when combined with a ΔoxyR mutant significantly exacerbated the effect of 

H2O2 killing (t-test p=4.5 x 10-5).  
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Figure 6.7: Lag phase-induced oxidative stress resistance genes aid bacterial survival. 
(A) Gene expression profiles of lag phase induced genes targeted for mutagenesis. The 
most prominently up-regulated genes are indicated, grown under Lag Phase 25 °C 
experimental conditions previously (Rolfe, 2007). The un-normalised data is coloured by 
the relative expression at 4 minutes post-inoculation. (B) Hydrogen peroxide sensitivity 
assay (Section 2.1.8.1) on LB agar plates in the presence of 882 mM hydrogen peroxide. 
Zone of growth inhibition measured after approximately 16 hours incubation at 37 °C. 
Error bars represent the standard deviation from the mean of three biological replicates. 
Asterisks denote significant differences from the Wild-type as calculated by student t-test 
***, p0.0001. 
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The increase in redox potential experienced by the bacterial population during inoculation 

into fresh LB medium leads to the induction of genes involved in oxidative stress 

resistance (Storz & Zheng, 2000). The absence of these genes causes the bacteria to be 

more susceptible to a H2O2 challenge, particularly in the case of the ΔoxyR ΔsoxRS mutant. 

To investigate the role of OxyR and SoxRS in lag phase adaptation and subsequent growth, 

viable count growth curves of wild-type bacteria and ΔoxyR, ΔsoxRS, ΔoxyR ΔsoxRS 

mutants were performed over 9 hours in the static growth system at 25 °C (Figure 6.8). 

The growth parameters were analysed by DMFit and compared between strains (Table 

6.2). 

 
 

 
 

Strain 

 
 

Lag time (h) 

 
 

Doubling time (h)

 
Cell concentration (log10 CFU/ml) 

 
Starting 

 
Final 

Wild-type 1.67, 2.53 0.98, 0.98 5.63, 5.79 7.95, 7.82 
ΔsoxRS::kan 2.52, 2.60 0.99, 0.99 5.70, 5.79 7.98, 7.76 
ΔoxyR::cat 2.36, 2.28 0.98, 0.99 5.69, 5.70 7.97, 7.93 
ΔoxyR::cat 
ΔsoxRS::kan 

2.61, 2.06 0.99, 0.99 5.68, 5.69 7.86, 7.95 

 
Table 6.2: SoxRS and OxyR are not essential for normal growth in the static system. 
Growth parameters calculated by DMFit are shown for the wild-type and mutant strains 
tested for two biological replicates shown separated by a comma (,). 
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Figure 6.8: OxyR or SoxRS systems are not required for normal lag time or growth. 
Viable count growth curve analysis of (A) JH3346 (ΔsoxRS::kan) (B) JH2462 
(ΔoxyR::cat) (C) JH2463 (ΔsoxRS::kan ΔoxyR::cat) compared with wild-type (SL1344). 
Diamonds represent viable count data-points and lines represent fitted curves using DMFit. 
Two biological replicates are shown for each mutant on the left and right panels. 
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The data presented in Figure 6.8 and Table 6.2 show that neither SoxRS nor OxyR systems 

were required for normal growth in the static growth system. Even a combined ΔoxyR::cat 

ΔsoxRS::kan mutant which was designed to deprive the bacteria of resistance to both H2O2 

and O2
- did not show an increase in lag time or an altered doubling time. All strains 

reached similar final cell concentrations over the course of the experiment, suggesting that 

the lack of oxidative stress resistance mechanisms did not lead to early entry into stationary 

phase or killing by reactive oxygen intermediates. The starting concentration of the 

cultures was similar for all strains. This suggests that after 48 hours of growth (the 

stationary phase standardised inoculum) all the bacterial strains had reached the same final 

cell density and were not physically impaired for growth in the conditions tested. The lack 

of defence systems such as catalases and alkyl hydroperoxide reductases would have been 

expected to lead to a build up of reactive oxygen intermediates during growth which could 

in theory have led to the formation of sub-lethally damaged bacterial population in the 

stationary phase inoculum. These bacteria would have been expected to have a longer lag 

time after inoculation into an aerobic medium. No increase in lag time was observed 

suggesting that either the bacteria were not adversely affected by oxidative stress in this 

system or that alternative detoxification systems were utilised to overcome the oxidative 

stress. 

 

6.3 Discussion 

 

6.3.1 Effect of H2O2 on bacterial survival 

Reactive oxygen intermediates can have a significant effect on bacterial viability 

(Cosgrove et al., 2007). In the experiments performed in this chapter, reactive oxygen 

intermediates were formed through the addition of H2O2. When 1 mM H2O2 was added to 

aerobic cultures, the bacteria survived reasonably well, although there was a greater loss in 

viability observed in the 4 minute culture. When 6 mM H2O2 was added, resistance only 

occurred after 60 minutes post-inoculation suggesting that defence mechanisms took 

between 20 and 60 minutes to be induced and fully-functional. These two different 

concentrations of H2O2 have been routinely used in molecular biology to stress eukaryotic 

cells (Molyneux & Davies, 1995, Rigby et al., 2008) and 6 mM H2O2 is also used in 

biochemistry to measure cellular catalase activity (Kováčik & Bačkor, 2007, Qiusheng et 

al., 2005). The concentration of H2O2 used in the present study is lower than used in 
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previous studies to stress resistant mid-exponentially growing S. Typhimurium (100 mM 

H2O2) (Greenacre et al., 2006) but higher than other experiments to analyse the effect of 

oxidative stress on mutant strains of S. Typhimurium (1 mM and 4 mM) (Bang et al., 

2005). From the preliminary experiments performed in the present study, 6 mM H2O2 was 

identified as a suitable concentration to phenotypically distinguish between early and mid-

lag phase cultures. 

 

6.3.1.1 Effect of changes in redox potential 

The anoxic conditions of the standardised inoculum in the present study are similar to 

previous work using the rich medium trypticase soy broth with 10 % (v/v) H2 added (Eh =      

-348 mV ± 31). Under these conditions, Salmonella Enteritidis was able to survive and 

resist subsequent heat shocks at 57 °C and 60 °C (George et al., 1998). The lag phase 

cultures were all at similar positive redox potentials in LB although the redox potential of 

other media and environments can differ considerably, for example some marine coastal 

sediments have a much higher redox potential, approximately +200 mV (Pearson & 

Stanley, 1979). The redox potential of the cultures measured with a platinum redox 

electrode were quite variable and a lack of technical reproducibility between replicate 

samples has been noted previously (Hewitt, 1948, Morris, 2000).  

 

Of the redox potentials measured, the greatest H2O2-induced increase was observed in the 

48 hour stationary phase culture (ΔEh = 370 mV). This large relative increase in redox 

potential offers some explanation as to the elevated expression of oxidative stress genes in 

the stationary phase inoculum, as identified elsewhere (Rolfe, 2007). Any contact with an 

oxidising agent would have a relatively large effect on the redox potential of the anoxic 

environment, and the subsequent oxidative stress response of the bacteria. In E. coli, the 

thiol-disulphide redox potential is -280 mV, which maintains OxyR in the inactive state 

until the redox potential increases upon oxidation (Storz & Zheng, 2000). Once the 

cysteine-thiol residues C199 and C208 are oxidised, the OxyR thiol groups become altered 

to form disulphide bonds of activated OxyR (Pomposiello & Demple, 2001, Storz & 

Zheng, 2000). This change in OxyR activity correlates with the increase in redox potential 

during lag phase (Figure 6.2), and the subsequent up-regulation of the OxyR-regulon after 

inoculation into aerobic LB medium (Rolfe, 2007).  
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6.3.1.2 Lag phase H2O2 tolerance 

Although the addition of 6 mM H2O2 increases the redox potential at every stage of 

growth, the redox change during lag phase is not as high as the 48 hour stationary phase 

inoculum, which should lead to lower oxidative stress-mediated killing of lag phase 

bacteria. However, the present study has shown that early lag phase bacteria are more 

susceptible to H2O2-shock, and resistance is only achieved between 20 minutes and 60 

minutes lag phase. Based on the experimental parameters it is hypothesised that H2O2 

killing is either the result the lower cell concentration present during lag phase or that lag 

phase-associated physiological processes make the bacteria more susceptible to either 

oxidative stress or the high redox potential. These processes may include increased iron 

uptake during lag phase, leading to the accumulation of Fenton reaction products 

(Wardman & Candeias, 1996) or repair of carbonylated proteins (Fredriksson et al., 2005) 

which may be perturbed by increased oxidative stress. The H2O2-mediated killing inversely 

correlates with the induction of oxidative stress machinery during lag phase. The 

previously acquired transcriptomic data (Rolfe, 2007) showed maximal expression of the 

OxyR regulon at 20 minutes post-inoculation. The OxyR regulon have been observed 

elsewhere as an important part of aerobic adaptation in E. coli (Iuchi & Weiner, 1996). The 

experiments performed in the present study reveal increased resistance to H2O2 between 20 

and 60 minutes of lag phase, after the oxidative stress defence mechanisms have been 

induced. Interestingly, the mid-exponentially growing population were initially more 

sensitive to H2O2 than the 120 minute culture and the stationary phase inoculum. 

Exponentially-growing bacteria have been shown to be less tolerant to various stresses than 

stationary phase bacteria, due in large part to the relatively-high concentrations of the 

alternate sigma factor RpoS (σ38) produced during stationary phase (Ibanez-Ruiz et al., 

2000, Lee et al., 1995, Mandel & Silhavy, 2005, Oneal et al., 1994). The data obtained in 

the present study suggest that oxidative stress resistance mechanisms are required during 

lag phase to tolerate LB medium to which 6 mM H2O2 had been added; if an oxidative 

challenge is met before the resistance or detoxification systems are in place, rapid death 

ensues. However, a short-term resistance is exhibited between 60 minutes and 120 minutes 

lag phase suggesting that rapid oxygen intermediate de-toxification can occur in the later 

stages of lag phase, prior to cell division initiation. The different survival profiles at 

various stages of lag phase provides phenotypic validation of previous transcriptomic data 

(Rolfe, 2007). This study is the first to identify different oxidative stress responses at 
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various stages of lag phase and highlights the importance of lag phase in stress survival 

prior to exponential growth. 

 

6.3.2 Physiological history and effect on lag phase oxidative stress survival 

It was shown in Chapter 3 and Chapter 4 that after a period of 12 days cold storage at 2 °C 

the geometric lag time was unaffected, and this was accompanied by relatively minor 

changes at the transcriptomic level. The transcriptomic evidence suggested that cold 

storage may increase oxidative stress during lag phase recovery, as expression of the OxyR 

regulon was increased in duration from 20 minutes to 60 minutes of lag phase after cold 

storage. In addition, expression of the iron transport mechanisms was delayed from 4 

minutes and 20 minutes to 60 minutes post-inoculation which would be expected to delay 

the build-up of Fenton reaction products (Wardman & Candeias, 1996). The sensitivity of 

Lag Pre-Incubation bacterial cultures to H2O2 was measured and although the 4 minutes 

and 20 minute samples were similar to Lag Phase 25 °C grown bacteria, there was a 

greater H2O2 sensitivity in the 60 minutes sample grown in Lag Pre-Incubation conditions. 

Interestingly, this H2O2 sensitivity phenotype was not identified in the Lag Pre-Incubation 

stationary phase inoculum, which was resistant to 6 mM H2O2. A previous study showed 

that cold-shocked S. Typhimurium were more susceptible to micromolar concentrations of 

H2O2 present in the complex, rich medium TSYB (tryptone, soya, yeast extract broth) due 

to an unknown mechanism (Mackey & Derrick, 1986b). Using the Lag Pre-Incubation 

transcriptomic data from the present study (Section 4.2.4), it is hypothesised that, during 

temperature upshift from 2 °C to 25 °C, physiological changes such as alterations to 

membrane composition (Sinensky, 1974), may exacerbate sensitivity to H2O2. However, 

inoculation of the Lag Pre-Incubation stationary phase culture into 25 °C fresh LB medium 

does not represent a sufficient oxygen upshift to cause bacterial death even at early lag 

phase when the bacteria are most susceptible.  

 

One possible mechanism linking cold storage and oxidative stress sensitivity may involve 

molecular chaperones. During cold storage, the increased production of cold-shock 

proteins (CSP) will protect targets of oxidative damage such as ribosomes, DNA and RNA 

(Yamanaka, 1999). Once temperature upshift occurs, a down-regulation of cold-shock 

proteins may make the bacteria susceptible to stress shocks. However, a previous study has 

shown that in the cyanobacterium Synechococcus sp. PCC 7942, a heat-shock protein 
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chaperone protects bacteria from irradiation-mediated oxidative stress (Hossain & 

Nakamoto, 2002). In the present study, inoculation into pre-warmed 25 °C LB medium 

induced the up-regulation of >10 heat-shock genes (Section 4.2.4) which are hypothesised 

to act as molecular chaperones to protect against various stresses.  

 

6.3.3 Oxidative stress sensitive mutants 

It is known that growth in an aerobic medium produces H2O2 (Cuny et al., 2007) and that 

greater endogenous H2O2 is produced from a complex medium (such as LB) than a 

minimal medium (Mackey & Derrick, 1986b). By targeting important oxidative stress 

resistance mechanisms the relative importance of each system for aerobic adaptation 

during lag phase was elucidated.  

 

During an oxidative insult with H2O2, stationary phase bacteria lacking katG or oxyR were 

more susceptible to oxidative damage than the wild-type strain. Previous studies with 

Staphylococcus aureus have found that AhpC is required to combat a wide range of 

oxidative stresses including H2O2, organic peroxides, and peroxynitrite, whereas catalase 

systems work solely against H2O2 (Cosgrove et al., 2007). This suggests that although in 

vitro experiments in the present study reveal that KatG is more important than AhpCF in 

overcoming H2O2, a wide range of reactive oxygen intermediates present in aerobic 

environments requires the AhpCF system for survival. Interestingly, previous work 

involving a ΔahpCF::kan mutant in the static growth system did not identify a longer lag 

time or decreased growth rate (Rolfe, 2007) suggesting that other resistance mechanisms 

such as SoxS or KatG may compensate for the absence of AhpCF. 

 

As expected, mutants lacking OxyR were sensitive to a H2O2 challenge. The phenotype 

was exacerbated in a ΔoxyR ΔsoxRS mutant, providing further evidence that the SoxRS 

two-component system offers a degree of protection in the absence of OxyR. A previous 

study has identified OxyR as the primary defence mechanism against H2O2 stress but did 

find genes that were induced by H2O2 in strains lacking OxyR or SoxS, including the isc 

operon required for iron-sulphur cluster formation (Zheng et al., 2001). Although OxyR 

was required for greater protection against oxidative stress, there was no increase in lag 

time observed for ΔoxyR, ΔsoxRS or ΔoxyR ΔsoxRS mutants tested in the static growth 

system. The ΔsoxRS mutant had a lag time of approximately 2.5 hours which was similar 



Chapter 6                                                       The oxidative stress response during lag phase 

208 
 

to the lag times calculated previously for ΔsoxR and ΔsoxS mutants in the static growth 

system (Rolfe, 2007). The result that neither OxyR nor SoxRS are essential for lag phase 

or exponential phase in static LB cultures suggests that either alternative systems can 

compensate for the loss of these regulators or genes such as katG or ahpCF are under the 

control of another regulator and so are still expressed in the absence of OxyR. The other 

possibility remains that the transition from the anoxic culture environment (Eh = -328 mV) 

to the aerobic lag phase culture (4 minutes, Eh = +42 mV) does not constitute a 

physiologically-damaging oxidative stress, but does lead to the induction of these systems 

at the transcriptomic level. One method for testing this would be to perform a catalase 

assay to measure the concentration of dissolved H2O2 throughout growth in the lag phase 

system. Although experiments in the present study found that 6 mM H2O2 could induce 

killing, it has been previously reported that oxidative damage can arise from H2O2 at 

micromolar concentrations (Jang & Imlay, 2007) however these experiments were 

performed in non-buffered minimal media which may produce different redox reactions, 

some of which are more ‘sluggish’ than others (Morris, 2000). A recent study in S. 

Typhimurium strain 4/74 found that 299 genes were induced significantly (>3-fold) by 1 

mM H2O2 (Wright et al., 2009). These genes included soxS, ahpC, ahpF and katG, the 

latter of which was the most significantly induced gene (up-regulated 673-fold). Similarly 

to the present study, mutant strains lacking katG were susceptible to challenge by H2O2 in 

vitro, although the mutants were able to colonise the spleens of mice (Wright et al., 2009). 

 

The induction of multiple oxidative stress resistance systems during oxygen upshift in lag 

phase highlights either the importance of resisting reactive oxygen intermediates before 

cell division is initiated, or that induced genes respond to other unknown environmental 

cues. Under the conditions tested, reactive oxygen intermediates were not present at 

damaging concentrations during inoculation into an aerobic medium, although additional 

oxidative stress was lethal if present before the defence mechanisms were induced. It was 

particularly interesting that growth history was found to affect oxidative stress sensitivity 

during lag phase, although the geometric lag time was not extended. Future work to 

investigate the effect of oxidative stress on bacterial lag time would involve using a more 

oxygen-sensitive mutant such as the HpxF- strain (ΔkatE ΔkatG ΔkatN ΔahpCF ΔtsaA) 

recently used in a study with S. Typhimurium strain 12023 (Hébrard et al., 2009). 
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6.3.4 Concluding remarks 

The experiments performed in this chapter have concluded that during the inoculation of 

bacteria from a stationary phase culture into fresh LB medium an oxidative stress response 

is elicited as a result of an oxygen upshift and an increased redox potential. Although many 

of the oxygen-responsive genes induced during lag phase are OxyR-responsive, the 

deletion of genes encoding catalases, alkyl hydroperoxide reductases or the regulators 

OxyR and SoxRS did not lead to an increased lag time, although the majority of the mutant 

strains were more susceptible to H2O2 mediated oxidative stress. In summary, while the 

degree of oxidative stress encountered during lag phase under normal growth conditions is 

enough to register oxidative stress at the transcriptomic level, it is not sufficient to cause 

cellular damage. An extreme oxidative insult administered before the middle of lag phase 

(60 minutes) severely affects lag phase bacterial viability, after which point bacteria 

develop oxidative stress resistance prior to cell division. 
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7. Metal ion homeostasis during lag phase 
 

It has been hypothesised that during lag phase in the static growth system, extensive 

homeostasis occurs for a range of metal cations (Rolfe, 2007). The previous study revealed 

the induction of numerous metal ion transport genes within the early part of lag phase and 

reported a preliminary attempt to assess the accumulation of metal ions using inductively-

coupled plasma mass spectrometry (ICP-MS). Chapter 4 of the present study described the 

induction of metal ion transport genes during lag phase after recovery from cold storage 

forming the hypothesis that the uptake of metal cations such as: Fe2+, Mn2+, Mg2+, Ca2+ and 

Na+ may be important during lag phase adaptation. The current chapter aims to identify 

physiologically-important metal ions and their role in lag phase. The growth conditions are 

based on the Rolfe Lag Phase 25 °C static system and aim to phenotypically validate the 

previously-acquired transcriptomic data (Rolfe, 2007). 

 

7.1 Introduction 

 

7.1.1 The role of metal ions in bacterial physiology 

Approximately one-third of all known proteins require metal cofactors (Rosenzweig, 

2002). Metal ion homeostasis represents a delicate balance for bacteria between 

performing necessary biological functions and preventing metal-induced toxicity. This 

section provides a brief overview of the known effects of metal ions on bacterial 

physiology with a focus on E. coli and Salmonella. For reference, the major transporter-

encoding genes for nine physiologically-relevant metal ions are included in Table 7.1. 
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Metal ion Gene Function Reference 
Calcium chaA Ca2+ / H+ antiporter (Ohyama et al., 1994) 
Cobalt cbiMNQO Vitamin B12 adenosyl 

cobalamide precursor 
(Rodionov et al., 2006) 
(Zhang & Gladyshev, 
2010) 

 cboQ Putative Co2+ transport protein coliBASE 
Copper copA Copper ion-import (and export) 

ATPase 
(Espariz et al., 2007) 

Iron entABCDEF Enterobactin (siderophore) 
production 

(Fleming et al., 1983) 

 feoAB Fe2+  transporter proteins (Kammler et al., 1993) 
 fepABCDE Enterobactin receptor proteins (Pierce et al., 1983) 
 fhuABCDEF Outer membrane receptor / 

transporter for siderophores 
(Killmann et al., 1998) 

 iroBCDEN ABC transporter (Wu et al., 2002) 
Magnesium corA Mg2+ transporter (Maguire, 2006) 
 mgtABC Mg2+ transporter (Hmiel et al., 1989) 
Manganese mntH Mn2+ transporter (Patzer & Hantke, 2001) 
 sitABCD Mn2+ transporter (Kehres et al., 2002b) 
Molybdenum modABC Mo2+ transporter (Miyake et al., 1995) 
Nickel nxiA Putative Ni2+ transporter coliBASE 
 STM2759 Putative Ni2+ ABC-transporter 

system 
coliBASE 

 yejB Putative Ni2+ ABC-transporter 
system 

coliBASE 

 yejE Putative Ni2+ ABC-transporter 
system (permease) 

coliBASE 

Sodium nhaA Na+ / H+ antiporter (Thelen et al., 1991) 
Zinc zntA Zn2+ transporter (Lee et al., 2005) 
 znuABC Zn2+ transporter (Patzer & Hantke, 1998) 
 zinT High affinity Zn2+ transporter (Petrarca et al., 2010) 
 
Table 7.1: Physiologically-relevant metal ion import genes. 
All genes present in S. Typhimurium. Function of the gene product in as annotated in 
coliBASE for the S. Typhimurium LT2 genome (accessed May 2010). 
 

 

7.1.1.1 Iron 

The biological availability of iron is limited in certain environments. At pH-neutral 

conditions, iron is primarily present in the environment as insoluble Fe3+ requiring 

solubilisation by siderophores before internalisation can occur (Braun & Hantke, 2007, 

Wooldridge & Williams, 1993). Siderophores bind iron at a very high affinity (e.g. 

enterobactin Kaff,Fe3+ ~1052
 M-1) and can actively compete against other chemical iron 

chelators and biological iron storage systems (Byers & Arceneaux, 1998). The chemical 

flexibility of iron makes it a useful micro-nutrient for assimilation into proteins, acting as a 
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co-factor for enzymes involved in many physiological processes such as: oxidative stress 

resistance, nitrogen fixation, the TCA cycle, oxygen transport, DNA replication, gene 

regulation and virulence signalling (Andrews et al., 2003). Salmonella has developed high-

affinity iron uptake systems to avoid potential iron restriction (Chart & Rowe, 1993) and to 

maintain a physiologically significant basal concentration, approximately 6 x 105 atoms per 

E. coli cell grown in LB medium (Outten & O'Halloran, 2001). Maintaining these iron 

pools is important for bacteria such as Salmonella and restricting the availability of iron 

leads to physiological deficiencies that include: decreased bacterial survival during 

infection of murine macrophages (Nairz et al., 2007),  decreased growth rate (Abdul-

Tehrani et al., 1999), decreased cytotoxin production and an extended lag phase  (Ho et al., 

2004). Conversely, exposure to a high concentration of unbound Fe2+ leads to the 

formation of hydroxyl free radicals through the Fenton reaction: 

(Fe2+ + H2O2 → Fe3+ + OH· + OH−), causing damage to bacterial cells (Gralnick & 

Downs, 2001, Gralnick & Downs, 2003, Imlay & Linn, 1988, Repine et al., 1981, 

Wardman & Candeias, 1996). A recent study showed that murine macrophage phagosomes 

may employ intracellular iron concentrations and Fenton chemistry as a defence 

mechanism against S. Typhimurium. Phagosome iron concentration was measured by S. 

Typhimurium  lacZ-reporter transcriptional fusions to iron-responsive gene promoters 

PiroBCDE and PsodB (Taylor et al., 2009). Salmonella reduces Fenton-derived hydroxyl free 

radicals primarily by flavin reductases (Woodmansee & Imlay, 2002) and other reductases 

such as TrxAB, Gor and GrxAB, some of which are regulated by oxidative stress 

responsive regulators, such as OxyR (Pomposiello & Demple, 2001). In addition, TrxA is 

required for full activity of Salmonella Pathogenicity Island 2 (SPI-2) and survival inside 

phagocytic cells during infection of mice (Negrea et al., 2009). 

 

7.1.1.2 Manganese 

In Salmonella there are two specific systems for the uptake of manganese ions (Mn2+): 

MntH and SitABCD (Zaharik et al., 2004, Kehres et al., 2002b). SitABCD was 

horizontally-acquired by Salmonella along with Salmonella Pathogenicity Island 1 (SPI-1) 

(Hansen-Wester & Hensel, 2001, Lostroh & Lee, 2001) and is therefore absent in E. coli. 

Both sitABCD and mntH expression are transcriptionally-regulated by MntR (STM0835) 

and OxyR (Ikeda et al., 2005, Kehres et al., 2002a) and respond to environmental changes 

in manganese ions and hydrogen peroxide. The expression of both mntH and sitA are 
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markedly induced upon invasion of macrophages (Kehres et al., 2000) and both are 

essential for the successful systemic infection of mice (Zaharik et al., 2004).  

 

The physiological role of Mn2+ is less well-studied than iron. The primary protein known 

to utilise Mn2+ as a cofactor is Mn-superoxide dismutase (Mn-SOD, SodA), which is 

required to combat oxidative stress (Keele et al., 1970). A recent study has determined that 

Mn2+ has a role in the OxyR response to hydrogen peroxide and may be recruited in the 

place of iron to attenuate the build-up of Fenton reaction products (Anjem et al., 2009). 

 

7.1.1.3 Magnesium 

Magnesium ions (Mg2+) are an abundant micronutrient and compete for bacterial divalent 

cation transporters in most environments (Webb, 1970). Because of the relative abundance 

of Mg2+, no high affinity uptake systems are used by Salmonella to accumulate magnesium 

ions however the mgtABC transport systems (Hmiel et al., 1989) and the CorA Mg2+ 

channel  allow the accumulation of magnesium ions (Maguire, 2006). A fully-functional 

CorA ion channel is required for full virulence of S. Typhimurium (Papp-Wallace & 

Maguire, 2008, Papp-Wallace et al., 2008). The mgtC gene is located within the SPI-3 

pathogenicity island of S. Typhimurium and has been found to be crucial for SPI-3 

mediated virulence in S. Typhi (Retamal et al., 2009). During infection, low environmental 

concentrations of magnesium act as a trigger for the PhoP/PhoQ two-component system to 

activate virulence genes in Salmonella (Soncini et al., 1996, Garcia Vescovi et al., 1996) 

highlighting the importance of Mg2+ in co-ordinating Salmonella pathogenicity. Mg2+ 

transport by MgtA has been shown to be regulated by a Mg2+-sensing riboswitch (Cromie 

et al., 2006). A recent study has described an increased thermotolerance phenotype in 

mutated forms of Mg2+-sensing riboswitches suggesting a role for Mg2+ in thermotolerance 

by directly protecting proteins or signalling the induction of thermoprotective machinery 

(O’Connor et al., 2009). Although Mg2+ transport and function have been studied in detail 

for several years, new regulatory roles suggest that many of the functions are still to be 

fully elucidated.     

 

7.1.1.4 Calcium 

Intracellular calcium ions (Ca2+) are generally maintained at sub-micromolar 

concentrations by E. coli via tightly-regulated influx and efflux mechanisms (Jones et al., 
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1999, Jones et al., 2002). Calcium transport is performed in part via the periplasmic 

Ca2+/H+ antiporter, ChaA (Ivey et al., 1993) and a poly-3-hydroxybutyrate polyphosphate 

membrane channel which binds calcium, forming a complex and increases bacterial 

competence (Castuma et al., 1995, Huang & Reusch, 1995, Reusch et al., 1995). 

Conversely, calcium efflux is dependent upon ATP-generated energy as demonstrated in a 

recent study which found that a ΔatpD mutant could not efflux Ca2+ (Naseem et al., 2009). 

Depletion of E. coli intracellular Ca2+ by specific chelators induces de-repression of AhpC, 

an alkyl hydroperoxide reductase, involved in protecting against oxidative stress and 

known to bind the 45Ca2+ isotope (Herbaud et al., 1998). 

 

Previous studies have postulated that a calcium spike could trigger intracellular signalling 

cascades in bacteria, similar to those observed in eukaryotes (Norris et al., 1988) and 

subsequent studies implicated Ca2+ in bacterial chemotaxis (Tisa & Adler, 1992) and the 

cell cycle (Norris et al., 1996), Despite many ongoing studies, the physiological roles for 

intracellular Ca2+ still remain to be fully elucidated. 

 

7.1.1.5 Copper 

Copper is a readily-available metal in most environments and is readily oxidised from Cu+ 

to Cu2+. Intracellular concentrations must be tightly regulated as copper competes for 

proteins which require other metal ion co-factors to function. In addition, the redox active 

Cu+ state can enter the Fenton reaction in a similar way to iron, forming hydroxyl free 

radicals and leading to an accumulation of cellular damage (Magnani & Solioz, 2007). 

Copper ions are primarily transported via the CopA ATPase, in E. coli (Rensing et al., 

2000, Petersen & Moller, 2000). CopA also actively removes excess copper in E. coli and 

Bacillus subtilis; in the latter organism, copper export occurs in partnership with the copper 

metallochaperone CopZ, which binds to the N-terminal domain of CopA during copper 

recycling (Radford et al., 2003). In Salmonella the redox activity of copper ions is utilised 

by the incorporation into SodCI and SodCII, a Cu2+ / Zn2+ superoxide dismutase (Fang et 

al., 1999).  

 

Copper toxicity poses a challenge for bacteria in a range of environments and numerous 

detoxification systems have been developed to meet these challenges. Under aerobic 

conditions a Salmonella ΔcopA mutant strain has a minimal effect upon copper sensitivity, 
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with the function of CopA believed to be partly fulfilled by GolT (Espariz et al., 2007). In 

anoxic environments, CopA has an important physiological role in copper detoxification 

with another protein, CueO (CuiD) (Lim et al., 2002). Recently, a novel CueR-regulated 

copper detoxification protein was discovered in Salmonella, named CueP, which functions 

under anaerobic conditions. Indeed a fully-functional CueP protein can compensate for a E. 

coli cusS  mutant, which encodes a protein involved in copper efflux (Pontel & Soncini, 

2009). Other proteins in S. Typhimurium are required tolerate lethal concentrations of 

copper ions including suppression of copper sensitivity protein, Scs (Gupta et al., 1997). 

Mutant strains lacking either cuiD or scs lose viability in the presence of Cu2+ at millimolar 

concentrations (Lim et al., 2002, Gupta et al., 1997).  

 

In E. coli, the CusCFBA periplasmic copper efflux system ensures intracellular copper ions 

are maintained at sub-toxic concentrations (Rensing & Grass, 2003, Franke et al., 2003). 

This efflux system is not present in Salmonella and instead aerobic copper tolerance is 

dependent upon the detoxification protein CueO, which is believed to oxidise Cu+ to the 

more stable Cu2+ state (Espariz et al., 2007). In E. coli a ΔcueO mutant is fifty-times more 

susceptible to copper toxicity than the wild type strain (Tree et al., 2005). CusRS is a 

chromosomal two-component system in E. coli which may have a role to play in actively 

exporting excess copper ions, along with the plasmid-borne homologues PcoR and PcoS  

(Munson et al., 2000). Homologues of CusR and CusS also exist in Salmonella as SilR and 

SilS respectively which function as the silver ion tolerance response. The multitude of 

copper detoxification systems highlights the danger posed by this metal ion in 

unfavourable redox environments. 

 

7.1.1.6 Zinc 

Zinc is an abundant metal in most environments and is accumulated in E. coli to 

micromolar concentrations (Outten & O'Halloran, 2001). Zinc ions are transported by E. 

coli and Salmonella via several high affinity uptake mechanisms including the ZnuABC 

family of ATP-binding cassette (ABC) transporters (Patzer & Hantke, 1998, Patzer & 

Hantke, 2000) under the control of the transcriptional repressor, Zur. A Salmonella 

enterica ΔznuA mutant is growth-deficient in a Zn2+-limited medium and is attenuated for 

virulence in Caco-2 epithelial cells, human monocytes and BALB/c mice (Ammendola et 

al., 2007). A ΔznuC mutant is also attenuated after oral infection of BALB/c mice 
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(Campoy et al., 2002), suggesting that the ZnuABC transporter is a primary means for 

Zn2+ import and that zinc ions are important for co-ordinating virulence in Salmonella.  

 

Zinc ions are used by prokaryotes to form redox chemical reactions (although Zn2+ is not 

itself a redox active metal ion) and are incorporated into metallochaperones and enzymes 

to prevent oxidative stress and stabilise unfolded proteins (Ilbert et al., 2006). In 

eukaryotes, Zn2+ can be incorporated into cysteine-histidine sites of proteins forming ‘zinc 

fingers’, which are important for transcriptional regulation. Few examples of zinc fingers 

exist in prokaryotes, however the metallothionein protein SmtA contains four zinc residues 

and is involved in intracellular zinc trafficking in the cyanobacterium Synechococcus PCC 

7942 (Blindauer et al., 2001).  

 

Bacteria can utilise low concentrations of zinc ions through high-affinity uptake systems, 

making it difficult to deplete growth media of zinc ions to below physiologically relevant 

concentrations. However, one study analysed the transcriptomic response of E. coli to zinc-

deprivation (≤60 nM Zn2+) and discovered nine up-regulated genes, some of which were 

Zur-regulated including znuA and zinT (Graham et al., 2009).  

  

Excess zinc also has an effect at the transcriptional level. Chemostat-grown E. coli up-

regulate 64 genes in response to a sub-lethal challenge by 0.2 mM zinc sulphate, including 

many genes involved in zinc efflux (Lee et al., 2005). Zn2+ export is mediated by both 

primary and secondary efflux machinery (Blencowe & Morby, 2003). The primary means 

of export is through P-type ATPase complexes (Nies & Silver, 1995), such as ZntA in E. 

coli (Beard et al., 1997), whereas secondary efflux mechanisms include the RND trans-

envelope cobalt-zinc-cadmium (czc) system, first described in Ralstonia metallidurans 

(formerly Alcaligenes eutrophus) (Nies et al., 1989).  

 

7.1.1.7 Nickel 

Nickel is an essential micronutrient which acts as a cofactor for many enzymatic processes 

(Hausinger & Zamble, 2007). In Salmonella, nickel is important for virulence and is 

incorporated into specific nickel-iron (NiFe) hydrogenases which function under anaerobic 

conditions (Zbell et al., 2007). Bacterial nickel transport is performed by a range of 

transporters including the FNR-inducible NikABCDE and NikMNQO ABC-transporters in 
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E. coli (Rodionov et al., 2006, Wu et al., 1989). Salmonella does not contain the 

NikABCDE transport system  and so Ni2+ transport may occur through other, less specific 

mechanisms such as the CbiMNQO Co2+ transporter (Rodionov et al., 2006, Zhang & 

Gladyshev, 2010). Salmonella does however contain NikR, a regulator that has previously 

been shown to transcriptionally-repress gene expression in response to excess nickel, 

including genes encoding outer membrane proteins of Helicobacter pylori (Ernst et al., 

2006). 

 

The CorA channel, which primarily transports Mg2+, also transports Ni2+, Co2+ and Cd2+, 

which can outcompete Mg2+ for CorA (Niegowski & Eshaghi, 2007). Other putative 

transport mechanisms in S. Typhimurium include: NxiA, YejE, YejB, STM2759 and 

STM3860, some of which also transport dipeptides and oligopeptides (by annotation in 

coliBASE).  

 

To ensure intracellular concentrations of nickel are not toxic, efflux mechanisms are 

present to actively pump out excess Ni2+/Co2+ (Nies, 2003), specifically YohM (RcnA) and 

its regulator YohL (RcnR) (Iwig et al., 2008, Iwig et al., 2006, Rodrigue et al., 2005). 

Other general efflux mechanisms are involved in nickel homeostasis including CznABC 

which functions in resistance to heavy metal toxicity and is required for the colonisation of 

the stomach by H. pylori (Stähler et al., 2006). One reason intracellular nickel is 

maintained at low concentrations in bacteria is to avoid inference with iron homeostasis 

(Nies & Silver, 2007). This is confirmed by the transcriptional regulation of rcnA by the 

iron regulator Fur in E. coli (Koch et al., 2007). 

 

7.1.1.8 Other metal ions 

During growth in a complex medium, bacteria encounter micromolar concentrations of 

metal ions, some of which are potentially toxic and others which have useful physiological 

roles (Nies & Silver, 2007).  

 

Chromate ions are encountered rarely by bacteria in most environments and once 

imported are effluxed rapidly before spontaneous conversion to Cr3+ can occur, with 

concomitant formation of toxic free radicals (Nies, 2007). The high affinity phosphate 

transporters (PstSCAB) can also transport arsenate at lower affinities, which is reduced in 
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E. coli by ArsC to arsenite (Ji & Silver, 1992) before removal by the membrane-bound 

ArsB efflux pump (Chen et al., 1986). Aluminium is the most abundant metal in the crust 

of the Earth and can competitively inhibit iron incorporation by siderophores (Illmer & 

Buttinger, 2006). In addition, Al3+ is actively imported into E. coli, probably through 

siderophores (e.g. enterobactin), causing displacement of protons from the cell surface and 

subsequent acidification of the growth medium (Guida et al., 1991).  

E. coli and Salmonella have specific resistance mechanisms for other, low abundance 

metal ions such as gold (Pontel et al., 2007) and silver (Silver, 2003), suggesting that the 

presence of these metal ions may interfere with the homeostasis of other physiologically-

important metal ions. 

 

Low abundance metal ions with a physiological role in bacteria include cobalt which is 

involved in the synthesis of vitamin B12 via the anaerobically-induced cbi gene cluster and 

cobUST encoding the cobalamide precursor machinery (Rodionov et al., 2006). Cobalt 

homeostasis is maintained by the Ni2+/Co2+ YohM efflux pump. Other physiologically-

relevant metal ions include molybdate which is present in its biological form as 

molybdopterin (Mo-Pterin). Anaerobic respiratory enzymes using Mo-Pterin as a cofactor 

include dimethyl sulfoxide reductase (DMSOR), nitrate reductase (narZYWV and narGHJI 

operons) (Blasco et al., 1990) and formate dehydrogenase (Romão et al., 1997, Schwarz et 

al., 2007).  

 

7.1.2 Methods for detecting intracellular metal ions 

Many methods exist for the quantification of metal ions however the best characterised are 

indirect fluorescence detection and the more direct spectroscopic detection. Fluorescent 

detection usually requires the addition of a chemical ligand such as ABEDTA or 8-

hydroxyquinoline-5-sulphonic acid to bind the metal ions and the association of metal ions 

subsequently estimated by colorimetric changes. For routine analysis some of these 

fluorescent techniques provide a relatively inexpensive method for the identification of a 

specific sub-set of metal ions in the µM range (Zhu & Kok, 1998). Fluorescence detection 

methods are constantly optimised and coupled with other techniques such as high 

performance liquid chromatography (HPLC) to give increased sensitivity. One such study 

quantified lead and cadmium concentrations at a detection limit of 3.3 nM for use in 

identifying toxic metal ions in drinking water (Saito et al., 2006). However, low abundance 
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metal ions in standard bacterial cultures are difficult to detect using fluorescence 

techniques. Therefore detection of intracellular concentration of low abundance metal ions 

requires more sensitive methods. 

 

Spectroscopic detection typically involves the atomisation or ionisation of samples and 

then subsequent laser detection. Such techniques include: laser-induced breakdown 

spectroscopy (LIBS), inductively coupled plasma atomic emission spectroscopy (ICP-

AES) and inductively coupled plasma mass spectroscopy (ICP-MS), all of which use 

plasma to produce excited atoms or ions for detection. In ICP-MS, plasma is produced by 

passing an electric current through argon gas, heating the test samples to >9000 °C, 

vaporising and ionising them. During the production of plasma, all electrodes are 

compartmentalised away from the plasma and the samples, to prevent metal contamination 

during analysis. After ionisation, the metal ions are directed into a mass spectrometer for 

measurement (de Hoffmann & Stroobant, 2002, Thomas, 2001). The most advantageous 

aspect of ICP-MS is the high degree of sensitivity (1 x 10-15 M), which is 100 times more 

sensitive than ICP-AES (de Hoffmann & Stroobant, 2002), coupled-with high-throughput 

capability. 

 

ICP-MS has previously been used to detect and quantify a range of physiologically 

important intracellular metal ions in E. coli (Outten & O'Halloran, 2001, Tree et al., 2005), 

and ICP-AES has been used to measure intracellular iron concentrations in Salmonella 

(Velayudhan et al., 2007). These previous studies have established protocols for the 

application of spectroscopic techniques to specific biological samples. 

 

Spectroscopy techniques allow the accurate quantification of a wide range of metal ions 

from a sample; however they are generally expensive, labour intensive techniques and 

prone to background contamination. For the direct quantification of intracellular metal 

concentrations described in this Chapter, ICP-MS was used after optimisation to minimise 

background contamination of test samples. 
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7.2 Results 

 

7.2.1 Optimisation of the ICP-MS protocol. 

In order to quantify accurately the intracellular metal concentrations, a robust protocol 

needed to be established that would ensure that background metal contamination was 

minimal. Metal contamination of samples could arise from various sources including the 

water to wash the samples, personal contamination (e.g. skin or hair) or from the plastic 

sample tubes. To minimise the contamination, polycarbonate or polypropylene co-polymer 

centrifuge tubes were used which leach fewer metal ions. In addition, plastic tips and 

centrifuge bottles were acid-washed prior to cell harvesting. An initial test was performed 

to ensure that sample contamination was low and to check the reproducibility of the 

protocol. Two culture volumes were used to test the reproducibility of the protocol at the 

60 minute lag phase time-point - 100 ml culture (4.87 x 107 CFU) and 200 ml (9.73 x 107 

CFU). In addition, procedural blanks were tested to quantify the contamination associated 

with the experimental technique. The blank samples consisted of either 5 ml MilliQ (18.2 

MΩ / cm) pure water (water control) or empty non-acid washed polycarbonate tubes 

(Plastic), containing only the hydrogen peroxide-nitric acid mixture used to digest the 

samples prior to analysis. Once digested, the samples were analysed by ICP-MS and the 

concentration of different metal ions were determined per ml of sample run (Figure 7.1).  

 

The initial experiment revealed that four physiologically important metal ions: manganese, 

magnesium, iron and copper were present in cells at a similar concentration in both the 100 

ml or 200 ml culture samples (t-test p-values ranged from 0.5-0.7). For these initially-

analysed metal ions at the 60 minute time-point, magnesium was the highest accumulated 

metal (~0.7 µg / ml) of culture. Copper was accumulated at the lowest concentration (~2.0 

ng / ml). However, the majority of the cations tested were still detected in the procedural 

blanks. The concentrations of these metal ions were considerably lower than in the 

biological samples and varied depending on the metal analysed. This preliminary test 

identified a source of contaminating metal ions leached from the plastic sample tube, 

which could not be totally eliminated by further protocol refinement. Additional protocol 

optimisation was performed to minimise background traces of metal ions.  
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Figure 7.1: Initial measurement of four metal ions at 60 minutes lag phase. 
ICP-MS quantification of intracellular concentrations of four physiologically important 
metal ions: (A) manganese, (B) magnesium, (C) iron  and (D) copper  for either 100 ml or 
200 ml of bacterial culture. Metal concentration shown as nanograms (ng) per ml of 
sample analysed in the ICP-MS calibration buffer (Section 2.4.1.2). For clarity, the 60 
minute lag phase cultures were normalised by volume. Experimental controls were used 
including MilliQ 18.2 MΩ/cm dH2O (Water control) and empty polycarbonate tubes 
(Plastic). Error bars show the standard error of the mean (SEM) of five independent 
biological replicates. 
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7.2.2 Quantifying metal accumulation through growth 

During the optimisation of sample preparation, 1 mM ethylenediaminetetraacetic acid 

(EDTA) chelator (pH 8.0) was added to the harvested cell pellets to bind any extracellular 

metal ions. The EDTA was removed by two further wash steps with MilliQ water. The 

biological replicates were decreased from five to three so that all of the samples could be 

run simultaneously in the ICP-MS analyser. In order to gain a more representative analysis, 

the volume of lag bacterial culture was increased to 750 ml (~4 x 108 CFU). The triplicate 

samples were run simultaneously and analysed for 36 metal ions, some of which were 

below the detection limit (1 pg per ml sample).  

 

This protocol (Section 2.4.1) was used to analyse bacterial samples throughout growth at: 

stationary phase (48 hour inoculum), lag phase (4 minutes, 20 minutes, 60 minutes and 120 

minutes post-inoculation), mid-exponential phase (8 hours) and early stationary phase (24 

hours). As a result of the protocol refinement, there was less variability between the 

samples and growth phase dependent accumulation of some metal ions was observed 

(Figure 7.2 and Figure 7.3). The accumulation of some metal ions was correlated with 

previous gene expression data (Rolfe, 2007) and provided a phenotypic confirmation of 

metal ion transporter gene expression (Figure 7.2). This validation was shown for six 

physiologically-relevant metal ions with known and putative transporters. Additionally for 

cobalt, the expression of yohM encoding the Ni2+/Co2+ efflux machinery and the regulator 

encoding gene, yohL were shown to provide transcriptional evidence for removal of 

intracellular Co2+.  

 

The concentrations of metal ions accumulated were measured as attomoles (10-18 moles) 

per cell, as calculated by viable counts (Figure 7.3I). The relative intracellular 

concentrations of the four metal ions quantified during the initial experiment were the 

same after optimisation, with magnesium the most abundant, followed by iron and 

manganese. Copper was the least abundant of these four metal ions (Figure 7.2 and Figure 

7.3). The protocol optimisation decreased the standard error of the mean for each of these 

test metal ions at 60 minutes lag phase, by between 81.0 % (Cu2+) and 99.2 % (Mn2+). 

 

The trends for metal accumulation were robust with lag phase accumulation occurring over 

multiple time-points. Of the published physiologically-relevant metal ions with known 
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transporters, manganese and calcium showed a trend of accumulation during lag phase. 

Iron accumulation was less drastic compared with the inoculum, exhibiting a two-fold 

higher concentration of iron present at 4 minutes and 20 minutes post-inoculation than in 

the inoculum sample. Accumulation of iron subsequently decreased for the remainder of 

growth. This correlated with the gene expression data for all annotated iron homeostasis 

machinery, which are significantly up-regulated during early lag phase. However, iron 

accumulation decreased towards the end of lag phase with iron homeostasis genes still 

highly-expressed. This suggests that the iron-specific transport machinery is also regulated 

at the post-transcriptional level. The increase in expression of specific metal transporters 

correlates well with metal accumulation for both manganese and calcium, suggesting that 

interpretation of the cellular response is easier to achieve for metal ions with fewer 

transporters. In the case of manganese transport, the sitABCD genes are up-regulated for 

the duration of highest manganese accumulation whereas the more specific mntH gene is 

down-regulated by 60 minutes and throughout the remainder of growth. These data suggest 

that manganese uptake occurs primarily through sitABCD which is absent in E. coli, and 

suggests different mechanisms for mntH and sitABCD regulation.    

 

Interestingly, the intracellular concentration of molybdenum (Mo2+) and cobalt (Co2+) 

decreased during lag phase compared with the stationary phase inoculum. This decrease in 

accumulation correlates with down-regulation of Mo2+ transporter encoding genes, 

(modABC) from 20 minutes post-inoculation until the end of lag phase (Figure 7.2E) and 

Co2+ transporter encoding genes throughout lag phase (Figure 7.2F). The decrease in the 

concentration of metal ions during early lag phase suggests that efflux mechanisms were 

responsible for the removal of these intracellular cations. This hypothesis was confirmed 

for Co2+ by the marked up-regulation of yohM, encoding the Ni2+/Co2+ specific efflux 

pump, towards the end of lag phase and during mid-exponential phase. There is no known 

Mo2+-specific efflux machinery, so the transcriptional evidence is not available to help 

interpret the decrease in concentration of this metal. The decrease in Mo2+ concentrations 

may be due to non-specific efflux machinery or exit through membrane porins. 
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Figure 7.2: Metal homeostasis gene expression correlate with detected metal ions. 
ICP-MS quantification of intracellular metal ions. Metal concentration shown as attomoles 
(amol) per cell (CFU) and error bars represent the standard error of the mean (SEM) for 
three independent replicates. Gene expression data shown as a heat-map (Pearson 
correlation) of non statistically-filtered data as a fold change compared with the 48h 
stationary phase inoculum (Inoc). Individual genes or operons are labelled (e.g. cbi 
represents 15 Co2+ transport genes within the ‘cbi’ operon). Further gene details in Table 
7.1 Time-points shown in minutes for lag phase samples. The mid-exponential phase 
(MEP) sample represents an 8 hour time-point and the early stationary phase sample (ES) 
represents a 24 hour sample. Relevant transporters are labelled based upon their annotated 
function in coliBASE (accessed December 2009). 
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ICP-MS was used to quantify the intracellular concentrations of other metal ions, some of 

which have no known physiological role and some which are toxic under certain 

conditions. The accumulation of some of these metal ions occurred in a growth phase 

dependent manner, even though no known specific transporter exists (Figure 7.3). The 

ICP-MS measurement of other metal ions, which were either present at very low 

concentrations, or did not show growth phase dependent accumulation, are not shown in 

Figure 7.3 but are included in Appendix E. 

 

The highest accumulation of copper (Figure 7.3A), aluminium (Figure 7.3C), and 

chromium ions (Figure 7.3F) occurred at 20 minutes post-inoculation and in each case the 

metal ions decreased by 60 minutes, suggesting that each of these metal ions was removed 

by this time-point.    

 

Other metal ions were accumulated maximally during mid-exponential phase, such as 

magnesium (Figure 7.3B) and cadmium (Figure 7.3D). Interestingly the expression of the 

magnesium transporters mgtABC did not correlate with this accumulation, suggesting other 

routes for magnesium accumulation, possibly through non-specific ion channels (e.g. 

CorA) which could account for the non-specific accumulation of cadmium at this time-

point. Strontium uptake (Figure 7.3E) was maximal within four minutes post-inoculation 

and throughout lag phase. This pattern of accumulation was very similar to calcium 

accumulation (correlation coefficient = 0.997) and manganese uptake (correlation 

coefficient = 0.993), suggesting non-specific transport was responsible. The similarity 

between the alkaline earth metal ions strontium and calcium at the atomic level raises the 

possibility that strontium accumulation is through the ChaA Ca2+ / H+ antiporter. This 

would need to be confirmed through additional analyses including deletion of chaA and 

determining the effect upon intracellular strontium concentrations. The intracellular 

concentration of zinc through growth (Figure 7.3H) is maintained at approximately 0.4 

amol / cell and is the only metal analysed which is not accumulated in a growth phase 

dependent manner. The variability in zinc concentrations at each time-point is quite high 

and further analyses would need to be performed to elucidate any specific accumulation.  
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Nickel is accumulated maximally during stationary phase and is actively-removed from the 

bacteria within twenty minutes of inoculation into the fresh medium, for the entirety of lag 

phase (Figure 7.3G). The re-accumulation of nickel only begins during mid-exponential 

phase and continues into early stationary phase. The trend of nickel uptake and efflux is 

quite similar to that of cobalt (correlation coefficient = 0.853) and the intracellular 

concentrations are similar (maximal accumulation ~0.035 amol / cell). The presence of 

nickel and cobalt inversely correlates with the availability of oxygen in the medium, 

raising the possibility that nickel and cobalt ions interfere with metal homeostasis during 

aerobic growth. The expression of yohL and yohM are consistent with the removal of 

nickel by this specific efflux system. The ICP-MS technique did not distinguish between 

concentrations of ‘free’ metal ions and stored ions used as co-factors within 

metalloproteins; therefore it is not possible to highlight a specific role for intracellular 

metal ions. 
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Figure 7.3 (Continued on next page…) 
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Figure 7.3: Concentration of toxic metal ions changes during the growth cycle. 
ICP-MS quantification of intracellular metal concentrations shown as attomoles (amol) per 
cell (CFU). Samples taken from 48 hours stationary phase (Inoc), lag phase (shown as 
minutes post-inoculation), mid-exponential phase (MEP) and early stationary phase sample 
(ES). Error bars represent the standard error of the mean (SEM) for three independent 
replicates (A-H). (I) Table depicting the concentration of cells (CFU) analysed at each 
time-point, calculated by total viable counts. 
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7.2.3 Effect of metal chelation on the growth of S. Typhimurium. 

 

7.2.3.1 EDTA metal ion chelation 

The quantification of intracellular metal ions revealed that different metal ions were 

preferentially accumulated throughout growth, many within lag phase. In order to elucidate 

the effects of metal depletion, S. Typhimurium was grown under optimal conditions at 37 

°C in LB with or without EDTA (Figure 7.4). From the optical density growth curve it was 

apparent that bacteria grew more slowly in the presence of EDTA. Although optical 

density growth curves are not ideal for quantifying lag time, this experiment suggested that 

the duration of lag phase was increased in the presence of EDTA. 

 

Although EDTA addition resulted in an increased lag time (due to metal chelation), it was 

not apparent whether these effects were due to depletion of metal ions from the growth 

medium or via physical disassociation of these ions from the cell membrane, causing 

cellular damage. Physically damaged cells show an increased lag time after inoculation 

into fresh medium as cellular repair needs to be completed, resulting in more metabolic 

work being performed before growth can be initiated (Baranyi & Roberts, 1994). In order 

to determine whether the bacteria were damaged by incubation in the presence of EDTA, 

bacterial cultures were grown for 16 hours at 37 °C in the presence or absence of 1 mM 

EDTA to determine if the bacteria reached the same final cell concentration (Figure 7.5A). 

For the three biological replicates tested, it was apparent that the addition of 1 mM EDTA 

did not adversely affect the ability of the bacterial cultures to grow to a high final cell 

concentration.  
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Figure 7.4: Metal chelation by EDTA affects growth in LB at 37 °C. 
OD600 growth curve in LB (blue line) or LB + 1 mM EDTA chelator (red line) over 7 hours 
of growth at 37 °C with agitation at 250 rpm. Error bars represent the standard deviation of 
three biological replicates.  
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Figure 7.5: Metal chelation does not affect final cell density or re-growth in LB. 
(A) Final stationary phase cell density of three biological replicates after approximately 16 
hours growth in 5 ml LB in the presence or absence of 1 mM EDTA at 37 °C with 
agitation at 250 rpm. (B) OD600 growth curve in LB (pH 7.0) after growth in LB (blue line) 
or LB + 1 mM EDTA (red line) over 7 hours growth at 37 °C with agitation at 250 rpm. 
Error bars represent the standard deviation of three biological replicates.  
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The stationary phase culture grown in the presence of 1 mM EDTA was used as an 

inoculum to observe growth in LB at 37 °C. The bacterial cells were washed in LB to 

remove traces of the chelator and subsequently inoculated into fresh medium at an initial 

cell concentration of ~5 x 106 CFU / ml and growth observed over seven hours (Figure 

7.5B). The experiment was designed to determine whether any cellular damage had 

occurred during growth in the previous environment with EDTA (low metal ‘history’), in 

which case the lag phase would be extended. It was also possible that growth in a low 

metal environment had selected for cells which could compete more effectively more metal 

ions against the chelator and so would adapt faster after inoculation into a fresh medium, 

manifesting as a shorter lag time. If no EDTA-induced cellular damage or adaptation to a 

low metal environment occurred, the lag phase and growth rates between the samples 

would be the same. 

 

Recovery in LB, after growth in a low-metal environment (+EDTA), was very similar to 

inoculation from LB medium alone (correlation coefficient = 0.996). This recovery 

suggests that there was no significant cellular damage as a result of the previous EDTA 

treatment. In addition, the low metal environment did not appear to have increased the 

ability of the bacteria to accumulate metal ions, as reported previously for phosphate 

uptake in E. coli (Hoffer et al., 2001). Any increased metal ion sequestering by the 

bacterial population would have been expected to lead to a rapid resumption of growth and 

therefore a shorter lag time.  

 

Although the optical density growth curves described above provided a general indication 

of an increased lag time in the presence of EDTA, meaningful quantification of the 

geometric lag time and growth rate of S. Typhimurium needed to be performed using the 

lag phase static system at 25 °C (Figure 7.6). Bacteria inoculated at ~105 CFU / ml in LB, 

supplemented with 1 mM EDTA, had a longer lag phase compared to growth in LB alone. 

Despite the increase in lag time in the presence of EDTA, the doubling time of the 

bacterial population was similar.  
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Figure 7.6: Addition of EDTA extends the lag time but not the doubling time. 
(A) Two biological replicates of viable count growth curves in LB or LB + 1 mM EDTA 
over 9 hours at 25 °C. Curve fitted by DMFit. (B) Growth parameters as calculated by 
DMFit for the two biological replicates. The individual replicates for each growth 
parameter are shown, separated by a comma (,). 
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To confirm the increased geometric lag time phenotype in the presence of 1 mM EDTA, a 

full growth curve over 24 hours was performed in the static growth system using a lower 

(103 CFU / ml) starting inoculum (Figure 7.7). The lower inoculum allowed the 

exponential phase of bacterial growth to be observed over a longer period, providing a 

more accurate estimation of lag time. The lag time for the LB grown culture was almost 3 

hours, which was increased to over 5.5 hours by the addition of 1 mM EDTA. The EDTA-

dependent increase in lag time phenotype was rescued with the addition of both 1 mM Fe2+ 

and 1 mM Mn2+. The LB + EDTA culture showed approximately the same growth rate as 

the other cultures and reached comparable final cell densities over 24 hours (Figure 7.7B). 

The fact that the addition of metal ions overcame the growth defects of the EDTA-

supplemented cultures highlights the effect of metal chelation on bacterial lag time. In 

addition, the lack of impaired exponential growth and the similar final cell concentrations 

suggests that the effects on lag time were due to decreased concentrations of metal ions 

during the earliest stages of growth, rather than de-stabilisation of the cell membrane. 

However, no conclusions could be made regarding the absolute requirement of the bacteria 

for Mn2+ or Fe2+ specifically, as these metal cofactors may have bound to the EDTA 

directly. The binding of Fe2+ or Mn2+ to the EDTA chelator would likely have resulted in a 

lower concentration of available EDTA to bind other physiologically-important metal ions.  
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Figure 7.7: Addition of divalent metal cations rescues increased lag phenotype. 
(A) Single replicate of a lower inoculum (~103 CFU / ml) viable count growth curves in 
LB +/- 1 mM EDTA, +/- 1 mM MnCl2 (Mn2+) or FeCl2 (Fe2+) over 25 hours at 25 °C. 
Curve fitted by DMFit. (B) Growth parameters in the static growth system were calculated 
by DMFit. 
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7.2.3.2 Chelex-100 chelation 

The addition of EDTA increased the bacterial lag time in the static system (Figure 7.6 and 

Figure 7.7), however it was not possible to determine whether the increased lag phenotype 

was due to the lack of available metal ions or whether the EDTA directly caused damage to 

the bacteria. To distinguish between these two scenarios, the bacteria were grown in LB 

medium supplemented with a Chelex-100 matrix to deplete the medium of metal ions, as 

per the manufacturer’s instructions (Section 2.1.3.2). Chelex-100 was chosen for these 

experiments because the matrix-bound chelator could be easily removed from the growth 

medium during preparation, so there would be no direct contact between the chelating 

matrix and the bacteria used for inoculation. The medium pH was adjusted to 7.0 prior to 

inoculation, so that any effect upon growth was attributable to the metal ion deficiencies 

rather than pH. The Chelex-100 treatment allowed for metal ions to be supplemented in 

isolation in subsequent experiments to determine the effect on bacterial lag time. The 

intracellular metal ion concentration could also be quantified by ICP-MS, to determine 

whether the supplemented metal ions were being accumulated at increased concentrations 

to compensate for the absence of other metal ions.  

 

The concentration of metal ions in LB medium varies between batches and has not been 

widely reported. One previous ICP-MS study estimated the concentrations of some metal 

ions in LB medium (Outten & O'Halloran, 2001) and found the major constituent metal 

ions to be potassium, magnesium, calcium and zinc. The concentration of metal ions ions 

in LB used in the present study are shown in Appendix E, and correlated well with the 

study by Outten and O’Halloran (2001), with the most abundant metal ions being 

potassium and sodium. These two monovalent cations would not be bound by the Chelex-

100 resin.  

 

Side-by-side growth curves were performed in the static growth system at 25 °C to 

determine any changes in the growth parameters of the metal depleted cultures compared 

with LB grown cultures (Figure 7.8). Analysis of the growth parameters revealed that the 

lag time and growth rate are not different. It is not apparent from this experiment whether 

the Chelex-treated LB medium is totally depleted for metal ions. Further analyses would be 

required, including quantification of metal concentration present in the treated LB medium, 

using ICP-MS. The Chelex matrix contains sodium iminodiacetate, the same active group 
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as EDTA. The binding affinity of Chelex-100 is 0.4 mEq / ml which may not be high 

enough to deplete all metal ions to below physiologically-relevant concentrations. Based 

on the metal concentration in LB medium (for 21 divalent or trivalent cations present at 

>0.1 ng / ml) an equivalence value of 84.1 mEq would be required. Such equivalence 

corresponds to 136.6 g Chelex-100 required per litre of medium, considerably higher than 

the 50 g per litre recommended for use in the present study. Depletion of the total metal 

ions in the growth medium would be essential before the lag phase-specific roles of 

particular metal cations could be elucidated further.  

 

7.2.4 Effect of chelation on bacterial motility and oxidative stress 

Lag time was noticably increased after the addition of 1 mM EDTA. To understand this 

effect further and to determine the effect of metal chelation on key physiological processes, 

bacterial motility and oxidative stress resistance were investigated at 37 °C (Figure 7.9). 

Stationary phase bacterial cultures (109 CFU / ml) were grown overnight in LB medium 

under agitation (250 rpm). For the motility assay, 1 µl of this culture (106 CFU) was added 

to motility agar plates, either blank or supplemented with 1 mM EDTA, 1 mM MnCl2, or 

both and incubated at 37 °C for 6 hours. The addition of EDTA significantly decreased 

bacterial motility (Figure 7.9A), most likely by chelating metal ions required for growth. 

The effect was removed by the addition of Mn2+ which had no effect on motility per se.  

 

EDTA also caused decreased viability on solid media in the presence of hydrogen peroxide 

(Figure 7.9B). This sensitivity was rescued by the addition of 1 mM Mn2+ or Fe2+ but not 

by monovalent K+ which is not bound by EDTA. Interestingly, the supplementation of 1 

mM Fe2+ significantly increased the sensitivity of S. Typhimurium to hydrogen peroxide, 

possibly due to the formation of Fenton reaction products.  
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Figure 7.8: Addition of Chelex-100 has no effect on bacterial growth. 
(A) Two biological replicates of viable count growth curves in LB or LB + 5 % Chelex-
100 over 9 hours at 25 °C. Curve fitted by DMFit. (B) Growth parameters as calculated by 
DMFit for the two biological replicates. The individual replicates for each growth 
parameter are shown, separated by a comma (,). 
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Figure 7.9: Metal chelation affects motility and sensitivity to oxidative stress. 
(A) Result of bacterial motility in low agar solid medium (Section 2.1.4.1) non-
supplemented (Control) or supplemented with 1 mM EDTA, 1 mM MnCl2 or both.  Zone 
of motility measured after 6 hours incubation at 37 °C. (B) Hydrogen peroxide sensitivity 
assay (Section 2.1.9.1) on LB agar plates in the presence of 3 % (w/v) (882 mM) hydrogen 
peroxide. Agar was either not supplemented (Control) or with added 1 mM EDTA, 1mM 
MnCl2 (Mn), 1 mM FeCl2 (Fe), 1 mM KCl (K) or combinations therein. Zone of growth 
inhibition measured after approximately 16 hours incubation at 37 °C. Error bars represent 
the standard deviation of three biological replicates. Significant differences between the 
‘Control’ and other samples were calculated by t-test and are indicated by asterisks as 
follows: *, p0.05; **, p0.005; ***, p0.001. 
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7.2.5 Growth of a ΔmntH ΔsitABCD mutant strain. 

The technical challenges in depleting all metal cations in the LB growth medium means it 

is difficult to elucidate the effect of specific metal ions. One potential solution is to 

construct metal transport mutants for particular physiologically-important metal ions. 

Drawbacks to this method include the fact that multiple transport systems can be utilised 

for some metal ions (e.g. iron) under different environmental conditions. There are also 

potentially unknown metal ion transport systems which may confer functional redundancy 

when characterised transporters are removed. The other factor to consider is the low-

specificity binding of some transporters for secondary metal ions, which could potentially 

make entirely blocking the transport of a single metal very challenging. In order to test the 

possibility of blocking single metal transportation, a mutant was made in the two systems 

for manganese transport, MntH and SitABCD. Manganese was chosen as a suitable 

candidate metal as it is strongly accumulated during lag phase and has relatively few 

dedicated transporters systems, all of which are lag phase induced at the transcriptomic 

level (Figure 7.2A). Mutants were made using the Lambda-Red protocol (Section 2.3.9), 

combined into S. Typhimurium SL1344 through a P22 phage transduction and verified via 

DNA sequencing (Appendix B). 

 

These mutants were grown in the lag phase static system from a low inoculum for 25 hours 

to determine whether the inability to transport manganese restricted growth or an increased 

lag time (Figure 7.10). The genes encoding each manganese ion transport system were 

deleted individually (Figure 7.10A and Figure 7.10B) to ascertain whether the deletion of 

one system had a greater effect than the other. In addition, a mutant strain deficient for 

both manganese ion transporters was constructed (Figure 7.10C). Of the mutants tested, 

none showed an increased lag time or an increase in doubling time which suggested that 

mutations in these systems were not crucial for growth. It is however important to note that 

this experiment does not comprehensively show that manganese is not required for full 

growth in the static lag system. It would be crucial to measure the intracellular 

concentrations of manganese in the mutant strains to determine to what extent they are 

depleted for manganese. It is possible that manganese is still being accumulated through 

other non-specific transport systems to compensate for the loss of these high-affinity 

transporters and direct quantification would be required to determine this conclusively.   
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Figure 7.10: Dedicated manganese transporters are not essential for growth. 
Two biological replicates of low inoculum (103 CFU / ml) viable count growth curve in the 
static growth system. Growth curves show a side-by-side comparison of wild-type SL1344 
against (A) ΔmntH::cat (B) ΔsitABCD::kan (C) ΔmntH::cat ΔsitABCD::kan mutants. 
Curve fitted by DMFit. 
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7.2.6 Oxidative stress resistance of the ΔmntH ΔsitABCD mutant. 

The lack of a growth phenotype associated with the deletion of genes encoding MntH and 

SitABCD suggested that either Mn2+ was not an essential micronutrient or that the deleted 

transporters were not required for growth. A previous study correlated the inability to 

import Mn2+ with increased sensitivity to hydrogen peroxide (Anjem et al., 2009). It was 

therefore hypothesised that if MntH and SitABCD were solely required for Mn2+ import, 

the ΔmntH::cat ΔsitABCD::kan mutant strain would be more sensitive to oxidative stress. 

To test this hypothesis, a hydrogen peroxide disc diffusion assay was performed to 

compare the oxygen sensitivity of the ΔmntH::cat ΔsitABCD::kan mutant and wild-type 

bacterial strains (Figure 7.11). 

 

The loss of the Mn2+-specific transport systems did not increase oxidative stress 

significantly when challenged with hydrogen peroxide (t-test, p=0.11). Variability between 

replicates was higher in the ΔmntH::cat ΔsitABCD::kan mutant compared with the wild-

type strain, and may account for why no difference in the loss of viability was discernible 

over the replicates tested. Further evidence is required to elucidate the role of Mn2+ in 

mediating resistance to hydrogen peroxide and to determine whether additional Mn2+ 

transporters exist in S. Typhimurium. ICP-MS could be used to measure the intracellular 

metal ion concentration in the ΔmntH::cat ΔsitABCD::kan mutant strain, and determine 

whether there is a decrease in intracellular concentration of Mn2+, as reported previously in 

E. coli (Anjem et al., 2009).   
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Figure 7.11: The Mn2+ transport system is not required to resist oxidative stress. 
Hydrogen peroxide sensitivity assay (Section 2.1.9.1) on LB agar plates in the presence of 
diffused 0.6 M hydrogen peroxide. Zone of growth inhibition measured after 
approximately 16 hours incubation at 37 °C. Error bars represent the standard deviation of 
three biological replicates. No significant difference between the SL1344 (Wild-type) and 
mutant sample (ΔmntH::cat ΔsitABCD::kan) was observed (t-test, p=0.11). 
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7.3 Discussion 

 

7.3.1 Detection of intracellular metal ions 

The present study has identified the intracellular accumulation of fourteen metal ions 

throughout growth in the static lag phase system. The majority of these metal ions show a 

growth phase specific accumulation with seven metal ions being accumulated specifically 

during lag phase: manganese, calcium, iron, copper, aluminium, strontium and chromium. 

The ICP-MS method to detect bacterial metal accumulation has been described elsewhere 

(Outten & O'Halloran, 2001, Rolfe, 2007, Tree et al., 2005). Rolfe (2007) performed a 

preliminary experiment to identify lag phase-specific accumulation in S. Typhimurium 

using the static lag phase system, however detected high concentrations of background 

metal ions and a large degree of variability between samples. An optimised method 

developed in the present study has considerably decreased experimental uncertainty. 

Despite the variability, Rolfe (2007) made observations consistent with the present study. 

A number of several metal ions are accumulated at specific growth-phases; these include 

the lag phase specific accumulation of: manganese, calcium, strontium, chromium and to a 

lesser extent, iron. Like the present study, magnesium was also detected at the highest 

concentration during mid-exponential phase of growth. There were, however discrepancies 

between the present and previous study for some metal ions including sodium which was 

accumulated maximally during mid-exponential phase in the present study but was 

identified as a lag phase accumulated metal in the previous study. No nickel efflux during 

lag phase was observed by Rolfe (2007), and instead there was maximal accumulation by 

20 minutes post-inoculation. However, the relatively large variability in the Rolfe (2007) 

data required further testing with an improved method. The present study optimised the 

ICP-MS protocol and included two additional lag phase time-points, which provided 

internal verification of the growth phase-specific metal ion accumulation.  

 

The increase in the concentration of cells that were sampled helped to decrease variability 

and increase the signal-to-noise ratio. Previous studies focussed on intracellular metal 

concentrations of mid-exponentially growing bacteria, with the exception of the Rolfe 

(2007) study. In the present study, increasing the starting cell concentration from 4.87 x 

107 CFU to 9.73 x 107 CFU (Figure 7.1) did not decrease the error between replicates. 

Further optimisation by the addition of an EDTA washing step and increasing the starting 
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cell concentration to 4.00 x 108 CFU caused a decrease in variability for most metal ions 

(Figure 7.2 and Figure 7.3).  

 

7.3.1.1 Comparisons with previous studies 

The results from the optimised protocol were generally consistent with a previous study 

using ICP-MS to investigate intracellular concentration of metal ions in mid-exponentially 

growing E. coli (Outten & O'Halloran, 2001). In E. coli, the concentration of magnesium 

was higher than Ca2+, Fe2+ and Mn2+ (Outten & O'Halloran, 2001). This trend was also 

noted in the present study, although intracellular Ca2+ was present at higher concentrations 

in S. Typhimurium grown in the static system. As observed in E. coli (Outten & 

O'Halloran, 2001), Mn2+ accumulation was approximately 10-fold lower than Fe2+ 

accumulation at mid-exponential phase in S. Typhimurium. Discrepancies between the 

present and Outten and O’Halloran (2001) studies could be due to differences in 

Salmonella and E. coli physiology or growth conditions which were statically grown in 

filter sterilised LB in the present study. Using the ICP-MS data and the dimensions of 

stationary phase Salmonella cells from Figure 3.9 it is possible to compare the 

concentrations of metal ions with the published literature. For example, a S. Typhimurium 

bacterium in the 48 hour stationary phase culture contains approximately 52 mM ‘total’ 

Ca2+, based on 29.5 amol / cell Ca2+ determined via ICP-MS in the present study (Figure 

7.2B). This is higher than reported for ‘free’ Ca2+ in E. coli detected via fluorescent 

spectrocscopy (Jones et al., 2002), suggesting that either Ca2+ in Salmonella is mostly 

bound or that there was a large contaminant of Ca2+ associated with the bacterial cell. 

Future work could attempt to elucidate the concentration of ‘free’ Ca2+ in S. Typhimurium, 

which may highlight a role in intracellular signalling (Jones et al., 2002). 

 

The present results obtained using ICP-MS correlate well with an older study using a 

spectro-chemical technique to measure a range of inorganic elements (expressed as dry 

weight) in late exponentially-growing E. coli on minimal medium (Rouf, 1964). Rouf 

(1964) identified the relative abundance of E. coli-associated metal ions as follows: 

magnesium> iron > calcium > zinc > sodium > copper (Rouf, 1964). The present study at 

mid-exponential phase identified Na+ as being more abundant than the Rouf (1964) study, 

possibly due to the high concentration of NaCl (~0.17 M) present in LB medium. In 

addition, there was an increased concentration of Ca2+ compared with Fe2+, however the 
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differences in concentration were very small between metal ions and showed surprisingly 

similar traits between E. coli and Salmonella despite the difference in growth phases and 

media constituents. It is worth considering that Rouf (1964) did not include any wash steps 

and so the measurement involved the total associated metal ions and not solely the 

intracellular metal concentrations. 

 

Generally, the ICP-MS technique used in this study correlates well with the Outten and 

O’Halloran (2001) and Rouf (1964) studies and increases the knowledge of metal 

accumulation throughout growth. This study builds upon the preliminary work performed 

by Rolfe (2007), by looking at more lag phase time-points including early after 

inoculation, within four minutes, and successfully correlates some metal transporter gene 

expression data with intracellular metal ion concentration.  

 

7.3.1.2 Metal accumulation and implications for lag phase 

The detailed time-course data from the present study identifies growth-phase specific 

trends. The lag phase specific accumulation of manganese correlates well with the 

dissolved oxygen concentration and the expression of OxyR-regulated genes (Rolfe, 2007) 

leading to the hypothesis that increased manganese accumulation may be a response to 

OxyR-controlled expression of mntH (Ikeda et al., 2005, Kehres et al., 2002a). This would 

enable the bacterium to tolerate the higher dissolved oxygen concentration encountered 

during lag phase, as Mn2+ has been shown to mediate against oxidative stress in E. coli 

(Anjem et al., 2009). When comparing the metal ion accumulation during lag phase with 

the stationary phase inoculum, in the present study, it was observed that Mn2+ was 

imported to a greater extent than Fe2+. This Fe2+ / Mn2+ balance may represent a bacterial 

defence mechanism to prevent the build-up of Fe2+ during oxygen upshift upon 

inoculation, thereby minimising the concentration of damaging Fenton reaction by-

products (Wardman & Candeias, 1996).  

 

The expression of iron import-encoding genes increases during lag phase. Despite this, the 

expression of the Fe2+ inducible ferric uptake regulator, fur is also up-regulated. Increased 

production of Fur would be expected to lead to a decrease in expression of iron responsive 

genes (Tsolis et al., 1995), as a result of Fur activation by binding of free intracellular Fe2+ 

to the Fur apoprotein and subsequent transcriptional regulation of Fur-responsive genes. 
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The transcriptional profile of iron responsive genes during lag phase suggests that the 

intracellular concentration of free Fe2+ is low, which is confirmed by the down-regulation 

of the ferritin-like protein encoding gene ftnB, expression of which is induced in the 

presence of free iron (Velayudhan et al., 2007). The low concentration of free Fe2+ results 

in Fur not being activated and therefore the import of additional extracellular Fe2+ can 

occur via the iron uptake machinery. 

 

Intracellular Ca2+ concentrations were highest during lag phase and decreased throughout 

the remainder of growth. The intracellular concentration of Ca2+ is tightly regulated in 

exponentially-growing E. coli (Silver, 1996) and may have important roles in intracellular 

signalling and cell cycle progression (Holland et al., 1999). It is possible that the abundant 

concentration of intracellular Ca2+ during lag phase is triggered by an oxygen upshift, as 

shown by a marked increased in intracellular Ca2+ concentration in Bacillus subtilis after 

exposure to hydrogen peroxide (Herbaud et al., 1998). The dramatic increase of 

intracellular Ca2+ concentration during lag phase (to ~0.7 fmol per cell) suggests this metal 

ion is important during lag phase adaptation and subsequent initiation of cell division. It is 

interesting to speculate that the accumulation of Ca2+ may act as a secondary messenger, 

having been previously implicated in inducing a response in physiological processes such 

as motility, chemotaxis, enzyme activity and cytoskeletal organisation (Holland et al., 

1999), all of which could have a role in lag phase adaptation. In addition, the Ca2+ / H+ 

antiporter, ChaA is required for spore germination in B. subtilis (Moir, 2006), representing 

a role for Ca2+ in exit from lag phase. The high lag phase specific up-regulation of chaA 

and the abundant intracellular concentration of Ca2+ after inoculation, support the 

physiological importance of Ca2+ in bacteria (Holland et al., 1999) and strongly suggest a 

role for Ca2+ in lag phase adaptation. The mechanisms for bacterial Ca2+ signalling have 

not been fully determined but studies have focussed on using the more Ca2+-specific 

chelator ethylene glycol tetraacetic acid (EGTA) to determine the effects of Ca2+ 

deprivation on bacteria (Holland et al., 1999).  

 

The specific import and efflux of metal ions begins early on in lag phase. The speed of 

metal ion accumulation (within four minutes) suggests that metal ions are important for the 

entry into lag phase. Some of these metal ions have a role in protection against oxidative 

stress which suggests a putative role for the accumulation during lag phase however other 
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metal ions need further investigation to elucidate any potential function in bacterial lag 

phase adaptation. Many divalent cations are associated with the bacterial membrane or 

periplasm. Future analyses should focus on fractionating the bacterial cells into the 

cytoplasmic, periplasmic and membrane compartments (Osborn et al., 1972) and repeating 

the ICP-MS on each fraction to identify the cellular location of particular metal ions. The 

fractionation protocol would need to be refined to minimise metal contamination and loss 

of sample through the multiple high-speed centrifugation steps. 

 

7.3.2 The effect of metal chelation on bacterial physiology 

 

7.3.2.1 Effect on growth 

The addition of 1 mM EDTA caused an increase in the lag time of bacteria grown either in 

the static lag phase system, or in optimal conditions at 37 °C. Interestingly the EDTA had 

no effect on the doubling time of the bacteria, suggesting that the physiological 

requirement for metal ions is most crucial during lag phase, after which point the cells 

become adjusted to growth in the low metal ion environment. The effect of metal ion 

chelation on lag time has been previously shown for both Salmonella Choleraesuis and S. 

Enteritidis growing in trypticase soy broth supplemented with the broad spectrum metal 

chelator ethylenediaminediacetate (EDDA) (Chart & Rowe, 1993, Ho et al., 2004). The 

addition of EDDA increased the lag time but did not affect the growth rate of the bacterial 

population (Ho et al., 2004). The addition of EDTA has previously been shown to affect 

the growth of Saccharomyces cerevisiae up to 107 CFU / ml after which the effect was not 

significant (Kubo et al., 2005). In addition, EDTA has been reported to cause ‘leaky 

membranes’ in some yeast species (Elferink, 1974) and E. coli (Amro et al., 2000). 

 

EDTA can change the pH of microbiological growth media. In the present study EDTA 

was added at 1 mM final concentration by volume, and the medium remained at pH 7.0 ± 

0.2 prior to inoculation. The EDTA-induced increase in lag time was compensated for by 

the addition of 1 mM MnCl2 or FeCl2, confirming that the presence of the chelator was 

directly perturbing lag time, rather than having indirect effects such as any localised 

decrease in the pH. No conclusion could be drawn concerning the preference of the 

bacteria for Mn2+ or Fe2+ from the growth experiments performed, as the supplemented 

Mn2+ or Fe2+ may have  bound to the EDTA and thereby indirectly increased the 
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availability of other, physiologically important metal ions, as EDTA has different binding 

affinities for divalent and trivalent metal cations. For example, EDTA binds Fe2+ and Fe3+ 

with a higher affinity than Mn2+ or other physiologically important metal cations such as 

Zn2+, Mg2+ and Ca2+ (Gilman et al., 1990). Therefore, supplementing the growth medium 

with Fe2+ may have increased the concentration of Fe-EDTA complexes, thereby liberating 

other metal ions for use by the bacteria.  

 

From the results of experiments performed with EDTA in this chapter, a hypothesis was 

formed to account for the increased lag time but consistent doubling time. It was 

speculated that the bacteria during lag phase actively compete with EDTA for metal 

cofactors to complete lag phase physiological processes by increasing the production of 

high affinity metal ion uptake machinery. These uptake systems have a higher affinity for 

metal cations than EDTA (e.g. enterobactin Kaff,Fe3+ = 1052 M-1; EDTA Kaff,Fe3+ = 1025 M-1) 

and outcompete the chelator (Griffiths, 1987). The increased lag time is therefore 

hypothesised to be the length of time required to synthesise the high affinity uptake 

machinery and accumulate the necessary concentration of metal ions to initiate cell 

division. As EDTA concentration increases, the length of lag should also increase, as the 

ability to outcompete the EDTA decreases. For these experiments the EDTA was added to 

the LB medium at least 24 hours prior to inoculation. During this time the EDTA would 

become saturated with metal ions, requiring the bacteria to actively acquire the metal ions 

from the chelator, leading to an eventual accumulation of the unbound form of EDTA.  

 

Although the effect of EDTA on cellular structures, such as the cell membrane, is possible 

using microscopy and flow cytometry techniques, to determine the overall effects of 

EDTA on cell physiology, it is important to utilise a global approach (transcriptomics, 

proteomics etc.). One method of elucidating the effects of EDTA on lag phase adaptation 

would be to perform a transcriptomic experiment in LB supplemented with 1 mM EDTA, 

to search for an increased expression of the high affinity uptake encoding genes described 

in this chapter (and Table 7.1), throughout the duration of lag phase. It is hypothesised that 

the increased expression would also be maintained throughout the exponential growth 

phase, accounting for the constant doubling time of the bacteria irrespective of the 

presence of EDTA.  
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The most definitive way to elucidate the effect of individual metal ions on bacterial growth 

and lag time would be to deplete the medium of metal ions and then add back metal cations 

of interest and test the effect on growth. This was attempted in the present study however 

the addition of 5 % (w/v) Chelex-100 to prepared LB medium did not have a discernible 

effect on the geometric lag time. Other studies which remove metal cations using Chelex-

100 have used minimal media and focussed their studies on one metal (Gabriel & 

Helmann, 2009, Jacques et al., 2006, Tree et al., 2005). Minimal media contain fewer 

metal ions than LB and so are easier to deplete (Outten & O'Halloran, 2001).  

 

The population lag time has been shown to be more physiological history-dependent than 

the subsequent doubling time (Gorris & Peck, 1998). The present study has shown that 

neither lag duration nor doubling time of S. Typhimurium under optimal conditions at 37 

°C is affected by previous history in a low metal environment (Figure 7.5B). The bacterial 

cells were washed prior to inoculation to prevent carry-over of EDTA upon nutrient 

upshift. The experiment did not provide evidence that growth in a low metal environment 

led to an increase in metal uptake in a new environment. This differed from results 

observed for E. coli growth in low inorganic phosphate media which led to subsequent 

early induction of phosphate uptake genes in a rich medium, potentially conferring an 

evolutionary advantageous trait (Hoffer et al., 2001). However, in the present study, the 

bacteria were harvested after only a single culture, thus it is possible that repeated sub-

cultures in a low metal ion medium may lead to increased adaptation as part of ‘learning 

behaviour’, as described for physiological processes elsewhere in B. subtilis (Wolf et al., 

2008) and E. coli (Hoffer et al., 2001). 

 

7.3.2.2 Effect on bacterial motility 

Based on the experiments from this chapter (Figure 7.9A), efficient bacterial motility is 

limited by EDTA suggesting that either metal ions are required for optimal motility or that 

the EDTA slows growth (or increases lag time) of the bacteria in the motility agar. This 

effect was reversed by the addition of Mn2+. It is likely that the addition of other divalent 

cations would have had the same effect on rescuing the phenotype. From this experiment it 

was impossible to assess whether the EDTA decreased motility specifically or indirectly 

through decreasing the growth rate during incubation. Altering the intracellular 

concentration of certain metal ions such as Ca2+ has been shown to have an effect on 
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bacterial chemotaxis (Tisa & Adler, 1992), a process which links bacterial motility and 

nutrient acquisition (Seymour & Doetsch, 1973). However extracellular metal ion 

chelation using the Ca2+ binding EGTA had previously been shown to have no effect the 

chemotactic ability of E. coli (Snyder et al., 1981). Further experiments would be required 

to separate the effect of EDTA on growth and motility before any conclusions or 

mechanisms can be elucidated.  

 

7.3.2.3 Effect on oxidative stress 

Addition of EDTA increased the bacterial susceptibility to hydrogen peroxide-induced 

oxidative damage, which was rescued by the addition of Mn2+ or Fe2+ but not K+, 

suggesting that addition of EDTA was directly responsible for the phenotype, as EDTA is 

bound primarily by divalent cations.  

 

The majority of previous studies have shown that metal chelation protects bacteria from 

oxidative stress. Chelation of iron actually increases virulence of S. Typhimurium in mouse 

model infections (Collins et al., 2002) and the protein Dps protects E. coli from a multitude 

of insults including oxidative stress during stationary phase growth by binding iron and 

protecting DNA (Nair & Finkel, 2004). Oxygen upshift during lag phase of S. 

Typhimurium leads to a further up-regulation of dps to increase iron sequestration as a 

response to oxidative stress (Rolfe, 2007). The present study has suggested that metal 

chelation by 1 mM EDTA led to a lower tolerance to oxidative stress, most likely by 

removing metal ions which are required for stress resistance. Hydrogen peroxide-induced 

oxidative stress has been shown to promote the up-regulation of some specific metal ion 

transporter-encoding genes such as mntH, which are not induced by superoxide producing 

chemicals, such as paraquat (Kehres et al., 2000). The accumulation of Mn2+ leads to 

increased incorporation into specific superoxide dismutases (SodA) to resist oxidative 

stress, although this is not the sole function of accumulated Mn2+ under oxidative stress 

(Anjem et al., 2009). 

 

The experimental work does not elucidate the role of individual metal ions is overcoming 

oxidative stress, but does suggest that metal cations are required after hydrogen peroxide 

shock. It is suggested that the importance of available metal cations is dependent, at least 
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in part, upon the change in dissolved oxygen concentration upon inoculation into fresh 

media. 

 

The present study also showed that without EDTA, addition of 1 mM FeCl2 significantly 

increased the susceptibility of S. Typhimurium to oxidative stress, a result which was not 

seen with the addition of Mn2+. Indeed the addition of Mn2+ rescued the increased 

susceptibility to oxidative stress, even in the presence of Fe2+ (Figure 7.9B). The 

mechanism of Mn2+ import to protect against iron-mediated Fenton-induced hydroxyl free 

radicals has been studied in E. coli (Anjem et al., 2009) and has been previously observed 

in lactic acid bacteria (Archibald & Fridovich, 1981b, Archibald & Fridovich, 1981a), 

usually coupled with a decreased concentration of intracellular iron (Jakubovics & 

Jenkinson, 2001). It is interesting to note that although individually both Fe2+ and EDTA 

increase the susceptibility to oxidative stress, when combined the Fe-EDTA complex does 

not increase oxidative stress. This result is likely due to Fe2+ chelation which removes the 

build-up of Fenton reaction products and may free up other physiologically important 

cations from EDTA-metal complexes. 

 

The effect of EDTA on the bacterial cells under oxidative stress would have to be 

investigated further to identify a role for specific metal ions in oxidative stress resistance.   

 

7.3.3 Metal transport knock-out mutants  

Knocking out individual metal ion transport systems to deplete bacteria of a specific metal 

cation is challenging and requires validation before conclusions can be drawn. In the 

present study, to assess the feasibility of removing individual transporters, the Mn2+ 

transporter-encoding genes sitABCD and mntH were deleted. Mn2+ was chosen as the 

target metal ion as it represented a lag phase-accumulated cation with a well-characterised 

uptake system involving a small amount of proteins. After confirming the successful gene 

deletion by sequencing, bacterial growth was measured by viable count to determine the 

effect on lag time. The deletion of both Mn2+ transport systems did not affect lag time, 

growth rate in LB medium or oxidative stress sensitivity in response to a hydrogen 

peroxide challenge. The ICP-MS data in this study determined that the intracellular Mn2+ 

concentration is lower than other metal ions such as iron (0.3 amol Mn2+ / cell compared 

with 4.0 amol Fe2+ / cell), and it may be possible that the intracellular concentration of 



Chapter 7                                                                  Metal ion homeostasis during lag phase 

254 
 

Mn2+ can be maintained through other lower-affinity transporters or ion channels. These 

data allow the conclusion that increased Mn2+ is required under extreme oxidative stress, a 

result which could be further confirmed by supplementing the oxidatively-stressed 

bacterial culture with additional Mn2+. Mn2+ cannot detoxify hydrogen peroxide directly 

(Anjem et al., 2009) and would need to be transported inside the bacterial cell to aid 

hydrogen peroxide resistance. If the SitABCD and MntH transporters are truly defunct, 

then the addition of Mn2+ will not rescue the oxidative stress phenotype, unless other 

unknown Mn2+ transport systems exist. Intracellular Mn2+ concentrations would need to be 

quantified, ideally by the highly-sensitive, but expensive ICP-MS method to determine the 

extent of Mn2+ depletion, as shown in a previous study (Anjem et al., 2009).  

 

The increased requirement for Mn2+ under oxidative stress has also been demonstrated 

recently in E. coli (Anjem et al., 2009). The study by Anjem and colleagues (2009) 

focussed on a mutant strain lacking MntH, which was more susceptible to oxidative stress, 

as was a Δdps mutant, which led to high intracellular pools of iron and Fenton-derived 

hydroxyl free radicals. The Δdps mutant phenotype was rescued by supplementation with 

Mn2+ highlighting the role of manganese in combating oxidative stress. Anjem and 

colleagues (2009) also quantified the intracellular concentration of Mn2+ in both wild-type 

and ΔmntH strains of E. coli, discovering that in minimal medium the mutant contained 

approximately half the intracellular Mn2+ than present in the wild type. However Mn2+ was 

still present and the intracellular concentration increased when combined with a mutant 

defective in oxidative stress resistance (HpxF-), suggesting that increased Mn2+ import is 

not only induced by oxidative stress but accumulation can occur even when the high-

affinity transport machinery is absent. It would be interesting to identify the method of 

Mn2+ import in the ΔmntH HpxF- strain. If no other dedicated Mn2+ transporter exists then 

Mn2+ import could occur through a non-specific transport system, which also import 

potentially toxic Fe2+ (e.g. SitABCD), broad spectrum metal permeases (e.g. ZupT), and 

membrane ion channels (Andersen, 2003, Grass et al., 2005, Whittaker, 2003, Zaharik et 

al., 2004). 

 

It is clear from the Anjem et al. (2009) and present studies that the import of Mn2+ under 

conditions of oxidative stress has not been fully explained and the presence of the Mn2+-
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transporting SitABCD system in S. Typhimurium suggests Mn2+ transport may be more 

complicated in this bacterium.   

 

Although there was no effect on lag time or the growth rate in mutants lacking Mn2+ 

transporters in the present study, other studies have successfully removed individual 

systems to investigate intracellular response to iron availability. The iron-responsive gene 

yggX has been knocked out in Salmonella which led to the deregulation of the enterobactin 

encoding gene, entB and increased susceptibility to hydrogen peroxide mediated oxidative 

stress and growth defects. These phenotypes were rescued by the addition of an iron 

chelator (Thorgersen & Downs, 2008, Thorgersen & Downs, 2009). The addition of a 

clonal copy of SitABCD has been shown to increase Fe2+ accumulation in an iron transport 

mutant of E. coli lacking both feoB and aroB and also allowed transportation of Mn2+ in a 

ΔmntH mutant (Sabri et al., 2006).  

 

In Salmonella, the co-ordination of virulence by sensing the low availability of metal 

cations such as Mg2+ has been investigated in depth by constructing Salmonella mutants in 

the CorA ion channel and in the specific Mg2+ transporter encoded by the mgtABC gene 

cluster (Papp-Wallace & Maguire, 2008, Papp-Wallace et al., 2008, Smith et al., 1998). 

The aim of the mutational approaches used was to deplete intracellular metal ion 

concentrations sufficiently to elicit a regulatory response; however total removal of 

intracellular metal ions has not been shown in any of the studies thus far. The ability of 

Salmonella and other bacteria to accumulate a range of metal ions even in the absence of 

specific high affinity transporters highlights the importance of metal cations in bacterial 

physiology, and the technical difficulty in elucidating the role for a single metal ion by 

mutating transport systems. 

   

7.3.4 Concluding remarks  

The present study is the first to develop an optimised method to accurately quantify the 

intracellular concentration of a range of metal ions in Salmonella during lag phase. The 

quantified intracellular concentrations generally correlate well with the induction of 

specific metal ion transporters in lag phase and provides phenotypic confirmation of 

previously-acquired transcriptomic data (Rolfe, 2007). The specific roles for these metal 

cations were not identified, although the possibility remains that the homeostasis of Mn2+ 
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and Fe2+ may be particularly important to resist oxidative stress. However this hypothesis 

would need to be confirmed in any subsequent study. Investigations into the effect of total 

metal ion depletion provided limited success, due to technical difficulties. Growth with 

general metal ion chelators revealed an increased lag time, reduction in swarming motility 

and an increase in oxidative stress susceptibility. Attempts to elucidate the importance of 

individual metal cations were unsuccessful and will require further investigation. Overall, 

this work provides considerable evidence for lag phase-specific roles for metal cations that 

are likely to be crucial to initiate bacterial cell division. 
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8. General Discussion 
 

8.1 Context of the present study 

Incidences of non-typhoidal Salmonella food poisoning are still high in the UK, but have 

decreased over the past 20 years (Health Protection Agency, 2008). This can be linked to 

an increase in the awareness of food hygiene and the understanding of bacterial growth, 

due in part to predictive microbiological modelling. The development of sophisticated 

predictive computational models has benefitted the food industry and regulators (e.g. The 

Food Standards Agency) greatly, informing about safe shelf-life parameters and the effect 

of temperature fluctuation on food safety. These models are included in sophisticated 

software packages such as ComBase (http://www.combase.cc/) and Sym’Previus 

(http://www.symprevius.net). These models can accurately predict the growth rate of a 

wide range of microorganisms under pre-set conditions, however inaccuracy is still 

encountered during the prediction of bacterial lag times. This is due, in part, to the 

stochastic nature of lag phase (Baranyi, 2002). One way in which existing models of lag 

phase can be improved would be to incorporate physiological information on the inherent 

cellular processes that occur during lag phase, and the physiological history of the bacteria 

(Baranyi & Roberts, 1994, Swinnen et al., 2004). The first extensive study specifically 

aimed at investigating the physiology of Salmonella during lag phase was completed 

recently (Rolfe, 2007), and one aim was to provide a mechanistic understanding in order to 

increase the accuracy of predictive modelling. The present work builds on the Rolfe (2007) 

study and aims to extend understanding of the molecular response of Salmonella to lag 

phase and to determine how robust and reproducible the physiological processes are. In 

addition, to providing an input to predictive models, it is anticipated that the major findings 

may also contribute to the development of innovative control strategies in which the 

pathogens are held in lag phase and unable to multiply. 

 

Aside from the Rolfe (2007) study, few other molecular studies in have identified 

physiological processes which may be important during lag phase. Work with E. coli has 

shown that upon inoculation from carbon source-limited and amino acid starvation 

environments, five so-called ‘outgrowth proteins’ can be identified by 2D-PAGE analysis, 

at least one of which is controlled by RpoS (σ38) (Siegele & Guynn, 1996). Addition of 

conditioned media, involving 30 % (v/v) stationary phase supernatants caused significantly 

shorter lag times in E. coli populations under laboratory conditions, although the active 
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molecule(s) could not be identified (Weichart & Kell, 2001). A study into the role of small 

RNA species during E. coli lag phase in LB medium has also been made, identifying three 

lag phase inducible small RNAs: SroF, SroG and SroH, although no role in lag phase exit 

has been determined (Vogel et al., 2003). Other sRNA of interst are 6S RNA species, 

which are known to be accumulated by E. coli during stationary phase. 6S RNA binds to 

RpoD (σ70)-RNA polymerase complexes and thereby regulates stationary phase gene 

expression (Wassarman, 2007). Although 6S RNA species may have a role in survival 

during stationary phase, no role in lag phase exit has yet been implicated. Active 

transcription of E. coli rRNA gene promoters occurs early in lag phase after stationary 

phase cultures are diluted in fresh medium (Lukacsovich et al., 1987) due to intracellular 

concentrations of initiating nucleoside triphosphates, in contrast to intermediate lag phase 

(Figure 1.3) rRNA synthesis which is regulated primarily by the concentration of 

guanosine tetraphosphate (ppGpp) (Murray et al., 2003). 

 

The overall aim of the present work was to further investigate the physiological lag phase 

processes highlighted by Rolfe (2007). The previous study demonstrated that a 

transcriptomic approach was suitable to identify lag phase responsive genes however 

elucidating the physiology of Salmonella was beyond the scope of the work. The present 

study used a range of highly sensitive molecular and biochemical techniques to 

phenotypically verify the previously-acquired transcriptomic data. For example, NMR 

(metabolomics) was used to detect and measure the nutrient and toxic metabolite 

concentrations in the culture environment during stationary phase and lag phase. In 

addition, ICP-MS (metallomics) was used to accurately measure the intracellular 

concentration of 36 metal cations throughout growth. Throughout the present study, 

targeted gene mutagenesis was used to identify the effects of gene deletion on lag phase 

duration and to highlight the degree of functional redundancy present in Salmonella during 

lag phase. 

 

In addition, a transcriptomic approach was used to determine whether known lag phase 

processes were faithfully reproduced at the transcriptomic level after being perturbed by 

the food relevant stress of cold storage at 2 °C and some physiological processes were 

investigated in more detail. 
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8.2 Insights from the present study 
 

8.2.1 Microbiological profile of lag phase 

Standard test growth conditions (Rolfe, 2007) were used to measure bacterial lag time. The 

standard approach was used to ensure the physiological state of the inoculum and the 

growth ‘history’ were the same between experiments (Swinnen et al., 2004). Thus, 

although some variability in lag time existed, the growth parameters were largely 

replicated between this and the Rolfe (2007) study (Section 3.3.1). However, the stochastic 

nature of bacterial lag (Baranyi, 2002) and inherent uncertainty in measurement methods, 

resulted in the geometric lag time not being increased even when the growth system was 

perturbed by pre-chilling the inoculum at 2 °C (Figure 3.7 and Figure 3.8).  

 

Analysis of the culture environment at different growth phases revealed the anoxic 

conditions of the stationary phase culture used as the inoculum (Figure 6.2) and the high 

oxygen concentration encountered in the lag phase environment (Figure 3.2). Interestingly, 

the dissolved oxygen concentration decreased during lag phase within a few minutes, 

suggesting that the bacterial population is metabolically active immediately upon 

inoculation into fresh medium.  

 

The lag phase culture environment was more nutrient rich than the stationary phase culture 

with increased pools of many amino acids as well as glycerol and glucose, to a lesser 

extent. The lag phase culture contained fewer potentially-toxic metabolic by-products such 

as lactic acid, formic acid, acetic acid and ethanol (Figure 3.3 and Figure 3.4). The original 

lag phase transcriptomic study highlighted the lag phase up-regulation of metabolic genes 

(Rolfe, 2007) which are responding to the increased availability of nutrients identified by 

the metabolomic approach used in the present study. 

 

8.2.2 The transcriptomic response to cold storage recovery 

The present study has analysed the transcriptomic response of S. Typhimurium during lag 

phase, after recovery from twelve days cold storage at 2 °C (Section 4.2.3). The subsequent 

recovery conditions were the same as a pioneering study to analyse the transcriptome of S. 

Typhimurium during lag phase (Rolfe, 2007). The present study directly compared the 

transcriptome at four lag phase time-points, mid-exponential phase and the stationary 

phase inocula. Extensive transcriptional re-programming was observed in lag phase with 
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78 % of genes showing a statistically significant (t-test FDR=0.05) change during lag 

phase compared with the stationary phase inoculum. Of these, 875 genes were 

differentially-expressed within the first four minutes after inoculation, confirming the rapid 

nature of lag phase transcriptional re-programming. The lag phase genes categorised were 

functionally-diverse, suggesting that complex transcriptional regulatory pathways are 

responsible for sensing the new environment. Side-by-side comparisons between lag phase 

transcriptomic data from the present and Rolfe (2007) studies identified broadly the same 

gene categories as being induced including: iron homeostasis, phosphate uptake, repair 

systems, oxidative stress resistance mechanisms, ribosome synthesis and central metabolic 

pathways. The majority of these processes occurred at the same point during lag phase 

indicating the robust and highly-ordered nature of these processes during adaptation. 

 

From the transcriptomic data accumulated during the present study and Rolfe (2007) under 

the experimental conditions tested, two lag phase responses were identified: first, stress-

induced resistance, primarily to oxidative stress occurred early in lag phase; second, 

preparation for growth was defined by synthesis of protein-making machinery, active 

metabolic pathways and increased nutrient acquisition genes, all of which continued 

throughout lag phase. These two responses do not represent mutually exclusive events with 

(most notably by 20 minutes) repair, stress resistance and metabolism occurring 

simultaneously. Some of the stress mechanisms highlighted by Rolfe (2007), such as the 

induction of the OxyR regulon were studied in greater detail in the present study. Mutants 

were constructed to verify sensitivity to oxidative stress and the lag time was measured 

(Section 6.2.3). The present study has concluded that while oxidative stress responses at 

the transcriptomic level were highly induced, the removal of oxidative stress protection 

mechanisms did not increase lag time in the experimental conditions tested. Despite this, 

oxidative stress genes were induced earlier in the bacterial population recovering from cold 

storage, whereas iron-transport genes were induced later, suggesting that growth history 

causes greater bacterial sensitivity to oxidative stress. This was confirmed phenotypically 

by challenge testing with hydrogen peroxide (Section 6.2.2), revealing increased killing for 

the population recovering from cold storage compared with the Lag Phase 25 °C ‘control’ 

experiment. 
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8.2.2.1 Evaluation of the transcriptomic approach 

The transcriptomic approach used in the present study was largely successful in confirming 

the work of Rolfe (2007) and highlighting the robustness of lag phase processes. The data 

quality can be internally verified between biological replicates (co-efficient of variation = 

13 %) and across time-points from the present study, and similarities with the previous 

Rolfe (2007) dataset act as external validation. Data were subjected to statistical testing to 

ensure robustness prior to detailed analysis.  

 

There are however some limitations to the transcriptomic approach (Section 4.3.1) 

including assumptions based on studying the average population of cells which cannot 

inform single cell physiology (Dens et al., 2005b, Pin & Baranyi, 2006) or on the 

stochastic nature of lag phase (Baranyi, 1998, Baranyi, 2002). A bacterial population is 

heterogeneous, consisting of distinct sub-populations of genetically-identical cells with 

different expression profiles (Dubnau & Losick, 2006, Epstein, 2009). Single-cell gene 

expression can be measured using transcriptional reporter gene fusions (Hautefort et al., 

2003), however this approach is not global, as it is based on the expression of individual 

genes. One further limitation of the transcriptomic approach is that changes in gene 

expression are not necessarily correlated with changes in protein concentration or the 

relative activity of that protein, which is usually regulated post-transcriptionally. 

 

Validation of transcriptomic data is essential to verify changes in gene expression. This is 

usually performed either by RT-PCR (Bustin, 2000, Hautefort et al., 2008), Northern 

hybridisations (Alwine et al., 1977), or transcriptional gene fusions to a selection of genes 

(Hautefort & Hinton, 2000, Hautefort et al., 2003). Alternatively, the corresponding 

protein concentration can be determined using western blots (Renart et al., 1979). 

Although each of these techniques has their merits, the phenotypic confirmation of cellular 

physiology is the most biologically informative. The present study aimed to phenotypically 

verify processes informed from the transcriptomic data including: oxidative stress, 

metabolism and metal ion homeostasis.  
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8.2.3 Characterisation of lag phase processes 

In order to verify the transcriptomic data from Rolfe (2007) in the Lag Phase 25 °C 

experimental conditions, various phenotypic experiments were performed. Homeostasis of 

physiologically-important metals was inferred from the transcriptomic data and verified by 

inductively-coupled plasma mass spectrometry (ICP-MS). An initial experiment had been 

performed in the Rolfe (2007) study using ICP-MS which suggested lag phase 

accumulation of some metals, although the background concentration of some metals was 

too high to give meaningful results. An optimised protocol was developed in the present 

study (Section 2.4.1) yielding statistically robust data and showing that some important 

metals were present at elevated concentrations in bacteria during lag phase, as early as four 

minutes post-inoculation (Section 7.2.2). The intracellular concentrations of metals 

generally confirmed initial data (Rolfe, 2007), revealing metals such as calcium were 

present at over 100-fold higher concentration than other important metals such as iron and 

manganese.  

 

Increases in intracellular metal concentration correlated with induction of characterised 

metal transporter genes (Figure 7.2) providing phenotypic evidence for transcriptomic data. 

Mutagenesis of specific, defined metal transporters such as the ΔmntH::cat 

ΔsitABCD::kan (manganese transport deficient) strain did not alter lag time or doubling 

time and the intracellular concentration of these metals was not confirmed in the mutant.  

 

The addition of the metal chelator EDTA to LB medium increased the bacterial lag 

duration without disrupting the steady state growth. The increased lag time was 

compensated by in situ complementation with divalent metal cations however roles for 

specific metals could not be assigned. 

 

Any further work analysing the intracellular metal ion concentration in transporter 

deficient mutants should use a sensitive detection method (e.g. ICP-MS). The role of metal 

ions in S. Typhimurium, such as manganese import mediating against oxidative stress 

(Anjem et al., 2009), needs to be studied further. Calcium ions are specifically 

accumulated at high concentrations throughout lag phase, and elucidating the role of 

calcium ions in lag phase adaptation and cell division initiation may form an important part 

of future work.  
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Aside from the metal ion transport deficient strains, relatively few mutants were 

constructed in the present study compared with Rolfe (2007). The reason for this was due 

to a lack of an increased lag time phenotype from the previous study. Mutant strains 

constructed in the present study were focussed on specific regulators (Δfis::cat 

ΔbipA::kan; ΔoxyR::cat ΔsoxRS::kan) and important molecular chaperones (Δrmf::cat 

ΔyfiA::spc ΔyhbH::kan). Despite important gene deletions, no increase in the geometric 

lag time was observed under the conditions tested. It is possible that other genes exist to 

compensate for loss of important regulators, especially those involved in lag phase. Such 

functional redundancy would be evolutionally selected for in bacterial populations (Xu et 

al., 2007) and so it may be possible that mutagenesis methods would not find an essential 

lag phase gene. If this were the case, even global mutagenesis approaches, such as 

transposon insertion libraries, which have been used to screen single genes with a 

particular function on a massive scale in S. Typhi (Langridge et al., 2009), would not 

identify key lag phase-specific genes. 

 

The transcriptomic data from the present study and Rolfe (2007) identified the induction of 

genes encoding oxidative stress resistance mechanisms by 20 minutes post-inoculation. 

The requirement of these genes was confirmed by subjecting the lag phase bacterial 

cultures to a considerable H2O2-induced oxidative stress before and after the induction of 

the defence mechanisms. These phenotypic data revealed that bacterial cultures grown in 

the Lag Phase 25 °C experimental conditions were susceptible to oxidative stress at 4 

minutes and 20 minutes post-inoculation however by 60 minutes, at which point the 

expression of resistance genes decreased, the bacteria had become more resistant to 

oxidative stress. This simple experiment confirmed the previously acquired transcriptomic 

data (Rolfe, 2007) and also identified that these mechanisms were required for lag phase 

oxidative stress survival in the presence of high concentrations of H2O2, although they 

were not essential for normal growth in the lag phase experimental system. 

 

The lag phase physiology after this and the previous Rolfe (2007) studies is summarised in 

the cartoon below (Figure 8.1). See also Figure 1.7 for reference to the findings of the 

Rolfe (2007) transcriptional study prior to this work. 
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Figure 8.1: Summary of the present lag phase study. 
Critical processes highlighted by transcriptional, molecular and biochemical experiments. 
Processes are coloured by the relative expression during lag phase compared with the 
stationary phase inoculum. Arrows represent the transport or efflux of metal ions, as 
determined by ICP-MS. Processes found to be perturbed by the Lag Pre-Incubation 
experiments are indicated with an asterisk (*). 
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The expression of genes encoding lag phase processes was similar between this and the 

Rolfe (2007) however the additional, optimised ICP-MS experiments revealed that some 

metal ions (e.g. Cu2+) are transported even when the transporter-encoding genes are not 

highly-expressed. Conversely, the up-regulation of some metal ion transporters (e.g. 

mgtABC) did not correlate with increased accumulation of the corresponding metal ion. 

The processes of oxidative stress resistance, the TCA cycle and iron accumulation were all 

affected at the transcriptional level by the Lag Pre-Incubation physiological history, 

revealing increased oxidative stress sensitivity, which was later confirmed phenotypically. 

 
8.2.4 The pre-lag phase environment 

Based on previous S. Typhimurium lag phase work, the experimental system produced a 

stationary inoculum with a reproducible physiological history (Rolfe, 2007). This ‘pre-lag’ 

environment dictates, in part, the lag phase physiology upon inoculation into fresh medium 

(Swinnen et al., 2004) and so represented an important environment for analysis. The 

concentration of available nutrients, pools of toxic metabolites and dissolved oxygen 

concentration were analysed in the present study and the pH and effect of adding nutrients 

to this environment (‘reinvigoration’) have been determined (Rolfe, 2007). From these two 

studies it is clear that the stationary phase culture represents an anoxic, highly-reduced 

environment with high concentrations of metabolic by-products and organic acids. 

However, the conditions are not stressful in terms of pH (stationary phase culture = pH 

6.4) nor are they starvation conditions, for although certain amino acids and sugars are 

present at low concentrations (<1 µM) the ‘spent’ medium is able to support growth once 

aerated (Rolfe, 2007). Based on previous growth and transcriptomic data, it is evident that 

the bacteria do not encounter significant cellular damage, and are able to resume growth 

rapidly upon inoculation into fresh LB medium (Rolfe, 2007). 

 

In order to understand the bacterial response more clearly, the location of RNA polymerase 

on the chromosome was determined by ChIP-chip. This study was used to determine 

whether genes of interest bound, as predicted by the Rolfe (2007) stationary phase 

transcriptomic work and to elucidate whether RNA polymerase was bound upstream of 

genes required for lag phase adaptation. Prior to the work performed in the present study, 

little was known about the location of RNA polymerase during bacterial stationary phase. 

The majority of previous studies had involved the analysis of the chromosomal location of 

a DNA binding protein during exponential growth. The major study to investigate RNA 
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polymerase binding during stationary phase and to correlate this with gene expression was 

performed in S. cerevisiae. This study identified RNA polymerase binding primarily to 

intergenic regions and upstream of genes required for ribosome synthesis (Radonjic et al., 

2005). Based on these previous findings a hypothesis was formed that bacteria in stationary 

phase contain RNA polymerase bound upstream of genes important for lag phase exit and 

entry into stationary phase. After ChIP-chip analysis in the present study, the hypothesis 

was rejected, although RNA polymerase was identified to be bound upstream of lag phase-

induced ribosomal protein and ribosomal RNA encoding genes. However, the possibility 

remains that bacteria in stationary phase prepare for general entry into lag phase by poising 

RNA polymerase upstream of essential genes, and then relying on extensive and rapid 

transcriptional re-organisation after inoculation to fully adapt to the new environment, as 

identified by the transcriptional approach in the present and Rolfe (2007) studies. The 

detailed analysis was successful in determining that RNA polymerase bound regions were 

narrow in breadth, with 663 binding peaks corresponding to 963 associated genes. As 

reported by Radonjic et al. (2005), the majority of RNA polymerase binding was 

concentrated at intergenic regions near to gene promoters of a wide functional range of 

genes, some of which were not actively expressed during stationary phase (Figure 5.8). 

The present study did not further characterise the gene regions bound by RNA polymerase, 

as the 963 genes were functionally diverse. Different RNA polymerase binding patterns 

were discovered for poorly-expressed genes which would need to be explored further in 

future studies. 

 

8.3 Future work 

Following the studies on the molecular adaptation of Salmonella to lag phase reported here 

and by Rolfe (2007), there are many possibilities for the development of this work in the 

future. Such developments should be formed within the wider context of understanding lag 

physiology and the application of this knowledge to improving existing predictive models 

and identifying novel methods to control bacterial emergence from lag phase. The present 

study has focussed on understanding lag phase specific processes occurring in a defined 

experimental system. These processes include metal ion uptake, oxidative stress resistance 

and use of metabolic substrates, some of which have been elucidated more than others. For 

example, there was no evidence of energy sources being catabolised specifically during lag 

phase, therefore the requirement of specific substrates still remains a mystery during the 
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initial phase of growth. In contrast, the availability of sensitive methods such as ICP-MS 

has allowed extensive work to be focussed on the area of metal accumulation during lag 

phase. Some areas of investigation have been successfully concluded such as the oxidative 

stress response during the shift from the anoxic stationary phase culture to the aerobic LB 

medium environment. This oxygen-induced stress was not damaging at concentrations 

present in the static growth environment but was sufficient to induce genes, thereby 

activating response regulators such as OxyR (Storz & Zheng, 2000). The removal of OxyR 

and SoxRS systems did not increase lag time or effect steady-state growth in the 

experimental conditions tested. 

 

8.3.1 Metal accumulation 

The ICP-MS data generated in this study have described the intracellular concentrations of 

metals during lag phase. Of these metals, calcium accumulation appears the most 

intriguing. Calcium homeostasis is strictly maintained (Jones et al., 2002) and so the 

presence of calcium at concentrations 100-fold higher than other metals is interesting. 

Future work to ascertain the role of calcium on cell signalling and lag phase exit could 

involve the removal of Ca2+ from the LB medium using the calcium-specific chelator 

EGTA or Ca2+ ion channel blocking with Verapamil, although this chemical is known to 

disrupt the E. coli proton motive force and lower intracellular ATP concentrations, which 

could impact upon bacterial growth (Andersen et al., 2006). Further work to remove all 

metals from the LB medium based on the Chelex-100 matrix experiments in the present 

study (Figure 7.8) could yield interesting metal-specific lag phase effects. Based on the wet 

binding capacity of Chelex-100 and concentrations of metals present in LB medium, future 

work would involve increasing the quantity of Chelex-100 added to make a low metal 

medium. The metal concentration of the treated medium would need to be quantified to 

confirm the removal of metal ions. The formation of a low metal medium would allow the 

supplementation of individual metals back to determine any effect on bacterial lag time or 

growth rate. Alternatively, a metal-depleted environment could be achieved by chelating a 

minimal medium, although this would not be an ideal system to replicate a Salmonella-

contaminated nutrient-rich food environment. 
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8.3.2 Phosphate 

No investigations into lag phase accumulation of phosphate were performed in the current 

study. However, the high affinity phosphate transporters were almost uniformly up-

regulated by 4 minutes post-inoculation in fresh medium in both this and a previous study 

(Rolfe, 2007). Phosphate is an essential micronutrient required for the synthesis of ATP 

(Harold, 1966) and early accumulation indicates that synthesis of nucleic acids occurs 

early in lag phase. Mutational approaches in the Rolfe (2007) study deleted the high-

affinity transport systems encoded by pstSCAB and phoU but did not identify an increase 

in lag time. This may be due to compensatory phosphate transport systems such as the low-

affinity transport system PitA. Direct measurements of low phosphate concentrations are 

technically difficult with spectroscopic methods (Chen et al., 1956), which are unlikely to 

accurately measure phosphate concentrations during lag phase.  

 

8.3.3 Signal molecules 

The existence of Salmonella-specific quorum sensing molecules to signal lag phase exit at 

the population level have not been shown. There are three quorum sensing systems in 

Salmonella (Walters & Sperandio, 2006) and it is feasible that lag phase exit could depend 

upon specific signal molecules. If these signals were produced by a small sub-population 

(Epstein, 2009) then genes encoding signal molecule synthesis would not be detected by 

microarrays, however the genetic response to a signal molecule may be identified. An 

extensive study in to the effect of cell-free stationary phase culture supernatants on E. coli 

growth revealed a decrease in lag time by a non-proteinaceous, hitherto unidentified 

molecule (Weichart & Kell, 2001). There is a possibility that lag phase exit is defined by 

the build-up of intracellular metabolic pools of micronutrients (e.g. ATP, cyclic AMP, 

metal ions) and once at sufficient concentrations, each cell exits from lag phase. The nature 

of lag phase exit, whether based on single-cell dynamics, population signalling or 

stochastic events, needs to be elucidated and could fundamentally re-define the field of 

bacterial growth and predictive modelling.   
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8.4 Concluding remarks 

Before this study only one comprehensive molecular account had been made on the lag 

phase of Salmonella (Rolfe, 2007). The present study has explored in detail the robust 

nature of lag phase and used sophisticated molecular and biochemical techniques to answer 

important physiological questions regarding this crucial phase of growth. It is evident from 

the extensive transcriptional re-programming, the rapid accumulation and efflux of metal 

ions and the induction oxidative stress resistance mechanisms that the term ‘lag phase’ is 

perhaps a misnomer, at least at the physiological level. Far from being a quiescent stage of 

growth, lag phase represents a multi-system re-programming event preparing the cells for 

division. It is also a period of physiological upheaval, from extremely resistant stationary 

phase physiology to a distinct population of cells susceptible to stresses, such as oxidative 

stress. This work aims to aid the development of new strategies for food safety by showing 

the rapidity of entry into lag phase. It may be possible to use new intervention strategies to 

shift foodborne pathogens from resistant stationary phase cells to more stress-susceptible 

lag phase cells before using a second food treatment to remove the pathogens. The 

application of this study to food industries will require further research into this vital stage 

of growth and hopefully will culminate in the development of more accurate growth 

prediction models for control of bacterial pathogens in the food chain and the identification 

of novel control processes. 



      Bibliography 

271 
 

Bibliography 

 

Abdul-Tehrani, H., A. J. Hudson, Y. S. Chang, A. R. Timms, C. Hawkins, J. M. Williams, 
P. M. Harrison, J. R. Guest & S. C. Andrews. (1999) Ferritin mutants of 
Escherichia coli are iron deficient and growth impaired, and fur mutants are iron 
deficient. Journal of Bacteriology 181: 1415-1428. 

Abrahams, G. L. & M. Hensel. (2006) Manipulating cellular transport and immune 
responses: dynamic interactions between intracellular Salmonella enterica and its 
host cells. Cellular Microbiology 8: 728-737. 

Adak, G. K., S. M. Long & S. J. O'Brien. (2002) Trends in indigenous foodborne disease 
and deaths, England and Wales: 1992 to 2000. Gut 51: 832-841. 

Adak, G. K., S. M. Meakins, H. Yip, B. A. Lopman & S. J. O'Brien. (2005) Disease risks 
from foods, England and Wales, 1996-2000. Emerging infectious diseases 11: 365-
372. 

Ahmer, B. M. M., J. van Reeuwijk, C. D. Timmers, P. J. Valentine & F. Heffron. (1998) 
Salmonella Typhimurium encodes an SdiA homolog, a putative quorum sensor of 
the LuxR family, that regulates genes on the virulence plasmid. Journal of 
Bacteriology 180: 1185-1193. 

Airoldi, E. M., C. Huttenhower, D. Gresham, C. Lu, A. A. Caudy, M. J. Dunham, J. R. 
Broach, D. Botstein & O. G. Troyanskaya. (2009) Predicting cellular growth from 
gene expression signatures. PLoS computational biology 5: e1000257. 

Aiso, T., H. Yoshida, A. Wada & R. Ohki. (2005) Modulation of mRNA Stability 
Participates in Stationary-Phase-Specific Expression of Ribosome Modulation 
Factor. Journal of Bacteriology 187: 1951-1958. 

Akerlund, T., K. Nordstrom & R. Bernander. (1995) Analysis of cell-size and DNA 
contentt in exponentially growing and stationary-phase batch cultures of 
Escherichia coli. Journal of Bacteriology 177: 6791-6797. 

Akesson, M., E. N. Karlsson, P. Hagander, J. P. Axelsson & A. Tocaj. (1999) On-line 
detection of acetate formation in Escherichia coli cultures using dissolved oxygen 
responses to feed transients. Biotechnology and bioengineering 64: 590-598. 

Algranati, I. D., N. S. Gonzalez & E. G. Bade. (1969) Physiological role of 70S ribosomes 
in bacteria. Proceedings of the National Academy of Sciences of the United States 
of America 62: 574-580. 



      Bibliography 

272 
 

Ali Azam, T., A. Iwata, A. Nishimura, S. Ueda & A. Ishihama. (1999) Growth Phase-
Dependent Variation in Protein Composition of the Escherichia coli Nucleoid. 
Journal of Bacteriology 181: 6361-6370. 

Almirón, M., A. J. Link, D. Furlong & R. Kolter. (1992) A novel DNA-binding protein 
with regulatory and protective roles in starved Escherichia coli. Genes Dev 6: 
2646-2654. 

Alston, M. J., J. Seers, J. C. Hinton & S. Lucchini, (2010) BABAR: an R package to 
simplify the normalisation of common reference design microarray-based 
transcriptomic datasets. BMC Bioinformatics 11: 73-85. 

Altuvia, S., M. Almiron, G. Huisman, R. Kolter & G. Storz. (1994) The dps promoter is 
activated by OxyR during growth and by IHF and sigma S in stationary phase. 
Molecular Microbiology 13: 265-272. 

Alwine, J. C., D. J. Kemp & G. R. Stark. (1977) Method for detection of specific RNAs in 
agarose gels by transfer to diazobenzyloxymethyl-paper and hybridization with 
DNA probes. Proceedings of the National Academy of Sciences of the United States 
of America 74: 5350-5354. 

Ammendola, S., P. Pasquali, C. Pistoia, P. Petrucci, P. Petrarca, G. Rotilio & A. Battistoni. 
(2007) High-affinity Zn2+ uptake system ZnuABC is required for bacterial zinc 
homeostasis in intracellular environments and contributes to the virulence of 
Salmonella enterica. Infection and immunity 75: 5867-5876. 

Amro, N. A., L. P. Kotra, K. Wadu-Mesthrige, A. Bulychev, S. Mobashery & G. Liu. 
(2000) High-Resolution Atomic Force Microscopy Studies of the Escherichia coli 
Outer Membrane: Structural Basis for Permeability. Langmuir 16: 2789-2796. 

Andersen, C. (2003) Channel-tunnels: outer membrane components of type I secretion 
systems and multidrug efflux pumps of Gram-negative bacteria. Rev Physiol 
Biochem Pharmacol 147: 122-165. 

Andersen, C. L., I. B. Holland & A. Jacq. (2006) Verapamil, a Ca2+ channel inhibitor acts 
as a local anaesthetic and induces the sigma E dependent extra-cytoplasmic stress 
response in E. coli. Biochimica et biophysica acta 1758: 1587-1595. 

Andrews, S. C., A. K. Robinson & F. Rodriguez-Quinones. (2003) Bacterial iron 
homeostasis. FEMS Microbiology reviews 27: 215-237. 

Anetzberger, C., T. Pirch & K. Jung. (2009) Heterogeneity in quorum sensing-regulated 
bioluminescence of Vibrio harveyi. Molecular Microbiology 73: 267-277. 

Angelotti, R., M. J. Foter & K. H. Lewis. (1961) Time-temperature effects on Salmonellae 
and staphylococci in foods. I. Behavior in refrigerated foods. II. Behavior at warm 



      Bibliography 

273 
 

holding temperatures. American journal of public health and the nation's health 51: 
76-88. 

Anjem, A., S. Varghese & J. A. Imlay. (2009) Manganese import is a key element of the 
OxyR response to hydrogen peroxide in Escherichia coli. Molecular Microbiology. 
72: 844-858. 

Aono, R., N. Tsukagoshi & M. Yamamoto. (1998) Involvement of outer membrane protein 
TolC, a possible member of the mar-sox regulon, in maintenance and improvement 
of organic solvent tolerance of Escherichia coli K-12. Journal of Bacteriology 180: 
938-944. 

Apirakaramwong, A., K. Kashiwagi, V. S. Raj, K. Sakata, Y. Kakinuma, A. Ishihama & K. 
Igarashi. (1999) Involvement of ppGpp, ribosome modulation factor, and stationary 
phase-specific sigma factor sigma(S) in the decrease in cell viability caused by 
spermidine. Biochem Biophys Res Commun 264: 643-647. 

Aragao, G. M., M. G. Corradini, M. D. Normand & M. Peleg. (2007) Evaluation of the 
Weibull and log normal distribution functions as survival models of Escherichia 
coli under isothermal and non isothermal conditions. International Journal of Food 
Microbiology 119: 243-257. 

Archibald, F. S. & I. Fridovich. (1981a) Manganese and defenses against oxygen toxicity 
in Lactobacillus plantarum. Journal of Bacteriology 145: 442-451. 

Archibald, F. S. & I. Fridovich. (1981b) Manganese, superoxide dismutase, and oxygen 
tolerance in some lactic acid bacteria. Journal of Bacteriology 146: 928-936. 

Åslund, F., M. Zheng, J. Beckwith & G. Storz. (1999) Regulation of the OxyR 
transcription factor by hydrogen peroxide and the cellular thiol-disulfide status. 
Proceedings of the National Academy of Sciences of the United States of America 
96: 6161-6165. 

Atlung, T. & F. G. Hansen. (1999) Low-temperature-induced DnaA protein synthesis does 
not change initiation mass in Escherichia coli K-12. Journal of Bacteriology 181: 
5557-5562. 

Augustin, J. C., A. Brouillaud-Delattre, L. Rosso & V. Carlier. (2000) Significance of 
inoculum size in the lag time of Listeria monocytogenes. Applied and 
Environmental Microbiology 66: 1706-1710. 

Augustin, J. C., L. Rosso & V. Carlier. (1999) Estimation of temperature dependent growth 
rate and lag time of Listeria monocytogenes by optical density measurements. 
Journal of Microbiological Methods 38: 137-146. 



      Bibliography 

274 
 

Aviv, M., H. Giladi, A. B. Oppenheim & G. Glaser. (1996) Analysis of the shut-off of 
ribosomal RNA promoters in Escherichia coli upon entering the stationary phase of 
growth. FEMS Microbiology letters 140: 71-76. 

Baev, M. V., D. Baev, A. J. Radek & J. W. Campbell. (2006a) Growth of Escherichia coli 
MG1655 on LB medium: determining metabolic strategy with transcriptional 
microarrays. Applied Microbiology and Biotechnology 71: 323-328. 

Baev, M. V., D. Baev, A. J. Radek & J. W. Campbell. (2006b) Growth of Escherichia coli 
MG1655 on LB medium: monitoring utilization of amino acids, peptides, and 
nucleotides with transcriptional microarrays. Applied Microbiology and 
Biotechnology 71: 317-322. 

Baev, M. V., D. Baev, A. J. Radek & J. W. Campbell. (2006c) Growth of Escherichia coli 
MG1655 on LB medium: monitoring utilization of sugars, alcohols, and organic 
acids with transcriptional microarrays. Applied Microbiology and Biotechnology 
71: 310-316. 

Baker, R. C., R. A. Qureshi & J. H. Hotchkiss. (1986) Effect of an elevated level of carbon 
dioxide containing atmosphere on the growth of spoilage and pathogenic bacteria at 
2, 7, and 13 C. Poultry science 65: 729-737. 

Balbontin, R., G. Rowley, M. G. Pucciarelli, J. Lopez-Garrido, Y. Wormstone, S. 
Lucchini, F. Garcia-Del Portillo, J. C. Hinton & J. Casadesus. (2006) DNA adenine 
methylation regulates virulence gene expression in Salmonella enterica serovar 
Typhimurium. Journal of Bacteriology 188: 8160-8168. 

Ball, C. A. & R. C. Johnson. (1991) Efficient excision of phage lambda from the 
Escherichia coli chromosome requires the Fis protein. Journal of Bacteriology. 
173: 4027-4031. 

Ball, C. A., R. Osuna, K. C. Ferguson & R. C. Johnson. (1992) Dramatic changes in Fis 
levels upon nutrient upshift in Escherichia coli. Journal of Bacteriology 174: 8043-
8056. 

Ballantine, S. P. & D. H. Boxer. (1985) Nickel-containing hydrogenase isoenzymes from 
anaerobically grown Escherichia coli K-12. Journal of Bacteriology 163: 454-459. 

Bandura, D. R., V. I. Baranov & S. D. Tanner. (2002) Detection of ultratrace phosphorus 
and sulfur by quadrupole ICPMS with dynamic reaction cell. Analytical chemistry 
74: 1497-1502. 

Bang, I. S., J. G. Frye, M. McClelland, J. Velayudhan & F. C. Fang. (2005) Alternative 
sigma factor interactions in Salmonella: sigma(E) and sigma(H) promote 
antioxidant defences by enhancing sigma(S) levels. Molecular Microbiology 56: 
811-823. 



      Bibliography 

275 
 

Bang, I. S., B. H. Kim, J. W. Foster & Y. K. Park. (2000) OmpR regulates the stationary-
phase acid tolerance response of Salmonella enterica serovar Typhimurium. 
Journal of Bacteriology 182: 2245-2252. 

Barak, M. & T. Trebitsh. (2007) A developmentally regulated GTP binding tyrosine 
phosphorylated protein A-like cDNA in cucumber (Cucumis sativus L.). Plant 
molecular biology 65: 829-837. 

Baranyi, J. (1998) Comparison of stochastic and deterministic concepts of bacterial lag. J. 
Theor. Biol. 192: 403-408. 

Baranyi, J. (2002) Stochastic modelling of bacterial lag phase. International Journal of 
Food Microbiology 73: 203-206. 

Baranyi, J., C. Pin & T. Ross. (1999) Validating and comparing predictive models. 
International Journal of Food Microbiology 48: 159-166. 

Baranyi, J. & T. A. Roberts. (1994) A dynamic approach to predicting bacterial growth in 
food. International Journal of Food Microbiology 23: 277-294. 

Baranyi, J. & T. A. Roberts. (1995) Mathematics of Predictive Food Microbiology. 
International Journal of Food Microbiology 26: 199-218. 

Barker, H. C., N. Kinsella, A. Jaspe, T. Friedrich & C. D. O'Connor. (2000) Formate 
protects stationary-phase Escherichia coli and Salmonella cells from killing by a 
cationic antimicrobial peptide. Molecular Microbiology 35: 1518-1529. 

Baron, S. (1996) Electron Transport and Oxidative Phosphorylation. In: Medical 
Microbiology. Texas, USA: The University of Texas. 

Barrow, P. A., M. A. Lovell & Z. Barber. (1996) Growth suppression in early-stationary-
phase nutrient broth cultures of Salmonella Typhimurium and Escherichia coli is 
genus specific and not regulated by sigma s. Journal of Bacteriology 178: 3072-
3076. 

Barski, A., S. Cuddapah, K. Cui, T. Y. Roh, D. E. Schones, Z. Wang, G. Wei, I. Chepelev 
& K. Zhao. (2007) Response: mapping nucleosome positions using ChIP-Seq data. 
Cell 131: 832-833. 

Barthel, M., S. Hapfelmeier, L. Quintanilla-Martinez, M. Kremer, M. Rohde, M. Hogardt, 
K. Pfeffer, H. Russmann & W. D. Hardt. (2003) Pretreatment of mice with 
streptomycin provides a Salmonella enterica serovar Typhimurium colitis model 
that allows analysis of both pathogen and host. Infection and immunity 71: 2839-
2858. 



      Bibliography 

276 
 

Bassler, B. L. (2002) Small Talk: Cell-to-Cell Communication in Bacteria. Cell 109: 421-
424. 

Baty, F. & M. L. Delignette-Muller. (2004) Estimating the bacterial lag time: which model, 
which precision? International Journal of Food Microbiology 91: 261-277. 

Bautista, D. A., J. Chen, S. Barbut & M. W. Griffiths. (1998) Use of an 
autobioluminescent Salmonella hadar to monitor the effects of acid and temperature 
treatments on cell survival and viability on lactic acid-treated poultry carcasses. 
Journal of Food Protection 61: 1439-1445. 

Beard, S. J., R. Hashim, J. Membrillo-Hernandez, M. N. Hughes & R. K. Poole. (1997) 
Zinc(II) tolerance in Escherichia coli K-12: evidence that the zntA gene (o732) 
encodes a cation transport ATPase. Molecular Microbiology 25: 883-891. 

Benoukraf, T., P. Cauchy, R. Fenouil, A. Jeanniard, F. Koch, S. Jaeger, D. Thieffry, J. 
Imbert, J. C. Andrau, S. Spicuglia & P. Ferrier. (2009) CoCAS: a ChIP-on-chip 
analysis suite. Bioinformatics 25: 954-955. 

Benov, L. T. & I. Fridovich. (1994) Escherichia coli expresses a copper- and zinc-
containing superoxide dismutase. The Journal of biological chemistry 269: 25310-
25314. 

Berlett, B. S. & E. R. Stadtman. (1997) Protein oxidation in aging, disease, and oxidative 
stress. The Journal of biological chemistry 272: 20313-20316. 

Bernstein, J. A., A. B. Khodursky, P.-H. Lin, S. Lin-Chao & S. N. Cohen. (2002) Global 
analysis of mRNA decay and abundance in Escherichia coli at single-gene 
resolution using two-color fluorescent DNA microarrays. Proceedings of the 
National Academy of Sciences of the United States of America 99: 9697-9702. 

Bertani, G. (1951) Studies on Lysogenesis I: The Mode of Phage Liberation by Lysogenic 
Escherichia coli. Journal of Bacteriology. 62: 293-300. 

Birnboim, H. C. & J. Doly. (1979) A rapid alkaline extraction procedure for screening 
recombinant plasmid DNA. Nucleic acids research 7: 1513-1523. 

Blasco, F., C. Iobbi, J. Ratouchniak, V. Bonnefoy & M. Chippaux. (1990) Nitrate 
reductases of Escherichia coli: sequence of the second nitrate reductase and 
comparison with that encoded by the narGHJI operon. Mol Gen Genet 222: 104-
111. 

Blattner, F. R., G. Plunkett, C. A. Bloch, N. T. Perna, V. Burland, M. Riley, J. 
ColladoVides, J. D. Glasner, C. K. Rode, G. F. Mayhew, J. Gregor, N. W. Davis, 
H. A. Kirkpatrick, M. A. Goeden, D. J. Rose, B. Mau & Y. Shao. (1997) The 



      Bibliography 

277 
 

complete genome sequence of Escherichia coli K-12. Science New York, N.Y 277: 
1453-1462. 

Blencowe, D. K. & A. P. Morby. (2003) Zn(II) metabolism in prokaryotes. FEMS 
Microbiology reviews 27: 291-311. 

Blindauer, C. A., M. D. Harrison, J. A. Parkinson, A. K. Robinson, J. S. Cavet, N. J. 
Robinson & P. J. Sadler. (2001) A metallothionein containing a zinc finger within a 
four-metal cluster protects a bacterium from zinc toxicity. Proceedings of the 
National Academy of Sciences of the United States of America 98: 9593-9598. 

Bohnhoff, M., C. P. Miller & W. R. Martin. (1964) Resistance of the Mouse's Intestinal 
Tract to Experimental Salmonella Infection. Ii. Factors Responsible for Its Loss 
Following Streptomycin Treatment. The Journal of experimental medicine 120: 
817-828. 

Bokkenheuser, V. (1964) Detection of Typhoid Carriers. American journal of public health 
and the nation's health 54: 477-486. 

Borneman, D. L., S. C. Ingham & C. Ane. (2009) Mathematical approaches to estimating 
lag-phase duration and growth rate for predicting growth of Salmonella serovars, 
escherichia coli O157:H7, and Staphylococcus aureus in raw beef, bratwurst, and 
poultry. Journal of Food Protection 72: 1190-1200. 

Bowden, S. D., G. Rowley, J. C. Hinton & A. Thompson. (2009) Glucose and glycolysis 
are required for the successful infection of macrophages and mice by Salmonella 
enterica serovar Typhimurium. Infection and immunity 77: 3117-3126. 

Brandi, A., R. Spurio, C. O. Gualerzi & C. L. Pon. (1999) Massive presence of the 
Escherichia coli 'major cold-shock protein' CspA under non-stress conditions. The 
EMBO journal 18: 1653-1659. 

Braun, V. & K. Hantke. (2007) Acquisition of Iron by Bacteria. In: Molecular 
Microbiology of heavy metals A. Steinbüchel (ed). Heidelberg, Germany: Springer 
Publishing. 

Brejning, J., N. Arneborg & L. Jespersen. (2005) Identification of genes and proteins 
induced during the lag and early exponential phase of lager brewing yeasts. Journal 
of Applied Microbiology 98: 261-271. 

Brejning, J. & L. Jespersen. (2002) Protein expression during lag phase and growth 
initiation in Saccharomyces cerevisiae. International Journal of Food Microbiology 
75: 27-38. 



      Bibliography 

278 
 

Brejning, J., L. Jespersen & N. Arneborg. (2003) Genome-wide transcriptional changes 
during the lag phase of Saccharomyces cerevisiae. Archives of Microbiology 179: 
278-294. 

Buchanan, R. L. & M. L. Cygnarowicz. (1990) A mathematical approach toward defining 
and calculating the duration of the lag phase. Food Microbiology 7: 237-240. 

Buck, M. J., A. B. Nobel & J. D. Lieb. (2005) ChIPOTle: a user-friendly tool for the 
analysis of ChIP-chip data. Genome biology 6: R97. 

Budde, I., L. Steil, C. Scharf, U. Volker & E. Bremer. (2006) Adaptation of Bacillus 
subtilis to growth at low temperature: a combined transcriptomic and proteomic 
appraisal. Microbiology (Reading, England) 152: 831-853. 

Bustin, S. A. (2000) Absolute quantification of mRNA using real-time reverse 
transcription polymerase chain reaction assays. J Mol Endocrinol 25: 169-193. 

Byers, B. R. & J. E. L. Arceneaux. (1998) Microbial iron transport: iron acquisition by 
pathogenic microorganisms. In: Metal Ions in Biological Systems. A. Sigel & H. 
Sigel (eds). pp. 37-66. 

Cabiscol, E., J. Tamarit & J. Ros. (2000) Oxidative stress in bacteria and protein damage 
by reactive oxygen species. Int Microbiol 3: 3-8. 

Cairrão, F., A. Cruz, H. Mori & C. M. Arraiano. (2003) Cold shock induction of RNase R 
and its role in the maturation of the quality control mediator SsrA/tmRNA. 
Molecular Microbiology 50: 1349-1360. 

Campoy, S., M. Jara, N. Busquets, A. M. Perez De Rozas, I. Badiola & J. Barbe. (2002) 
Role of the high-affinity zinc uptake znuABC system in Salmonella enterica 
serovar Typhimurium virulence. Infection and immunity 70: 4721-4725. 

Carter, P. B. & F. M. Collins. (1974) The Route of Enteric Infection in Normal Mice. 
Journal of Experimental Medicine 139: 1189-1203. 

Cashel, M., D. R. Gentry, V. J. Hernandez & D. Vinella. (1996) The Stringent Response. 
In: Escherichia coli and Salmonella: Cellular and Molecular Biology. F. C. 
Neidhardt (ed). Washington, DC: American Society for Microbiology, pp. 1458-
1496. 

Castuma, C. E., R. Huang, A. Kornberg & R. N. Reusch. (1995) Inorganic polyphosphates 
in the acquisition of competence in Escherichia coli. The Journal of biological 
chemistry 270: 12980-12983. 



      Bibliography 

279 
 

CDC. (2009) Typhoid Fever [Online] Available 
at:http://www.cdc.gov/ncidod/dbmd/diseaseinfo/typhoidfever_t.htm. [Accessed 
24/11/2009]. 

Chart, H. & B. Rowe. (1993) Iron restriction and the growth of Salmonella enteritidis. 
Epidemiol Infect 110: 41-47. 

Chaudhuri, R. R., S. E. Peters, S. J. Pleasance, H. Northen, C. Willers, G. K. Paterson, D. 
B. Cone, A. G. Allen, P. J. Owen, G. Shalom, D. J. Stekel, I. G. Charles & D. J. 
Maskell. (2009) Comprehensive identification of Salmonella enterica serovar 
Typhimurium genes required for infection of BALB/c mice. PLoS Pathog 5: 
e1000529. 

Chen, C. M., T. K. Misra, S. Silver & B. P. Rosen. (1986) Nucleotide sequence of the 
structural genes for an anion pump. The plasmid-encoded arsenical resistance 
operon. The Journal of biological chemistry 261: 15030-15038. 

Chen, P. S., T. Y. Toribara & H. Warner. (1956) Microdetermination of Phosphorus. 
Analytical Chemistry 28: 1756-1758. 

Cheng, C., S. M. Tennant, K. I. Azzopardi, V. Bennett-Wood, E. L. Hartland, R. M. 
Robins-Browne & M. Tauschek. (2009) Contribution of the pst-phoU operon to 
cell adherence by atypical enteropathogenic Escherichia coli and virulence of 
Citrobacter rodentium. Infection and immunity 77: 1936-1944. 

Chiu, C. H., P. Tang, C. S. Chu, S. N. Hu, Q. Y. Bao, J. Yu, Y. Y. Chou, H. S. Wang & Y. 
S. Lee. (2005) The genome sequence of Salmonella enterica serovar Choleraesuis, 
a highly invasive and resistant zoonotic pathogen. Nucleic acids research 33: 1690-
1698. 

Christman, M. F., G. Storz & B. N. Ames. (1989) OxyR, a positive regulator of hydrogen 
peroxide-inducible genes in Escherichia coli and Salmonella Typhimurium, is 
homologous to a family of bacterial regulatory proteins. Proceedings of the 
National Academy of Sciences of the United States of America 86: 3484-3488. 

Clements, M. O., S. Eriksson, A. Thompson, S. Lucchini, J. C. Hinton, S. Normark & M. 
Rhen. (2002) Polynucleotide phosphorylase is a global regulator of virulence and 
persistency in Salmonella enterica. Proceedings of the National Academy of 
Sciences of the United States of America 99: 8784-8789. 

Cleveland, W. S. (1979) Robust Locally Weighted Regression and Smoothing Scatterplots. 
Journal of the American Statistical Association 74: 829-836. 

Cogan, T. A. & T. J. Humphrey. (2003) The rise and fall of Salmonella Enteritidis in the 
UK. J Appl Microbiol 94: 114-119. 



      Bibliography 

280 
 

Collins, H. L., S. H. Kaufmann & U. E. Schaible. (2002) Iron chelation via deferoxamine 
exacerbates experimental salmonellosis via inhibition of the nicotinamide adenine 
dinucleotide phosphate oxidase-dependent respiratory burst. J Immunol 168: 3458-
3463. 

Cosgrove, K., G. Coutts, I. M. Jonsson, A. Tarkowski, J. F. Kokai-Kun, J. J. Mond & S. J. 
Foster. (2007) Catalase (KatA) and alkyl hydroperoxide reductase (AhpC) have 
compensatory roles in peroxide stress resistance and are required for survival, 
persistence, and nasal colonization in Staphylococcus aureus. Journal of 
Bacteriology 189: 1025-1035. 

Costanzo, A., H. Nicoloff, S. E. Barchinger, A. B. Banta, R. L. Gourse & S. E. Ades. 
(2008) ppGpp and DksA likely regulate the activity of the extracytoplasmic stress 
factor sigmaE in Escherichia coli by both direct and indirect mechanisms. 
Molecular Microbiology 67: 619-632. 

Cromie, M. J., Y. Shi, T. Latifi & E. A. Groisman. (2006) An RNA Sensor for Intracellular 
Mg2+. Cell 125: 71-84. 

Crump, J. A., S. P. Luby & E. D. Mintz. (2004) The global burden of typhoid fever. 
Bulletin of the World Health Organization 82: 346-353. 

Cuny, C., M. Lesbats & S. Dukan. (2007) Induction of a global stress response during the 
first step of Escherichia coli plate growth. Applied and Environmental 
Microbiology 73: 885-889. 

D'Amico, S., P. Claverie, T. Collins, D. Georlette, E. Gratia, A. Hoyoux, M. A. Meuwis, 
G. Feller & C. Gerday. (2002) Molecular basis of cold adaptation. Philosophical 
transactions of the Royal Society of London 357: 917-925. 

D'Aoust, J. Y. (1985) Infective dose of Salmonella Typhimurium in cheddar cheese. Am J 
Epidemiol 122: 717-720. 

Dahl, J. A., A. H. Reiner & P. Collas. (2009) Fast genomic muChIP-chip from 1,000 cells. 
Genome biology 10: R13. 

Danese, P. N. & T. J. Silhavy. (1997) The sigma(E) and the Cpx signal transduction 
systems control the synthesis of periplasmic protein-folding enzymes in 
Escherichia coli. Genes Dev 11: 1183-1193. 

Danielli, A., D. Roncarati, I. Delany, V. Chiarini, R. Rappuoli & V. Scarlato. (2006) In 
vivo dissection of the Helicobacter pylori Fur regulatory circuit by genome-wide 
location analysis. Journal of Bacteriology 188: 4654-4662. 

Darwin, K. H. & V. L. Miller. (1999) Molecular basis of the interaction of Salmonella with 
the intestinal mucosa. Clinical Microbiology reviews 12: 405-+. 



      Bibliography 

281 
 

Datsenko, K. A. & B. L. Wanner. (2000) One-step inactivation of chromosomal genes in 
Escherichia coli K-12 using PCR products. Proceedings of the National Academy 
of Sciences of the United States of America 97: 6640-6645. 

de Hoffmann, E. & V. Stroobant. (2002) Mass Spectrometry; Principles and Applications. 
John Wiley & Sons, ltd., Chichester. 

De Jesus, A. J. & R. C. Whiting. (2008) Modeling the physiological state of the inoculum 
and CO2 atmosphere on the lag phase and growth rate of Listeria monocytogenes. 
Journal of Food Protection 71: 1915-1918. 

De Wulf, P. & E. C. Lin. (2000) Cpx two-component signal transduction in Escherichia 
coli: excessive CpxR-P levels underlie CpxA* phenotypes. Journal of Bacteriology 
182: 1423-1426. 

Deiwick, J., T. Nikolaus, S. Erdogan & M. Hensel. (1999) Environmental regulation of 
Salmonella pathogenicity island 2 gene expression. Molecular Microbiology 31: 
1759-1773. 

Deng, W., S. R. Liou, G. Plunkett, G. F. Mayhew, D. J. Rose, V. Burland, V. Kodoyianni, 
D. C. Schwartz & F. R. Blattner. (2003) Comparative genomics of Salmonella 
enterica serovar typhi strains Ty2 and CT18. Journal of Bacteriology 185: 2330-
2337. 

Dens, E. J., K. Bernaerts, A. R. Standaert, J. U. Kreft & J. F. Van Impe. (2005a) Cell 
division theory and individual-based modeling of microbial lag: Part II. Modeling 
lag phenomena induced by temperature shifts. International Journal of Food 
Microbiology 101: 319-332. 

Dens, E. J., K. Bernaerts, A. R. Standaert & J. F. Van Impe. (2005b) Cell division theory 
and individual-based modeling of microbial lag: Part I. The theory of cell division. 
International Journal of Food Microbiology 101: 303-318. 

DeRisi, J., L. Penland, P. O. Brown, M. L. Bittner, P. S. Meltzer, M. Ray, Y. D. Chen, Y. 
A. Su & J. M. Trent. (1996) Use of a cDNA microarray to analyse gene expression 
patterns in human cancer. Nature Genetics 14: 457-460. 

DFBMD. (2009) Typhoid Fever. [online] Available from: 
www.cdc.gov/ncidod/dbmd/diseaseinfo/salmonellosis_g.htm. [Accessed on 
24/11/2009]. 

Dorman, C. J., J. C. Hinton & A. Free. (1999) Domain organization and oligomerization 
among H-NS-like nucleoid-associated proteins in bacteria. Trends in Microbiology 
7: 124-128. 



      Bibliography 

282 
 

Dubnau, D. & R. Losick. (2006) Bistability in bacteria. Molecular Microbiology 61: 564-
572. 

Dufrenne, J., E. Delfgou, W. Ritmeester & S. Notermans. (1997) The effect of previous 
growth conditions on the lag phase time of some foodborne pathogenic micro-
organisms. International Journal of Food Microbiology 34: 89-94. 

Dukan, S. & D. Touati. (1996) Hypochlorous acid stress in Escherichia coli: resistance, 
DNA damage, and comparison with hydrogen peroxide stress. Journal of 
Bacteriology 178: 6145-6150. 

Dupont, M., C. E. James, J. Chevalier & J. M. Pages. (2007) An early response to 
Environmental stress involves regulation of OmpX and OmpF, two enterobacterial 
outer membrane pore-forming proteins. Antimicrobial agents and chemotherapy 
51: 3190-3198. 

European Food Standards Agency. (2009) The Community Summary Report on Food-
Borne Outbreaks in the European Union in 2007. In: The EFSA Journal. pp. 1-102. 

Egler, M., C. Grosse, G. Grass & D. H. Nies. (2005) Role of the extracytoplasmic function 
protein family sigma factor RpoE in metal resistance of Escherichia coli. Journal 
of Bacteriology 187: 2297-2307. 

Elferink, J. G. (1974) The effect of ethylenediaminetetraacetic acid on yeast cell 
membranes. Protoplasma 80: 261-268. 

Elfwing, A., Y. LeMarc, J. Baranyi & A. Ballagi. (2004) Observing Growth and Division 
of Large Numbers of Individual Bacteria by Image Analysis. Applied and 
Environmental Microbiology 70: 675-678. 

Elowitz, M. B., A. J. Levine, E. D. Siggia & P. S. Swain. (2002) Stochastic gene 
expression in a single cell. Science New York, N.Y 297: 1183-1186. 

Epstein, S. (2009) Microbial Awakenings. Nature 457: 1083. 

Eriksson, S., S. Lucchini, A. Thompson, M. Rhen & J. C. D. Hinton. (2003) Unravelling 
the biology of macrophage infection by gene expression profiling of intracellular 
Salmonella enterica. Molecular Microbiology 47: 103-118. 

Ernst, F. D., J. Stoof, W. M. Horrevoets, E. J. Kuipers, J. G. Kusters & A. H. van Vliet. 
(2006) NikR mediates nickel-responsive transcriptional repression of the 
Helicobacter pylori outer membrane proteins FecA3 (HP1400) and FrpB4 
(HP1512). Infection and immunity 74: 6821-6828. 



      Bibliography 

283 
 

Espariz, M., S. K. Checa, M. E. Audero, L. B. Pontel & F. C. Soncini. (2007) Dissecting 
the Salmonella response to copper. Microbiology (Reading, England) 153: 2989-
2997. 

Etchegaray, J. P., P. G. Jones & M. Inouye. (1996) Differential thermoregulation of two 
highly homologous cold-shock genes, cspA and cspB, of Escherichia coli. Genes 
Cells 1: 171-178. 

Everest, P., J. Wain, M. Roberts, G. Rook & G. Dougan. (2001) The molecular 
mechanisms of severe typhoid fever. Trends in Microbiology 9: 316-320. 

Fang, F. C., C. Y. Chen, D. G. Guiney & Y. Xu. (1996) Identification of sigma S-regulated 
genes in Salmonella Typhimurium: complementary regulatory interactions between 
sigma S and cyclic AMP receptor protein. Journal of Bacteriology 178: 5112-5120. 

Fang, F. C., M. A. DeGroote, J. W. Foster, A. J. Baumler, U. Ochsner, T. Testerman, S. 
Bearson, J. C. Giard, Y. Xu, G. Campbell & T. Laessig. (1999) Virulent Salmonella 
Typhimurium has two periplasmic Cu, Zn-superoxide dismutases. Proc Natl Acad 
Sci U S A 96: 7502-7507. 

Farewell, A. & F. C. Neidhardt. (1998) Effect of temperature on in vivo protein synthetic 
capacity in Escherichia coli. Journal of Bacteriology 180: 4704-4710. 

Farr, S. B. & T. Kogoma. (1991) Oxidative Stress Responses in Escherichia coli and 
Salmonella Typhimurium. Microbiol. Rev. 55: 561-585. 

Farris, M., A. Grant, T. B. Richardson & C. D. O'Connor. (1998) BipA: a tyrosine-
phosphorylated GTPase that mediates interactions between enteropathogenic 
Escherichia coli (EPEC) and epithelial cells. Molecular Microbiology 28: 265-279. 

Ferrer, J., C. Prats, D. Lopez & J. Vives-Rego. (2009) Mathematical modelling 
methodologies in predictive food microbiology: a SWOT analysis. International 
Journal of Food Microbiology 134: 2-8. 

Filutowicz, M., W. Ross, J. Wild & R. L. Gourse. (1992) Involvement of Fis protein in 
replication of the Escherichia coli chromosome. Journal of Bacteriology 174: 398-
407. 

Fink, R. C., M. R. Evans, S. Porwollik, A. Vazquez-Torres, J. Jones-Carson, B. Troxell, S. 
J. Libby, M. McClelland & H. M. Hassan, (2007) FNR is a global regulator of 
virulence and anaerobic metabolism in Salmonella enterica serovar Typhimurium 
(ATCC 14028s). Journal of bacteriology 189: 2262-2273. 

Finkel, S. E. (2006) Long-term survival during stationary phase: evolution and the GASP 
phenotype. Nature reviews 4: 113-120. 



      Bibliography 

284 
 

Finkel, S. E. & R. C. Johnson. (1992) The Fis protein: it's not just for DNA inversion 
anymore. Molecular Microbiology 6: 3257-3265. 

Finkel, S. E., E. Zinser, S. Gupta & R. Kolter. (1998) Life and Death in Stationary Phase. 
In: Molecular Microbiology. S. J. W. Busby, C. M. Thomas & N. L. Brown (eds). 
Berlin: Springer-Verlag, pp. 3-16. 

Fleming, T. P., M. S. Nahlik & M. A. McIntosh. (1983) Regulation of enterobactin iron 
transport in Escherichia coli: characterization of ent::Mu d(Apr lac) operon fusions. 
Journal of Bacteriology 156: 1171-1177. 

Food Standards Agency. (2007) Annual Report of the Chief Scientist 2006/7. In. UK: Food 
Standards Agency, pp. 1-100. 

Franke, S., G. Grass, C. Rensing & D. H. Nies. (2003) Molecular analysis of the copper-
transporting efflux system CusCFBA of Escherichia coli. J Bacteriol 185: 3804-
3812. 

Fredriksson, A., M. Ballesteros, S. Dukan & T. Nystrom. (2005) Defense against protein 
carbonylation by DnaK/DnaJ and proteases of the heat shock regulon. Journal of 
Bacteriology 187: 4207-4213. 

Fukuchi, J., K. Kashiwagi, M. Yamagishi, A. Ishihama & K. Igarashi. (1995) Decrease in 
cell viability due to the accumulation of spermidine in spermidine 
acetyltransferase-deficient mutant of Escherichia coli. The Journal of biological 
chemistry 270: 18831-18835. 

Gabriel, S. E. & J. D. Helmann. (2009) Contributions of Zur-controlled ribosomal proteins 
to growth under zinc starvation conditions. Journal of Bacteriology. 

Galan, B., I. Manso, A. Kolb, J. L. Garcia & M. A. Prieto. (2008) The role of FIS protein 
in the physiological control of the expression of the Escherichia coli meta-hpa 
operon. Microbiology (Reading, England) 154: 2151-2160. 

Gantois, I., R. Ducatelle, F. Pasmans, F. Haesebrouck, I. Hautefort, A. Thompson, J. C. 
Hinton & F. Van Immerseel. (2006) Butyrate specifically down-regulates 
Salmonella pathogenicity island 1 gene expression. Applied and Environmental 
Microbiology 72: 946-949. 

Garcia-Russell, N., B. Elrod & K. Dominguez. (2009) Stress-induced prophage DNA 
replication in Salmonella enterica serovar Typhimurium. Infect Genet Evol 9: 889-
895. 

Garcia Vescovi, E., F. C. Soncini & E. A. Groisman. (1996) Mg2+ as an extracellular 
signal: Environmental regulation of Salmonella virulence. Cell 84: 165-174. 



      Bibliography 

285 
 

Gawande, P. V. & A. A. Bhagwat. (2002) Inoculation onto solid surfaces protects 
Salmonella spp. during acid challenge: a model study using polyethersulfone 
membranes. Applied and Environmental Microbiology 68: 86-92. 

Gawande, P. V. & M. W. Griffiths. (2005) Growth history influences starvation-induced 
expression of uspA, grpE, and rpoS and subsequent cryotolerance in Escherichia 
coli O157:H7. Journal of Food Protection 68: 1154-1158. 

Gemski, P., Jr. & B. A. D. Stocker. (1967) Transduction by Bacteriophage P22 in 
Nonsmooth Mutants of Salmonella Typhimurium. Journal of Bacteriology. 93: 
1588-1597. 

George, S. M., L. C. Richardson, I. E. Pol & M. W. Peck. (1998) Effect of oxygen 
concentration and redox potential on recovery of sublethally heat-damaged cells of 
Escherichia coli O157:H7, Salmonella enteritidis and Listeria monocytogenes. J 
Appl Microbiol 84: 903-909. 

Gerdes, S. Y., M. D. Scholle, J. W. Campbell, G. Balazsi, E. Ravasz, M. D. Daugherty, A. 
L. Somera, N. C. Kyrpides, I. Anderson, M. S. Gelfand, A. Bhattacharya, V. 
Kapatral, M. D'Souza, M. V. Baev, Y. Grechkin, F. Mseeh, M. Y. Fonstein, R. 
Overbeek, A. L. Barabasi, Z. N. Oltvai & A. L. Osterman. (2003) Experimental 
determination and system level analysis of essential genes in Escherichia coli 
MG1655. Journal of Bacteriology 185: 5673-5684. 

Gerstel, U., A. Kolb & U. Romling. (2006) Regulatory components at the csgD promoter--
additional roles for OmpR and integration host factor and role of the 5' untranslated 
region. FEMS Microbiology letters 261: 109-117. 

Gil, F., I. Hernandez-Lucas, R. Polanco, N. Pacheco, B. Collao, J. M. Villarreal, G. 
Nardocci, E. Calva & C. P. Saavedra. (2009) SoxS regulates the expression of the 
Salmonella enterica serovar Typhimurium ompW gene. Microbiology (Reading, 
England) 155: 2490-2497. 

Gilman, A. G., T. W. Rall, A. S. Nies & T. Palmer. (1990) Goodman and Gilman's the 
Pharmacological Basis of Therapeutics p. 1840. PPI-UK. 

Glaser, M. J. & L. S. Newman. (1982) A review of human salmonellosis. I. Infective dose 
Review of Infectious Diseases 34: 1096-1106. 

Gorris, G. M. & M. W. Peck. (1998) The use of hurdle technology with REPFEDs. In: 
Sous vide and cook-chill processing for the food industry. S. Ghazala (ed). 
Gaithersburg, Maryland: Aspen Publishers Inc., pp. 217. 

Gottesman, S. (2004) The small RNA regulators of Escherichia coli: roles and 
mechanisms*. Annual review of Microbiology 58: 303-328. 



      Bibliography 

286 
 

Graham, A. I., S. Hunt, S. L. Stokes, N. Bramall, J. Bunch, A. G. Cox, C. W. McLeod & 
R. K. Poole. (2009) Severe Zinc Depletion of Escherichia coli: Roles for high 
affinity zinc binding by ZinT, zinc transport and zinc-independent proteins. The 
Journal of biological chemistry 284: 18377-18389. 

Grainger, D. C., H. Aiba, D. Hurd, D. F. Browning & S. J. Busby. (2007) Transcription 
factor distribution in Escherichia coli: studies with FNR protein. Nucleic acids 
research 35: 269-278. 

Grainger, D. C. & S. J. Busby. (2008) Methods for studying global patterns of DNA 
binding by bacterial transcription factors and RNA polymerase. Biochem Soc Trans 
36: 754-757. 

Grainger, D. C., M. D. Goldberg, D. J. Lee & S. J. Busby. (2008) Selective repression by 
Fis and H-NS at the Escherichia coli dps promoter. Molecular Microbiology 68: 
1366-1377. 

Grainger, D. C., D. Hurd, M. Harrison, J. Holdstock & S. J. W. Busby. (2005) Studies of 
the distribution of Escherichia coli cAMP-receptor protein and RNA polymerase 
along the E. coli chromosome. PNAS 102: 17693-17698. 

Gralnick, J. & D. Downs. (2001) Protection from superoxide damage associated with an 
increased level of the YggX protein in Salmonella enterica. PNAS 98: 8030-8035. 

Gralnick, J. A. & D. M. Downs. (2003) The YggX Protein of Salmonella enterica Is 
Involved in Fe(II) Trafficking and Minimizes the DNA Damage Caused by 
Hydroxyl Radicals: RESIDUE CYS-7 IS ESSENTIAL FOR YggX FUNCTION. 
Journal of Biological Chemistry 278: 20708-20715. 

Grant, A. J., M. Farris, P. Alefounder, P. H. Williams, M. J. Woodward & C. D. O'Connor. 
(2003) Co-ordination of pathogenicity island expression by the BipA GTPase in 
enteropathogenic Escherichia coli (EPEC). Molecular Microbiology 48: 507-521. 

Grass, G., S. Franke, N. Taudte, D. H. Nies, L. M. Kucharski, M. E. Maguire & C. 
Rensing. (2005) The metal permease ZupT from Escherichia coli is a transporter 
with a broad substrate spectrum. Journal of Bacteriology 187: 1604-1611. 

Greenacre, E. J., T. F. Brocklehurst, C. R. Waspe, D. R. Wilson & P. D. G. Wilson. (2003) 
Salmonella enterica serovar Typhimurium and Listeria monocytogenes acid 
tolerance response induced by organic acids at 20 degrees C: Optimization and 
modeling. Applied and Environmental Microbiology 69: 3945-3951. 

Greenacre, E. J., S. Lucchini, J. C. Hinton & T. F. Brocklehurst. (2006) The lactic acid-
induced acid tolerance response in Salmonella enterica serovar Typhimurium 
induces sensitivity to hydrogen peroxide. Applied and Environmental Microbiology 
72: 5623-5625. 



      Bibliography 

287 
 

Greenblatt, J. (1997) RNA polymerase II holoenzyme and transcriptional regulation. 
Current opinion in cell biology 9: 310-319. 

Griffiths, E. T. (1987) The iron uptake systems of pathogenic bacteria. In: Iron and 
infection. J. J. Bullen & E. T. Griffiths (eds). New York: John Wiley & Sons, pp. 
69-137. 

Grissom, S. F., E. K. Lobenhofer & C. J. Tucker. (2005) A qualitative assessment of 
direct-labeled cDNA products prior to microarray analysis. BMC genomics 6: 36. 

Grubbs, F. E. (1969) Procedures for Detecting Outlying Observations in Samples. 
Technometrics 11: 1-21. 

Guantes, R. & J. F. Poyatos. (2006) Dynamical principles of two-component genetic 
oscillators. PLoS computational biology 2: e30. 

Guida, L., Z. Saidi, M. N. Hughes & R. K. Poole. (1991) Aluminium toxicity and binding 
to Escherichia coli. Archives of Microbiology 156: 507-512. 

Gupta, S. D., H. C. Wu & P. D. Rick. (1997) A Salmonella Typhimurium genetic locus 
which confers copper tolerance on copper-sensitive mutants of Escherichia coli. 
Journal of Bacteriology 179: 4977-4984. 

Hansen-Wester, I. & M. Hensel. (2001) Salmonella pathogenicity islands encoding type III 
secretion systems. Microbes and infection / Institut Pasteur 3: 549-559. 

Harold, F. M. (1966) Inorganic polyphosphates in biology: structure, metabolism, and 
function. Bacteriol Rev 30: 772-794. 

Hausinger, R. P. & D. B. Zamble. (2007) Microbial Physiology of Nickel and Cobalt. In: 
Molecular Microbiology of Heavy Metals. D. H. Nies & S. Silver (eds). 
Heidelberg, Germany: Springer Publishing, pp. 

Hautefort, I. & J. C. D. Hinton. (2000) Measurement of bacterial gene expression in vivo. 
Philos. Trans. R. Soc. Lond. Ser. B-Biol. Sci. 355: 601-611. 

Hautefort, I., M. J. Proenca & J. C. D. Hinton. (2003) Single-copy green fluorescent 
protein gene fusions allow accurate measurement of Salmonella gene expression in 
vitro and during infection of mammalian cells. Applied and Environmental 
Microbiology 69: 7480-7491. 

Hautefort, I., A. Thompson, S. Eriksson-Ygberg, M. L. Parker, S. Lucchini, V. Danino, R. 
J. Bongaerts, N. Ahmad, M. Rhen & J. C. Hinton. (2008) During infection of 
epithelial cells Salmonella enterica serovar Typhimurium undergoes a time-
dependent transcriptional adaptation that results in simultaneous expression of three 
type 3 secretion systems. Cellular Microbiology 10: 958-984. 



      Bibliography 

288 
 

Health Protection Agency. (2008) Salmonella in humans (excluding S. Typhi and S. 
Paratyphi) Faecal & lower gastrointestinal isolates England and Wales, 1990-2008. 
[online] Available from: 
http://www.hpa.org.uk/webw/HPAweb&HPAwebStandard/HPAweb_C/119573376
0280?p=1191942172078. [Accessed on 11/11/09]. 

Hébrard, M., J. P. Viala, S. Méresse, F. Barras & L. Aussel. (2009) Redundant hydrogen 
peroxide scavengers contribute to Salmonella virulence and oxidative stress 
resistance. Journal of Bacteriology 191: 4605-4614. 

Helms, M., P. Vastrup, P. Gerner-Smidt & K. Molbak. (2003) Short and long term 
mortality associated with foodborne bacterial gastrointestinal infections: registry 
based study. Br. Med. J. 326: 357-359. 

Hengge-Aronis, R. (1993) Survival of hunger and stress: the role of rpoS in early 
stationary phase gene regulation in E. coli. Cell 72: 165-168. 

Henry, T., F. Garcia-Del Portillo & J. P. Gorvel, (2005) Identification of Salmonella 
functions critical for bacterial cell division within eukaryotic cells. Molecular 
Microbiology 56: 252-267. 

Herbaud, M. L., A. Guiseppi, F. Denizot, J. Haiech & M. C. Kilhoffer. (1998) Calcium 
signalling in Bacillus subtilis. Biochimica et biophysica acta 1448: 212-226. 

Herring, C. D., M. Raffaelle, T. E. Allen, E. I. Kanin, R. Landick, A. Z. Ansari & B. O. 
Palsson. (2005) Immobilization of Escherichia coli RNA polymerase and location 
of binding sites by use of chromatin immunoprecipitation and microarrays. Journal 
of Bacteriology 187: 6166-6174. 

Hewitt, L. F. (1948) Oxygen-Reduction Potentials in Bacteriology and Biochemistry. 
London County Council, London. 

Hills, B. P. & K. M. Wright. (1994) A New Model for Bacterial-Growth in Heterogeneous 
Systems. J. Theor. Biol. 168: 31-41. 

Hinton, J. C., I. Hautefort, S. Eriksson, A. Thompson & M. Rhen. (2004) Benefits and 
pitfalls of using microarrays to monitor bacterial gene expression during infection. 
Current opinion in Microbiology 7: 277-282. 

Hishinuma, S., I. Ohtsu, M. Fujimura & F. Fukumori. (2008) OxyR is involved in the 
expression of thioredoxin reductase TrxB in Pseudomonas putida. FEMS 
Microbiology letters 289: 138-145. 

Hishinuma, S., M. Yuki, M. Fujimura & F. Fukumori. (2006) OxyR regulated the 
expression of two major catalases, KatA and KatB, along with peroxiredoxin, 
AhpC in Pseudomonas putida. Environmental Microbiology 8: 2115-2124. 



      Bibliography 

289 
 

Hmiel, S. P., M. D. Snavely, J. B. Florer, M. E. Maguire & C. G. Miller. (1989) 
Magnesium transport in Salmonella Typhimurium: genetic characterization and 
cloning of three magnesium transport loci. Journal of Bacteriology 171: 4742-
4751. 

Ho, W. L., R. C. Yu & C. C. Chou. (2004) Effect of iron limitation on the growth and 
cytotoxin production of Salmonella Choleraesuis SC-5. International Journal of 
Food Microbiology 90: 295-302. 

Hoffer, S. M., H. V. Westerhoff, K. J. Hellingwerf, P. W. Postma & J. Tommassen. (2001) 
Autoamplification of a two-component regulatory system results in "learning" 
behavior. Journal of Bacteriology 183: 4914-4917. 

Hoffman, B. G. & S. J. Jones. (2009) Genome-wide identification of DNA-protein 
interactions using chromatin immunoprecipitation coupled with flow cell 
sequencing. The Journal of Endocrinology 201: 1-13. 

Hoiseth, S. K. & B. A. Stocker. (1981) Aromatic-dependent Salmonella Typhimurium are 
non-virulent and effective as live vaccines. Nature 291: 238-239. 

Holland, I. B., H. E. Jones, A. K. Campbell & A. Jacq. (1999) An assessment of the role of 
intracellular free Ca2+ in E. coli. Biochimie 81: 901-907. 

Holliday, S. L. & L. R. Beuchat. (2003) Viability of Salmonella, Escherichia coli 
O157:H7, and Listeria monocytogenes in yellow fat spreads as affected by storage 
temperature. Journal of Food Protection 66: 549-558. 

Holt, K. E., N. R. Thomson, J. Wain, G. C. Langridge, R. Hasan, Z. A. Bhutta, M. A. 
Quail, H. Norbertczak, D. Walker, M. Simmonds, B. White, N. Bason, K. Mungall, 
G. Dougan & J. Parkhill. (2009) Pseudogene accumulation in the evolutionary 
histories of Salmonella enterica serovars Paratyphi A and Typhi. BMC genomics 
10: 36. 

Hornick, R. B., S. E. Greisman, T. E. Woodward, H. L. DuPont, A. T. Dawkins & M. J. 
Snyder. (1970a) Typhoid fever: pathogenesis and immunologic control. The New 
England journal of medicine 283: 686-691. 

Hornick, R. B., S. E. Greisman, T. E. Woodward, H. L. DuPont, A. T. Dawkins & M. J. 
Snyder. (1970b) Typhoid fever: pathogenesis and immunologic control. 2. The New 
England journal of medicine 283: 739-746. 

Hossain, M. M. & H. Nakamoto. (2002) HtpG plays a role in cold acclimation in 
cyanobacteria. Current Microbiology 44: 291-296. 



      Bibliography 

290 
 

Huang, R. & R. N. Reusch. (1995) Genetic competence in Escherichia coli requires poly-
beta-hydroxybutyrate/calcium polyphosphate membrane complexes and certain 
divalent cations. Journal of Bacteriology 177: 486-490. 

Ibanez-Ruiz, M., V. Robbe-Saule, D. Hermant, S. Labrude & F. Norel. (2000) 
Identification of RpoS (sigma S)-Regulated Genes in Salmonella enterica Serovar 
Typhimurium. Journal of Bacteriology. 182: 5749-5756. 

Ieva, R., D. Roncarati, M. M. Metruccio, K. L. Seib, V. Scarlato & I. Delany. (2008) OxyR 
tightly regulates catalase expression in Neisseria meningitidis through both 
repression and activation mechanisms. Molecular Microbiology 70: 1152-1165. 

Ikeda, J. S., A. Janakiraman, D. G. Kehres, M. E. Maguire & J. M. Slauch. (2005) 
Transcriptional regulation of sitABCD of Salmonella enterica serovar 
Typhimurium by MntR and Fur. Journal of Bacteriology 187: 912-922. 

Ilbert, M., P. C. Graf & U. Jakob. (2006) Zinc center as redox switch--new function for an 
old motif. Antioxid Redox Signal 8: 835-846. 

Illmer, P. & R. Buttinger. (2006) Interactions between iron availability, aluminium toxicity 
and fungal siderophores. Biometals 19: 367-377. 

Imlay, J. A. (2003) Pathways of oxidative damage. Annual review of Microbiology 57: 
395-418. 

Imlay, J. A. (2008) Cellular defenses against superoxide and hydrogen peroxide. Annual 
review of biochemistry 77: 755-776. 

Imlay, J. A. & S. Linn. (1988) DNA Damage and Oxygen Radical Toxicity. Science New 
York, N.Y 240: 1302-1309. 

Inouye, M. & S. Phadtare. (2004) Cold shock response and adaptation at near-freezing 
temperature in microorganisms. Sci STKE 2004: pe26. 

Ishihama, A. (1991) Global control of gene expression in bacteria. In: Control of cell 
growth and division. A. Ishihama & H. Yoshikawa (eds). Tokyo.: Japan Scientific 
Society Press, pp. 121–140. 

Iuchi, S. & L. Weiner. (1996) Cellular and molecular physiology of Escherichia coli in the 
adaptation to aerobic environments. J Biochem 120: 1055-1063. 

Ivey, D. M., A. A. Guffanti, J. Zemsky, E. Pinner, R. Karpel, E. Padan, S. Schuldiner & T. 
A. Krulwich. (1993) Cloning and characterization of a putative Ca2+/H+ antiporter 
gene from Escherichia coli upon functional complementation of Na+/H+ 
antiporter-deficient strains by the overexpressed gene. The Journal of biological 
chemistry 268: 11296-11303. 



      Bibliography 

291 
 

Iwig, J. S., S. Leitch, R. W. Herbst, M. J. Maroney & P. T. Chivers. (2008) Ni(II) and 
Co(II) sensing by Escherichia coli RcnR. J Am Chem Soc 130: 7592-7606. 

Iwig, J. S., J. L. Rowe & P. T. Chivers. (2006) Nickel homeostasis in Escherichia coli - the 
rcnR-rcnA efflux pathway and its linkage to NikR function. Molecular 
Microbiology 62: 252-262. 

Izutsu, K., A. Wada & C. Wada. (2001) Expression of ribosome modulation factor (RMF) 
in Escherichia coli requires ppGpp. Genes Cells 6: 665-676. 

Jacobs, M. A., A. Alwood, I. Thaipisuttikul, D. Spencer, E. Haugen, S. Ernst, O. Will, R. 
Kaul, C. Raymond, R. Levy, L. Chun-Rong, D. Guenthner, D. Bovee, M. V. Olson 
& C. Manoil. (2003) Comprehensive transposon mutant library of Pseudomonas 
aeruginosa. Proceedings of the National Academy of Sciences of the United States 
of America 100: 14339-14344. 

Jacques, J. F., S. Jang, K. Prevost, G. Desnoyers, M. Desmarais, J. Imlay & E. Masse. 
(2006) RyhB small RNA modulates the free intracellular iron pool and is essential 
for normal growth during iron limitation in Escherichia coli. Molecular 
Microbiology 62: 1181-1190. 

Jakubovics, N. S. & H. F. Jenkinson. (2001) Out of the iron age: new insights into the 
critical role of manganese homeostasis in bacteria. Microbiology (Reading, 
England) 147: 1709-1718. 

Janda, J. M. & S. L. Abbott. (2006) The Enterobacteria. ASM Press, Washington, USA. 

Jang, S. & J. A. Imlay. (2007) Micromolar intracellular hydrogen peroxide disrupts 
metabolism by damaging iron-sulfur enzymes. The Journal of biological chemistry 
282: 929-937. 

Janssen, R., T. van der Straaten, A. van Diepen & J. T. van Dissel. (2003) Responses to 
reactive oxygen intermediates and virulence of Salmonella Typhimurium. Microbes 
and infection / Institut Pasteur 5: 527-534. 

Jensen, V. B., J. T. Harty & B. D. Jones. (1998) Interactions of the invasive pathogens 
Salmonella Typhimurium, Listeria monocytogenes, and Shigella flexneri with M 
cells and murine Peyer's patches. Infection and immunity 66: 3758-3766. 

Jeter, R. M., B. M. Olivera & J. R. Roth. (1984) Salmonella Typhimurium synthesizes 
cobalamin (vitamin B12) de novo under anaerobic growth conditions. Journal of 
Bacteriology 159: 206-213. 

Ji, G. & S. Silver. (1992) Reduction of arsenate to arsenite by the ArsC protein of the 
arsenic resistance operon of Staphylococcus aureus plasmid pI258. Proceedings of 
the National Academy of Sciences of the United States of America 89: 9474-9478. 



      Bibliography 

292 
 

Jishage, M. & A. Ishihama. (1995) Regulation of RNA polymerase sigma subunit synthesis 
in Escherichia coli: intracellular levels of sigma 70 and sigma 38. Journal of 
Bacteriology 177: 6832-6835. 

John, M., R. Rubick, R. P. Schmitz, J. Rakoczy, T. Schubert & G. Diekert, (2009) 
Retentive memory of bacteria: Long-term regulation of dehalorespiration in 
Sulfurospirillum multivorans. Journal of Bacteriology 191: 1650-1655. 

Johnson, D. C., D. R. Dean, A. D. Smith & M. K. Johnson. (2005) Structure, function, and 
formation of biological iron-sulfur clusters. Annual review of biochemistry 74: 247-
281. 

Jones, A. M., A. Goodwill & T. Elliott. (2006) Limited Role for the DsrA and RprA 
Regulatory RNAs in rpoS Regulation in Salmonella enterica. Journal of 
Bacteriology. 188: 5077-5088. 

Jones, B. D. & S. Falkow. (1996) SALMONELLOSIS: Host Immune Responses and 
Bacterial Virulence Determinants. Annual Review of Immunology 14: 533-561. 

Jones, H. E., I. B. Holland, H. L. Baker & A. K. Campbell. (1999) Slow changes in 
cytosolic free Ca2+ in Escherichia coli highlight two putative influx mechanisms in 
response to changes in extracellular calcium. Cell Calcium 25: 265-274. 

Jones, H. E., I. B. Holland & A. K. Campbell. (2002) Direct measurement of free Ca2+ 
shows different regulation of Ca2+ between the periplasm and the cytosol of 
Escherichia coli. Cell Calcium 32: 183-192. 

Jones, P. G. & M. Inouye. (1996) RbfA, a 30S ribosomal binding factor, is a cold-shock 
protein whose absence triggers the cold-shock response. Molecular Microbiology 
21: 1207-1218. 

Jones, P. G., R. Krah, S. R. Tafuri & A. P. Wolffe. (1992) DNA gyrase, CS7.4, and the 
cold shock response in Escherichia coli. Journal of Bacteriology 174: 5798-5802. 

Jones, P. G., M. Mitta, Y. Kim, W. Jiang & M. Inouye. (1996) Cold shock induces a major 
ribosomal-associated protein that unwinds double-stranded RNA in Escherichia 
coli. Proceedings of the National Academy of Sciences of the United States of 
America 93: 76-80. 

Juneja, V. K. & H. M. Marks. (2006) Growth kinetics of Salmonella spp. pre- and post-
thermal treatment. International Journal of Food Microbiology 109: 54-59. 

Justice, S. S., D. A. Hunstad, L. Cegelski & S. J. Hultgren. (2008) Morphological plasticity 
as a bacterial survival strategy. Nature reviews 6: 162-168. 



      Bibliography 

293 
 

Kallipolitis, B. H. & P. Valentin-Hansen. (1998) Transcription of rpoH, encoding the 
Escherichia coli heat-shock regulator sigma32, is negatively controlled by the 
cAMP-CRP/CytR nucleoprotein complex. Molecular Microbiology 29: 1091-1099. 

Kalman, L. V. & R. P. Gunsalus. (1990) Nitrate- and molybdenum-independent signal 
transduction mutations in narX that alter regulation of anaerobic respiratory genes 
in Escherichia coli. Journal of Bacteriology 172: 7049-7056. 

Kamiya, R., H. Hotani & S. Asakura. (1982) Polymorphic transition in bacterial flagella. 
In: Prokaryotic and eukaryotic flagella. W. B. Amos & J. G. Duckett (eds). 
Cambridge University Press, Cambridge. pp. 53-76. 

Kammler, M., C. Schon & K. Hantke. (1993) Characterization of the ferrous iron uptake 
system of Escherichia coli. Journal of Bacteriology 175: 6212-6219. 

Kankwatira, A. M., G. A. Mwafulirwa & M. A. Gordon. (2004) Non-typhoidal Salmonella 
bacteraemia--an under-recognized feature of AIDS in African adults. Tropical 
doctor 34: 198-200. 

Karavolos, M. H., H. Spencer, D. M. Bulmer, A. Thompson, K. Winzer, P. Williams, J. C. 
Hinton & C. M. Khan. (2008) Adrenaline modulates the global transcriptional 
profile of Salmonella revealing a role in the antimicrobial peptide and oxidative 
stress resistance responses. BMC genomics 9: 458. 

Keele, B. B., Jr., J. M. McCord & I. Fridovich. (1970) Superoxide dismutase from 
escherichia coli B. A new manganese-containing enzyme. The Journal of biological 
chemistry 245: 6176-6181. 

Kehres, D. G., A. Janakiraman, J. M. Slauch & M. E. Maguire. (2002a) Regulation of 
Salmonella enterica serovar Typhimurium mntH transcription by H(2)O(2), Fe2+, 
and Mn2+. Journal of Bacteriology 184: 3151-3158. 

Kehres, D. G., A. Janakiraman, J. M. Slauch & M. E. Maguire. (2002b) SitABCD is the 
alkaline Mn2+ transporter of Salmonella enterica serovar Typhimurium. Journal of 
Bacteriology 184: 3159-3166. 

Kehres, D. G., M. L. Zaharik, B. B. Finlay & M. E. Maguire. (2000) The NRAMP proteins 
of Salmonella Typhimurium and Escherichia coli are selective manganese 
transporters involved in the response to reactive oxygen. Molecular Microbiology 
36: 1085-1100. 

Kelly, A., M. D. Goldberg, R. K. Carroll, V. Danino, J. C. D. Hinton & C. J. Dorman. 
(2004) A global role for Fis in the transcriptional control of metabolism and type III 
secretion in Salmonella enterica serovar Typhimurium. Microbiology (Reading, 
England) 150: 2037-2053. 



      Bibliography 

294 
 

Killmann, H., C. Herrmann, H. Wolff & V. Braun. (1998) Identification of a new site for 
ferrichrome transport by comparison of the FhuA proteins of Escherichia coli, 
Salmonella paratyphi B, Salmonella Typhimurium, and Pantoea agglomerans. 
Journal of Bacteriology 180: 3845-3852. 

Kim, B. H., H. G. Kim, G. I. Bae, I. S. Bang, S. H. Bang, J. H. Choi & Y. K. Park. (2004) 
Expression of cspH upon nutrient up-shift in Salmonella enterica serovar 
Typhimurium. Archives of Microbiology 182: 37-43. 

Kiss, E., T. Huguet, V. Poinsot & J. Batut. (2004) The typA gene is required for stress 
adaptation as well as for symbiosis of Sinorhizobium meliloti 1021 with certain 
Medicago truncatula lines. Mol Plant Microbe Interact 17: 235-244. 

Kjeldgaard, N. O., O. Maaloe & M. Schaechter. (1958) The transition between different 
physiological states during balanced growth of Salmonella Typhimurium. Journal 
of general Microbiology 19: 607-616. 

Koch, D., D. H. Nies & G. Grass. (2007) The RcnRA (YohLM) system of Escherichia 
coli: a connection between nickel, cobalt and iron homeostasis. Biometals 20: 759-
771. 

Koh, Y. S., J. Choih, J. H. Lee & J. H. Roe. (1996) Regulation of the ribA gene encoding 
GTP cyclohydrolase II by the soxRS locus in Escherichia coli. Mol Gen Genet 251: 
591-598. 

Koistinen, K. M., C. Plumed-Ferrer, S. J. Lehesranta, S. O. Karenlampi & A. von Wright. 
(2007) Comparison of growth-phase-dependent cytosolic proteomes of two 
Lactobacillus plantarum strains used in food and feed fermentations. FEMS 
Microbiology letters 273: 12-21. 

Kothary, M. H. & U. S. Babu. (2001) Infective Dose of Foodborne Pathogens in 
Volunteers: A Review. Journal of Food Safety 21: 49-73. 

Kováčik, J. & M. Bačkor. (2007) Changes of phenolic metabolism and oxidative status in 
nitrogen-deficient Matricaria chamomilla plants. Plant and Soil 297: 255-265. 

Kraft, A. A. (1992) Psychrotrophic Pathogens. In: Psychrotrophic bacteria in foods: 
disease and spoilage. Boca Raton, Florida, USA: CRC Press, pp. 147-184. 

Kubista, M., B. Akerman & B. Norden. (1987) Characterization of Interaction between 
DNA and 4’,6-Diamidino-2-phenylindole 

by Optical Spectroscopy. Biochemistry 26: 4545-4553. 

Kubo, I., S. H. Lee & T. J. Ha. (2005) Effect of EDTA alone and in combination with 
polygodial on the growth of Saccharomyces cerevisiae. Journal of agricultural and 
food chemistry 53: 1818-1822. 



      Bibliography 

295 
 

La Carbona, S., N. Sauvageot, J. C. Giard, A. Benachour, B. Posteraro, Y. Auffray, M. 
Sanguinetti & A. Hartke. (2007) Comparative study of the physiological roles of 
three peroxidases (NADH peroxidase, Alkyl hydroperoxide reductase and Thiol 
peroxidase) in oxidative stress response, survival inside macrophages and virulence 
of Enterococcus faecalis. Molecular Microbiology 66: 1148-1163. 

Lange, R. & R. Hengge-Aronis. (1991) Identification of a central regulator of stationary-
phase gene expression in Escherichia coli. Molecular Microbiology 5: 49-59. 

Lange, R. & R. Hengge-Aronis. (1994) The cellular concentration of the sigma S subunit 
of RNA polymerase in Escherichia coli is controlled at the levels of transcription, 
translation, and protein stability. Genes Dev 8: 1600-1612. 

Langridge, G. C., M. D. Phan, D. J. Turner, T. T. Perkins, L. Parts, J. Haase, I. Charles, D. 
J. Maskell, S. E. Peters, G. Dougan, J. Wain, J. Parkhill & A. K. Turner. (2009) 
Simultaneous assay of every Salmonella Typhi gene using one million transposon 
mutants. Genome research 19: 2308-2316. 

Larsen, N., M. Boye, H. Siegumfeldt & M. Jakobsen. (2006) Differential Expression of 
Proteins and Genes in the Lag Phase of Lactococcus lactis subsp. lactis Grown in 
Synthetic Medium and Reconstituted Skim Milk. Applied and Environmental 
Microbiology 72: 1173-1179. 

Laub, M. T., S. L. Chen, L. Shapiro & H. H. McAdams. (2002) Genes directly controlled 
by CtrA, a master regulator of the Caulobacter cell cycle. Proceedings of the 
National Academy of Sciences of the United States of America 99: 4632-4637. 

Lee, I. S., J. Lin, H. K. Hall, B. Bearson & J. W. Foster. (1995) The stationary-phase sigma 
factor sigma S (RpoS) is required for a sustained acid tolerance response in virulent 
Salmonella Typhimurium. Molecular Microbiology 17: 155-167. 

Lee, L. J., J. A. Barrett & R. K. Poole. (2005) Genome-wide transcriptional response of 
chemostat-cultured Escherichia coli to zinc. J Bacteriol 187: 1124-1134. 

Lennox, E. S. (1955) Transduction of linked genetic characters of the host by 
bacteriophage P1. Virology 1: 190-206. 

Levin, J. D., R. Shapiro & B. Demple. (1991) Metalloenzymes in DNA repair. Escherichia 
coli endonuclease IV and Saccharomyces cerevisiae Apn1. The Journal of 
biological chemistry 266: 22893-22898. 

Levsky, J. M., S. M. Shenoy, R. C. Pezo & R. H. Singer. (2002) Single cell gene 
expression profiling. Science New York, N.Y 16: A1092-A1093. 

Levsky, J. M. & R. H. Singer. (2003) Gene expression and the myth of the average cell. 
Trends Cell Biol. 13: 4-6. 



      Bibliography 

296 
 

Liu, S., J. E. Graham, L. Bigelow, P. D. Morse, 2nd & B. J. Wilkinson. (2002) 
Identification of Listeria monocytogenes genes expressed in response to growth at 
low temperature. Applied and Environmental Microbiology 68: 1697-1705. 

Löber, S., D. Jackel, N. Kaiser & M. Hensel. (2006) Regulation of Salmonella 
pathogenicity island 2 genes by independent Environmental signals. International 
Journal of Medical Microbiology In Press, Corrected Proof. 

Lostroh, C. P. & C. A. Lee. (2001) The Salmonella pathogenicity island-1 type III 
secretion system. Microbes and infection / Institut Pasteur 3: 1281-1291. 

Lublin, A. & S. Sela. (2008) The impact of temperature during the storage of table eggs on 
the viability of Salmonella enterica serovars Enteritidis and Virchow in the Eggs. 
Poultry science 87: 2208-2214. 

Lucchini, S., P. McDermott, A. Thompson & J. C. Hinton. (2009) The H-NS-like protein 
StpA represses the RpoS (sigma(38)) regulon during exponential growth of 
Salmonella Typhimurium. Molecular Microbiology. 

Lucchini, S., G. Rowley, M. D. Goldberg, D. Hurd, M. Harrison & J. C. Hinton. (2006) H-
NS mediates the silencing of laterally acquired genes in bacteria. PLoS pathogens 
2: e81. 

Lukacsovich, T., I. Boros & P. Venetianer. (1987) New regulatory features of the 
promoters of an Escherichia coli rRNA gene. Journal of Bacteriology 169: 272-
277. 

Lynch, M. F., E. M. Blanton, S. Bulens, C. Polyak, J. Vojdani, J. Stevenson, F. Medalla, E. 
Barzilay, K. Joyce, T. Barrett & E. D. Mintz. (2009) Typhoid Fever in the United 
States, 1999-2006. The Journal of the American Medical Association 302: 859-865. 

Mackey, B. M. & C. M. Derrick. (1982) The Effect of Sublethal Injury by Heating, 
Freezing, Drying and Gamma-Radiation on the Duration of the Lag Phase of 
Salmonella-Typhimurium. Journal of Applied Bacteriology 53: 243-251. 

Mackey, B. M. & C. M. Derrick. (1986a) Elevation of the heat resistance of Salmonella 
Typhimurium by sublethal heat shock. The Journal of Applied Bacteriology 61: 
389-393. 

Mackey, B. M. & C. M. Derrick. (1986b) Peroxide sensitivity of cold-shocked Salmonella 
Typhimurium and Escherichia coli and its relationship to minimal medium 
recovery. The Journal of Applied Bacteriology 60: 501-511. 

Madigan, M. T., J. M. Martinko & J. Parker. (2000) Microbial Growth. In: Brock Biology 
of Microorganisms. New Jersey: Prentice-Hall, pp. 135-162. 



      Bibliography 

297 
 

Magnani, D. & M. Solioz. (2007) How Bacteria Handle Copper. In: Molecular 
Microbiology of Heavy Metals. D. H. Nies & S. Silver (eds). Heidelberg, Germany: 
Springer Publishing, pp. 260-280. 

Maguire, M. E. (2006) The structure of CorA: a Mg2+-selective channel. Current opinion 
in structural biology 16: 432-438. 

Majdalani, N., C. Cunning, D. Sledjeski, T. Elliott & S. Gottesman. (1998) DsrA RNA 
regulates translation of RpoS message by an anti-antisense mechanism, 
independent of its action as an antisilencer of transcription. Proceedings of the 
National Academy of Sciences of the United States of America 95: 12462-12467. 

Makinoshima, H., S. I. Aizawa, H. Hayashi, T. Miki, A. Nishimura & A. Ishihama. (2003) 
Growth phase-coupled alterations in cell structure and function of Escherichia coli. 
Journal of Bacteriology 185: 1338-1345. 

Malakar, P. K. & G. C. Barker. (2008) Estimating single-cell lag times via a Bayesian 
scheme. Applied and Environmental Microbiology 74: 7098-7099. 

Maloy, S., V. J. Stewart & R. K. Taylor. (1996) Genetic Analysis of Pathogenic Bacteria: 
A Laboratory Manual Cold Spring Harbor Laboratory Press. 

Mandel, M. J. & T. J. Silhavy. (2005) Starvation for Different Nutrients in Escherichia coli 
Results in Differential Modulation of RpoS Levels and Stability. Journal of 
Bacteriology 187: 434-442. 

Mangan, M. W., S. Lucchini, V. Danino, T. O. Croinin, J. C. D. Hinton & C. J. Dorman. 
(2006) The integration host factor (IHF) integrates stationary-phase and virulence 
gene expression in Salmonella enterica serovar Typhimurium. Molecular 
Microbiology 59: 1831-1847. 

Marks, H. M. & M. E. Coleman. (2005) Accounting for inherent variability of growth in 
microbial risk assessment. International Journal of Food Microbiology 100: 275-
287. 

Mastroeni, P. (2002) Immunity to systemic Salmonella infections. Current molecular 
medicine 2: 393-406. 

Mattick, K. L., L. E. Phillips, F. Jorgensen, H. M. Lappin-Scott & T. J. Humphrey. (2003) 
Filament formation by Salmonella spp. inoculated into liquid food matrices at 
refrigeration temperatures, and growth patterns when warmed. Journal of Food 
Protection 66: 215-219. 

Mayhew, M. & F. Hartl. (2009) Molecular Chaperone Proteins. In: Escherichia coli and 
Salmonella: Cellular and Molecular Biology Online. F. C. Neidhardt (ed). 
Washington DC: ASM Press, pp. 1-23. 



      Bibliography 

298 
 

McClelland, M., K. E. Sanderson, S. W. Clifton, P. Latreille, S. Porwollik, A. Sabo, R. 
Meyer, T. Bieri, P. Ozersky, M. McLellan, C. R. Harkins, C. Y. Wang, C. Nguyen, 
A. Berghoff, G. Elliott, S. Kohlberg, C. Strong, F. Y. Du, J. Carter, C. Kremizki, D. 
Layman, S. Leonard, H. Sun, L. Fulton, W. Nash, T. Miner, P. Minx, K. 
Delehaunty, C. Fronick, V. Magrini, M. Nhan, W. Warren, L. Florea, J. Spieth & 
R. K. Wilson. (2004) Comparison of genome degradation in Paratyphi A and 
Typhi, human-restricted serovars of Salmonella enterica that cause typhoid. Nature 
Genetics 36: 1268-1274. 

McClelland, M., K. E. Sanderson, J. Spieth, S. W. Clifton, P. Latreille, L. Courtney, S. 
Porwollik, J. Ali, M. Dante, F. Y. Du, S. F. Hou, D. Layman, S. Leonard, C. 
Nguyen, K. Scott, A. Holmes, N. Grewal, E. Mulvaney, E. Ryan, H. Sun, L. Florea, 
W. Miller, T. Stoneking, M. Nhan, R. Waterston & R. K. Wilson. (2001) Complete 
genome sequence of Salmonella enterica serovar Typhimurium LT2. Nature 413: 
852-856. 

McKellar, R. C. & K. P. Knight. (2000) A combined discrete-continuous model describing 
the lag phase of Listeria monocytogenes. International Journal of Food 
Microbiology 54: 171–180. 

McKellar, R. C. & X. Lu. (2005) Development of a global stochastic model relating the 
distribution of individual cell and population physiological states. International 
Journal of Food Microbiology 100: 33-40. 

McMeekin, T., J. Bowman, O. McQuestin, L. Mellefont, T. Ross & M. Tamplin. (2008) 
The future of predictive Microbiology: strategic research, innovative applications 
and great expectations. International Journal of Food Microbiology 128: 2-9. 

McMeekin, T. A., J. N. Olley, T. Ross & D. A. Ratkowsky. (1993) Predictive 
Microbiology. John Wiley & Sons Ltd., Chichester, UK. 

McMeekin, T. A. & T. Ross. (2002) Predictive Microbiology: providing a knowledge-
based framework for change management. International Journal of Food 
Microbiology 78: 133-153. 

Mellefont, L. A., T. A. McMeekin & T. Ross. (2003) The effect of abrupt osmotic shifts on 
the lag phase duration of foodborne bacteria. International Journal of Food 
Microbiology 83: 281-293. 

Mellefont, L. A., T. A. McMeekin & T. Ross. (2004) The effect of abrupt osmotic shifts on 
the lag phase duration of physiologically distinct populations of Salmonella 
Typhimurium. International Journal of Food Microbiology 92: 111-120. 

Mellefont, L. A., T. A. McMeekin & T. Ross. (2005) Viable count estimates of lag time 
responses for Salmonella Typhimurium M48 subjected to abrupt osmotic shifts. 
International Journal of Food Microbiology 105: 399-410. 



      Bibliography 

299 
 

Mellefont, L. A. & T. Ross. (2003) The effect of abrupt shifts in temperature on the lag 
phase duration of Escherichia coli and Klebsiella oxytoca. International Journal of 
Food Microbiology 83: 295-305. 

Mendz, G. L. & S. L. Hazell. (1995) Amino acid utilization by Helicobacter pylori. The 
international journal of biochemistry & cell biology 27: 1085-1093. 

Messner, K. R. & J. A. Imlay. (1999) The identification of primary sites of superoxide and 
hydrogen peroxide formation in the aerobic respiratory chain and sulfite reductase 
complex of Escherichia coli. The Journal of biological chemistry 274: 10119-
10128. 

Metris, A., S. M. George, B. M. Mackey & J. Baranyi. (2008) Modeling the variability of 
single-cell lag times for Listeria innocua populations after sublethal and lethal heat 
treatments. Applied and Environmental Microbiology 74: 6949-6955. 

Mika, F. & R. Hengge. (2005) A two-component phosphotransfer network involving ArcB, 
ArcA, and RssB coordinates synthesis and proteolysis of sigmaS (RpoS) in E. coli. 
Genes Dev 19: 2770-2781. 

Mills, P. C., G. Rowley, S. Spiro, J. C. Hinton & D. J. Richardson. (2008) A combination 
of cytochrome c nitrite reductase (NrfA) and flavorubredoxin (NorV) protects 
Salmonella enterica serovar Typhimurium against killing by NO in anoxic 
environments. Microbiology (Reading, England) 154: 1218-1228. 

Mitchell, A., G. H. Romano, B. Groisman, A. Yona, E. Dekel, M. Kupiec, O. Dahan & Y. 
Pilpel. (2009) Adaptive prediction of Environmental changes by microorganisms. 
Nature. 

Miyake, H., H. Yabu, T. Satoh & I. Yamamoto. (1995) Characterization and transcriptional 
regulation of the modABCD genes for molybdenum transport in Escherichia coli. 
Nucleic Acids Symp Ser: 91-92. 

Moir, A. (2006) How do spores germinate? J Appl Microbiol 101: 526-530. 

Molle, V., Y. Nakaura, R. P. Shivers, H. Yamaguchi, R. Losick, Y. Fujita & A. L. 
Sonenshein. (2003) Additional targets of the Bacillus subtilis global regulator 
CodY identified by chromatin immunoprecipitation and genome-wide transcript 
analysis. Journal of Bacteriology 185: 1911-1922. 

Molyneux, M. J. & M. J. Davies. (1995) Direct evidence for hydroxyl radical-induced 
damage to nucleic acids by chromium(VI)-derived species: implications for 
chromium carcinogenesis. Carcinogenesis 16: 875-882. 

Morgan, E., J. D. Campbell, S. C. Rowe, J. Bispham, M. P. Stevens, A. J. Bowen, P. A. 
Barrow, D. J. Maskell & T. S. Wallis. (2004) Identification of host-specific 



      Bibliography 

300 
 

colonization factors of Salmonella enterica serovar Typhimurium. Molecular 
Microbiology 54: 994-1010. 

Morris, J. G. (2000) The Effect of Redox Potential. In: The Microbiological Safety and 
Quality of Food. B. M. Lund, T. C. Baird-Parker & G. W. Gould (eds). Springer 
Publishing, pp. 235-250. 

Munson, G. P., D. L. Lam, F. W. Outten & T. V. O'Halloran. (2000) Identification of a 
copper-responsive two-component system on the chromosome of Escherichia coli 
K-12. J Bacteriol 182: 5864-5871. 

Murray, H. D., D. A. Schneider & R. L. Gourse. (2003) Control of rRNA expression by 
small molecules is dynamic and nonredundant. Molecular cell 12: 125-134. 

Nagy, G., V. Danino, U. Dobrindt, M. Pallen, R. Chaudhuri, L. Emody, J. C. Hinton & J. 
Hacker. (2006) Down-regulation of key virulence factors makes the Salmonella 
enterica serovar Typhimurium rfaH mutant a promising live-attenuated vaccine 
candidate. Infection and immunity 74: 5914-5925. 

Nair, S. & S. E. Finkel. (2004) Dps Protects Cells against Multiple Stresses during 
Stationary Phase. Journal of Bacteriology 186: 4192-4198. 

Nairz, M., I. Theurl, S. Ludwiczek, M. Theurl, S. M. Mair, G. Fritsche & G. Weiss. (2007) 
The co-ordinated regulation of iron homeostasis in murine macrophages limits the 
availability of iron for intracellular Salmonella Typhimurium. Cellular 
Microbiology 9: 2126-2140. 

Naseem, R., K. T. Wann, I. B. Holland & A. K. Campbell. (2009) ATP regulates calcium 
efflux and growth in E. coli. Journal of molecular biology 391: 42-56. 

Navarre, W. W., S. Porwollik, Y. Wang, M. McClelland, H. Rosen, S. J. Libby & F. C. 
Fang. (2006) Selective silencing of foreign DNA with low GC content by the H-NS 
protein in Salmonella. Science 313: 236-238. 

Negrea, A., E. Bjur, S. Puiac, S. E. Ygberg, F. Aslund & M. Rhen. (2009) Thioredoxin 1 
participates in the activity of the Salmonella enterica serovar Typhimurium 
pathogenicity island 2 type III secretion system. Journal of Bacteriology 191: 6918-
6927. 

Niegowski, D. & S. Eshaghi. (2007) The CorA family: structure and function revisited. 
Cell Mol Life Sci 64: 2564-2574. 

Nies, D. H. (2003) Efflux-mediated heavy metal resistance in prokaryotes. FEMS 
Microbiology reviews 27: 313-339. 



      Bibliography 

301 
 

Nies, D. H. (2007) Bacterial Transition Metal Homeostasis. In: Molecular Microbiology of 
heavy metals D. H. Nies & S. Silver (eds). Heidelberg, Germany: Springer 
Publishing. 

Nies, D. H., A. Nies, L. Chu & S. Silver. (1989) Expression and nucleotide sequence of a 
plasmid-determined divalent cation efflux system from Alcaligenes eutrophus. 
Proceedings of the National Academy of Sciences of the United States of America 
86: 7351-7355. 

Nies, D. H. & S. Silver. (1995) Ion efflux systems involved in bacterial metal resistances. J 
Ind Microbiol 14: 186-199. 

Nies, D. H. & S. Silver. (2007) Molecular Microbiology of heavy metals Springer 
publishing, Heidelberg, Germany. 

Niven, G. W., T. Fuks, J. S. Morton, S. A. C. G. Rua & B. M. Mackey. (2006) A novel 
method for measuring lag times in division of individual bacterial cells using image 
analysis. Journal of Microbiological Methods 65: 311-317. 

Noller, H. F. & M. Nomura. (1996) Ribosomes. In: Escherichia coli and Salmonella: 
Cellular and Molecular Biology. F. C. Neidhardt (ed). Washington DC: ASM Press, 
pp. 167-186. 

Norris, V., S. Grant, P. Freestone, J. Canvin, F. N. Sheikh, I. Toth, M. Trinei, K. Modha & 
R. I. Norman. (1996) Calcium signalling in bacteria. Journal of Bacteriology 178: 
3677-3682. 

Norris, V., S. J. Seror, S. Casaregola & I. B. Holland. (1988) A single calcium flux triggers 
chromosome replication, segregation and septation in bacteria: a model. J Theor 
Biol 134: 341-350. 

Novotna, J., J. Vohradsky, P. Berndt, H. Gramajo, H. Langen, X. M. Li, W. Minas, L. 
Orsaria, D. Roeder & C. J. Thompson. (2003) Proteomic studies of diauxic lag in 
the differentiating prokaryote Streptomyces coelicolor reveal a regulatory network 
of stress-induced proteins and central metabolic enzymes. Molecular Microbiology 
48: 1289-1303. 

Nystrom, T. (2003) The free-radical hypothesis of aging goes prokaryotic. Cell. Mol. Life 
Sci. 60: 1333-1341. 

Nystrom, T. (2005) Role of oxidative carbonylation in protein quality control and 
senescence. Embo Journal 24: 1311-1317. 

Nystrom, T., C. Larsson & L. Gustafsson. (1996) Bacterial defense against aging: Role of 
the Escherichia coli ArcA regulator in gene expression, readjusted energy flux and 
survival during stasis. In: Embo Journal. pp. 3219-3228. 



      Bibliography 

302 
 

O' Cróinín, T. & C. J. Dorman. (2007) Expression of the Fis protein is sustained in late-
exponential- and stationary-phase cultures of Salmonella enterica serovar 
Typhimurium grown in the absence of aeration. Molecular Microbiology 66: 237-
251. 

O’Connor, K., S. A. Fletcher & L. N. Csonka. (2009) Increased expression of Mg2+ 
transport proteins enhances the survival of Salmonella enterica at high temperature. 
Proceedings of the National Academy of Sciences of the United States of America 
106: 17522–17538. 

Ohyama, T., K. Igarashi & H. Kobayashi. (1994) Physiological role of the chaA gene in 
sodium and calcium circulations at a high pH in Escherichia coli. Journal of 
Bacteriology 176: 4311-4315. 

Oneal, C. R., W. M. Gabriel, A. K. Turk, S. J. Libby, F. C. Fang & M. P. Spector. (1994) 
Rpos Is Necessary for Both the Positive and Negative Regulation of Starvation 
Survival Genes During Phosphate, Carbon, and Nitrogen Starvation in Salmonella 
Typhimurium. Journal of Bacteriology 176: 4610-4616. 

Ono, S., M. D. Goldberg, T. Olsson, D. Esposito, J. C. D. Hinton & J. E. Ladbury. (2005) 
H-NS is a part of a thermally controlled mechanism for bacterial gene regulation. 
Biochemical Journal 391: 203-213. 

Osborn, M. J., J. E. Gander, E. Parisi & J. Carson. (1972) Mechinism of assembly of the 
outer membrane of Salmonella Typhimurium. Isolation and characterization of 
cytoplasmic and outer membrane. The Journal of biological chemistry 247: 3962-
3972. 

Oscar, T. P. (1999a) Response surface models for effects of temperature and previous 
growth sodium chloride on growth kinetics of Salmonella Typhimurium on cooked 
chicken breast. Journal of Food Protection 62: 1470-1474. 

Oscar, T. P. (1999b) Response surface models for effects of temperature and previous 
temperature on lag time and specific growth rate of Salmonella Typhimurium on 
cooked ground chicken breast. Journal of Food Protection 62: 1111-1114. 

Oscar, T. P. (1999c) Response surface models for effects of temperature, pH, and previous 
growth pH on growth kinetics of Salmonella Typhimurium in brain heart infusion 
broth. Journal of Food Protection 62: 106-111. 

Oscar, T. P. (2008) Development and validation of a stochastic model for predicting the 
growth of Salmonella Typhimurium DT104 from a low initial density on chicken 
frankfurters with native microflora. Journal of Food Protection 71: 1135-1144. 

Osuna, R., D. Lienau, K. T. Hughes & R. C. Johnson. (1995) Sequence, Regulation, and 
Functions of Fis in Salmonella Typhimurium. Journal of Bacteriology 177: 2021-
2032. 



      Bibliography 

303 
 

Outten, C. E. & T. V. O'Halloran. (2001) Femtomolar sensitivity of metalloregulatory 
proteins controlling zinc homeostasis. Science New York, N.Y 292: 2488-2492. 

Owens, R. M., G. Pritchard, P. Skipp, M. Hodey, S. R. Connell, K. H. Nierhaus & C. D. 
O'Connor. (2004) A dedicated translation factor controls the synthesis of the global 
regulator Fis. The EMBO journal 23: 3375-3385. 

Oxman, E., U. Alon & E. Dekel. (2008) Defined order of evolutionary adaptations: 
experimental evidence. Evolution; international journal of organic evolution 62: 
1547-1554. 

Paesold, G. & M. Krause. (1999) Analysis of rpoS mRNA in Salmonella Dublin: 
identification of multiple transcripts with growth-phase-dependent variation in 
transcript stability. Journal of Bacteriology 181: 1264-1268. 

Palmer, P. E. S. & M. M. Reeder. (2001) Typhoid and Paratyphoid Fever; Salmonella 
Infections. In: The Imaging of Tropical Diseases: With Epidemiological, 
Pathological and Clinical Correlation Springer, pp. 109-122. 

Panutdaporn, N., K. Kawamoto, H. Asakura & S. I. Makino. (2006) Resuscitation of the 
viable but non-culturable state of Salmonella enterica serovar Oranienburg by 
recombinant resuscitation-promoting factor derived from Salmonella Typhimurium 
strain LT2. International Journal of Food Microbiology 106: 241-247. 

Papenfort, K., V. Pfeiffer, S. Lucchini, A. Sonawane, J. C. Hinton & J. Vogel. (2008) 
Systematic deletion of Salmonella small RNA genes identifies CyaR, a conserved 
CRP-dependent riboregulator of OmpX synthesis. Molecular Microbiology 68: 
890-906. 

Papenfort, K., V. Pfeiffer, F. Mika, S. Lucchini, J. C. Hinton & J. Vogel. (2006) SigmaE-
dependent small RNAs of Salmonella respond to membrane stress by accelerating 
global omp mRNA decay. Molecular Microbiology 62: 1674-1688. 

Papp-Wallace, K. M. & M. E. Maguire. (2008) Regulation of CorA Mg2+ channel function 
affects the virulence of Salmonella enterica serovar Typhimurium. Journal of 
Bacteriology 190: 6509-6516. 

Papp-Wallace, K. M., M. Nartea, D. G. Kehres, S. Porwollik, M. McClelland, S. J. Libby, 
F. C. Fang & M. E. Maguire. (2008) The CorA Mg2+ channel is required for the 
virulence of Salmonella enterica serovar Typhimurium. Journal of Bacteriology 
190: 6517-6523. 

Park, S., X. You & J. A. Imlay. (2005) Substantial DNA damage from submicromolar 
intracellular hydrogen peroxide detected in Hpx- mutants of Escherichia coli. 
Proceedings of the National Academy of Sciences of the United States of America 
102: 9317-9322. 



      Bibliography 

304 
 

Parkhill, J., G. Dougan, K. D. James, N. R. Thomson, D. Pickard, J. Wain, C. Churcher, K. 
L. Mungall, S. D. Bentley, M. T. G. Holden, M. Sebaihia, S. Baker, D. Basham, K. 
Brooks, T. Chillingworth, P. Connerton, A. Cronin, P. Davis, R. M. Davies, L. 
Dowd, N. White, J. Farrar, T. Feltwell, N. Hamlin, A. Haque, T. T. Hien, S. 
Holroyd, K. Jagels, A. Krogh, T. S. Larsen, S. Leather, S. Moule, P. O'Gaora, C. 
Parry, M. Quail, K. Rutherford, M. Simmonds, J. Skelton, K. Stevens, S. 
Whitehead & B. G. Barrell. (2001) Complete genome sequence of a multiple drug 
resistant Salmonella enterica serovar Typhi CT18. Nature 413: 848-852. 

Partridge, J. D., G. Sanguinetti, D. P. Dibden, R. E. Roberts, R. K. Poole & J. Green. 
(2007) Transition of Escherichia coli from aerobic to micro-aerobic conditions 
involves fast and slow reacting regulatory components. The Journal of biological 
chemistry 282: 11230-11237. 

Partridge, J. D., C. Scott, Y. Tang, R. K. Poole & J. Green. (2006) Escherichia coli 
transcriptome dynamics during the transition from anaerobic to aerobic conditions. 
The Journal of biological chemistry 281: 27806-27815. 

Patten, C. L., M. G. Kirchhof, M. R. Schertzberg, R. A. Morton & H. E. Schellhorn. (2004) 
Microarray analysis of RpoS-mediated gene expression in Escherichia coli K-12. 
Mol Genet Genomics 272: 580-591. 

Patzer, S. I. & K. Hantke. (1998) The ZnuABC high-affinity zinc uptake system and its 
regulator Zur in Escherichia coli. Molecular Microbiology 28: 1199-1210. 

Patzer, S. I. & K. Hantke. (2000) The zinc-responsive regulator Zur and its control of the 
znu gene cluster encoding the ZnuABC zinc uptake system in Escherichia coli. The 
Journal of biological chemistry 275: 24321-24332. 

Patzer, S. I. & K. Hantke. (2001) Dual repression by Fe2+-Fur and Mn2+-MntR of the mntH 
gene, encoding an NRAMP-like Mn2+ transporter in Escherichia coli. Journal of 
Bacteriology 183: 4806-4813. 

Paul, B. J., W. Ross, T. Gaal & R. L. Gourse. (2004) rRNA transcription in Escherichia 
coli. Annual review of genetics 38: 749-770. 

Pearson, T. H. & S. O. Stanley. (1979) Comparative Measurement of the Redox Potential 
of Marine Sediments as a Rapid Means of Assessing the, Effect of Organic 
Pollution. Marine Biology 53: 371-379. 

Peck, M. W. (2009) Biology and genomic analysis of Clostridium botulinum. Advances in 
microbial physiology 55: 183-265, 320. 

Peck, M. W., K. E. Goodburn, R. P. Betts & S. C. Stringer. (2008) Assessment of the 
potential for growth and neurotoxin formation by non-proteolytic Clostridium 
botulinum in short shelf-life commercial foods designed to be stored chilled. 
Trends in Food Science & Technology 19: 207-216. 



      Bibliography 

305 
 

Penfold, W. J. A. S. (1914) On the Nature of Bacterial Lag. Journal of Hygiene 14: 215-
241. 

Petersen, C. & L. B. Moller. (2000) Control of copper homeostasis in Escherichia coli by a 
P-type ATPase, CopA, and a MerR-like transcriptional activator, CopR. Gene 261: 
289-298. 

Petrarca, P., S. Ammendola, P. Pasquali & A. Battistoni. (2010) The Zur-regulated ZinT 
protein is an auxiliary component of the high affinity ZnuABC zinc transporter that 
facilitates metal recruitment during severe zinc shortage. Journal of Bacteriology. 

Pettijohn, D. E. (1996) The Nucleoid. In: Escherichia coli and Salmonella: Cellular and 
Molecular Biology. F. C. Neidhardt (ed). Washington DC: ASM Press, pp. 158-
166. 

Pfeiffer, V., K. Papenfort, S. Lucchini, J. C. Hinton & J. Vogel. (2009) Coding sequence 
targeting by MicC RNA reveals bacterial mRNA silencing downstream of 
translational initiation. Nat Struct Mol Biol. 

Pfennig & Flower. (2001) BipA is required for growth of Escherichia coli K12 at low 
temperature. Molecular Genetics and Genomics 266: 313-317. 

Phadtare, S. (2004) Recent developments in bacterial cold-shock response. Current issues 
in molecular biology 6: 125-136. 

Phadtare, S. & M. Inouye. (2004) Genome-wide transcriptional analysis of the cold shock 
response in wild-type and cold-sensitive, quadruple-csp-deletion strains of 
Escherichia coli. Journal of Bacteriology 186: 7007-7014. 

Phadtare, S., V. Tadigotla, W. H. Shin, A. Sengupta & K. Severinov. (2006) Analysis of 
Escherichia coli global gene expression profiles in response to overexpression and 
deletion of CspC and CspE. Journal of Bacteriology 188: 2521-2527. 

Pierce, J. R., C. L. Pickett & C. F. Earhart. (1983) Two fep genes are required for 
ferrienterochelin uptake in Escherichia coli K-12. Journal of Bacteriology 155: 
330-336. 

Pin, C. & J. Baranyi. (2006) Kinetics of Single Cells: Observation and Modeling of a 
Stochastic Process. Appl. Environ. Microbiol. 72: 2163-2169. 

Pin, C. & J. Baranyi. (2008) Single-cell and population lag times as a function of cell age. 
Applied and Environmental Microbiology 74: 2534-2536. 

Pin, C., M. D. Rolfe, M. Munoz-Cuevas, J. C. Hinton, M. W. Peck, N. J. Walton & J. 
Baranyi. (2009) Network analysis of the transcriptional pattern of young and old 
cells of Escherichia coli during lag phase. BMC Syst Biol 3: 108. 



      Bibliography 

306 
 

Pomposiello, P. J. & B. Demple. (2000) Identification of SoxS-Regulated Genes in 
Salmonella enterica Serovar Typhimurium. Journal of Bacteriology 182: 23-29. 

Pomposiello, P. J. & B. Demple. (2001) Redox-operated genetic switches: the SoxR and 
OxyR transcription factors. Trends in biotechnology 19: 109-114. 

Pontel, L. B., M. E. Audero, M. Espariz, S. K. Checa & F. C. Soncini. (2007) GolS 
controls the response to gold by the hierarchical induction of Salmonella-specific 
genes that include a CBA efflux-coding operon. Molecular Microbiology 66: 814-
825. 

Pontel, L. B. & F. C. Soncini. (2009) Alternative periplasmic copper-resistance 
mechanisms in Gram negative bacteria. Mol Microbiol 73: 212-225. 

Prüß, B., J. Nelms, C. Park & A. Wolfe. (1994) Mutations in NADH:ubiquinone 
oxidoreductase of Escherichia coli affect growth on mixed amino acids. Journal of 
Bacteriology 176: 2143-2150. 

Qi, S. Y., Y. Li, A. Szyroki, I. G. Giles, A. Moir & C. D. O'Connor. (1995) Salmonella 
Typhimurium responses to a bactericidal protein from human neutrophils. 
Molecular Microbiology 17: 523-531. 

Qiusheng, Z., J. Bao, L. Likun & X. Xianhua. (2005) Effects of antioxidants on the plant 
regeneration and GUS expressive frequency of peanut (Arachis hypogaea) explants 
by Agrobacterium tumefaciens. Plant Cell, Tissue and Organ Culture 81: 83-90. 

Quackenbush, J. (2002) Microarray data normalization and transformation. Nature 
Genetics 32: 496-501. 

Quackenbush, J. (2003) Microarrays - Guilt by association. Science New York, N.Y 302: 
240-241. 

Rabsch, W., U. Methner, W. Voigt, H. Tschape, R. Reissbrodt & P. H. Williams. (2003) 
Role of receptor proteins for enterobactin and 2,3-dihydroxybenzoylserine in 
virulence of Salmonella enterica. Infection and immunity 71: 6953-6961. 

Radford, D. S., M. A. Kihlken, G. P. Borrelly, C. R. Harwood, N. E. Le Brun & J. S. 
Cavet. (2003) CopZ from Bacillus subtilis interacts in vivo with a copper exporting 
CPx-type ATPase CopA. FEMS Microbiology letters 220: 105-112. 

Radonjic, M., J. C. Andrau, P. Lijnzaad, P. Kemmeren, T. T. Kockelkorn, D. van Leenen, 
N. L. van Berkum & F. C. Holstege. (2005) Genome-wide analyses reveal RNA 
polymerase II located upstream of genes poised for rapid response upon S. 
cerevisiae stationary phase exit. Molecular cell 18: 171-183. 



      Bibliography 

307 
 

Raha, S. & B. H. Robinson. (2000) Mitochondria, oxygen free radicals, disease and ageing. 
Trends Biochem Sci 25: 502-508. 

Rankin, J. D. & R. J. Taylor. (1966) The estimation of doses of Salmonella Typhimurium 
suitable for the experimental production of disease in calves. The Veterinary record 
78: 706-707. 

Rao, N. N. & A. Kornberg. (1999) Inorganic polyphosphate regulates responses of 
Escherichia coli to nutritional stringencies, Environmental stresses and survival in 
the stationary phase. Progress in molecular and subcellular biology 23: 183-195. 

Ray, B. (2004a) Microbial Growth Characteristics. In: Fundamental Food Microbiology. 
Boca Raton, Florida, USA: CRC Press, pp. 55-65. 

Ray, B. (2004b) New Food Spoilage Bacteria in Refrigerated Foods. In: Fundamental Food 
Microbiology. Boca Raton, Florida, USA: CRC Press, pp. 290-304. 

Rechinger, K. B., H. Siegumfeldt, I. Svendsen & M. Jakobsen. (2000) "Early" protein 
synthesis of Lactobacillus delbrueckii ssp. bulgaricus in milk revealed by [35S] 
methionine labeling and two-dimensional gel electrophoresis. Electrophoresis 21: 
2660-2669. 

Ren, B., F. Robert, J. J. Wyrick, O. Aparicio, E. G. Jennings, I. Simon, J. Zeitlinger, J. 
Schreiber, N. Hannett, E. Kanin, T. L. Volkert, C. J. Wilson, S. P. Bell & R. A. 
Young. (2000) Genome-wide location and function of DNA binding proteins. 
Science New York, N.Y 290: 2306-2309. 

Renart, J., J. Reiser & G. R. Stark. (1979) Transfer of proteins from gels to 
diazobenzyloxymethyl-paper and detection with antisera: a method for studying 
antibody specificity and antigen structure. Proceedings of the National Academy of 
Sciences of the United States of America 76: 3116-3120. 

Renger, G. & B. Hanssum. (2009) Oxygen detection in biological systems. Photosynthesis 
research. 

Rensing, C., B. Fan, R. Sharma, B. Mitra & B. P. Rosen. (2000) CopA: An Escherichia 
coli Cu+-translocating P-type ATPase. Proceedings of the National Acadamy of 
Sciences, USA 97: 652-656. 

Rensing, C. & G. Grass. (2003) Escherichia coli mechanisms of copper homeostasis in a 
changing environment. FEMS Microbiol Rev 27: 197-213. 

Repine, J. E., R. B. Fox & E. M. Berger. (1981) Hydrogen peroxide kills Staphylococcus 
aureus by reacting with staphylococcal iron to form hydroxyl radical. The Journal 
of biological chemistry 256: 7094-7096. 



      Bibliography 

308 
 

Retamal, P., M. Castillo-Ruiz & G. C. Mora. (2009) Characterization of MgtC, a virulence 
factor of Salmonella enterica Serovar Typhi. PLoS ONE 4: e5551. 

Reusch, R. N., R. Huang & L. L. Bramble. (1995) Poly-3-hydroxybutyrate/polyphosphate 
complexes form voltage-activated Ca2+ channels in the plasma membranes of 
Escherichia coli. Biophysical journal 69: 754-766. 

Rice, C. D., J. E. Pollard, Z. T. Lewis & W. R. McCleary. (2009) Employment of a 
promoter-swapping technique shows that PhoU modulates the activity of the 
PstSCAB2 ABC transporter in Escherichia coli. Applied and Environmental 
Microbiology 75: 573-582. 

Rigby, K., P. A. Cobine, O. Khalimonchuk & D. R. Winge. (2008) Mapping the functional 
interaction of Sco1 and Cox2 in cytochrome oxidase biogenesis. The Journal of 
biological chemistry 283: 15015-15022. 

Ring, B. Z., W. S. Yarnell & J. W. Roberts. (1996) Function of E. coli RNA polymerase 
sigma factor sigma 70 in promoter-proximal pausing. Cell 86: 485-493. 

Robbe-Saule, V., M. Dias Lopes, A. Kolb & F. Norel. (2007) Physiological effects of Crl 
in Salmonella are modulated by {sigma}S level and promoter specificity. Journal 
of Bacteriology: JB.01919-01906. 

Robinson, T. P., O. O. Aboaba, A. Kaloti, M. J. Ocio, J. Baranyi & B. M. Mackey. (2001) 
The effect of inoculum size on the lag phase of Listeria monocytogenes. 
International Journal of Food Microbiology 70: 163-173. 

Rodionov, D. A., P. Hebbeln, M. S. Gelfand & T. Eitinger. (2006) Comparative and 
functional genomic analysis of prokaryotic nickel and cobalt uptake transporters: 
evidence for a novel group of ATP-binding cassette transporters. Journal of 
Bacteriology 188: 317-327. 

Rodrigue, A., G. Effantin & M. A. Mandrand-Berthelot. (2005) Identification of rcnA 
(yohM), a nickel and cobalt resistance gene in Escherichia coli. Journal of 
Bacteriology 187: 2912-2916. 

Rolfe, M. D. (2007) Analysis of Salmonella gene expression during the early stages of 
growth. PhD thesis. In.: The University of East Anglia, Norwich, UK, pp. 312. 

Romão, M. J., J. Knablein, R. Huber & J. J. Moura. (1997) Structure and function of 
molybdopterin containing enzymes. Progress in biophysics and molecular biology 
68: 121-144. 

Rosenzweig, A. C. (2002) Metallochaperones: bind and deliver. Chemistry & biology 9: 
673-677. 



      Bibliography 

309 
 

Rouf, M. A. (1964) Spectrochemical Analysis of Inorganic Elements in Bacteria. Journal 
of Bacteriology 88: 1545-1549. 

Rowe, S., N. Hodson, G. Griffiths & I. S. Roberts. (2000) Regulation of the Escherichia 
coli K5 Capsule Gene Cluster: Evidence for the Roles of H-NS, BipA, and 
Integration Host Factor in Regulation of Group 2 Capsule Gene Clusters in 
Pathogenic E. coli. Journal of Bacteriology. 182: 2741-2745. 

Rowley, G., M. Spector, J. Kormanec & M. Roberts. (2006) Pushing the envelope: 
extracytoplasmic stress responses in bacterial pathogens. Nature reviews 4: 383-
394. 

Rozen, Y. & S. Belkin. (2001) Survival of enteric bacteria in seawater. FEMS 
Microbiology reviews 25: 513-529. 

Rupp, W. D. (1996) DNA Repair Mechanisms. In: Escherichia coli and Salmonella: 
Cellular and Molecular Biology. F. C. Neidhardt (ed). Washington, D.C.: ASM 
Press, pp. 2277-2294. 

Rychlik, I. & P. A. Barrow. (2005) Salmonella stress management and its relevance to 
behaviour during intestinal colonisation and infection. FEMS Microbiology reviews 
29: 1021-1040. 

Sabri, M., S. Leveille & C. M. Dozois. (2006) A SitABCD homologue from an avian 
pathogenic Escherichia coli strain mediates transport of iron and manganese and 
resistance to hydrogen peroxide. Microbiology (Reading, England) 152: 745-758. 

Saiki, R. K., D. H. Gelfand, S. Stoffel, S. J. Scharf, R. Higuchi, G. T. Horn, K. B. Mullis & 
H. A. Erlich. (1988) Primer-directed enzymatic amplification of DNA with a 
thermostable DNA polymerase. Science New York, N.Y 239: 487-491. 

Saito, S., N. Danzaka & S. Hoshi. (2006) Direct fluorescence detection of Pb2+ and Cd2+ by 
high-performance liquid chromatography using 1-(4-
aminobenzyl)ethylenediamine-N,N,N',N'-tetraacetate as a pre-column derivatizing 
agent. Journal of chromatography 1104: 140-144. 

Sambrook, J. & D. Russell. (2000) Molecular Cloning Cold Spring Harbor Laboratory 
Press. New York. 

Sampathkumar, B., G. G. Khachatourians & D. R. Korber. (2004) Treatment of Salmonella 
enterica serovar Enteritidis with a sublethal concentration of trisodium phosphate 
or alkaline pH induces thermotolerance. Applied and Environmental Microbiology 
70: 4613-4620. 



      Bibliography 

310 
 

Samuel Raj, V., C. Full, M. Yoshida, K. Sakata, K. Kashiwagi, A. Ishihama & K. Igarashi. 
(2002) Decrease in cell viability in an RMF, sigma(38), and OmpC triple mutant of 
Escherichia coli. Biochem Biophys Res Commun 299: 252-257. 

Sanger Institute. (2009) Salmonella spp. comparative sequencing. Sanger Institute website. 

Schauer, K., B. Gouget, M. Carriere, A. Labigne & H. de Reuse, (2007) Novel nickel 
transport mechanism across the bacterial outer membrane energized by the 
TonB/ExbB/ExbD machinery. Molecular Microbiology 63: 1054-1068. 

Schena, M., D. Shalon, R. W. Davis & P. O. Brown. (1995) Quantitative Monitoring of 
Gene-Expression Patterns with a Complementary-DNA Microarray. Science New 
York, N.Y 270: 467-470. 

Scherer, C. A. & S. I. Miller. (2001) Molecular Pathogenesis of Salmonellae. In: Principles 
of Bacterial Pathogenesis. E. A. Groisman (ed). San Diego, California: Academic 
Press, pp. 265-335. 

Schneider, R., A. Travers & G. Muskhelishvili. (1997) FIS modulates growth phase-
dependent topological transitions of DNA in Escherichia coli. Molecular 
Microbiology 26: 519-530. 

Schneider, R., A. Travers & G. Muskhelishvili. (2000) The expression of the Escherichia 
coli fis gene is strongly dependent on the superhelical density of DNA. Molecular 
Microbiology 38: 167-175. 

Schurig-Briccio, L. A., R. N. Farias, M. R. Rintoul & V. A. Rapisarda. (2009) Phosphate-
enhanced stationary-phase fitness of Escherichia coli is related to inorganic 
polyphosphate level. Journal of Bacteriology 191: 4478-4481. 

Schwarz, G., P. Hagedoorn & K. Fischer. (2007) Molybdate and Tungstate: Uptake, 
Homeostasis, Cofactors and Enzymes. In: Molecular Microbiology of Heavy 
Metals. D. H. Nies & S. Silver (eds). Heidelberg, Germany: Springer Publishing. 

Seymour, F. W. & R. N. Doetsch. (1973) Chemotactic responses by motile bacteria. 
Journal of general Microbiology 78: 287-296. 

Sezonov, G., D. Joseleau-Petit & R. D'Ari. (2007) Escherichia coli physiology in Luria-
Bertani broth. Journal of Bacteriology 189: 8746-8749. 

Shalon, D., S. J. Smith & P. O. Brown. (1996) A DNA microarray system for analyzing 
complex DNA samples using two-color fluorescent probe hybridization. Genome 
Research 6: 639-645. 

Shapiro, J. A. (1998) Thinking about bacterial populations as multicellular organisms. 
Annual review of Microbiology 52: 81-104. 



      Bibliography 

311 
 

Sharma, C. M. & J. Vogel. (2009) Experimental approaches for the discovery and 
characterization of regulatory small RNA. Current opinion in Microbiology 12: 
536-546. 

Shioi, J., R. C. Tribhuwan, S. T. Berg & B. L. Taylor. (1988) Signal transduction in 
chemotaxis to oxygen in Escherichia coli and Salmonella Typhimurium. Journal of 
Bacteriology 170: 5507-5511. 

Siegele, D. A. & L. J. Guynn. (1996) Escherichia coli proteins synthesized during recovery 
from starvation. Journal of Bacteriology 178: 6352-6356. 

Silver, S. (1996) Bacterial resistances to toxic metal ions--a review. Gene 179: 9-19. 

Silver, S. (2003) Bacterial silver resistance: molecular biology and uses and misuses of 
silver compounds. FEMS Microbiology reviews 27: 341-353. 

Simanshu, D. K., S. Chittori, H. S. Savithri & M. R. Murthy. (2007) Structure and function 
of enzymes involved in the anaerobic degradation of L-threonine to propionate. 
Journal of biosciences 32: 1195-1206. 

Sinensky, M. (1974) Homeoviscous adaptation--a homeostatic process that regulates the 
viscosity of membrane lipids in Escherichia coli. Proceedings of the National 
Academy of Sciences of the United States of America 71: 522-525. 

Sittka, A., S. Lucchini, K. Papenfort, C. M. Sharma, K. Rolle, T. T. Binnewies, J. C. 
Hinton & J. Vogel. (2008) Deep sequencing analysis of small noncoding RNA and 
mRNA targets of the global post-transcriptional regulator, Hfq. PLoS genetics 4: 
e1000163. 

Sivapalasingam, S., C. R. Friedman, L. Cohen & R. V. Tauxe. (2004) Fresh produce: a 
growing cause of outbreaks of foodborne illness in the United States, 1973 through 
1997. Journal of Food Protection 67: 2342-2353. 

Skoko, D., D. Yoo, H. Bai, B. Schnurr, J. Yan, S. M. McLeod, J. F. Marko & R. C. 
Johnson. (2007) Mechanism of Chromosome Compaction and Looping by the 
Escherichia coli Nucleoid Protein Fis. Journal of molecular biology In Press, 
Corrected Proof. 

Smith, J. J., J. P. Howington & G. A. McFeters. (1994) Survival, physiological response 
and recovery of enteric bacteria exposed to a polar marine environment. Applied 
and Environmental Microbiology 60: 2977-2984. 

Smith, R. L., M. T. Kaczmarek, L. M. Kucharski & M. E. Maguire. (1998) Magnesium 
transport in Salmonella Typhimurium: regulation of mgtA and mgtCB during 
invasion of epithelial and macrophage cells. Microbiology (Reading, England) 144 
( Pt 7): 1835-1843. 



      Bibliography 

312 
 

Smyth, G. K. & T. Speed. (2003) Normalization of cDNA microarray data. Methods 31: 
265-273. 

Snyder, M. A., J. B. Stock & D. E. Koshland, Jr. (1981) Role of membrane potential and 
calcium in chemotactic sensing by bacteria. Journal of molecular biology 149: 241-
257. 

Soncini, F. C., E. Garcia Vescovi, F. Solomon & E. A. Groisman. (1996) Molecular basis 
of the magnesium deprivation response in Salmonella Typhimurium: identification 
of PhoP-regulated genes. Journal of Bacteriology 178: 5092-5099. 

Southern, E. M. (1979) Measurement of DNA length by gel electrophoresis. Analytical 
biochemistry 100: 319-323. 

Sperandio, V., A. G. Torres, B. Jarvis, J. P. Nataro & J. B. Kaper. (2003) Bacteria-host 
communication: the language of hormones. Proceedings of the National Academy 
of Sciences of the United States of America 100: 8951-8956. 

Stähler, F. N., S. Odenbreit, R. Haas, J. Wilrich, A. H. Van Vliet, J. G. Kusters, M. Kist & 
S. Bereswill. (2006) The novel Helicobacter pylori CznABC metal efflux pump is 
required for cadmium, zinc, and nickel resistance, urease modulation, and gastric 
colonization. Infection and immunity 74: 3845-3852. 

Starai, V. J., J. Garrity & J. C. Escalante-Semerena. (2005) Acetate excretion during 
growth of Salmonella enterica on ethanolamine requires phosphotransacetylase 
(EutD) activity, and acetate recapture requires acetyl-CoA synthetase (Acs) and 
phosphotransacetylase (Pta) activities. Microbiology (Reading, England) 151: 
3793-3801. 

Stephens, P. J., J. A. Joynson, K. W. Davies, R. Holbrook, H. M. Lappin-Scott & T. J. 
Humphrey. (1997) The use of an automated growth analyser to measure recovery 
times of single heat-injured Salmonella cells. Journal of Applied Microbiology 83: 
445-455. 

Storz, G. & J. A. Imlay. (1999) Oxidative stress. Current opinion in Microbiology 2: 188-
194. 

Storz, G., L. A. Tartaglia & B. N. Ames. (1990) The OxyR regulon. Antonie Van 
Leeuwenhoek 58: 157-161. 

Storz, G. & M. Zheng. (2000) Oxidative Stress. In: Bacterial Stress Responses. G. Storz & 
R. Hengge-Aronis (eds). Washington D.C: ASM Press, pp. 47-59. 

Stringer, S. C., M. D. Webb, S. M. George, C. Pin & M. W. Peck. (2005) Heterogeneity of 
times required for germination and outgrowth from single spores of nonproteolytic 
Clostridium botulinum. Applied and Environmental Microbiology 71: 4998-5003. 



      Bibliography 

313 
 

Stringer, S. C., M. D. Webb & M. W. Peck. (2009) Contrasting effects of heat treatment 
and incubation temperature on germination and outgrowth of individual spores of 
nonproteolytic Clostridium botulinum bacteria. Applied and Environmental 
Microbiology 75: 2712-2719. 

Su, L. H. & C. H. Chiu. (2007) Salmonella: clinical importance and evolution of 
nomenclature. Chang Gung medical journal 30: 210-219. 

Sund, C. J., E. R. Rocha, A. O. Tzianabos, W. G. Wells, J. M. Gee, M. A. Reott, D. P. 
O'Rourke & C. J. Smith. (2008) The Bacteroides fragilis transcriptome response to 
oxygen and H2O2: the role of OxyR and its effect on survival and virulence. 
Molecular Microbiology 67: 129-142. 

Surette, M. G. & B. L. Bassler. (1998) Quorum sensing in Escherichia coli and Salmonella 
Typhimurium. PNAS 95: 7046-7050. 

Swinnen, I. A. M., K. Bernaerts, E. J. J. Dens, A. H. Geeraerd & J. F. Van Impe. (2004) 
Predictive modelling of the microbial lag phase: a review. International Journal of 
Food Microbiology 94: 137-159. 

Taga, M. E., J. L. Semmelhack & B. L. Bassler. (2001) The LuxS-dependent autoinducer 
Al-2 controls the expression of an ABC transporter that functions in Al-2 uptake in 
Salmonella Typhimurium. Molecular Microbiology 42: 777-793. 

Tartaglia, L. A., G. Storz & B. N. Ames. (1989) Identification and molecular analysis of 
oxyR-regulated promoters important for the bacterial adaptation to oxidative stress. 
Journal of molecular biology 210: 709-719. 

Taylor, C. M., D. Osman & J. S. Cavet. (2009) Differential expression from two iron-
responsive promoters in Salmonella enterica serovar Typhimurium reveals the 
presence of iron in macrophage-phagosomes. Microb Pathog 46: 114-118. 

Tedin, K. & F. Norel. (2001) Comparison of DeltarelA strains of Escherichia coli and 
Salmonella enterica serovar Typhimurium suggests a role for ppGpp in attenuation 
regulation of branched-chain amino acid biosynthesis. Journal of Bacteriology 183: 
6184-6196. 

Thelen, P., T. Tsuchiya & E. B. Goldberg. (1991) Characterization and mapping of a major 
Na+/H+ antiporter gene of Escherichia coli. Journal of Bacteriology 173: 6553-
6557. 

Thieringer, H. A., P. G. Jones & M. Inouye. (1998) Cold shock and adaptation. Bioessays 
20: 49-57. 

Thomas, R. (2001) Spectroscopy tutorial - A beginner's guide to ICP-MS - Part I. 
Spectroscopy 16: 38-43. 



      Bibliography 

314 
 

Thompson, A., S. Lucchini & J. C. Hinton. (2001) It's easy to build your own 
microarrayer! Trends in Microbiology 9: 154-156. 

Thompson, A., M. D. Rolfe, S. Lucchini, P. Schwerk, J. C. Hinton & K. Tedin. (2006a) 
The bacterial signal molecule, ppGpp, mediates the Environmental regulation of 
both the invasion and intracellular virulence gene programs of Salmonella. The 
Journal of biological chemistry 281: 30112-30121. 

Thompson, A., G. Rowley, M. Alston, V. Danino & J. C. Hinton. (2006b) Salmonella 
transcriptomics: relating regulons, stimulons and regulatory networks to the process 
of infection. Current opinion in Microbiology 9: 109-116. 

Thompson, N. E., D. A. Hager & R. R. Burgess. (1992) Isolation and characterization of a 
polyol-responsive monoclonal antibody useful for gentle purification of 
Escherichia coli RNA polymerase. Biochemistry 31: 7003-7008. 

Thorgersen, M. P. & D. M. Downs. (2008) Analysis of yggX and gshA mutants provides 
insights into the labile iron pool in Salmonella enterica. Journal of Bacteriology 
190: 7608-7613. 

Thorgersen, M. P. & D. M. Downs. (2009) Oxidative stress and disruption of labile iron 
generate specific auxotrophic requirements in Salmonella enterica. Microbiology 
(Reading, England) 155: 295-304. 

Tisa, L. S. & J. Adler. (1992) Calcium ions are involved in Escherichia coli chemotaxis. 
Proceedings of the National Academy of Sciences of the United States of America 
89: 11804-11808. 

Tittsler, R. P. & L. A. Sandholzer. (1936) The Use of Semi-solid Agar for the Detection of 
Bacterial Motility. Journal of Bacteriology 31: 575-580. 

Touati, D. (1988) Transcriptional and posttranscriptional regulation of manganese 
superoxide dismutase biosynthesis in Escherichia coli, studied with operon and 
protein fusions. Journal of Bacteriology 170: 2511-2520. 

Traxler, M. F., S. M. Summers, H. T. Nguyen, V. M. Zacharia, G. A. Hightower, J. T. 
Smith & T. Conway. (2008) The global, ppGpp-mediated stringent response to 
amino acid starvation in Escherichia coli. Molecular Microbiology 68: 1128-1148. 

Tree, J. J., S. P. Kidd, M. P. Jennings & A. G. McEwan. (2005) Copper sensitivity of cueO 
mutants of Escherichia coli K-12 and the biochemical suppression of this 
phenotype. Biochemical and Biophysical Research Communications 328: 1205-
1210. 



      Bibliography 

315 
 

Tsolis, R. M., L. G. Adams, T. A. Ficht & A. J. Baumler. (1999a) Contribution of 
Salmonella Typhimurium virulence factors to diarrheal disease in calves. Infection 
and immunity 67: 4879-4885. 

Tsolis, R. M., A. J. Baumler & F. Heffron. (1995) Role of Salmonella Typhimurium Mn-
superoxide dismutase (SodA) in protection against early killing by J774 
macrophages. Infection and immunity 63: 1739-1744. 

Tsolis, R. M., R. A. Kingsley, S. M. Townsend, T. A. Ficht, L. G. Adams & A. J. Baumler. 
(1999b) Of mice, calves, and men. Comparison of the mouse typhoid model with 
other Salmonella infections. Advances in Experimental Medicine and Biology 473: 
261-274. 

Ueta, M., R. L. Ohniwa, H. Yoshida, Y. Maki, C. Wada & A. Wada. (2008) Role of HPF 
(hibernation promoting factor) in translational activity in Escherichia coli. Journal 
of Biochemistry 143: 425-433. 

Ueta, M., H. Yoshida, C. Wada, T. Baba, H. Mori & A. Wada. (2005) Ribosome binding 
proteins YhbH and YfiA have opposite functions during 100S formation in the 
stationary phase of Escherichia coli. Genes to Cells 10: 1103-1112. 

VanBogelen, R. A. & F. C. Neidhardt. (1990) Ribosomes as sensors of heat and cold shock 
in Escherichia coli. Proceedings of the National Academy of Sciences of the United 
States of America 87: 5589-5593. 

Velayudhan, J., M. Castor, A. Richardson, K. L. Main-Hester & F. C. Fang. (2007) The 
role of ferritins in the physiology of Salmonella enterica sv. Typhimurium: a 
unique role for ferritin B in iron-sulphur cluster repair and virulence. Molecular 
Microbiology 63: 1495-1507. 

Vijayakumar, S. R., M. G. Kirchhof, C. L. Patten & H. E. Schellhorn. (2004) RpoS-
regulated genes of Escherichia coli identified by random lacZ fusion mutagenesis. 
Journal of Bacteriology 186: 8499-8507. 

Vinckx, T., S. Matthijs & P. Cornelis. (2008) Loss of the oxidative stress regulator OxyR 
in Pseudomonas aeruginosa PAO1 impairs growth under iron-limited conditions. 
FEMS Microbiology letters 288: 258-265. 

Vogel, J., V. Bartels, T. H. Tang, G. Churakov, J. G. Slagter-Jager, A. Huttenhofer & E. G. 
Wagner. (2003) RNomics in Escherichia coli detects new sRNA species and 
indicates parallel transcriptional output in bacteria. Nucleic acids research 31: 
6435-6443. 

Wada, A. (1998) Growth phase coupled modulation of Escherichia coli ribosomes. Genes 
Cells 3: 203-208. 



      Bibliography 

316 
 

Wada, A., R. Mikkola, C. G. Kurland & A. Ishihama. (2000) Growth phase-coupled 
changes of the ribosome profile in natural isolates and laboratory strains of 
Escherichia coli. Journal of Bacteriology 182: 2893-2899. 

Wada, A., Y. Yamazaki, N. Fujita & A. Ishihama. (1990) Structure and probable genetic 
location of a "ribosome modulation factor" associated with 100S ribosomes in 
stationary-phase Escherichia coli cells. Proceedings of the National Academy of 
Sciences of the United States of America 87: 2657-2661. 

Wade, J. T., N. B. Reppas, G. M. Church & K. Struhl. (2005) Genomic analysis of LexA 
binding reveals the permissive nature of the Escherichia coli genome and identifies 
unconventional target sites. Genes Dev 19: 2619-2630. 

Wade, J. T., D. C. Roa, D. C. Grainger, D. Hurd, S. J. Busby, K. Struhl & E. Nudler. 
(2006) Extensive functional overlap between sigma factors in Escherichia coli. 
Nature Structural Molecular Biology 13: 806-814. 

Wade, J. T. & K. Struhl. (2004) Association of RNA polymerase with transcribed regions 
in Escherichia coli. PNAS 101: 17777-17782. 

Wagner, M. A., D. Zahrl, G. Rieser & G. Koraimann. (2009) Growth phase- and cell 
division-dependent activation and inactivation of the {sigma}32 regulon in 
Escherichia coli. Journal of Bacteriology 191: 1695-1702. 

Wagner, R. (1994) The Regulation of Ribosomal-Rna Synthesis and Bacterial-Cell 
Growth. Archives of Microbiology 161: 100-109. 

Walker, G. C. (1996) The SOS Response of Escherichia coli. In: Escherichia coli and 
Salmonella: Cellular and Molecular Biology. F. C. Neidhardt (ed). Washington, 
D.C.: ASM Press, pp. 1346-1357. 

Walters, M. & V. Sperandio. (2006) Quorum sensing in Escherichia coli and Salmonella. 
International Journal of Medical Microbiology 296: 125-131. 

Wang, F., N. Q. Zhong, P. Gao, G. L. Wang, H. Y. Wang & G. X. Xia. (2008) SsTypA1, a 
chloroplast-specific TypA/BipA-type GTPase from the halophytic plant Suaeda 
salsa, plays a role in oxidative stress tolerance. Plant, cell & environment 31: 982-
994. 

Wang, J. D. & P. A. Levin. (2009) Metabolism, cell growth and the bacterial cell cycle. 
Nature reviews 7: 822-827. 

Wang, Q. P. & J. M. Kaguni. (1989) dnaA protein regulates transcriptions of the rpoH 
gene of Escherichia coli. The Journal of biological chemistry 264: 7338-7344. 



      Bibliography 

317 
 

Wanner, B. L. (1993) Gene regulation by phosphate in enteric bacteria. Journal of cellular 
biochemistry 51: 47-54. 

Wanner, B. L. (1996) Phosphorus Assimilation and Control of the Phosphate Regulon. In: 
Escherichia coli and Salmonella: Cellular and Molecular Biology. F. C. Neidhardt 
(ed). Washington DC: ASM Press, pp. 1357-1381. 

Wardman, P. & L. P. Candeias. (1996) Fenton chemistry: an introduction. Radiation 
research 145: 523-531. 

Wassarman, K. M., (2007) 6S RNA: a regulator of transcription. Molecular Microbiology 
65: 1425-1431. 

Waters, R. S., N. A. Bryden, K. Y. Patterson, C. Veillon & R. A. Anderson. (2001) EDTA 
chelation effects on urinary losses of cadmium, calcium, chromium, cobalt, copper, 
lead, magnesium, and zinc. Biol Trace Elem Res 83: 207-221. 

Watson, A., A. Mazumder, M. Stewart & S. Balasubramanian. (1998) Technology for 
microarray analysis of gene expression. Curr. Opin. Biotechnol. 9: 609-614. 

Webb, M. (1970) Interrelationships between the utilization of magnesium and the uptake 
of other bivalent cations by bacteria. Biochimica et biophysica acta 222: 428-439. 

Weber, H., T. Polen, J. Heuveling, V. F. Wendisch & R. Hengge. (2005) Genome-Wide 
Analysis of the General Stress Response Network in Escherichia coli: sS-
Dependent Genes, Promoters, and Sigma Factor Selectivity. Journal of 
Bacteriology 187: 1591-1603. 

Weibull, W. (1951) A statistical distribution function of wide applicability. Journal of 
Applied Mechanics 18: 293-297. 

Weichart, D. H. & D. B. Kell. (2001) Characterization of an autostimulatory substance 
produced by Escherichia coli. Microbiology (Reading, England) 147: 1875-1885. 

Whittaker, J. W. (2003) The irony of manganese superoxide dismutase. Biochem Soc Trans 
31: 1318-1321. 

WHO. (2000) Weekly epidemiological record. WHO position paper 75: 257-264. 

Wiberg, E., N. Wiberg & A. E. Holleman. (2001) Stereoisomerism of Complexes. In: 
Inorganic Chemistry. N. Wiberg (ed). San Diego: Academic Press, pp. 1171. 

Wilson, P. D. G., D. R. Wilson, T. F. Brocklehurst, H. P. Coleman, G. Mitchell, C. R. 
Waspe, S. A. Jukes & M. M. Robins. (2003) Batch growth of Salmonella 
Typhimurium LT2: stoichiometry and factors leading to cessation of growth. 
International Journal of Food Microbiology 89: 195-203. 



      Bibliography 

318 
 

Winfield, M. D. & E. A. Groisman. (2003) Role of nonhost environments in the lifestyles 
of Salmonella and Escherichia coli. Applied and Environmental Microbiology 69: 
3687-3694. 

Winzer, K., K. R. Hardie, N. Burgess, N. Doherty, D. Kirke, M. T. G. Holden, R. Linforth, 
K. A. Cornell, A. J. Taylor, P. J. Hill & P. Williams. (2002a) LuxS: its role in 
central metabolism and the in vitro synthesis of 4-hydroxy-5-methyl-3(2H)-
furanone. Microbiology 148: 909-922. 

Winzer, K., K. R. Hardie & P. Williams. (2002b) Bacterial cell-to-cell communication: 
Sorry, can't talk now - gone to lunch! Current opinion in Microbiology 5: 216-222. 

Wolf, D. M. & A. P. Arkin. (2003) Motifs, modules and games in bacteria. Current 
opinion in Microbiology 6: 125-134. 

Wolf, D. M., L. Fontaine-Bodin, I. Bischofs, G. Price, J. Keasling & A. P. Arkin. (2008) 
Memory in microbes: quantifying history-dependent behavior in a bacterium. PLoS 
ONE 3: e1700. 

Wolf, D. M., V. V. Vazirani & A. P. Arkin. (2005) Diversity in times of adversity: 
probabilistic strategies in microbial survival games. Journal of Theoretical Biology 
234: 227-253. 

Woodmansee, A. N. & J. A. Imlay. (2002) Reduced flavins promote oxidative DNA 
damage in non-respiring Escherichia coli by delivering electrons to intracellular 
free iron. The Journal of biological chemistry 277: 34055-34066. 

Wooldridge, K. G. & P. H. Williams. (1993) Iron uptake mechanisms of pathogenic 
bacteria. FEMS Microbiology reviews 12: 325-348. 

Wright, J. A., S. S. Totemeyer, I. Hautefort, C. Appia-Ayme, M. Alston, V. Danino, G. K. 
Paterson, P. Mastroeni, N. Menager, M. Rolfe, A. Thompson, S. Ugrinovic, L. Sait, 
T. Humphrey, H. Northen, S. E. Peters, D. J. Maskell, J. C. Hinton & C. E. Bryant. 
(2009) Multiple redundant stress resistance mechanisms are induced in Salmonella 
enterica serovar Typhimurium in response to alteration of the intracellular 
environment via TLR4 signalling. Microbiology (Reading, England) 155: 2919-
2929. 

Wu, L. F., M. A. Mandrand-Berthelot, R. Waugh, C. J. Edmonds, S. E. Holt & D. H. 
Boxer. (1989) Nickel deficiency gives rise to the defective hydrogenase phenotype 
of hydC and fnr mutants in Escherichia coli. Molecular Microbiology 3: 1709-
1718. 

Wu, W. S., P. C. Hsieh, T. M. Huang, Y. F. Chang & C. F. Chang. (2002) Cloning and 
characterization of an iron regulated locus, iroA, in Salmonella enterica serovar 
Choleraesuis. DNA Seq 13: 333-341. 



      Bibliography 

319 
 

Xu, J., M. A. Mahowald, R. E. Ley, C. A. Lozupone, M. Hamady, E. C. Martens, B. 
Henrissat, P. M. Coutinho, P. Minx, P. Latreille, H. Cordum, A. Van Brunt, K. 
Kim, R. S. Fulton, L. A. Fulton, S. W. Clifton, R. K. Wilson, R. D. Knight & J. I. 
Gordon. (2007) Evolution of symbiotic bacteria in the distal human intestine. PLoS 
Biol 5: e156. 

Yakhnin, A. V., H. Yakhnin & P. Babitzke. (2006) RNA polymerase pausing regulates 
translation initiation by providing additional time for TRAP-RNA interaction. Mol 
Cell 24: 547-557. 

Yamanaka, K. (1999) Cold shock response in Escherichia coli. Journal of molecular 
Microbiology and biotechnology 1: 193-202. 

Yang, Y. H., S. Dudoit, P. Luu, D. M. Lin, V. Peng, J. Ngai & T. P. Speed. (2002) 
Normalization for cDNA microarray data: a robust composite method addressing 
single and multiple slide systematic variation. Nucleic acids research 30: art. no. 
e15. 

Yang, Y. H. & T. Speed. (2002) Design issues for cDNA microarray experiments. Nat. 
Rev. Genet. 3: 579-588. 

Ye, R. W., T. Wang, L. Bedzyk & K. M. Croker. (2001) Applications of DNA microarrays 
in microbial systems. Journal of microbiological methods 47: 257-272. 

Yoshida, H., Y. Maki, H. Kato, H. Fujisawa, K. Izutsu, C. Wada & A. Wada. (2002) The 
ribosome modulation factor (RMF) binding site on the 100S ribosome of 
Escherichia coli. Journal of biochemistry 132: 983-989. 

Yoshida, H., M. Ueta, Y. Maki, A. Sakai & A. Wada. (2009) Activities of Escherichia coli 
ribosomes in IF3 and RMF change to prepare 100S ribosome formation on entering 
the stationary growth phase. Genes Cells 14: 271-280. 

Zaharik, M. L., V. L. Cullen, A. M. Fung, S. J. Libby, S. L. K. Choy, B. Coburn, D. G. 
Kehres, M. E. Maguire, F. C. Fang & B. B. Finlay. (2004) The Salmonella enterica 
serovar Typhimurium divalent cation transport systems MntH and SitABCD are 
essential for virulence in an Nramp1(G169) murine typhoid model. Infection and 
immunity 72: 5522-5525. 

Zbell, A. L., S. L. Benoit & R. J. Maier. (2007) Differential expression of NiFe uptake-
type hydrogenase genes in Salmonella enterica serovar Typhimurium. 
Microbiology (Reading, England) 153: 3508-3516. 

Zecchini, V. & I. G. Mills. (2009) Putting chromatin immunoprecipitation into context. 
Journal of cellular biochemistry 107: 19-29. 



      Bibliography 

320 
 

Zhang, Y. & V. N. Gladyshev, (2010) General trends in trace element utilization revealed 
by comparative genomic analyses of Co, Cu, Mo, Ni, and Se. The Journal of 
Biological Chemistry 285: 3393-3405. 

Zheng, M., B. Doan, T. D. Schneider & G. Storz. (1999) OxyR and SoxRS regulation of 
fur. Journal of Bacteriology 181: 4639-4643. 

Zheng, M., X. Wang, L. J. Templeton, D. R. Smulski, R. A. LaRossa & G. Storz. (2001) 
DNA microarray-mediated transcriptional profiling of the Escherichia coli 
response to hydrogen peroxide. Journal of Bacteriology 183: 4562-4570. 

Zhu, R. & W. T. Kok. (1998) Post-column derivatization for fluorescence and 
chemiluminescence detection in capillary electrophoresis. Journal of 
pharmaceutical and biomedical analysis 17: 985-999. 

Zwietering, M. H., F. M. Rombouts & K. Vantriet. (1992) Comparison of Definitions of 
the Lag Phase and the Exponential Phase in Bacterial-Growth. Journal of Applied 
Bacteriology 72: 139-145. 

 
 

 

 

 


