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Abstract

Understanding and quantifying the circulation of the oceans and the driving

mechanisms thereof is an important step in developing models which can accurately

predict future climate change. In particular, model studies have shown that the

spatial variability of diapycnal diffusivity, which represents the rate at which deep

water returns to shallower depths by means of turbulent diapycnal mixing, is a

critical factor controlling the strength and structure of the circulation. Efforts are

therefore ongoing to measure diffusivity as extensively aspossible, but temporal

variability in diffusivity has not been widely addressed.

Results from three Southern Ocean studies are presented in this thesis. Firstly,

a high resolution hydrographic survey carried out on the northern flank of the

Kerguelen Plateau identifies a complex meandering current system carrying a total

eastward volume transport of 174± 22 Sv, mostly associated with the blended

Subtropical Front/Subantarctic Front. Significant water mass transformation across

isopycnals is not required to balance the budgets in this region. Secondly,

results are presented which cast doubt on the advisability of using density

profiles acquired using Conductivity-Temperature-Depth instruments to estimate

diapycnal diffusivity (an attractive proposition due to low cost and widespread data

availability) in areas of weak stratification such as the Southern Ocean, because the

noise characteristics of the data result in inaccurate diffusivity estimates. Finally,

a method is developed for estimating diffusivity from profiles of velocity shear

acquired by moored acoustic Doppler current profilers. An 18-month time series

of diffusivity estimates is derived with a median of3.3 × 10−4 m2 s−1 and a range

of 0.5 × 10−4 m2 s−1 to 57 × 10−4 m2 s−1. There is no significant signal at annual

or semiannual periods, but there is evidence of signals at periods of approximately

fourteen days (likely due to the spring-neaps tidal cycle),and at periods of 3.8 and

2.6 days most likely due to topographically-trapped waves propagating around the

local seamount. More widespread application of this methodwould allow for an

assessment of natural climate variability in diapycnal diffusivity.
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1

Chapter 1

Introduction

1.1 General Context

The circulation of the world’s oceans is an important controlling factor for the

surface climate due to the high heat capacity of water, the contribution of the

oceans to the meridional transport of heat, and the ocean-atmosphere exchanges of

gases, water, heat, momentum and particulate matter (Bigg etal., 2003). Abrupt

and dramatic changes in the climate of the past have been linked to non-linear

behaviour of the ocean circulation (McManus et al., 2004; Rahmstorf, 2002), and

there is some concern that anthropogenic CO2 emissions might lead to an abrupt

shift in circulation patterns in the future (Broecker, 1997). Thus understanding, and

quantifying, the circulation of the oceans and the driving mechanisms thereof is

an important step in developing models which can accuratelypredict the future

response to anthropogenic activity. The main ocean transports and the rate of

formation of deep water at high latitudes are reasonably well measured (Figure

1.1), but the return of deep water to shallower depths remains an area of extensive

research (Ganachaud and Wunsch, 2000).

1.2 The Southern Ocean

In the late 1700s, Captain Cook first used the term ’Southern Ocean’ to describe the

area surrounding Antarctica, particularly referring to the fairly uniform nature of

the climate, currents, winds and marine life. The Southern Ocean is not physically

separated from the oceans to the north, so could be considered as southward

extensions of the Atlantic, Indian and Pacific Oceans. However, the northern

current systems of the Southern Ocean sharply delineate thecold waters and
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Figure 1.1: Zonally integrated layer volume transports in Sv (Sverdrups, 106 m3 s−1). The
estimated water transports are indicated for the different density classes bounded by neutral
surfaces (γn, in kg m−3) and across selected hydrographic sections. Neutral surfaces are
close to surfaces of constant density, but are chosen so that movementalong them minimizes
the work done against gravity. The colour of the upwelling or down-wellingarrows
indicates the layer from which the water is coming. In the Southern Ocean, thebottom
water formation takes place mostly in the Weddell Sea, while the upwelling distribution is
uncertain. In the Indian Ocean, most of the upwelling takes place north of 7◦S. The South
Pacific transports are given at 17◦S because of the more complicated structure at 32◦S.
Reproduced from Ganachaud and Wunsch (2000).

distinct biota of the Antarctic from the warmer waters of thesubtropical South

Atlantic, South Pacific and Indian Oceans.

1.2.1 The Antarctic Circumpolar Current

There are a number of current systems in the Southern Ocean, but by far the largest

is the Antarctic Circumpolar Current (ACC) - the only current to flow around the

globe without encountering any continuous land barrier (Figure 1.2). Thus, the

Southern Ocean joins the three main ocean basins of the Atlantic, Pacific and Indian

Oceans, and the zonal transport of the ACC facilitates the exchange of water and
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Figure 1.2: Schematic of the region south of 30◦S, including the Southern Ocean. Depths
shallower than 3000 m are shaded grey. Thick black contours indicate climatological mean
locations of the Polar Front (south) and Subantarctic Front (north) from Orsi et al. (1995).
Red markers and labels indicate the locations discussed in later chapters: theKerguelen
Plateau (KP) in chapter 2, Shag Rocks Passage (SRP) in chapter 3, andDrake Passage
(DP) and the abyssal plain (AP) in the southeastern Pacific region of the Southern Ocean,
in chapter 5. Blue labels indicate locations mentioned in this chapter: WS=Weddell Sea,
RS=Ross Sea, AL=Ad́elie Land, PB=Prydz Bay.

water properties (heat, salt, nutrients, etc.) between those oceans. The extent of the

ACC is usually defined in terms of the circumpolar waters that pass through Drake

Passage (Orsi et al., 1995), with an associated baroclinic transport (relative to the

deepest common layer) through Drake Passage of 136.7± 7.8 Sv (Cunningham

et al., 2003). Baroclinic and barotropic variability are both important contributors

to the variability of the net transport through Drake Passage, though the latter

contributes most (Cunningham et al., 2003). The transport ofthe ACC at different

longitudes, and the temporal variability of that transport, is an ongoing area of

research (e.g. Ganachaud and Wunsch, 2000; Gladyshev et al., 2008; Heywood and

King, 2002; Meijers et al., 2010; Rintoul and Sokolov, 2001).Observations of ACC
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transport on the northern flank of the Kerguelen Plateau are the subject of chapter

2.

The ACC consists of a number of circumpolar fronts, which can correspond to

water mass boundaries as well as deep-reaching jets of eastward flow (Orsi et al.,

1995). Between the jets, the flow is dominated by eddies and canbe in any direction

(Talley et al., 2011). The two main fronts are the Polar and Subantarctic Fronts,

whose climatological mean positions are shown in Figure 1.2. To the south of the

ACC, cyclonic gyres are found in the embayments of the Weddell and Ross Seas,

and the westward flowing Antarctic Slope Current (Jacobs, 1991) is found near the

continental margin around most of Antarctica. North of the Subantarctic Front is

the eastward flowing jet associated with the Subtropical Front, and further north the

circulation consists of westward-intensified subtropicalgyres in each ocean basin.

The large topographic features in the path of the ACC, such as the Scotia Island arc

east of Drake Passage and the Kerguelen Plateau in the IndianOcean, act to steer

the currents, as noted early on by Sverdrup et al. (1942), anddescribed by Gordon

et al. (1978). Form drag due to bottom topography (Munk and Palmn, 1951; Gille,

1997; Stevens and Ivchenko, 1997) is an important contributor to energy dissipation

in the ACC.

1.2.2 Wind Forcing and Water Mass Formation

The wind forcing for the Southern Ocean is dominated by westerlies in the latitude

band 40-60◦S and easterlies close to Antarctica, south of 60◦S. The surface wind

stress is the primary driver of the ACC, though the coupling andrelative importance

of wind and thermohaline driving have not been fully investigated. South of the

westerly wind stress maximum, the Ekman transport is divergent and deep water

upwells into the surface layer; north of the westerly wind maximum, the Ekman

transport is convergent and surface waters are downwelled into the ocean interior

(Figure 1.3). This is thought to be responsible for the subduction and northward

export of Antarctic Intermediate Water (Hanawa and Talley,2001; Talley et al.,

2011).

Close to the Antarctic continent, the strong easterly winds drive Ekman transport

towards the continent, inducing downwelling at the boundary (Talley et al., 2011).

Antarctic Bottom Water (AABW) is formed in the Weddell Sea, Ross Sea, along

the coast of Ad́elie Land, and possibly also in Prydz Bay (Tamura et al., 2008).

As very cold and dense shelf water spills down the continental slope, it mixes with

Circumpolar Deep Water to form AABW. The meridional overturning circulation
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Figure 1.3: A schematic view of the meridional overturning circulation in the Southern
Ocean. An upper cell is formed primarily by northward Ekman transport driven by the
strong westerly winds and southward eddy transport in the UCDW layer, leading to the
formation of AAIW. A lower cell is driven primarily by formation of AABW nearthe
Antarctic continent. SAMW=Subantarctic Mode Water, AAIW=Antarctic Intermediate
Water, UCDW=Upper Circumpolar Deep Water, NADW=North Atlantic Deep Water,
LCDW=Lower Circumpolar Deep Water, AABW=Antarctic Bottom Water, PF=Polar
Front, SAF=Subantarctic Front, STF=Subtropical Front. (See chapter2 for front and water
mass definitions.) Reproduced from Speer et al. (2000).

in the Southern Ocean thus consists of two cells, an upper cell formed primarily

by northward Ekman transport driven by the strong westerly winds in the latitude

band 40-60◦S, and a lower cell driven primarily by formation of AABW near the

Antarctic continent.

1.3 Diapycnal Mixing

In order for deep water to mix upwards into shallower waters,its density must

be reduced. This is referred to as diapycnal mixing as it involves mixing across

surfaces of constant density (isopycnals). If this did not occur, the ocean basins

would gradually fill up with cold, dense bottom waters such asAABW. The

necessary reduction in density is achieved by the downward diffusion of heat

(Munk and Wunsch, 1998). Molecular diffusion does not result in sufficient

diffusion of heat to balance the rate of deep water formation: turbulent diffusion is

required. Measuring diapycnal mixing involves calculating the vertical diffusivity

κz, which appears in the equation for conservation of any conservative water mass
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propertyµ (e.g., conservative temperature, salinity, dissolved CO2, etc):

∂µ

∂t
+ v.∇µ = κH

(

∂2µ

∂x2
+

∂2µ

∂y2

)

+
∂

∂z

(

κz
∂µ

∂z

)

+Qµ , (1)

wheret is time,v is velocity,κH the horizontal diffusivity (which in this thesis we

assume is constant),x andy the horizontal spatial coordinates, andz the vertical

coordinate.Qµ is a source/sink function. When considering the steady-state case for

conservative temperatureΘ, it has long been considered a reasonable assumption

that vertical advection is balanced primarily by vertical diffusion, which leads to the

expression:

w
∂Θ

∂z
=

∂

∂z

(

κz
∂Θ

∂z

)

, (2)

wherew is the vertical component of velocity (Pond and Pickard, 1983).

A simple model estimate of the global average diapycnal diffusivity needed

to complete the oceans’ circulation is10−4 m2 s−1 (Munk and Wunsch, 1998).

Ganachaud and Wunsch (2000) made more detailed estimates based on the

observed flows between large oceanic regions (Figure 1.1 andtable 1.1), and found

diffusivities in the Atlantic, Indian and Pacific oceans need to be around 9-12

×10−4 m2 s−1 for bottom waters (below∼ 3800 m) and 3-4×10−4 m2 s−1 for deep

waters (∼ 2000 to 3500 m) to maintain a steady-state ocean. They were unableto

estimate diffusivity in the Southern Ocean.

Table 1.1: Averageκz calculated by considering the currents into and out of different ocean
basins at different depths. The ’bottom’ layers are approximately 3800 mdepth to the sea
floor, and the deep layers are approximately 2000 - 3500 m depth.κz could not be resolved
in the Southern Ocean. Adapted from Ganachaud and Wunsch (2000).

Ocean basin and water layerκz (×10−4 m2 s−1)

Atlantic bottom 9± 4

Indian bottom 12± 7

Pacific bottom 9± 2

Southern bottom -

Atlantic deep 3± 1.5

Indian deep 4± 2

Pacific deep 4± 1

Southern deep -
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1.3.1 Measuring Diapycnal Diffusivity

The most direct method to quantify diffusivity is tracer release: a chemically inert

substance which can be detected at low concentrations is released at a known

location and depth. The spread of the tracer, especially thediapycnal spread, is

monitored over the next few months or years, which allows thediapycnal mixing to

be measured (Ledwell et al., 1998). Unfortunately, although conceptually simple,

large-scale experiments of this type require a great deal offunding and ship time,

so are not widely used (Merryfield, 2005). Tracer release also suffers from the

drawback of providing a measure of diffusivity integrated over a wide area and time

span: while this may improve the accuracy of measurement, very little information

can be gained about the spatial and temporal variability of the diffusivity.

The alternative is to use profiles of temperature, salinity and current velocities/shears

as indicators of the diffusivity. This was originally (and is still) done using

microstructure profilers (e.g. Toole et al., 1994; Polzin etal., 1996, 1997; Lueck

and Mudge, 1997) measuring the variance in these quantitieson centimetre-scales,

but again, such instruments are very costly to build and operate, and are further

limited by the difficulty of deploying the instruments in rough weather conditions.

Efforts have therefore gone into developing methods for calculating diffusivity

from data which can be obtained with greater ease and at less expense. There

are three main methods, which will be discussed further in later chapters, two

based on density profiles alone (chapter 5), and one which also requires current

velocity/shear data (chapter 3), though only on scales of a few metres rather than a

few centimetres.

CTD (conductivity-temperature-depth) data are routinely collected on oceanographic

cruises, either by lowered instruments or expendable CTD probes (XCTDs), and

more recently by autonomous platforms such as Argo floats andSeagliders. These

can all be used to find profiles of density.κz can then be calculated using a ’Thorpe

scale’ analysis based on the vertical size of density overturns (e.g., Thompson et al.,

2007; Sloyan et al., 2010), or from the strain, the vertical gradient in the vertical

displacement of isopycnals induced by internal waves (e.g., Mauritzen et al., 2002;

Sloyan, 2005). Similarly, LADCP (lowered acoustic Doppler current profiler) data

are regularly collected on oceanographic cruises.κz can be calculated from the

vertical variance of the LADCP vertical shear induced by internal waves (e.g.,

Naveira Garabato et al., 2004; Kunze et al., 2006).

Such methods suffer from a variety of drawbacks.κz can at best only be

inferred to within a factor of 3 - 4 (Polzin et al., 2002), although this disadvantage
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is more than offset by the significant increase in spatial coverage (e.g., Kunze et al.,

2006). As discussed in section 1.3.2, spatial variability in κz greatly exceeds this

uncertainty. Thorpe scale analyses are dependent on overturns sufficiently large to

be resolved by the instruments used (chapter 5). The strain and shear methods both

suffer from a potentially critical problem. What is really calculated is a measure

of the energy content of the internal wave field: one must thenassume that this

energy is dissipated locally, relying on the premise that the nonlinear interactions

of internal waves initiate an energy cascade to smaller scales, resulting in turbulent

dissipation (McComas and Muller, 1981; Henyey et al., 1986).As discussed in

Waterman et al. (2012a,b), this may not always be the case.

1.3.2 Example Observational Studies

The observational data reveal a much more complex, spatially-varying distribution

than that suggested by the work of Munk and Wunsch (1998) and Ganachaud and

Wunsch (2000). In much of the ocean interior measurements ofthe diffusivity have

found values of around 0.1×10−4 m2 s−1 (Toole et al., 1994; Ledwell et al., 1998),

an order of magnitude smaller than the estimate of the globalaverage diapycnal

diffusivity (10−4 m2 s−1) needed to complete the oceans’ circulation (Munk and

Wunsch, 1998). This prompted a number of further studies, which are summarised

in table 1.2.

These observations reveal thatκz is very dependent on location. In particular,

mixing is greatly enhanced in regions with strong currents and complex topography,

and this can affect virtually the entire water column (see, for example, Figure 1.4),

not just the first few 10s of metres above the bottom where one might expect the

water to be ’stirred-up’. This suggests that there must be a mechanism for the

vertical propagation of turbulence, and internal waves (section 1.3.3) are the obvious

candidate.

Efforts to quantify the spatial variability ofκz are ongoing, but temporal

variability has not been widely addressed. Most existing measurements or estimates

of diffusivity are either snapshots at a single time, or a single integrated value over

months or years. The few time series available, such as thosediscussed by Inall

et al. (2000); Rippeth et al. (2002); Palmer et al. (2008); Moum and Nash (2009);

Shroyer et al. (2010) are from shallow shelf seas or tidal channels, and cover only

a few days or weeks, with the longest (Moum and Nash, 2009) spanning a period

of four months. In chapter 3, I present a method which could, if applied widely,

begin to address the question of whether single estimates inthe deep ocean can be
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Table 1.2: Example observational studies measuringκz. ACC = Antarctic Circumpolar
Current, AABW = Antarctic Bottom Water, N.H. = northern hemisphere, A.O., I.O., P.O.,
S.O. = Atlantic, Indian, Pacific and Southern Oceans, respectively, D.P.= Drake Passage,
MAR = Mid-Atlantic Ridge, N, E, S, and W are the cardinal compass directions, and NE =
north-east, etc.

Location Data Type Results Ref.

NE P.O. and
NE A.O.

Microstructure
profiler.

κz increased from 0.1×10−4 m2 s−1 in the ocean interior
to more than 1×10−4 m2 s−1 near steeply sloping
boundaries.

Toole
et al.
(1994)

Romanche
fracture zone,
a gap in
MAR.

Microstructure
profiler.

Averageκz was 150×10−4 m2 s−1 in the water below
4000 m downstream from the main sill. This contrasts
with the background mid-depthκz in that region, which
is estimated as 0.2×10−4 m2 s−1.

Polzin
et al.
(1996)

The Brazil
Basin in the S
A.O.

Microstructure
profiler.

κz fairly uniform over the smooth abyssal plains at∼0.1
×10−4 m2 s−1, but mixing was enhanced throughout the
water column above the rough MAR, withκz exceeding
5×10−4 m2 s−1 in the bottommost 150 m (figure 1.4).

Polzin
et al.
(1997)

Cobb
Seamount in
the NE P.O.

Microstructure
profiler.

Mixing was 100 to 10,000 times greater near the
seamount than the background rate in the ocean interior.

Lueck and
Mudge
(1997)

Brazil Basin,
S A.O.

Tracer and
microstructure
profiler.

Estimates ofκz over the MAR found by Polzin et al.
(1997) were revised upwards by a factor of 2 - 3.

Ledwell
et al.
(2000)

Waters above
MAR (N.H.
only).

CTD. Foundκz of 1 - 10×10−4 m2 s−1, decreasing with height
above the ridge.

Mauritzen
et al.
(2002)

SE P.O. and
SW A.O.,
either side of
D.P.

CTD/LADCP. Above the nearly featureless abyssal plains of the SE
P.O., κz ∼0.1 ×10−4 m2 s−1, but over the rough
topography of D.P., the S Scotia Ridge and E Scotia Sea,
κz ∼1×10−4 m2 s−1 at 500 m depth, increasing to∼100
×10−4 m2 s−1 near the sea floor, with a maximum of
∼1000×10−4 m2 s−1 in some deep cuts in the ridges.
This is consistent with the basin-wide estimate for the
Scotia Sea of 39± 10×10−4 m2 s−1 found by Heywood
et al. (2002), by considering the heat budget.

Naveira Garabato
et al.
(2004)

S A.O., I.O.,
S P.O. and
S.O.

CTD. In the S A.O., I.O. and S P.O., enhancedκz was found
over rough topography, but returned to background levels
500 - 1000 m above the sea floor. In the S.O., enhanced
κz was found throughout the water column (below 1500
m) in the ACC over complex topography, especially in
the ACC frontal jets.

Sloyan
(2005)

I.O., P.O., N
A.O. and S.O.

∼3500
full-depth
CTD/LADCP
profiles.

κz ∼0.1 ×10−4 m2 s−1 in areas near the equator, over
smooth topography, and in the upper ocean, but average
κz increased with latitude to∼0.4 - 0.5×10−4 m2 s−1

at latitudes of 50-70◦, and was also often∼1 ×10−4 m2

s−1 in the bottom 1000 m.

Kunze
et al.
(2006)

ACC in S.O. 3He from
hydrothermal
vents: a
natural tracer.

Averageκz of 3.2 ± 2.3 ×10−4 m2 s−1 over a sector
which spans nearly a tenth of the ACC.

Naveira Garabato
et al.
(2007)
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Figure 1.4: Depth-longitude section ofκz in the Brazil Basin inferred from velocity
microstructure observations. Note the nonuniform contour scale. The white line marks
the observed depth of the 0.8◦C surface.κz is greatly increased over the rough topography
of the Mid-Atlantic Ridge on the right-hand side of the figure. Reproduced from Polzin
et al. (1997).

considered representative of long term values.

1.3.3 Internal Waves

Internal waves are fluctuations which resemble waves at the ocean surface, but they

can propagate vertically as well as horizontally, thus making disturbances at the

surface or the bottom felt in the interior. They can be generated in the ocean by

tidal and geostrophic currents interacting with boundaries and bottom topography

(Sloyan, 2005), and by the action of the wind on the geostrophic and ageostrophic

flows, and on surface waves (Kuhlbrodt et al., 2007). As internal waves propagate

away from their source, energy spreads into waves with otherperiods and generally

smaller vertical scales. This increases the vertical shear- the vertical gradient of

horizontal currents - which increases the likelihood that the waves will break, thus
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promoting turbulence and diapycnal mixing (Garrett, 2003). It has recently been

demonstrated that this cascade is more vigorous not only when internal waves are

more energetic, but also at high latitudes, due to the dependence of the dominant

frequency of the internal waves on the Coriolis parameter (Gregg et al., 2003; Kunze

et al., 2006).

There are two main methods by which internal waves can be generated:

wind forcing, and the movement of water over rough topography. Wind forcing

generates near-inertial motions, and although the large inertial oscillations seen

in near-surface waters decrease in amplitude rapidly with depth below the mixed

layer (Pollard, 1970; Pollard and Millard, 1970), they do penetrate somewhat into

the ocean interior as internal waves (D’Asaro, 1984; Alford, 2001, 2003a). In

principle, any movement of water over rough topography may generate internal

waves (Bell, 1975; Baines, 1982). This can include the generation of internal waves

with tidal frequencies, caused by the interaction of barotropic tidal currents with

rough topography (see, for example, Garrett and St Laurent,2002; St Laurent and

Garrett, 2002; Garrett and Kunze, 2007; Heywood et al., 2007), and the generation

of lee waves by geostrophic flows (Nikurashin and Ferrari, 2010a,b) over rough

topography, particularly in the Southern Ocean where bottom geostrophic flows are

much more intense than in most other ocean basins.

The mean flow can also interact with the internal wave field. This might involve

the generation, trapping, or amplification of internal waves (Kunze and Sanford,

1984; Kunze, 1985), or alternatively the transfer of energyfrom the internal wave

field to the mean flow (Waterman et al., 2012b).

1.3.4 Energy Budget

Consideration has also been given to the energetics of diapycnal mixing, as an

energy input is required to enable water to cross the densitysurfaces and increase the

potential energy of the fluid (Wunsch and Ferrari, 2004). Munk and Wunsch (1998)

estimate that 2.1 TW (terawatts,1012 W) are required for mixing to balance the

formation of deep water, which occurs at a rate of approximately 30 Sv (Sverdrups,

106 m3 s−1). A number of authors have considered the work done by the wind on the

oceans: Wunsch (1998) estimated the work done on the surfacegeostrophic flow to

be about 1 TW; Wang and Huang (2004a) estimated the work on theageostrophic

flow at about 3 TW; Wang and Huang (2004b) estimated the work onsurface waves

at about 60 TW, but they point out that a large fraction of thisenergy is bound to

be dissipated in the surface layer. In total, a rough estimate of the wind energy
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input to abyssal turbulent mixing (as opposed to dissipation by other processes)

is 1 TW (Kuhlbrodt et al., 2007). Tides are known from astronomy to supply

3.7 TW (Le Provost and Lyard, 1997), and although much of thisis dissipated in

marginal seas, it has been estimated that 0.6 - 0.9 TW are available for abyssal

mixing (Egbert, 1997). Thus the amount of energy available for mixing appears

to be approximately consistent with that required, at leastwithin the fairly large

uncertainties on the various estimations.

Toggweiler and Samuels (1995, 1998) present an alternativeexplanation in

which much of the upwelling of North Atlantic Deep Water is accomplished by

Ekman suction due to the strong winds over the Southern Oceanat the latitude band

of Drake Passage. The northward surface flow driven by the winds can only be

balanced by southward geostrophic flow below∼ 1500 m due to the requirement

for topographic ridges to support east-west pressure gradients. The reduction in

density then occurs primarily by surface freshening, whichleads to a requirement

of only around 0.6 TW for abyssal mixing (Webb and Suginohara, 2001). Wunsch

and Ferrari (2004) point out that while this may be an important process in the

upper ocean (at least in the Southern Ocean and the tropics),concluding that most

oceanic mixing takes place at the surface would conflict withthe observed need for

large mixing at depth, such as that found by Ganachaud and Wunsch (2000) and

discussed above.

1.3.5 Model Studies

While many general circulation models (GCMs) have used uniform κz (such as the

global average value of10−4 m2 s−1 suggested by Munk and Wunsch (1998)), it is

becoming increasingly common to use a spatially varyingκz. Many studies using

spatially varyingκz have concluded that it is a critical factor controlling the strength

and structure of the circulation (see, for example, Marotzke, 1997; Huang, 1999;

Zhang et al., 1999; Marzeion and Drange, 2006). To give a particularly large-scale

example, Schmittner and Weaver (2001) point out that given the large uncertainty

still remaining in observations of ocean mixing, such as thelack of regular global

coverage, it is not currently possible to quantitatively determine the conditions

which could act as thresholds for the North Atlantic overturning circulation to

switch between “on” and “off” modes, with the subsequent significant alteration

in surface climate experienced in surrounding regions.

Kuhlbrodt et al. (2007) point out that any model which employs fixed mixing

coefficients disregards the questions, discussed above, about the energy supply
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required for mixing to occur. This is supported by the work ofHuang (1999), who

used an idealized ocean basin with only thermal forcing to compare prescribed

mixing coefficients with prescribed energy profiles from which diffusivities are

calculated. He found different sensitivities of meridional mass and heat transport to

the meridional temperature difference in these situations. Similarly, Nilsson et al.

(2003) and Mohammad and Nilsson (2004), using a model where diffusivity was

explicitly dependent on the local buoyancy frequency, suggested that the Atlantic

meridional overturning circulation may actually be intensified by an influx of

freshwater in the North Atlantic, a result which differs significantly from that found

in the majority of models using uniform diffusivity.

Hasumi and Suginohara (1999) found that topographically enhanced mixing

in a global ocean model with realistic topography and wind forcing affected the

upwelling and circulation of the bottom to deep water masses. More recently,

Saenko and Merryfield (2005) used a global GCM in which they first set the

diffusivity to the ’background’ level of 0.1×10−4 m2 s−1 throughout, and then re-

ran the model with the diffusivity set to much higher values over rough topography,

reproducing the observed variation. The uniform, low diffusivity model was

unable to reproduce observed circulation patterns: the deep North Pacific Basin

became a stagnant pool, with only weak circulation in the upper layers; the ACC

was much weakened; the rate of bottom water formation aroundAntarctica was

significantly reduced. The second experiment, with more realistic diffusivity,

produced much more realistic circulation in these areas. Most interestingly,

Saenko (2006) showed that two climate models with the same vertical distribution

of diffusivity but different horizontal distribution (horizontally uniform versus

topographically enhanced) have different responses to atmospheric CO2 increase.

Due to differences in oceanic heat transport, “the CO2-induced change of the surface

climate simulated by the model with strong and uniform mixing is significantly

weaker than that simulated by the model with strong but only locally enhanced

mixing.”

Thus, it is strongly suggested that diffusivity is an important controlling factor

of the global ocean circulation, and thus the global climateand its future response to

anthropogenic climate change. The present and future effects on the global climate

of spatially and temporally varying diffusivity (and conceivably vice versa) remain

a topic of extensive research, but it is clear that increasedobservational coverage

will be beneficial to our understanding of these processes.
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1.4 This Thesis

In this thesis, I present results from three different Southern Ocean studies. Firstly,

the SOFine (Southern Ocean Finestructure) project investigated the standing

meander in the ACC found on the northern flank of the Kerguelen Plateau (Figure

1.2). A cruise in November-December 2008 onboard the RRS JamesCook

collected data for this project. Station measurements included simultaneous

CTD, LADCP, and microstructure measurements. Finescale and microstructure

diffusivity estimates are discussed in Waterman et al. (2012a,b). In chapter 2, I

discuss the hydrographic survey, front locations, and transport through this region.

The motivation for this study was to further our understanding of the circulation

in this highly variable and very undersampled region: the previous hydrographic

survey here was carried out nearly 20 years earlier (Park et al., 1993).

Secondly, in chapter 3, I discuss diffusivity estimates in Shag Rocks Passage

(Figure 1.2), including an 18-month time series of diffusivity calculated from data

taken by an Acoustic Doppler Current Profiler (ADCP) moored at 2400 m depth,

600 m above the sea floor. The aims of this study were to developa method

which could, if applied more widely, give an assessment of the validity of snapshot

diffusivity estimates, and to gain some initial understanding of the magnitude

of temporal variability of diffusivity. The mooring was placed in Shag Rocks

Passage as part of the North Scotia Ridge Overflow Project (Smith et al., 2010).

The diffusivity estimates I present here represent, to my knowledge, the first long,

deep-ocean time series of diffusivity. I discuss processesthat may contribute to the

temporal variability of diffusivity estimates in this region. Additionally, chapter 4

contains supplementary material for this study.

Thirdly, chapter 5 contains an assessment of density-basedfine-structure

methods for estimating diapycnal diffusivity, i.e., relatively inexpensivemethods of

estimating diapycnal diffusivity, with the intention of determining whether these

methods give accurate results in the Southern Ocean. The data used was collected

as part of the Diapycnal and Isopycnal Mixing Experiment in the Southern Ocean

(DIMES). DIMES’ joint US/UK field program included tracer release, isopycnal

following RAFOS floats, microstructure measurements, shearmeter floats, EM-

APEX floats, a mooring array in Drake Passage and hydrographic observations,

supplemented by inverse modelling and analysis of altimetry and numerical model

output. As part of this project, CTD and eXpendable CTD (XCTD) data were

collected, during a cruise on the R/V Thomas G. Thompson in October-December

2010, in Drake Passage and the abyssal plain in the southeastern Pacific region of
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the Southern Ocean (Figure 1.2). The CTD/XCTD data is used to assess the Thorpe

scale and strain variance methods for estimating diffusivity.

Finally, chapter 6 summarises the results of these three studies, and discusses

possible future work which could expand on the results presented here.
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Chapter 2

Direct Observations of ACC

transport on the northern flank of

the Kerguelen Plateau

This chapter has been accepted by the Journal of GeophysicalResearch - Oceans.

citation: Damerell, G. M., K. J. Heywood, D. P. Stevens, 2013: Direct Observations

of ACC transport on the northern flank of the Kerguelen Plateau. J. Geophys. Res.,

in press.

2.1 Abstract

The standing meander in the Antarctic Circumpolar Current found on the northern

flank of the Kerguelen Plateau was investigated during the SOFine (Southern

Ocean Finestructure) cruise in November-December 2008. An18-year time series

of surface geostrophic currents from satellite altimetry shows that the meander as

observed during this survey is typical of the region. Hydrographic stations were

occupied between 65-75◦E, 43-48◦S on the shelf (∼200 m depth) and slope into

the deep ocean to the north of Kerguelen (∼4700 m), providing the most detailed

survey of this region to date. Geostrophic shears are referenced to lowered acoustic

Doppler current profiler velocities to give the first estimate of the total volume

transport in this region, and the transport budget is closedaround the survey box.

The Subtropical Front, Subantarctic Front and a northern branch of the Polar

Front together have an associated transport of 174± 22 Sv eastward. While 174

Sv is large compared with typical Drake Passage transports,it is reconciled with
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other estimates of the total transport with the additional 15 Sv of the Indonesian

Throughflow. Baroclinic transport referenced to the deepestcommon level between

station pairs is 119 Sv, consistent with other estimates of the baroclinic transport

in this area. At this longitude the fronts of the Antarctic Circumpolar Current are

exceptionally close together. We discuss the exchange of properties across the

fronts.
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2.2 Introduction

The Kerguelen Plateau is a volcanic ridge which forms the largest submarine plateau

in the Southern Ocean (Fig. 2.1). It spans approximately 16◦ in latitude, from

∼65◦E, 46◦S, south-east to∼85◦E, 62◦S, and is divided, at around 55-57◦S, into

the Northern and Southern Kerguelen Plateaus (NKP and SKP) by the Fawn Trough

(FT), which has a sill depth of∼2600 m. The NKP includes the Kerguelen Islands

towards the north end, and the Heard/McDonald Islands towards the south. Further

south, at 85◦E, 63-66◦S, the Princess Elizabeth Trough (PET, sill depth∼3750 m),

lies between the SKP and Antarctica.

The circulation around the plateaus and the flows through locally deeper troughs

in the plateaus have long been a topic of study, yet many aspects remain to be

quantified. Fig. 2.1 provides a synthesis of the historical studies listed in Table 2.1.

Fig. 2.1 and Table 2.1 together summarize the main currents in the Indian Ocean

sector of the Southern Ocean, as well as the flows around the Crozet and Kerguelen

Plateaus. This is not a definitive collection of all studies in this region, simply a

summary based, where possible, on more recent studies in which the use of Acoustic

Doppler Current Profilers (ADCPs) to reference geostrophic shear allows estimates

of total geostrophic transport. The hydrographic survey ofPark et al. (1993) in the

Crozet Basin (which included the region north of the KerguelenPlateau discussed in

the current study) did not use ADCPs and so found transport relative to the deepest

common level, which we will henceforth refer to as baroclinic transport.

The Kerguelen Plateau constitutes a significant topographic barrier for the

Antarctic Circumpolar Current (ACC). The ACC is associated with several main

eastward flowing frontal jets, generally designated as the Subantarctic Front (SAF),

Polar Front (PF), Southern ACC Front (SACCF) and Southern Boundary (SB) of

the ACC (Orsi et al., 1995). Table 2.2 lists hydrographic characteristics by which

these fronts are typically identified. Throughout this chapter, we use conservative

temperature and absolute salinity rather than in-situ or potential temperature and

practical salinity (IOC et al., 2010), though both practical and absolute salinity

are given in Table 2.2 to facilitate comparison with other works. Conservative

temperature in this region differs from potential temperature by a maximum of

0.02◦C and an average of 2×10−5 ◦C, so they can be treated as virtually identical.

We also use water mass definitions based on neutral density (γn, in kg m−3,

as defined by Jackett and McDougall (1997)), with consideration also given to

definitions based on hydrographic properties (Table 2.3). The units of density (kg

m−3) are omitted henceforth.
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Figure 2.1: a) Regional map, with smoothed bathymetry from Smith and Sandwell(1997).
Contours are every 1000 m, with grey shading to 3000 m deep. Various topographical
features are indicated: NKP=North Kerguelen Plateau, SKP=South Kerguelen Plateau,
FT=Fawn Trough, PET=Princess Elizabeth Trough. WG refers to the Weddell Gyre.
Arrows represent currents from a variety of studies, listed in table 2.1. The width of the
arrows represents the top-to-bottom transport, and the shading the north-south position
relative to the main ACC fronts. Where the arrows representing the WeddellGyre are
dotted, the flow pattern is inferred due to the lack of observational data. Thethick black
lines are the climatological mean positions of the fronts from Orsi et al. (1995): from north
to south, the STF, SAF, PF, SACCF and SB. b) Bathymetry of the NKP, showing the location
of the stations occupied in the SOFine survey (black diamonds). The sevenblack arrows
indicate the direction of the ship track along the seven transects, which is the order in which
stations are shown in subsequent figures plotted against depth. The thin black lines outline
the area shown in subsequent plan view figures. Topographic features and climatological
mean positions of the fronts are indicated as in (a).
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Table 2.1: Front locations and transports in the Indian Ocean from various hydrographic
surveys, as shown in Fig. 2.1. Here listed from west to east, and from south to north.
HS=hydrographic survey, GVs=geostrophic velocities.

Location Data Fronts/Transport Reference
SR2, from S.
Africa to
Antarctica,
∼10◦E

HS in 2004. GVs
referenced to
LADCPs.

SACCF at 53◦S, 12 Sv. Two branches of PF
at ∼50 & 52◦S (33 & 30 Sv respectively),
with westward flow (-28 Sv) between. SAF
at ∼ 43 − 49◦S, 107 Sv. Bottom intensified
westward flow beneath STF, plus eddies
(Agulhas leakage) give total transport of -42 Sv
between 43◦S and the coast of Africa.

Gladyshev
et al. (2008)

Weddell Gyre
at 30◦E, south
of 58◦S

Two HSs in 1993 and
1996. GVs referenced
to VMADCP at 50 m
depth.

Weddell Gyre transporting∼40 Sv between 58-
65◦S, and∼-40 Sv (i.e., westward) between
65-69◦S.

Park et al.
(2001)

Region south
of 60◦S, and
30-80◦E

HS in 2006. Transport
calculated from
LADCP velocities.

ASF at 30◦E, 67-69◦S, -18 Sv. ASF at 80◦E,
65-66◦S, -28 Sv. SB at 50◦E, 62-65◦S, 15
Sv. SB and SACCF at 80◦E, 62-65◦S, >40
Sv. Difficulty estimating the transport of the
Weddell Gyre as it appeared to break mass
conservation.

Meijers
et al. (2010)

25◦S, Africa
to Madagascar

Hydrographic inverse
box model.

14± 6 Sv southward. Ganachaud
et al. (2000)

Crozet Basin,
40-80◦E,
37-52◦S

HS in 1991. GVs
referenced to deepest
common level.

SAF/PF, 47-50◦S 50-55◦E (north of Crozet),
15 Sv. Shaded in Fig. 2.1 as SAF. ARF/STF
/SAF, 41-44◦S 50-55◦E, 130 Sv. Shaded in Fig.
2.1 as STF. STF/SAF, 44-46◦S 70◦E, (north of
NKP), 95 Sv. Shaded in Fig. 2.1 as SAF. ARF-
waters peel off to north from 50-80◦E, 35 Sv.

Park et al.
(1993)

Fawn Trough
(FT), 72-86◦E,
53-58◦S

HS in 2009. Transport
calculated from
LADCP velocities.

SACCF, 55-57◦S, 43 Sv. PF, 55◦S, just south
of Heard/McDonald Islands, 6 Sv.

Park et al.
(2009)

Flow in PET,
85◦E, 63-65◦S

HS in 1993 and 1994.
GVs referenced to
VMADCP at 100-400
m depth.

ASF and associated westward flow, 65-66◦S, -
45 Sv. SACCF and SB, 63-65◦S, 11 Sv.

Heywood
et al. (1999)

32◦S across
entire Indian
Ocean Basin

Hydrographic inverse
box model, using GVs
referenced to
LADCP/VMADCP.

Complicated structure with many local north-
/south-ward flows. Summarised as 70 Sv
southward in the western part of the basin,
and 52 Sv northward in the eastern part. The
arrows on Fig. 2.1 are merely in the centre of
these broad regions and do not indicate locally
intense flows.

McDonagh
et al. (2008)

SR3, from
Tasmania to
Antarctica,
∼ 140◦E

6 HSs between 1991
and 1996. GVs
referenced to ’best
guess’ reference level.

SACCF-south at 64◦S, 11 ±3 Sv, SACCF-
north at 62◦S, 18±3 Sv. PF-south at 59◦S,
24 ±3 Sv, PF-north at 53-54◦S, 5 ±5 Sv.
SAF at 51-52◦S, 105±7 Sv. Subantarctic
Zone Recirculation,∼44-49◦S, 22±8 Sv (net
transport zero). Tasman outflow immediately
south of Tasmania, -8±13 Sv.

Rintoul and
Sokolov
(2001)
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Table 2.2: Summary of front identification criteria after Orsi et al. (1995);Sparrow et al.
(1996), and used throughout unless otherwise stated in the text. Conservative temperature
(Θ, in ◦C), absolute salinity (SA, in g kg−1) practical salinity (Sp, in psu) and dissolved
oxygen (O2, in µ mol l−1).

Front Criteria
Agulhas Return Front (ARF) Θ range 12-16◦C at 200m

Subtropical Front (STF) Θ/SA(Sp) ranges of 10-12◦C and 34.77-35.17(34.6-35.0) at 100m

Subantarctic Front (SAF) rapid descent of subsurface S-minto 500-600m depth

Polar Front (PF)- subsurface northern terminus of 2◦C isotherm below 200m

Polar Front (PF)- surface max gradient of SST regime between2 and 6◦

Southern ACC Front (SACCF) Θ >1.8◦C alongΘ-max at depths>500m to the north
SA(Sp) >34.9(34.73) along S-max at depths>800m to the north
Θ <0◦C alongΘ-min at depths<150m to the south

Southern Boundary (SB) southern limit of UCDW - high nutrient and low
O2<200µmol l−1 at 27.35<σ0 <27.75

The extent of the ACC is usually defined in terms of the circumpolar waters

that pass through Drake Passage. Further south are various gyres (e.g., Weddell

Gyre, Ross Sea Gyre), and the Antarctic Slope Front/Current (ASF), found above

the continental slope around most of Antarctica associatedwith a westward flowing

frontal jet. North of the SAF is the eastward flowing jet associated with the

Subtropical Front (STF), which separates Subtropical Surface Water (STSW)

from Subantarctic Surface Water (SASW). Within the Indian Ocean sector of the

Southern Ocean, the Agulhas Return Front (ARF) is found to the north of the STF.

The ARF encloses the warm and saline thermocline waters of thesubtropical gyre

in the South Indian Ocean.

In the South Indian Ocean, Park et al. (1993) used CTD data, taken on a cruise

in April-May 1991, to find the STF and SAF blended together on the northern

flank of the Kerguelen Plateau, giving a concentrated jet centered at 44-45◦S with a

baroclinic transport of∼100 Sv. (Their criteria for the SAF are, however, different

to those in Table 2.2, beingθ/S ranges of 4-8◦C and 34.1-34.5 at 200m. They do,

however, comment that at the southward edge of this jet thereis a rapid descent of

the subsurface salinity minimum, corresponding to the SAF definition of Orsi et al.

(1995).) Sparrow et al. (1996), using the hydrographic atlas published by Olbers

et al. (1992) and the same front definitions as Orsi et al. (1995), similarly find a

blended STF/SAF on the northern flank of the Kerguelen Plateau with a baroclinic
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Table 2.3: Water mass definitions by neutral density (γn, in kg m−3, as defined by Jackett
and McDougall, 1997) and various hydrographic properties:Θ, SA(Sp) and O2 as in Table
2.2.

Water mass γn references alternative references
criteria

Antarctic >28.27 Orsi et al. (1999) Θ<0 Heywood et al.
Bottom Water SA(Sp)<34.9(34.73) (1999)
(AABW) O2>223

ACC Bottom 28.18-28.27 Orsi et al. (1999)
Water (AACbw)

Lower Circum- 27.98-28.18 adapted fromσ0 in SA(Sp)>34.87(34.7), Orsi et al. (1995)
polar Deep Heywood et al. nutrient min
Water (LCDW) (1999)

Upper Circum- 27.55-27.98 adapted fromσ0 in O2<200 Sievers and Nowlin
polar Deep Sievers and Nowlin nutrient max (1984)
Water (UCDW) (1984)

Antarctic Inter- 27.13-27.55 Smith et al. (2010) & S min Deacon (1937)
mediate Water Heywood and King
(AAIW) (2002)

Subtropical <27.13 Θ>12 Park et al. (1993)
Surface Water SA(Sp)>35.27(35.1)
(STSW) O2<270

Subantarctic <27.13 5<Θ<9 Park et al. (1993)
Surface Water SA(Sp)<34.16(34.0)
(SASW) 290<O2<315

Antarctic <27.13 Θ<5 Park et al. (1993)
Surface Water SA(Sp)<34.16(34.0)
(AASW) O2>315

transport of∼110 Sv.

The location of the Polar Front (or Fronts) is considerably more in question. It

is now fairly common to consider a surface and subsurface expression of the PF

in hydrographic surveys, as was done by Sparrow et al. (1996). Several studies

have argued that each of the three primary ACC fronts actuallyconsists of multiple

branches or filaments (for example, Holliday and Read (1998),Sokolov and Rintoul

(2007) and Sokolov and Rintoul (2009)). The flow through the FThas been ascribed

to the surface expression of the PF (or south PF) (Sparrow et al., 1996; Moore

et al., 1999; Holliday and Read, 1998; van Wijk et al., 2010), multiple branches

of the PF and SACCF (Sokolov and Rintoul, 2009), or the SACCF alone (Park

et al., 2009). The latter, to our knowledge, describe the only survey to date which
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crossed the FT and made use of direct current measurements from ADCPs, enabling

them to find a total eastward transport of 43 Sv through the FT.Sparrow et al.

(1996) and Holliday and Read (1998) place the subsurface expression of the PF

to the north of the Kerguelen Islands, with warmer surface temperatures than the

surface PF. Another group (Park et al., 1993; Charrassin et al., 2004; Park et al.,

2008b,a, 2009; Roquet et al., 2009), report finding the subsurface PF broken into

multiple filaments passing through various locally deeper troughs in the NKP with

a combined transport of 8 Sv, none of which passes to the northof the Kerguelen

Islands. van Wijk et al. (2010) infer the presence of the subsurface PF (or north PF)

to the north of the Kerguelen Islands, having found that front on the eastern side of

the NKP with an associated baroclinic transport of 25 Sv to the southeast.

Moore et al. (1999) and Sokolov and Rintoul (2009) suggest that the location of

the PF has varied over time. Using satellite observations ofsea surface temperature

(SST) Moore et al. (1999) mapped the location and dynamics ofthe surface PF from

1987 to 1993. The mean path of the surface signature of the PF goes through the FT,

in agreement with Sparrow et al. (1996) and Holliday and Read (1998), but there is a

very wide latitudinal range (nearly 10◦), including, at times, north of the Kerguelen

Islands, in agreement with Orsi et al. (1995). The analysis of Sokolov and Rintoul

(2009) is based on sea surface height (SSH) gradient fields from satellite altimetry

data taken between 1992 to 2007. The feature they identify asthe northernmost

branch of the PF shifted from passing to the north of the Kerguelen Plateau between

1992-2003, to passing through the FT from 2004-2007, a meridional shift of nearly

10◦. They link this to the increase in average SSH in the SouthernOcean, indicating

that the fronts are moving poleward.

Prior to the Southern Ocean Finestructure project (SOFine)discussed here, there

was a lack of high resolution hydrographic data in the regionnorth of the Kerguelen

Plateau. The survey discussed by Park et al. (1993) had a limited number of stations

(16 stations in the area in which the SOFine survey had 60 stations), and the work

of Orsi et al. (1995) and Sparrow et al. (1996) was based on hydrographic atlas data

so give climatological means rather than a realisation overa short time period. No

previous studies on the north flank of the Kerguelen Plateau,to our knowledge, have

included ADCP measurements to provide a level of known motion, so assumptions

of a level of no motion have been necessary. The location and transport of the PF

- or at least a northern branch of the PF - is also uncertain. A further unknown is

whether the merging/bunching of fronts in a narrow meridional extent leads to the

exchange of properties across the fronts.

The organisation of this chapter is as follows: section 2.3 describes the data
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and methods, section 2.4 discusses the various water massesobserved, section

2.5 discusses the fronts and associated transports, section 2.6 discusses the total

transport through the region and compares this with other observations in the ACC,

section 2.7 discusses the horizontal and vertical exchangeof properties, and section

2.8 contains the conclusions.

2.3 Data and Methods

The SOFine project studied an area on the northern flank of theKerguelen Plateau,

where two main jets of the ACC form a large standing meander in climatological

atlases and ocean circulation models (Sparrow et al., 1996;Sokolov and Rintoul,

2009). The SOFine survey (Naveira Garabato, 2009), undertaken onboard the RRS

James Cook (Cruise number JC029) in November and December 2008,consisted

of two boxes. Three sections extended from the Kerguelen Plateau, and the boxes

were closed by a land boundary (Kerguelen Island) to the south and an east-west

transect to the north of the plateau slopes. Fig. 2.2 shows how the stations have been

divided into transects, and also shows the approximate locations of the fronts, based

on a combination of their hydrographic definitions (Table 2.2) and the locations

of the current jets detected by geostrophy, and by ADCP measurements. These

front locations will be discussed further in section 2.5. The 60 full-depth stations

were separated by an average distance of 36 km with finer sampling over steep

topography and fronts.

Station measurements included simultaneous CTD and LADCP measurements.

Microstructure observations are discussed by Waterman et al. (2012a). The CTD

was a Sea-Bird 9/11plus system with fin-mounted secondary sensors. Water

samples were taken for salinity calibrations using a Guildline Autosal 8400B,

calibrated using OSIL IAPSO standard seawater batch P149. Accuracies were

0.001◦C for temperature and 0.001 for salinity. Also mounted on therosette was a

Sea-Bird SBE-43 oxygen sensor. Samples were not analysed for dissolved oxygen

during the cruise so the instrument is uncalibrated, but thevalues are consistent

with climatology (Orsi, A. H., and T. Whitworth III, WOCE Southern Ocean Atlas,

http://woceSOatlas .tamu.edu) and reproducible for overlapping transects, so no

drift was detected during the cruise. CTD data were processedusing Sea-Bird

software SBE Data Processing, Version 7.18, and binned into vertical profiles of 2

dbar average temperature, salinity, oxygen, and pressure.

The LADCP package consisted of two RDI 300 kHz Workhorse ADCPs, though

from station 16 onwards only one instrument (downward-looking) was used. No
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LADCP data are available for stations 25 and 51. LADCP data wereprocessed

using software originating from Eric Firing’s group at the University of Hawaii.

The Visbeck software from Lamont-Doherty Earth Observatory (version 7b) was

used for obtaining bottom tracked profiles. The bottom trackprofiles were used to

confirm the output of the University of Hawaii software, but were otherwise not

used. LADCP observations (averaged over the up and down cast)provided vertical
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Figure 2.2: Station locations, with approximate jet locations and full-depth transports (Sv),
as discussed in the text. Solid arrows indicate direct current measurements(LADCP). Black
dashed arrows indicate areas where the surface current direction is taken from satellite
altimetry, but we have no direct measurements of the full-depth transport from hydrographic
sections. Grey dashed arrows indicate areas where the current direction is inferred;
necessary because the currents as indicated by satellite altimetry are very weak, change
during the course of the cruise, or are not consistent with mass conservation. Transects are
shown as western (diamonds), northern transect I (squares), northern transect II (asterisks),
eastern (6-pointed stars), south-eastern (triangles), southern (circles), and central (5-pointed
stars). The colours indicate the surface water (based on the average properties of the top
100 m): blue = AASW, green = intermediate properties between AASW and SASW, yellow
= SASW, orange = intermediate properties between SASW and STSW, red = STSW (see
Table 2.3 for water mass definitions). The black lines are smoothed bathymetrycontours
every 1000 m.



26 Direct Observations of ACC transport on the Kerguelen Plateau

profiles of 20 dbar average velocity. The LADCP profiles were detided using the

ESR/OSU global inverse tide model TPXO7.2 (Egbert and Erofeeva, 2002). The

effects of detiding are small: the total transport through the region (see section

2.6) is estimated as 171 Sv without detiding or 174 Sv after detiding, but the error

estimate of± 22 Sv is far greater than the difference caused by detiding.

The underway water sampling system consisted of a Falmouth Scientific Ocean

Temperature Module (OTM) measuring the sea surface temperature (SST) at

the water inlet, and a Falmouth Scientific OTM and Ocean Conductivity Module

measuring temperature and conductivity in the wetlab. Two vessel mounted ADCPs

(VMADCPs, 75 kHz and 150 kHz Ocean Surveyors), controlled using the RDI

VmDas software, version 1.42, were run throughout the survey. The data were

processed to remove bad data (e.g., from interference, bubbles, outliers), and

to remove the instrument misalignments. Results from the twoVMADCPs are

consistent with each other, and from now on we use the data from the 75 kHz

instrument, which can observe velocities down to approximately 800 m below the

surface. The VMADCP profiles were similarly detided using theESR/OSU global

inverse tide model TPXO7.2 (Egbert and Erofeeva, 2002).

Geostrophic shear between adjacent station pairs, relative to the deepest

common level, was calculated from the CTD data. Velocities perpendicular to the

cruise track from the LADCP and VMADCP velocities were used to adjust the

geostrophic shear in order to calculate the total geostrophic transport. Station pairs

were divided into two groups: deep pairs, where both stations were deeper than

1500 m; and shallow pairs, where at least one station was shallower than 1500 m.

For deep pairs, the depth range was selected where the shearsof the LADCP and

geostrophic profiles were in closest agreement, which involved excluding depths

below the deepest extent of the shallower station, and depths from the surface to

between 300 and 600 m. Selection of the near-surface depth range to exclude was

done heuristically. The offset between the geostrophic profile and the average of

the two LADCP profiles was then used to adjust the geostrophic current. These

offsets were confirmed by comparison with the VMADCP profiles between the

two stations. For shallow pairs, depths from the surface to between 100 and 400

m were excluded, and offsets were calculated from the average of all the LADCP

and VMADCP profiles, including depths below the deepest extent of the shallower

station. The station pairs with only one LADCP profile were treated in the same

way as shallow station pairs. To join the end of the central transect to northern

transect II (Fig. 2.2), the ’deep pair’ process was also followed for stations 35 and

70, and stations 70 and 36.
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The transport through ’bottom triangles’ (the region belowthe deepest common

level of two adjacent CTD stations where it is not possible to calculate geostrophic

velocities directly) was calculated by extrapolating a constant geostrophic velocity

below the deepest common level. Other methods were tested, such as extrapolating

the geostrophic velocity gradient, or extrapolating the geopotential anomaly of

the shallower station downwards (Thompson and Heywood, 2008). Very little

difference was found using these alternative methods sincethe currents are not

bottom-intensified in this region. A constant velocity gradient assumption, for

example, makes a difference of only 1 Sv to the 160 Sv transport of the combined

SAF/STF (see section 2.5).

The main source of uncertainty in the transport estimate is in determining

the reference barotropic velocity from the ADCP data. The characteristic

accuracy of the barotropic component of the ADCP flow, or, in other words,

the uncertainty in referencing the geostrophic shear to theADCP velocities, is

3 cm s−1 (Thompson and Heywood, 2008). To estimate error bars we apply

random barotropic perturbations following a normal distribution with a standard

deviation of 3 cm s−1 to individual velocity profiles. The error is then determined

by calculating the rms deviation of 10,000 realizations of the resulting transport,

and it is values calculated in this way which are quoted in sections 2.5 and 2.6.

An 18 year time series, from January 1993 to December 2010, ofabsolute

geostrophic velocities calculated from sea surface heights above geoid obtained

by satellite altimetry, was acquired from Aviso (Archiving, Validation and

Interpretation of Satellite Oceanography). These are weekly gridded fields obtained

on a 1/3◦ Mercator grid at 7-day intervals. The delayed-time (M)ADT ’Ref’

products are used; a homogeneous data set based on two simultaneous satellite

missions. These were used to produce weekly maps of geostrophic velocities in the

SOFine survey region.

2.4 Water masses

The most voluminous density class found here is that of LCDW (27.98<γn<28.18,

see Table 2.3), distinguished by a pronounced salinity maximum (Figs. 2.3d & 2.4).

In those parts of the central, eastern, and the two northern transects that lie to the

north of, or within, the SAF (see Fig. 2.2 and section 2.5 for front locations), water

with the density of LCDW might more properly be labeled as North Indian Deep

Water (NIDW) (Gordon et al., 1987), as is suggested by the low oxygen content

(Figs. 2.4b & 2.5b). NIDW is an aged form of NADW, characterized by a relatively
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Figure 2.3: Temperature and salinity from the SOFine survey. Fields are displayed as a
function of depth and along-transect distance, and the section as displayed starts in the
southwestern corner of the survey domain, then runs clockwise along therim of the region,
and finally northeastward along the central transect. In all panels, neutral density contours
(white) separate the water masses, according to the definitions in table 2.3. White tickmarks
along the lower axis show the station locations and the fronts are identified along the upper
axis [Polar Front (PF), Subantarctic Front (SAF), Subtropical Front (STF)]. (a) Conservative
temperature between 0 and 500 m depth. (b) Conservative temperature between 500 and
5000 m depth. In (a) and (b), black contours show temperatures of interest for frontal and
water mass definitions (2, 5, 10 and 12◦C) according to the definitions in tables 2.2 and 2.3.
(c) Absolute Salinity between 0 and 500 m depth. (d) Absolute Salinity between500 and
5000 m depth. In (c) and (d), black contours show salinities of interest for frontal and water
mass definitions (34.16, 34.77, 34.87, 35.17 and 35.27 g kg−1) according to the definitions
in tables 2.2 and 2.3.

low oxygen and high nutrient content, formed in the Indian Ocean basin. The

particular hydrographic properties of NIDW are caused mainly by mineralization
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Figure 2.5: Dissolved oxygen and buoyancy frequency from the SOFine survey. This figure
is laid out as in figure 2.3. (a) Dissolved oxygen between 0 and 500 m depth. (b) Dissolved
oxygen between 500 and 5000 m depth. In (a) and (b), black contoursshow concentrations
of interest for water mass definitions (200, 270, 290 and 315µ mol l−1) according to the
definitions in table 2.3. (c) Smoothed buoyancy frequency (N ) between 0 and 500 m depth.
(d) Smoothed buoyancy frequency between 500 and 5000 m depth.

of organic matter (van Aken et al., 2004), unlike most major water masses which

obtain their properties in the surface layers due to air-seainteraction. However,

NIDW is usually treated as a separate water mass (Warren, 1981; Park et al., 1993;

You, 2000; van Aken et al., 2004). Park et al. (1993) observedNIDW between

66◦ and 77◦E at 38◦S, and between 75-77◦E at 43-41◦S, north of their reported
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position for the SAF/STF, and further north than observed inthe SOFine survey. To

our knowledge, this is the first observation of an injection of NIDW into the ACC

on the northern flank of the Kerguelen Plateau. However, due to the scarcity of

historical hydrographic data in this region, it would be premature to attribute this to

a change in the deep circulation since it could simply be partof the natural climate

variability.

Below the LCDW layer, and seen predominantly in the deeper areas of the

western and northern transect I, is a water mass with densities in the range 28.18<γn

<28.27. This layer lies below the salinity maximum of LCDW, butwaters of this

density class are referred to by a number of different names in different locations:

generally AABW in areas to the north of the ACC, Weddell Sea Deep Water within

the Weddell Sea, and sometimes Modified CDW in areas to the south of the ACC

(e.g., Meijers et al., 2010). We have chosen to designate this water mass as ACC

bottom water (ACCbw) in line with Orsi et al. (1999). At the bottom of the western

transect and northern transect I there is a thin layer of water with the density and

salinity characteristics of AABW (γn>28.27,SA<34.9 g kg−1; Fig. 2.3d), though

it is slightly warmer (Fig. 2.3b) and less oxygenated (Fig. 2.5b) than required by

the hydrographic definition (Table 2.3).

Above the LCDW layer lies UCDW (27.55<γn<27.98), which has a

pronounced oxygen minimum (Fig. 2.4b & 2.5b). This water mass appears

thoughout the survey with fairly consistent salinity (Fig.2.3d) characteristics, but

the temperature (Fig. 2.3b) depends on the location relative to the PF. South of the

PF (Fig. 2.2), the UCDW layer is colder, and considerably closer to the surface:

∼300-1200 m instead of∼1000-2000 m to the north. Above the UCDW is a layer

with the density (27.13<γn<27.55) of AAIW. South of the SAF, this is considered

part of the surface waters, but the steep isopycnals in Fig. 2.3 show the subduction

of this density class at the SAF. The subsurface salinity minimum characteristic of

AAIW is clear north of the SAF, where the surface waters have high salinity (Fig.

2.3d).

The surface waters can be divided into broadly three types (Park et al., 1993).

Subtropical Surface Water (STSW) lies to the north of the SAF,and is characterised

by relatively high temperature and salinity (>12◦C,>35.27 g kg−1) and low oxygen

content (<270 µmol l−1). Subantarctic Surface Water (SASW) is characterized

by lower temperatures and salinities (<9◦C, <34.16 g kg−1) and higher oxygen

content (>290µmol l−1), and lies between the PF and SAF. Antarctic Surface Water

(AASW) is colder (<5◦C) and richer in oxygen (>315 µmol l−1) and is found

further south.
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The different surface water characteristics lead to particularly noticable

differences in the stratification of the near-surface waters. Fig. 2.5c-d shows

the buoyancy frequency, smoothed by applying the adiabaticleveling method of

Bray and Fofonoff (1981), with a pressure range of 100 db. North of the SAF,

salinity and temperature increase towards the surface (butbelow the surface mixed

layer) in a density-compensating manner, leading to weak stratification and a low

buoyancy frequency in the STSW (N∼ 1 − 2 × 10−3 s−1). At the base of this

layer, the temperature decreases rapidly but the decrease in salinity is no longer

rapid enough to be density-compensating (Fig. 2.4), leading to a band of higher

stratification (N∼ 3 − 4 × 10−3 s−1) at a density of∼27.13 (Fig. 2.5c-d), the

boundary between AAIW and the surface waters. South of the SAF, salinity

decreases while temperature increases towards the surface(below the surface

mixed layer), leading to much higher stratification in the SASW and AASW

(N∼ 4− 5× 10−3 s−1).

2.5 Fronts and Transport

A simplified schematic of the fronts and main water mass pathways is shown in

Fig. 2.6; for more detail see Fig. 2.2. A combined SAF/STF (Table 2.2) crosses

the northern transects in a meander to the south and then to the north (Figs. 2.2 and

2.6). This can be seen clearly in the sharp horizontal gradients in temperature and

salinity (Fig. 2.3: the transects cross the 10-12◦C and 34.77-35.17 g kg−1 bands

at 100 m, coincident with the rapid descent of the subsurfacesalinity minimum).

These coincide with strong jets in the currents southward and then northward (Figs.

2.7 & 2.8b), also seen in the surface geostrophic velocity fields derived from satellite

altimetry (Fig. 2.9). The sharp horizontal change across this front in surface

temperature and salinity is also evident in Fig. 2.7. However, we deduce from Fig.

2.10 that not all the water that enters in this meander (160± 18 Sv between stations

25 and 31) leaves again to the north (103± 13 Sv between stations 31 and 34).

Some of this water, with the surface water characteristics of SASW (Table 2.3 and

Fig. 2.2), is part of an eddy centered at approximately 70◦E 43◦S, seen clearly in the

geostrophic velocity fields derived from satellite altimetry (Fig. 2.9), particularly

during the early weeks of the cruise. Thus some of the 160 Sv entering between

stations 25 and 31 travels west and leaves through the northern end of the western

transect. We also surmise that some of the 160 Sv entering between stations 25 and

31 continues to the east, rather than returning north. This is reasonably consistent

with the transports through the central (99± 10 Sv between station 55 and 70) and
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eastern transects (135± 11 Sv between stations 38 and 46) being much greater

than the transport through the western transect (33± 5 Sv from station 12 to 21,

i.e., south of the westward flow associated with the eddy centered at approximately

70◦E 43◦S).
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Figure 2.6: A simplified schematic of water mass pathways. Grey arrows showwhere all
density classes are moving along the same pathway. The green arrow shows shallower
waters only (UCDW, AAIW and surface waters). The orange arrow shows NIDW. Station
locations are shown as in figure 2.2, with transects denoted by different symbols, and
colours representing different suface water properties. The thin black lines are smoothed
bathymetry contours every 1000 m.

Further east along northern transect II, a broad band of water enters the survey

area heading southwest, seen in the velocity fields (Figs. 2.7 & 2.8) and in the

altimetry-derived geostrophic currents (Fig. 2.9). The associated transport is 58±
14 Sv between stations 34 and 38 (Fig. 2.10). Fig. 2.3 shows a gradual descent of

the subsurface salinity minimum across this transect, indicating that this is the SAF,

and the surface waters have intermediate properties between SASW and STSW

(Table 2.3 and Fig. 2.2). 37± 10 Sv crosses northern transect II to the east of the

central transect (stations 70 to 38), and 23± 10 Sv to the west (stations 34 to 70),
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in good agreement with the 58 Sv from stations 34 to 38.

The altimetry-derived geostrophic currents (Fig. 2.9) show the broad SAF

entering the survey area across northern transect II becoming a narrower, faster

flowing jet at around 71◦E, 46◦S (an area not covered by the hydrographic stations),

particularly during the early weeks of the cruise. This jet then bends around to

cross the central transect in a south-easterly direction, and then the eastern transect

flowing almost due east (particularly clear during the laterweeks of the survey).

This scenario, summarized in Figs. 2.2 and 2.6, is consistent with the velocities

recorded by the ADCPs (Figs. 2.7 & 2.8), with the positions of the descent of

the subsurface salinity minimum in Fig. 2.3, and with the large transports across

the central and eastern transects. The transport across thecentral transect between

stations 63 and 70 (i.e., the SAF), is 85± 9 Sv (Fig. 2.10). The sea surface salinity

(SSS) of the water crossing the central transect (Fig. 2.7b)appears slighty fresher

than in other jets which we consider to be the SAF, but we can see in Fig. 2.3c that

there is a thin fresher layer at the surface in these areas, with more saline water

beneath. This could be due to surface Ekman drift pushing fresher water northward

across the frontal zone.
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South of the SAF, another jet crosses the western and centraltransects (Figs.

2.7 & 2.8a), becoming closer to the SAF as it travels east, until at the eastern

transect there is no clear separation between the SAF and this more southern jet.

We consider this to be the subsurface expression of the PF because the subsurface
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2◦C isotherm is found in the southeast (S.E.) and southern transects, just to the

south of the location of this jet in the central and eastern transects (Fig. 2.3a).

The subsurface 2◦C isotherm is not present in the western transect, and presumably

is located further south. In all three of the western, central and eastern transects

there is a rapid descent of isotherms near the location of this southernmost jet, as is

commonly found in the vicinity of the PF, and cold, highly oxygenated surface

waters with the properties of AASW lie to the south (Table 2.3and Fig. 2.2).

Overall, this seems consistent with a northern branch of thePF, such as those found

by Sokolov and Rintoul (2009) and Holliday and Read (1998). In the SOFine study

region we do not find the surface expression of the PF, which was placed to the

north of the Kerguelen Plateau by Orsi et al. (1995).

Crossing the western transect the transport of the PF betweenstations 12 and

21 is 33± 5 Sv (Fig. 2.10). Crossing the central transect the PF is associated with

a transport of 14± 3 Sv between stations 55 and 63, although the rapid reversal

in current direction (westward between the jets we associate with the PF and SAF)

suggests that there may also be a small eddy in this region, making it difficult to

accurately estimate the transport of a particular jet. In the eastern transect it is not

possible to separate the SAF and PF. Overall, it is difficult to estimate the transport

of the PF due to the merging of the fronts and presence of eddies, but it seems likely

that it is more than zero, as was reported by Park et al. (1993,2008a, 2009).

The altimetry-derived geostrophic currents do not always entirely agree with

the currents found by the SOFine survey, particularly in theshallower areas of

the survey region, and thus the jets we associate with the PF are not evident in

Fig. 2.9. A possible explanation for this discrepancy is that the resolution of the

gridded altimetric dataset is 1/4◦, considerably coarser than the station spacing over

the continental slope where the PF jets are found. We also suggest that both the

tide model and the geoid (used in the calculation of absolutegeostrophic velocity

from sea surface height measurements) may be less accurate over the continental

slope and shelf than in deep waters. Griesel et al. (2012) compare four Mean

Dynamic Ocean Topography (MDT)products, in which the geoidis a major source

of uncertainty. They find that the standard deviation of the four products reaches

≥20 cm in localized areas where MDT gradients are high and the surface flow is

restricted by topography, such as near the Kerguelen Plateau.

The altimetry-derived geostrophic currents in the deeper (northern) parts of

the survey region are in good agreement with the currents observed in the SOFine

survey. Altimetry-derived geostrophic currents from January 1993 to December

2010 show that the currents observed in the northern parts ofthe SOFine survey
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region are typical for this area. Large meanders and eddies are a persistent feature,

though their precise location varies. This is further supported by eddy kinetic energy

maps such as those discussed by Sallee et al. (2008); Trani etal. (2011), which

show a relative maximum in eddy kinetic energy in the region of the Kerguelen

Plateau. Unsteady jet behavior involving persistent jet formation and merging

has been linked to interactions with eddies and topography (Thompson, 2008;

Thompson et al., 2010; Thompson and Richards, 2011). In particular, Thompson

(2010) demonstrate that topography does not simply steer jets in a passive manner,

but can generate a range of patterns of unsteady jet behaviorthrough modification

of the mean flow and of local potential vorticity gradients and the subsequent

feedback on baroclinic instability. Fig. 2.11a shows a broad band of high mean

current speed across the northern part of the survey region,coincident with the

location of the STF/SAF observed in the SOFine survey, and with the main jets in

other hydrographic surveys (Park et al., 1993; Sparrow et al., 1996). The currents

in this band are also the most highly variable in the survey region, evidenced by the

high standard deviation of the speed (Fig. 2.11b). In the eastern part of this region,

the currents in this band are slower and less variable. Mooreet al. (1999) noted

that large-scale meandering of fronts was inhibited near large topographic features

because of the large gradients in planetary potential vorticity, which is consistent

with the reduced variability in current speed observed as the main jet encounters

the Kerguelen Plateau.
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Figure 2.11: Altimetry-derived geostrophic currents from 1992-2010. The black lines
are smoothed bathymetry contours every 1000m, and the black diamonds arethe station
locations. (a) mean speed, (b) standard deviation of the speed.
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2.6 Total transport through the region

The baroclinic transport (i.e., calculated assuming a level of no motion at the deepest

common level) through this region is 119 Sv (cumulative transport from station

12 to station 31), comparable with the baroclinic transports found by Park et al.

(1993) and Sparrow et al. (1996) of∼100 and 110 Sv respectively. The total

transport through this region is 174± 22 Sv (cumulative transport from station

12 to station 31). An alternative, “worst case” scenario forestimating the error is

obtained following Gordon et al. (2001) by assuming that allthe LADCP profiles

are systematically biased by 1 cm s−1. This yields an error estimate of± 39 Sv

for the total transport between stations 12 and 31. The presence of the large eddy

centered at approximately 70◦E 43◦S does not affect the total transport, because

water associated with this eddy which enters the box across northern transect I also

leaves the box across the northern end of the western transect.

At first glance, 174 Sv might seem rather large when compared with other ACC

transport measurements, but in the SOFine region the transport associated with the

ACC may be augmented by the∼15 Sv of the Indonesian Throughflow (Sprintall

et al., 2009) as it returns eastward. Moreover, we are not, infact, measuring

the transport of the ACC, since our survey encompasses the STF,which does not

pass through Drake Passage, and does not cover the whole PF, nor the SACCF

or SB. In addition, the SOFine survey is one snapshot measurement of a variable

system, and may not be entirely representative of the long-term average. Several

authors have shown that the barotropic component of the total transport can have

high temporal variability (e.g., Cunningham et al. (2003)),although the altimetric

observations suggest that the values found during the SOFine survey are unlikely to

be significantly atypical.

The total cumulative transport between station 12 and station 31 of each

watermass is shown in Fig. 2.12, with transport in neutral density layers. We

compare these with the baroclinic transport of Rintoul and Sokolov (2001)

calculated for five repeat sections along SR3 from Tasmania toAntarctica (their

Plate 2), and the baroclinic and total transport found by Cunningham et al. (2003)

for three repeat sections along SR1 across Drake Passage (their Tables 4 & 5). In the

SOFine survey region, the total eastward transport of surface waters (γn < 27.13) is

51 Sv, far greater than that observed by Cunningham et al. (2003) in Drake Passage.

The STF does not pass through Drake Passage, and we see in Fig.2.10 that much

of this surface water transport is associated with the combined STF/SAF, so the

difference between this region and Drake Passage is not surprising. However, the
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baroclinic transport of water withγn < 27.13, 45 Sv, is also significantly greater

than that found by Rintoul and Sokolov (2001), whose survey does cross the STF.

This may be partially due to the westward transport of light waters by the Tasman

Outflow, offsetting some of the eastward transport of the STF, but we also speculate

that some of this surface water may recirculate within the Indian Ocean basin.

The transport of AAIW and the lighter UCDW layers (27.13 < γn < 27.8)

is broadly similar in all three regions (SR1, SR3, and the SOFine survey region),

and across the various years of observation, with around 8-12 Sv for every 0.1 kg

m−3. In all three regions, the transport of water withγn in the range 27.8-28.2 is

larger than other density layers, and particularly large in1997 and 2000 in Drake

Passage (74 and 93 Sv total transport respectively, compared with 53 Sv (total), 24

Sv (baroclinic), in the SOFine region (Fig. 2.12)). Since the surface expression of

the PF, plus the SACCF and SB, pass through Drake Passage it is notsurprising
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that greater volumes of dense water are found in Drake Passage than in the SOFine

survey region, which does not encompass those fronts. In Drake Passage, water

with γn in the range 27.8-28.2 also displays the greatest barotropic component (with

which our results agree), and the greatest temporal variability in the total transport

(Cunningham et al., 2003). Rintoul and Sokolov (2001) found larger baroclinic

transports of LCDW than in the present study or in the results of Cunningham et al.

(2003), and less temporal variability in the baroclinic transport of denser waters

than lighter, but it is unknown whether either finding is trueof the total transport

across SR3.

For water withγn > 28.2, the baroclinic transports observed by Cunningham

et al. (2003) and Rintoul and Sokolov (2001) are broadly consistent with each other,

though much greater than observed here since the surface PF,SACCF and SB pass

the Kerguelen Plateau to the south of the SOFine survey region. The total transport

of water withγn > 28.2 we observe (9 Sv) is well within the temporal variability

of the total transport observed in Drake Passage.

An alternative way of considering the transport of AABW is to consider the

transport of deep water with a potential/conservative temperature less than0◦C,

instead of water with a particular density. We do not observeany water with a

conservative temperature less than0◦C. Park et al. (2009) do not report any water

with a potential temperature less than0◦C passing through the FT. Heywood et al.

(1999) report a net westward transport of water with a potential temperature less

than0◦C of ∼ 17 Sv passing through the PET. While these studies were all based

on different datasets and were taken at different times, collectively they suggest that

there is no net eastward transport of AABW (by that definition)at these longitudes.

It is only by using a density-based definition that we find net eastward transport of

AABW of 2 ± 1 Sv, and that is more than offset by the westward transport through

the PET reported by Heywood et al. (1999).

2.7 Vertical and Horizontal Exchange

The net transport around all three of the boxes formed by the survey is close to

zero (Fig. 2.10), indicating that it was reasonable to assume zero net transport

over the shallow topography between the southernmost ends of the western and

central transects. The net transport of each watermass is also zero (Table 2.4)

within the estimated errors, indicating that no substantial diapycnal water mass

transformation takes place in this region. This is perhaps somewhat surprising as

one might have expected this to be a region of high mixing given the bathymetric
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slopes and close proximity of major jets. Waterman et al. (2012a) use centimeter

scale shear measured by a microstructure profiler to calculate turbulent dissipation.

They find that the enhancement of turbulent dissipation at depth, in association with

ACC jets flowing over small-scale topography in the SOFine study region, is not as

pronounced as expected from past finescale parameterization studies and lee wave

radiation calculations. They suggest that this may be due inpart to the modest

small-scale topographic roughness in the SOFine region, but also that a non-local

balance applies: the energy generated propagates away and is deposited elsewhere,

possibly due to internal wave-mean flow interactions.

Bower et al. (1985) assessed the ability of the Gulf Stream to act as a ’barrier’

or ’blender’ to transport by contouring water properties against potential density

instead of pressure. Plots of conservative temperature, absolute salinity and

dissolved oxygen against neutral density (Fig. 2.13) show strong horizontal

gradients across isopycnals corresponding to surface waters (γn < 27.13) at front

locations indicating that the fronts act as barriers to transport within this density

range. Deeper in the water column, for isopycnals characteristic of AAIW and

UCDW (27.13 < γn < 27.98), the property gradients become weaker, and deeper

still, for LCDW, ACCbw and AABW (γn > 27.98), properties are almost entirely

homogeneous on isopycnals (apart from the low oxygen signature of NIDW). At

first glance one might take this to mean that these water masses are well mixed

across fronts, and the fronts are acting as ’blenders’ deep in the water column.

However, if that were the case, the low oxygen signature of NIDW would also

have been mixed, and would thus be indistinguishable. Instead, the LCDW and

NIDW have similar temperature and salinity characterististics because they are

Table 2.4: Cumulative transport of each water mass from station 12 to station 54.

Water mass Total Transport (Sv)
AABW 2 ± 2

ACCbw 0± 4

LCDW -7± 12

UCDW 1± 8

AAIW 1 ± 4

SW -2± 4

Total -4± 31
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Figure 2.13: Temperature, salinity and dissolved oxygen against neutraldensity. In all
panels, black tickmarks along the lower axis show the station locations and the fronts are
identified along the upper axis [Polar Front (PF), Subantarctic Front (SAF), Subtropical
Front (STF)]. (a) Conservative temperature. Grey contours show the temperatures of interest
for frontal definitions (2◦C, 10◦C and 12◦C) according to the definitions in table 2.2. (b)
Absolute Salinity. Grey contours show some of the salinities of interest for frontal and water
mass definitions (34.16, 34.77, 34.9 and 35.27 g kg−1) according to the definitions in tables
2.2 and 2.3. (c) Dissolved oxygen. Grey contours show where the concentration is<200µ
mol L−1, indicating the presence of UCDW (table 2.3).
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both modified forms of NADW, but the distinct low oxygen signal indicates that the

fronts are acting as barriers to transport at depth as well asfor the surface waters.

2.8 Conclusions

We have presented a high resolution hydrographic survey carried out on the northern

flank of the Kerguelen Plateau. We identified a complex meandering current system

with a blended STF/SAF to the north, a subsurface expressionof the PF to the

south, and a blended SAF/PF to the east, summarized as a schematic in Fig. 2.2.

An 18-year time series of surface geostrophic currents fromsatellite altimetry

shows that the meanders and eddies observed during this survey are typical of the

region, though the exact location of such features varies. The eastward baroclinic

transport referenced to the deepest common level is 119 Sv, consistent with

previous estimates in this region. The total eastward volume transport in the region

is 174± 22 Sv, considerably larger than previous baroclinic estimates because of

the large barotropic component of the total flow, but still broadly consistent with

other estimates of transport in the Indian Ocean (Fig. 2.1).Most of this transport is

associated with the blended STF/SAF. It proved difficult to estimate the transport

of the subsurface PF due to the merging of the fronts and presence of eddies, but

our results suggest a transport between 14 and 33 Sv. The fronts act as barriers to

the exchange of water mass properties across surface waters, but may be acting as

blenders deeper in the water column. Significant water mass transformation across

isopycnals is not required to balance the budgets in this region. To our knowledge,

we identify for the first time the presence of NIDW in the ACC on the northern

flank of the Kerguelen Plateau.

This study has highlighted the complexity of the circulation in the Kerguelen

region. The study presented here, as that discussed by Park et al. (1993), was a

snapshot of the circulation at a particular time. One remaining question is the

representativeness of such surveys in such a highly variable domain. Although

altimetric currents are promising in deep water, they are currently not accurate over

the continental slope and shelf. Future efforts could focuson repeat hydrographic

measurements, perhaps incorporating data from autonomousvehicles such as

gliders and floats.
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Chapter 3

Temporal Variability of Diapycnal

Mixing in Shag Rocks Passage

This chapter is published in the paper “Temporal Variability of Diapycnal Mixing

in Shag Rocks Passage” in the Journal of Physical Oceanography.

citation: Damerell, G. M., K. J. Heywood, D. P. Stevens, A. C. Naveira Garabato,

2012: Temporal variability of diapycnal mixing in Shag Rocks Passage. J. Phys.

Oceanogr., 42 (3), 370-385.

3.1 Abstract

Diapycnal mixing rates in the oceans have been shown to have agreat deal of spatial

variability, but the temporal variability has been little studied. Here we present

results from a method developed to calculate diapycnal diffusivity from moored

Acoustic Doppler Current Profiler (ADCP) velocity shear profiles. An 18-month

time series of diffusivity is presented from data taken by a LongRanger ADCP

moored at 2400 m depth, 600 m above the sea floor, in Shag Rocks Passage, a deep

passage in the North Scotia Ridge (Southern Ocean). The PolarFront is constrained

to pass through this passage, and the strong currents and complex topography are

expected to result in enhanced mixing. The spatial distribution of diffusivity in Shag

Rocks Passage deduced from lowered ADCP shear is consistent with published

values for similar regions, with diffusivity possibly as large as90 × 10−4 m2 s−1

near the sea floor, decreasing to the expected background level of∼ 0.1× 10−4 m2

s−1 in areas away from topography. The moored ADCP profiles spanned a depth

range of 2400 to 1800 m; thus the moored time series was obtained from a region
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of moderately enhanced diffusivity.

The diffusivity time series has a median of3.3 × 10−4 m2 s−1 and a range of

0.5 × 10−4 m2 s−1 to 57 × 10−4 m2 s−1. There is no significant signal at annual

or semiannual periods, but there is evidence of signals at periods of approximately

fourteen days (likely due to the spring-neaps tidal cycle),and at periods of 3.8 and

2.6 days most likely due to topographically-trapped waves propagating around the

local seamount. Using the observed stratification and an axisymmetric seamount,

of similar dimensions to the one west of the mooring, in a model of baroclinic

topographically-trapped waves, produces periods of 3.8 and 2.6 days, in agreement

with the signals observed. The diffusivity is anti-correlated with the rotary

coefficient (indicating that stronger mixing occurs duringtimes of upward energy

propagation), which suggests that mixing occurs due to the breaking of internal

waves generated at topography.
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3.2 Introduction

Diapycnal mixing is considered to be an important componentof the three-

dimensional ocean circulation (Wunsch and Ferrari, 2004).A global average

diapycnal diffusivityκz of approximately10−4 m2 s−1 is required to maintain

the abyssal stratification (Munk and Wunsch, 1998). Measurements in the ocean

interior, away from boundaries and complex topography, have typically foundκz

of order0.1 × 10−4 m2 s−1 (Toole et al., 1994; Ledwell et al., 1998; Kunze et al.,

2006), whereas in areas with strong currents and complex topography diffusivities

can be several orders of magnitude larger (Polzin et al., 1997; Mauritzen et al.,

2002; Naveira Garabato et al., 2004; Sloyan, 2005). However, most existing

measurements or estimates of diffusivity are either snapshots at a single time, or a

single integrated value over months or years. The few time series available, such

as those discussed by Inall et al. (2000); Rippeth et al. (2002); Palmer et al. (2008);

Moum and Nash (2009); Shroyer et al. (2010) are from shallow shelf seas or tidal

channels, and cover only a few days or weeks, with the longest(Moum and Nash,

2009) spanning a period of four months.

Here we present a method which could, if applied widely, begin to address

the question of whether single estimates in the deep ocean can be considered

representative of long term values. We derive an 18-month time series of the rate

of dissipation of turbulent kinetic energy (ǫ) andκz, and discuss some possible

mechanisms for the temporal variability seen in these series.

The Scotia Sea, an area of complex topography on the eastern side of Drake

Passage (Fig. 3.1a), has been the focus of a number of studiesconsidering mixing

rates (Heywood et al., 2002; Naveira Garabato et al., 2003, 2004). Here, the

Subantarctic Front and Polar Front veer northward over the∼ 2000 km long North

Scotia Ridge, where the shallow (200-2000 m) topography presents an obstacle to

the circumpolar flow of deep waters. The Polar Front is constrained to cross the

ridge through Shag Rocks Passage, a 180 km-wide, 3200 m deep fracture zone

between49.6◦W and47.1◦W (Moore et al., 1997; Arhan et al., 2002).

As part of the North Scotia Ridge Overflow Project (Smith et al., 2010),

CTD (Conductivity-Temperature-Depth) and LADCP (Lowered Acoustic Doppler

Current Profiler) profiles were collected between 23 April and5 May 2003 along

the length of the North Scotia Ridge (Fig. 3.1). Six moorings were placed in Shag

Rocks Passage between April 2003 and November 2004 (Walkden et al., 2008),

one of which (mooring Shag 2b, water depth 3000 m) included anupward-looking

LongRanger ADCP 600 m above bottom (mab) (Table 3.1 and Fig. 3.1). The
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Figure 3.1: Regional map, with bathymetry from Smith and Sandwell (1997), and
climatological trajectories of the ACC fronts from Orsi et al. (1995). (SAF= Subantarctic
Front, PF = Polar Front, SACCF = Southern ACC Front, SB = Southern Boundary of the
ACC.) Contour intervals are every 1500m in (a) and (b). The following topographic features
are indicated by their initials: Burdwood Bank (BB), South Georgia (SG), Shag Rocks
Passage (SRP). (a) Overview of the Scotia Sea. (b) North Scotia Ridge,with deployment
cruise station locations indicated by diamonds. (c) Overview of Shag RocksPassage.
Contour intervals are now every 500m with shading every 1500m. The circles are the
mooring locations, at which CTDs were deployed during both the deploymentand recovery
cruises; other deployment cruise station locations are indicated by diamonds. From west
to east, the moorings are Shag1a, Shag1b, Shag2(a and b) and Shag3(aand b). This study
is concerned primarily with mooring Shag2b, which is the black circle. (d) Shag Rocks
Passage. Contour intervals are now every 200m with shading every 600m. The black circle
is mooring Shag2b. Note the seamount of height∼ 1600 m southeast of the mooring
location. In (a), (b) and (c), the thin black rectangle indicates the area shown in the next
panel.

ADCP recorded velocity in 40 bins with a thickness of 16 m, thusobserving a total

depth of 640 m.

We calculate an 18-monthκz time series using the method previously used in

the Scotia Sea by Naveira Garabato et al. (2004), (originally developed by Gregg

and Kunze, 1991, with further modifications following Polzin et al., 2002 and Gregg

et al., 2003), whereinκz can be estimated from profiles of temperature, salinity and

current velocity. This relies on the premise that the nonlinear interactions of internal

waves initiate an energy cascade to smaller scales, resulting in turbulent dissipation

(McComas and Muller, 1981; Henyey et al., 1986) from whichκz can be inferred
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Table 3.1: Instruments moored in Shag Rocks Passage from 06/05/03 - 27/11/04. mab =
metres above bottom.

Mooring Latitude Longitude Water Instrument mab Sampling
Depth (m) Type Interval

Shag 1a 53◦18.251′S 48◦54.828′W 2960 Aanderaa RCM8 30 hourly

Shag 1b 53◦09.018′S 48◦29.948′W 2766 Aanderaa RCM8 400 hourly
RDI 300 kHz 600 20 mins
Workhorse ADCP
Pressure/Temp. 600 3 mins
logger XR420 TD

Shag 2a 53◦02.510′S 48◦02.313′W 2996 Aanderaa RCM8 30 hourly
Aanderaa RCM8 100 hourly

Shag 2b 53◦02.510′S 48◦02.770′W 2999 Aanderaa RCM8 400 hourly
RDI 75 kHz 600 2-hourly
LongRanger ADCP
Pressure/Temp. 600 10 mins
logger SBE 39

Shag 3a 52◦55.653′S 47◦45.992′W 2928 Aanderaa RCM8 30 hourly
Aanderaa RCM8 100 hourly

Shag 3b 52◦55.670′S 47◦45.550′W 2945 Aanderaa RCM8 400 hourly
RDI 300 kHz 600 20 mins
Workhorse ADCP

(Osborn, 1980). This method can therefore only assess mixing due to internal wave

breaking (and not that due to other non-internal wave processes). This is a valid

assumption for this region, as the instruments are not in a region where waters are

cascading over a sill, are 600 m off the sea floor so should be away from bottom

boundary layers which might be dominated by bottom friction, and are observing

water deep enough (>1800 m) that direct wind-driven mixing, such as occurs in the

surface mixed layer, is unlikely to occur.

Possible mechanisms for internal wave generation include:

i Wind forcing can generate near-inertial motions, and, although the large

inertial oscillations seen in near-surface waters decrease in amplitude rapidly

with depth below the mixed layer (Pollard, 1970; Pollard andMillard,

1970), they do penetrate somewhat into the ocean interior asinternal waves

(D’Asaro, 1984; Alford, 2001, 2003a,b). These could then interact further

with the local topography, much of which, along the North Scotia Ridge, is

only a few hundred meters deep.

ii In stratified waters, the interaction of barotropic tidalcurrents with variable
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bottom topography can result in the generation of internal tides (Heywood

et al., 2007). As discussed by Garrett and St Laurent (2002);St Laurent

and Garrett (2002); Garrett and Kunze (2007), most of the energy flux is

associated with low modes that propagate away from the generation region,

but intense beams of internal tidal energy are generated by certain ’critical’

slopes, and lead to local mixing.

iii In principle, any movement of water over rough topography may generate

internal waves (Bell, 1975; Baines, 1982), which can then initiate an energy

cascade to smaller scales and cause turbulent dissipation (McComas and

Muller, 1981; Henyey et al., 1986). As well as internal tides, this can

be through the generation of lee waves by geostrophic flows (Nikurashin

and Ferrari, 2010a,b), particularly in the Southern Ocean where bottom

geostrophic flows are much more intense than in most other ocean basins.

The complex topography in Shag Rocks Passage (Fig. 3.1d) includes many

features at which lee waves could be generated.

iv The mean flow can also interact with the internal wave field.For example,

Kunze and Sanford (1984) and Kunze (1985) observed intense,focussed

beams of downward-propagating near-inertial waves at the base of regions

of upper ocean negative vorticity. They determined that a wave-mean flow

interaction model which predicts trapping and amplification of near-inertial

waves in regions of negative vorticity best explained theirobservations.

The generation from, and interaction with, geostrophic flows may also lead to

another indirect link between internal waves and wind forcing, as increased wind

speeds can lead to intensified currents, or result in increased eddy activity which

transmits momentum downwards through the water column (Bryden, 1979; Olbers,

1998).

The organisation of this chapter is as follows: section 3.3 begins with a

description of the method and uses this to produce a section of κz along the North

Scotia Ridge, thus setting the spatial context for the mooredtime series. Section 3.4

discusses the modifications to the method for use with mooring data and the time

series thus obtained. In section 3.5, spectral analysis is used to identify significant

periodicities, and potential sources of temporal variability in κz are identified.

Section 3.6 presents the conclusions.
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3.3 Spatial Variability of Diffusivity in Shag Rocks

Passage

First, we recap the methodology used by several authors (e.g., Polzin et al., 1995,

2002; Naveira Garabato et al., 2004; Kunze et al., 2006) to estimateǫ andκz from

LADCP data. Estimates ofκz are inferred from velocity shear estimates using a

model that assumes a statistical balance between turbulentproduction, buoyancy

flux, and dissipation (Osborn, 1980). In common with previous LADCP analyses,

we assume that subinertial shear is small compared with thatin the internal wave

field. The dissipation rate and diapycnal diffusivity are related byκz = Γǫ/N2

whereΓ is the mixing efficiency (generally assumed to be 0.2) andN is the

buoyancy frequency. The turbulent dissipation rate can be found from:

ǫ = ǫ0 ×
f

f0

N2

N2
0

cosh−1(N/f)

cosh−1(N0/f0)

〈V 2
z 〉

2

〈

V 2
z−GM

〉2
h1(Rω) (3)

(Gregg and Kunze, 1991; Polzin et al., 1995, 2002; Gregg et al., 2003). Hereǫ0 =

7.8×10−10 W kg−1 is the turbulent dissipation rate of the background internal wave

field in stratification defined by a buoyancy frequencyN0 = 5.24× 10−3 rad s−1 at

a latitude of30◦, as predicted for the Garrett and Munk (GM) model (Garrett and

Munk, 1975).f andf0 are the inertial frequencies at the latitude of observationand

at 30◦ respectively (f0 = 7.3 × 10−5 s−1 andf = 1.2 × 10−4 s−1). The latitudinal

dependence of the energy cascade to smaller scales is discussed by Gregg et al.

(2003). 〈V 2
z 〉 is the variance of the LADCP vertical shear, normalised byN , and

〈

V 2
z−GM

〉

is the same variable, as predicted by the GM model.h1(Rω) is a function

of the frequency content of the internal wave field (Polzin etal., 1995) estimated

from the shear-to-strain ratioRω, discussed below.

To derive 〈V 2
z 〉, each LADCP shear profile is divided into overlapping 320

m segments spaced at 100 m intervals, and normalized by the average buoyancy

frequencyN for that segment. The normalised shear in each segment is Fourier-

transformed (64 points) to compute the vertical wavenumberpower spectral

density. This spectrum is corrected to account for the smoothing in the velocity

profiles at high vertical wavenumbers, caused by the spatialaveraging inherent in

LADCP measurement and data processing (Polzin et al., 2002).Specifically, the

corrections described by Polzin et al. (2002) for the finite acoustic transmission

and reception intervals, first-differencing of the resulting single-ping velocity

profiles, interpolation of the first-differenced profiles onto a regular depth grid,
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and instrument tilt are applied.〈V 2
z 〉 is calculated by integrating the corrected

power spectral density between the maximum vertical wavelength of 300 m and a

minimum vertical wavelength of 90 m, chosen to minimize the contamination by

instrument noise that can occur at higher wavenumbers. Thisminimum vertical

wavelength threshold is selected heuristically by examination of the shear spectra,

and the resultingǫ andκz are insensitive to the exact value.
〈

V 2
z−GM

〉

is integrated

over the same wavelength range as〈V 2
z 〉.

The shear/strain variance ratioRω is a measure of the internal wave field’s

frequency content (Kunze et al., 1990) and is used to parameterize the turbulent

dissipation rate in equation (3).Rω is found from

Rω =
〈V 2

z 〉
〈ξ2z〉

= 3× 〈V 2
z 〉

〈

V 2
z−GM

〉

〈

ξ2z−GM

〉

〈ξ2z〉
. (4)

〈ξ2z〉 is the variance of strain, the vertical gradient of the vertical displacement of

isopycnals induced by internal waves.
〈

ξ2z−GM

〉

is the same variable, as predicted

by the GM model, and integrated over the same wavelength range as〈ξ2z〉. The

factor of three arises because
〈

V 2
z−GM

〉

/
〈

ξ2z−GM

〉

= 3. Strain is estimated from

CTD density profiles using a scale separation assumption (Polzin et al., 1995) and

〈ξ2z〉 (andRω) are calculated in 320 m segments identical to the〈V 2
z 〉 bins. Rω is

then averaged horizontally over all stations to give a profile which varies with depth,

but does not vary from station to station.h1(Rω) is calculated (Polzin et al., 1995)

for each depth as

h1 =
3(Rω + 1)

2
√
2Rω

√
Rω − 1

. (5)

The average ofRω throughout Shag Rocks Passage is 6.0, corresponding to

h1(Rω) = 0.56. At the depths observed by the mooring, the averageRω is 7.6,

givingh1(Rω) = 0.47, and it is this value which is used to parameterize diffusivities

calculated from the mooring data, as discussed below.

The κz section across Shag Rocks Passage produced from the CTD/LADCP

profiles (Fig. 3.2) shows greatly enhancedκz at depth and over complex topography

(∼ 90 × 10−4 m2 s−1), decreasing to a background level of< 0.1 × 10−4 m2

s−1 (consistent with the findings of Toole et al., 1994; Ledwell et al., 1998; Kunze

et al., 2006) in areas well away from the sea floor, and at depths of no more than

1000 m. Similarlyǫ varies between∼ (0.02 − 23) × 10−9 W kg−1, and has a

comparable spatial pattern (not shown). Bothκz andǫ are smoothed horizontally

using a 5-station running mean. This section is comparable to published sections

elsewhere, particularly those in and around the Scotia Sea (Naveira Garabato et al.,
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Figure 3.2: Vertical diffusivity (κz) along the North Scotia Ridge. Density surfaces, shown
as black lines, separate different water masses (AAIW/AASW, Antarctic Intermediate
Water/Antarctic Surface Water,27.18 < γn < 27.55; UCDW, Upper Circumpolar Deep
Water,27.55 < γn < 28.00; LCDW, Lower Circumpolar Deep Water,28.00 < γn <
28.20, whereγn is the neutral density, in kg m−3, as defined by Jackett and McDougall,
1997). Station positions are indicated by blue tickmarks at the base of the topography,
with the mooring position as a red tickmark. The approximate location of the Polar Front
is marked as PF on the upper axis. The black rectangle in Shag Rocks Passage gives an
approximate indication of the extent of the LongRanger ADCP at mooring Shag 2b; the
horizontal extent of the rectangle is for illustrative purposes only.

2004; Sloyan, 2005). Sloyan’s meridional section across the Scotia Sea (her Fig.

3a) is calculated using CTD strain variance techniques, and showsκz ∼ (10 −
100) × 10−4 m2 s−1 near the sea floor, decreasing to∼ 0.1 × 10−4 m2 s−1 or less

away from rough topography, consistent with what is observed here.

The section of Naveira Garabato et al. (2004) showsκz ∼ 100 × 10−4 m2 s−1

near the sea floor, with a maximum of nearly1000 × 10−4 m2 s−1 at the sea floor

of Drake Passage and in a deep gap (Orkney Passage) in the South Scotia Ridge

(their Fig. 2). Fairly low values of∼ (0.4 − 4) × 10−4 m2 s−1 were observed

over the Falkland Plateau, geographically the closest region to the North Scotia
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Ridge. The much smoother topography of the Falkland Plateau compared with

Shag Rocks Passage explains these lower values. The most similar region, in terms

of roughness and depth of topography, is the South Scotia Ridge, which shows

correspondingly similar results, including enhanced mixing over shallow (< 1500

m depth) topography to the west of the South Orkney Islands, analogous to that

seen in Fig. 3.2 to the west of Shag Rocks Passage. The considerably greaterκz

found by Naveira Garabato et al. in Orkney Passage (nearly1000 × 10−4 m2 s−1)

than seen anywhere in Shag Rocks Passage may be due to the stronger currents

at the sea bed there (velocities approaching 50 cm s−1 (Naveira Garabato et al.,

2002) as opposed to∼ 20 cm s−1 in Shag Rocks Passage). Naveira Garabato et al.

(2004) found a sharp reduction inκz to values only slightly above0.1 × 10−4 m2

s−1 in the uppermost 300-400 m of their section in Drake Passage,Orkney Passage

and the Scotia Sea. A similar pattern is seen in Fig. 3.2 between approximately

44−49◦W. This region has comparable depths and roughness to the Drake Passage,

Orkney Passage and Scotia Sea sections of Naveira Garabato et al. (2004), which

have comparableκz patterns.

Kunze et al. (2006) raised doubts about the applicability ofthe shear

parameterization in very low abyssal stratifications (their Fig. 3). They argue

that noise in LADCP measurements prevents measurement of theshear in areas

with N < 4.5 × 10−4 rad s−1, casting doubt on the very high diffusivities at the

sea floor of Naveira Garabato et al. (2004). Polzin and Lvov (in press) argue that

what has previously been considered noise may in fact be a slow mode consisting

of, at lowest order, the steady geostrophic balance. Higherorder contributions

are time dependence, nonlinearity and the effects of a variable rate of planetary

rotation (f ). In the section presented here,N > 4.5 × 10−4 rad s−1, except in a

very small area below 2700 m, east of the central seamount in Shag Rocks Passage.

Moreover, we obtain similar values (not shown) from a strain-only calculation of

κz independent of the LADCP shear, as used by Mauritzen et al. (2002) and Sloyan

(2005). This strain-based calculation ofκz gives a range of∼ (0.05− 100)× 10−4

m2 s−1 and a similar spatial pattern toκz calculated using LADCP shear. The shear

parameterization should therefore be applicable to the moored ADCP time series.

The rotary coefficient of the vertical shear is the ratio of the clockwise and

counter-clockwise components of the shear variance, and isa proxy for the ratio

of upward to downward energy propagation. It is calculated following Gonella

(1972) for the stations in Shag Rocks Passage deeper than 2000m and lying to

the east of the central seamount (Fig. 3.3). Above∼ 1500 m the propagation is

mostly downward, and most likely wind-driven (Alford, 2003a). Below∼ 1500
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Figure 3.3: Rotary coefficient (dimensionless) for the stations in Shag Rocks Passage deeper
than 2000 m. Values less than zero indicate upward propagation of energy, values greater
than zero indicate downward propagation.

m the propagation is mostly upward, likely due to internal waves generated at the

topography (Baines, 1973, 1982; Thorpe, 1992).

3.4 Temporal Variability of Diffusivity in Shag Rocks

Passage

3.4.1 Methodology

The ADCP at mooring Shag2b produced time series of velocity profiles at 2-hour

intervals. The method adopted here to calculateκz for the time series is essentially

the same as described in Section 2 for the LADCP data, repeatedfor each time

interval. There are some modifications to the calculations.
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i Depth Segment and Fourier transform

The shears are treated as one 640 m segment centered at 2100 m depth. After

quality control (which consisted of the rejection of pointswhere less than 50%

of the measurements had four-beam solutions), generally around 400-500 m

remained for use in the Fourier transform, and occasionallyas little as 300

m. κz is insensitive to the chosen percentage for quality control; using either

25% or 75% as the rejection threshold makes a difference of around 4% to the

calculated values, which is small compared with other uncertainties. Since

the calculation requires depth bins of at least 320 m of good data, the data

were not divided into depth segments in order to retain enough information to

calculate the spectral densities. The ADCPs on moorings Shag1b and Shag3b

(Table 3.1 and Fig. 3.1) recorded velocities in 23 bins of 8 m thickness. After

quality control, insufficient depth range remained to resolve wavelengths of

90 m or more, so these could not be used to calculateκz.

Each velocity measurement of the ADCP on mooring Shag2b is based on

31 pings, corresponding to an accuracy of approximately 0.6cm s−1. The

LADCP measurements are based on an average of∼120 pings, giving an

accuracy of approximately 0.3 cm s−1. In the stratification observed here (N

typically ∼ 8− 9× 10−4 s−1 in the CTD stations at the depths ensonified by

the moored ADCP), typical internal wave speeds are∼ 1−5 cm s−1 (Thorpe,

2005), considerably greater than the accuracy of either instrument.

ii Buoyancy Frequency

Time series of temperature and salinity were not measured inthe volume of

water above the mooring in which the currents are sampled by the ADCP.

However, a SeaBird Electronics temperature sensor (SBE-39) was mounted

on the ADCP, which has a comparable accuracy (±0.002◦C) to the ship’s

CTD (SBE-3plus, accuracy±0.001◦C). Each rotary current meter (Table 3.1)

recorded temperature with an accuracy of±0.05◦C. All moored temperature

sensors agreed with CTD casts at the beginning and end of the mooring

deployment. Here we discuss how best to use these time seriesto provide

time series of temperature and salinity (and hence buoyancyfrequency)

appropriate to the water column monitored by the ADCP.

13 full depth CTD stations were occupied in Shag Rocks Passage during the

deployment cruise, and four during the recovery cruise, that can be used to

infer relationships between temperatures at different depths (Fig. 3.4). The

four temperature time series from mooring Shag2(a and b) arelinearly related,
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Figure 3.4: The extrapolation of temperature and fitting for salinity used to derive the
timeseries of buoyancy frequency. In (a), (c) and (d), the grey linesare profiles of the
Shag Rocks Passage CTD stations, with the darker grey being the closeststation of each
cruise. (a) Temperature against depth. The white diamonds are the mean temperatures
recorded by the three RCMs, 30, 100 and 400 meters above bottom (mab),the white square
is the mean temperature recorded by the sensor on the ADCP 600 mab, and theblack
square is the mean extrapolated temperature at 1200 mab. (b) Relationship between the
temperature at 2400 m and the temperature gradient between 1800 and 2400 m, i.e., the
depth range observed by the moored ADCP. The black line is the cubic fit used to extrapolate
temperatures above 2400m during the mooring time series. The black diamond isstation
58 of the deployment cruise, which was excluded as an outlier. (c) Salinity against depth.
The black diamonds and squares are the mean fitted salinities at 30, 100, 400, 600 and 1200
mab. (d) T–S relationship. The black line represents the cubic fit used to calculate salinity
from temperature, and the black diamonds and squares represent the mean T–S values at 30,
100, 400, 600 and 1200 mab.

as are the CTD temperatures at the same depths as the moored temperature

sensors. Therefore we fitted the CTD temperature gradient between 1800 and

2400 m, (the depth range observed by the moored ADCP), to the temperature

at 2400 m. Fig. 3.4(b) illustrates the cubic fit which was found to best

reproduce the observed temperature profile. The CTD temperature profiles

(Fig. 3.4a) fall into two groups: a warmer group and a colder group, which

lie north and south of the Polar Front respectively. Stations with a higher
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temperature at 2400 m have a lower temperature gradient, andvice versa

(Fig. 3.4b). The spread in temperatures is thus less at 1800 mdepth than

at 2400 m. The cubic fit to the CTD stations was used, in conjunction with

the temperature at 2400 m recorded by the ADCP, to generate temperature

gradients, and thus temperatures, between 1800 and 2400 m for the entire

time series.

Similarly, a cubic fit to the CTD T - S relationship (in-situ temperature and

salinity respectively) is used to infer salinities between1800 - 2400 m (Fig.

3.4). From the temperatures and salinities a time series of buoyancy frequency

is deduced. The parameter that has the greatest impact on thecalculatedκz

is the temperature gradient, which varies by more than a factor of ten during

the time series. As is apparent in Fig. 3.4(d), salinity varies by no more than

0.009 g kg−1 in the ADCP ensonified volume; the effect of salinity on the

variability of κz is very small.

iii Spectral Corrections

The corrections described by Polzin et al. (2002) for the finite acoustic

transmission and reception intervals, and first-differencing of the resulting

single-ping velocity profiles, are applied exactly as for the LADCP shear

spectra. We do not need to apply the correction for interpolation of the first-

differenced profiles onto a regular depth grid as no interpolation is performed

for a moored instrument.

iv Smoothing

The finescale parameterization used here assumes a stationary internal

wavefield, and the stationarity assumption is more likely tohold over a

time scale> 1/f (15 hours) than over 2 hours. In a manner similar to the

horizontal smoothing ofκz and ǫ for the spatial section using a 5-station

running mean, here we calculate a running mean over 24 hours for κz and

ǫ. (The length of the running mean was chosen as a compromise between

maintaining temporal resolution and the desire to justify the stationarity

assumption.) All values quoted from now, or shown in figures or tables, will

be those found after applying the running mean unless statedotherwise.

v Shear-to-strain ratio parameterization

Since we do not have time series of temperature and salinity in the water mass

ensonified by the ADCP, we cannot estimate〈ξ2z〉 as described in Section 2,

and thus cannot calculate a time series forRω. Instead, we use the average
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value ofRω from the LADCP section over the ensonified depths, which gives

h1(Rω) = 0.47.

Some examples of the vertical wavenumber spectra of the shear are shown in

Fig. 3.5, and are comparable to those in the literature (e.g., Fig. 2 of Kunze

et al., 2006). Fig. 3.5 also shows the vertical wavenumber spectrum for shear

noise: rms noise levels are about(3.2 cm s−1)/nping1/2 for a large number of

scatterers (Polzin et al., 2002), where nping is the number of pings used for each

velocity measurement. Over the interval of integration (90- 300 m), the spectra are

relatively flat, and are clearly distinguishable from the noise spectrum. At higher

wavenumbers (wavelengths<90 m) the spectra are dominated by noise, which

illustrates the validity of the choice of 90 m as the minimum wavelength over which

the spectra are integrated.
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Figure 3.5: Some example vertical wavenumber spectra. The thin solid lines are the
spectra for the times when the calculated diffusivity was the minimum (pale grey), median
(darker grey), and maximum (black) value of the time series. The thick solid black line
is the GM model spectrum, the dotted line is the spectrum for shear noise of velocity
variance(3.2 cm s−1)2/nping, where nping is the number of pings used for each velocity
measurement. The vertical dashed lines are the limits of integration, corresponding to
wavelengths of 300 m and 90 m.
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3.4.2 Resultant Time Series

Fig. 3.6 shows the time series of ADCP velocity, integrated shear variance,

temperatures, depth-average buoyancy frequencyN , rotary coefficient and the

derivedκz. The integrated shear variance is〈V 2
z 〉 without the normalization by

N , so as to show the shear and buoyancy frequency separately. Included for

comparison is the 6-hourly wind speed from the ECMWF reanalysis dataset ERA-

Interim, (ECMWF, cited 2009), at the nearest grid point (48◦W, 52.5◦S) to mooring

Shag2b. All the mooring time series show good agreement withthe values obtained

from the closest CTD/LADCP stations of the deployment and recovery cruises.

The time series ofǫ is not shown, as it is so strongly correlated withκz (r = 0.98)

that it does not provide additional information.

κz has a mean of4.1× 10−4 m2 s−1, median of3.3× 10−4 m2 s−1 and covers a

range from0.5×10−4 to 57×10−4 m2 s−1. At the depths ensonified by the moored

ADCP, the spatial section (Fig. 3.2) hasκz varying from0.3 × 10−4 to 20 × 10−4

m2 s−1, with a mean of3.1 × 10−4 m2 s−1. The range in the spatial section across

Shag Rocks Passage is consistent with the range of the time series, especially given

the inherent uncertainty in the method (reported by Polzin et al. (2002) to be around

a factor of 3-4).

None of the time series (Fig. 3.6) display annual or semi-annual signals, such

as those seen by Large and Van Loon (1989) in Southern Ocean winds. There is no

significant correlation between the local wind speed and anyof the mooring records

(Fig. 3.6), or the velocity and temperature of the other moorings in Shag Rocks

Passage (Table 3.1 and Fig. 3.1). The possible influence of the winds or atmospheric

pressure (direct or indirect) was further investigated by searching for correlations

betweenκz and the wind speed and atmospheric pressure at sea level, bandpass

filtered to near-inertial periods, using the ERA-Interim dataset, (ECMWF, cited

2009) in the entire region south of30◦S. Lags of up to 80 days were considered. No

significant correlations were found.

Table 3.2 lists statistics of the time series of integrated shear variance, buoyancy

frequency, dissipation rate, rotary coefficient and diffusivity. The agreement is

good between the first values of the time series and the LADCP values taken from

the nearest station of the deployment cruise and averaged over the same depths

observed by the moored ADCP. This station was occupied approximately 7 hours

before the start of the mooring record. All (except the rotary coefficient) have

rather non-normal distributions, as indicated by their large skewness and excess

kurtosis, although the integrated shear variance and buoyancy frequency are much
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Figure 3.6: Time series at the moored array in Shag Rocks Passage. (a) ECMWF reanalysis
wind speed from the closest grid point. (b) Depth-averaged daily currents recorded by the
moored ADCP. The first arrow at the start of the time series is that recorded by the LADCP
on the closest station of the deployment cruise (station 56). (c) Log10(integrated shear
variance) (s−2). (d) Temperatures (◦C). The palest line is the temperature recorded 30 mab,
offset by−0.6◦C, the mid-grey line is that recorded 100 mab, offset by−0.4◦C, the darkest
grey line is that recorded 400 mab, offset by−0.2◦C, and the black line is that recorded 600
mab. The white diamond is that recorded by the CTD at station 56, and the greydiamond
is that recorded by the CTD on the closest station of the recovery cruise (station 19), both
at 2400 m. (e) Buoyancy frequency (×10−3 s−1). The grey diamond is that recorded at
station 19 of the recovery cruise, averaged over the depths observedby the moored ADCP.
(f) Rotary coefficient (dimensionless). (g) Log10(κz) (m2 s−1). The horizontal line is the
median value. For subplots (c),(e),(f) and (g), the grey line is the unsmoothed quantities,
the black line is daily average values, and the white diamond is that recorded at station 56
of the deployment cruise, averaged over the depths observed by the moored ADCP.
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less extreme thanǫ andκz. Higher kurtosis indicates that more of the variance

is the result of infrequent extreme deviations, as opposed to frequent modestly

sized deviations. Averaging over periods of 5 days or more gives a significantly

more stable mean. The distribution ofκz is shown in Fig. 3.7, and is log-normal,

consistent with microstructure turbulence observations (e.g., Gregg et al. 1993).

Table 3.2: Various statistics of the time series of integrated shear variance (ISV), buoyancy
frequency (N ), dissipation rate (ǫ), diffusivity (κz) and rotary coefficient (R.C.), with the
equivalent values as found by the LADCP, taken from the nearest station of the deployment
cruise and averaged over the same depths observed by the moored ADCP.(st. dev. =
standard deviation, %ile = percentile. All values given to 2 s.f., except forthe buoyancy
frequency which is given to 2 d.p. in order to distinguish the median, 75th percentile,
maximum and mean. All time series values are after applying the running 24-hour mean.
The skewness and excess kurtosis are not scaled by the factors given in the column headings,
and are both dimensionless numbers.)

ISV N ǫ κz R.C.
(×10−7 s−2) (×10−3 s−1) (×10−9 W kg−1) (×10−4 m2 s−1)

Minimum 2.7 0.57 0.32 0.54 -0.68
25th percentile 5.3 1.01 1.3 2.2 -0.22
Median 6.2 1.05 1.8 3.3 -0.093
75th percentile 7.6 1.09 2.6 4.9 0.029
Maximum 24 1.11 28 57 0.51
Mean 6.6 1.05 2.2 4.1 -0.10
Std dev 2.1 0.06 1.7 3.4 0.19

Skewness 1.6 -1.62 4.4 4.8 -0.19
Excess kurtosis 6.0 7.68 42 51 -0.066

First value 8.4 0.93 3.1 7.2 -0.070

LADCP 5.1 0.90 1.9 6.4 -0.23

The time-varying temperature gradient used to calculate the buoyancy frequency

affects the calculatedκz. If we had instead used a constant temperature gradient of

that measured at the nearest station of the deployment cruise (averaged over the

appropriate depths), the range ofκz would instead be(0.3 − 62) × 10−4 m2 s−1,

with a median of3.2 × 10−4 m2 s−1. Using the fit described above to extrapolate

temperature, but replacing the fit for salinity with the average CTD salinity profile

(i.e., not varying salinity with time), the range ofκz would be(0.5− 54)× 10−4 m2

s−1, with a median of3.2 × 10−4 m2 s−1. The time series ofκz calculated using a

constant salinity profile is virtually indistinguishable from that calculated using the

fitted salinities.

The distribution of the rotary coefficient (Fig. 3.8) is approximately normal, as

indicated by the low skewness and excess kurtosis, and the mean value of -0.11

indicates weak upward energy propagation at these depths (1800 - 2400 m). The
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Figure 3.7: Distribution of time series diffusivity. The dashed lines are the 25th, 50th
(median) and 75th percentiles, the dotted line is the mean, and the solid line is the diffusivity
found by the LADCP, averaged over the waterdepth observed by the moored ADCP.

LADCP-derived rotary coefficient is only just within one standard deviation of the

time series mean, but still lies well within the range of the time series. The rotary

coefficient is relatively low at the start of the time series (Fig. 3.6), i.e., when the

LADCP-derived value was obtained.
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Figure 3.8: Distribution of time series rotary coefficient. The dashed lines are the 25th, 50th
(median) and 75th percentiles, the dotted line is the mean, and the solid line is the rotary
coefficient found by the LADCP, averaged over the waterdepth observed by the moored
ADCP.
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Comparison of these time series shows the separate effects ofshear and

buoyancy frequency in the derivation ofκz: peaks in integrated shear variance

appear as peaks inκz (with a particularly strong peak in October 2004), whereas

peaks in buoyancy frequency appear as troughs inκz. Correlations between the

time series (Table 3.3) show that integrated shear varianceand κz are strongly

correlated, withr = 0.89, whereas buoyancy frequency andκz are much more

weakly anti-correlated (r = −0.31), indicating that variations inκz are dominated

by variations in shear.

Table 3.3: Correlations between the time series of temperature (T) 600 mab, buoyancy
frequency, integrated shear variance, dissipation rate, rotary coefficient and diffusivity,
all after applying the running 24-hour mean. Values in bold are significantat the 95%
confidence level.

T ISV N ǫ R.C. κz

T 1 -0.19 0.47 -0.23 0.27 -0.26
ISV 1 -0.04 0.94 -0.38 0.89
N 1 -0.15 0.15 -0.31
ǫ 1 -0.39 0.98
R.C. 1 -0.40
κz 1

The moderately strong correlation between temperature andbuoyancy

frequency (r = 0.47) is apparent in Fig. 3.6, although due to the nature of

the fit used (Fig. 3.4) strong peaks in temperature appear as troughs in buoyancy

frequency rather than peaks. The mooring lies very close to the Polar Front (Fig.

3.2), so we hypothesize that the front may have moved over themooring, possibly

multiple times during the 18 month deployment. The CTD stations confirm that the

front moved over the mooring at least once: the deployment cruise CTD closest to

mooring Shag2b is the coldest of the profiles (Fig. 3.4a) and lies to the south of the

Polar Front, whereas the recovery cruise CTD taken at the samelocation is within

the warmer group to the north of the Polar Front. Smith et al. (2010) observed that

the front moved∼ 1◦ (65 km) to the west in 11 days during the deployment cruise.

The temperature time series is not correlated with the velocity or shear, and the

stratification of the CTD stations north and south of the frontis similar (the range

in buoyancy frequency is small), so the possible movement ofthe front during the

mooring deployment does not have a strong influence onκz.

The weak anti-correlation betweenκz and rotary coefficient (r = −0.40)

suggests that when the rotary coefficient is low, indicatingmore upward propagating

energy (probably from internal waves generated at the topography), κz is high,

presumably from more internal wave breaking. Fig. 3.6 reveals coincident troughs
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in rotary coefficient and peaks inκz.

The effects of mooring knockdown and tilt have been considered. From the

ADCP pressure record the maximum knockdown of 180 m occurred during a

2-week period of particularly strong currents in May 2003, but, during the rest

of the record, the knockdown rarely exceeded 20 m. Similarlythe pitch and roll

reach maxima of3◦ and 5◦ respectively during the same period, but otherwise

rarely exceed1◦. These are not thought to have a significant effect on the shear

or buoyancy frequency, and thus onκz, for two reasons. Firstly, the depth, pitch

and roll are not correlated with shear, buoyancy frequency or κz. Secondly,

we considered what size of knockdown or tilt would be necessary to produce

the observed ranges of shear and buoyancy frequency in the absence of varying

currents and temperatures. The required knockdowns of nearly 700 m to produce

the observed range in shear, and over 1500 m to produce the observed range in

buoyancy frequency, are both greater than the total height of the mooring, and far

exceed the observed knockdown. Buoyancy frequency will not be affected by the

tilt, since it is extrapolated from temperature readings atthe depth of the ADCP

only. The tilt required to produce the observed range in shear is nearly65◦; far

greater than the observed range in pitch or roll. We therefore conclude that the

variations seen inκz are caused by changes in the ocean’s turbulent flow and not

artefacts of the mooring motion.

3.5 Spectral Analysis

Using the multi-taper method (Thomson, 1982; Percival and Walden, 1993), we

performed spectral analysis to search for significant periodicities which could be

linked to a particular source of variability. Spectra are shown in Fig. 3.9 for the

northward and eastward depth-mean velocities, temperature at 2400 m, ECMWF

reanalysis wind speed at the nearest grid point to mooring Shag2b, integrated

shear variance (both with and without the smoothing described in section 3.4.1.iv),

buoyancy frequency, andκz with the smoothing described in section 3.4.1.iv. We

include the smoothed integrated shear variance for ease of comparison with the

smoothedκz. Each plot also shows the theoretical red noise spectrum calculated

from the lag-1 auto-correlation coefficient for that variable, except for plot (e), the

unsmoothed integrated shear variance. Since many oceanographic quantities are

approximately red, this was used as a null hypothesis: peaksin the spectra are

considered significantly different from a red noise background if they lie above the

95% confidence limit of the red noise spectrum.
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Figure 3.9: Variance preserving spectra. In each plot, the vertical axisis the power spectral
density× frequency (PSD× fr). The dotted curve is the theoretical red noise spectrum
based on the lag-1 auto-correlation coefficient, and the dashed curve isthe 95% confidence
limit. The vertical dashed line is the inertial frequency, and the vertical dot-dash lines are the
main diurnal and semi-diurnal tidal frequencies. (These are O1, K1, M2and S2 from left to
right, although M2 and S2 are very close together and so may appear as one thick dot-dash
line.) (a) Northward and (b) eastward depth-mean velocity: these are largely representative
of the spectra for individual levels as the currents in this area are quite barotropic. (c)
Temperature from the instrument located 600 mab. (d) 6-hourly ECMWF reanalysis wind
speed at the nearest grid point to mooring Shag2b. (e) Integrated shear variance without the
smoothing described in section 3.4.1.iv. (f) Integrated shear variance withthe smoothing
described in section 3.4.1.iv. (g) Buoyancy frequency. (h)κz with the smoothing described
in section 3.4.1.iv.
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The main diurnal (O1 and K1) and semi-diurnal (M2 and S2) tidal frequencies

are visible in the velocities (Fig. 3.9a & b), particularly in the northward velocity.

Very small peaks at the local inertial frequency (0.067 cycles/day, period 15.0 hours)

are also present. The spectrum of the integrated shear variance calculated without

the smoothing described in section 3.4.1.iv. (Fig. 3.9e) shows that the integrated

shear variance is very energetic at high frequencies. This demonstrates the validity

of the assumption stated in section 2 that subinertial shearis small compared with

that in the internal wave field. Both the unsmoothed integrated shear variance and

unsmoothedκz (not shown) are energetic at high frequencies, but do not display

a particularly noticeable increase in activity at inertial, diurnal or semi-diurnal

frequencies. While this might suggest that the inertial and diurnal/semi-diurnal

tidal components of the velocities are barotropic rather than baroclinic, Sherman

and Pinkel (1991) point out that small scale internal waves (which contribute the

most shear) are vertically heaved by other internal waves. This Doppler shifts the

encounter frequency as measured by a fixed mooring across frequency space so

that the intrinsic frequency of the waves cannot be identified.

The northward (along-stream) velocity shows high spectralenergy in a broad

band from 10 to 60 days, with a noticeable peak around 14 days,the period of

the spring-neaps tidal cycle, whereas the eastward (cross-stream) velocity is most

energetic in the band from 2 to 5 days, with a particularly large peak at a period

of approximately 4 days. Although the wind speed shows variability at periods

between 6 hours and∼6 days, it is not correlated or coherent with the current

velocity, so is not a direct driver of that variability. Comparison with other ACC

current meter velocities suggests that the topographic constriction in the east-west

direction is responsible for the difference, in the energetic frequencies, exhibited

by the northward and eastward velocities. Bryden and Heath (1985) examined

moored current meter data southeast of New Zealand, and in central Drake Passage.

Phillips and Rintoul (2000) examined moored current meter data in the ACC south

of Australia. Both studies suggest that, in areas with topographic constrictions, the

cross-stream velocity tends to exhibit variability at shorter periods than the along-

stream velocity. The spectrum of the temperature time series shows rather different

behavior to the velocities, with low variability at high frequencies but a significant

peak at periods of∼ 50 - 100 days. This is comparable to the temperature spectra

found by Bryden and Heath (1985) and Phillips and Rintoul (2000).

The variability at periods of 10-20 days in the spectra of integrated shear

variance and buoyancy frequency, and thusκz and rotary coefficient (spectrum

not shown, but broadly similar to the spectra ofκz and integrated shear variance),
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is most likely due to the spring-neaps tidal cycle, combinedwith eddy activity,

which several authors have reported as important at these periods (Bryden, 1979;

Sciremammano, 1980; Bryden and Heath, 1985).

The large peak at a period of 3.8 days seen in the spectra of eastward velocity,

integrated shear variance andκz is particularly unexpected. Bandpass filtering

reveals that the signal is very persistent, appearing throughout theκz record, with

an average amplitude of approximately1.5× 10−4 m2 s−1. It is not an instrumental

fault as the same signal appears in the velocities recorded by the RCMs below

the ADCP. It is not directly wind-driven, as the winds are neither correlated nor

coherent withκz. Moreover, wind-driving would be expected to be apparent over a

fairly wide area, and the velocities at moorings Shag1 and Shag3 (Fig. 3.1(c) and

Table 3.1) do not show a signal at that period. It is not causedby seiching, as the

constricted channel is too short in the north-south direction and too wide in the east-

west direction to set up such a resonance. In 4 days, water is advected north by an

average of 60km, which is more than the north-south length ofthe constriction.

Bandpass filtering the velocities and plotting a progressivevector diagram (not

shown) reveals that this east-west oscillation has an amplitude of approximately

5km. This is too great to be caused by mooring motion since theADCP is only

600 m off the sea floor, and spectra of the mooring’s depth, pitch and roll do not

reveal a large 3.8-day signal. One remaining possibility istopographically-trapped

Rossby waves propagating around the local seamount. The mooring is located on

the north-east flank of a seamount (Fig. 3.1(c) and Fig. 3.2) with a radius of∼15

km at its base, and a slope of∼55 m/km. LeBlond and Mysak (1978) state that

wave-trapping by a cylindrical seamount (i.e., a seamount with vertical sides) is

only possible if the radius of the seamount is greater than the barotropic Rossby

radius (1300 km in Shag Rocks Passage, so much greater than theradius of this

seamount). However, subinertial waves can be trapped by a seamount with sloping

sides (Rhines, 1969; Brink, 1989; Sanson, 2010) even if the radius of the seamount

is less than the barotropic Rossby radius.

Using the model of Brink (1989) with the stratification observed during the

deployment cruise and an idealised, axisymmetric seamount(Fig. 3.10) of similar

height, radius and slope to the one immediately west of the mooring, we find trapped

waves with azimuthal wavenumbern = 1 and a frequency of 3.0×10−6 s−1 (period

3.8 days), consistent with the observed primary peak in theκz spectrum of 3.8 days.

(Model downloaded 6/20/2011 from http://www.whoi.edu/page.do?pid=23361.) At

n = 2 the model finds a trapped wave with a frequency of 4.5×10−6 s−1 (period

2.6 days), consistent with the second most prominent peak inthe spectrum ofκz.
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Although the velocities in Fig. 3.9(a) and (b) do not have obvious peaks at a period

of 2.6 days, these are the spectra of the depth-mean velocities, i.e., the barotropic

component. The integrated shear variance (Fig. 3.9f) has peaks at periods of 3.8

days and 2.6 days, indicating that these are baroclinic motions. Such baroclinic

motions can increase the internal wave shear variance and thusκz.

 30’  15’   48oW  45’  30’  15’ 

 10’ 

  5’ 

  53oS 

 55’ 

Figure 3.10: Idealised axisymmetric seamount used with the Brink model, for comparison
with Fig. 3.1d. Contour intervals are every 200m with shading every 600m inthe same
colors as Fig. 3.1d. The black circle is mooring Shag2b.

3.6 Conclusions

An 18-month time series of internal wave driven diapycnal diffusivity from Shag

Rocks Passage was inferred from fine scale shear using a methodmodified from

that used to calculateκz from LADCP shears. The meanκz was4.1 × 10−4 m2

s−1, consistent with the value obtained from LADCP data of6.4 × 10−4 m2 s−1 at

the depths ensonified by the moored ADCP.κz varies by a factor of just over 100,

much greater than the factor of 3-4 uncertainty inherent in the method (Polzin et al.,

2002), from0.5 × 10−4 to 57 × 10−4 m2 s−1. This range is slightly greater than

the spatial variability seen in Shag Rocks Passage at the samedepths as ensonified

by the moored ADCP. The record shows no obvious annual or semiannual cycle,

despite being at a high latitude where seasonality is often quite marked. The record

displays variability over timescales of 10 to 20 days thought to be driven by eddy

activity and the spring-neap tidal cycle, and variability at periods of 3.8 and 2.6

days most likely due to topographically-trapped waves propagating around the local

seamount.κz is anti-correlated with the rotary coefficient (indicatingthat stronger

mixing occurs during times of upward energy propagation), which suggests that

mixing occurs due to the breaking of internal waves generated at topography. We
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have demonstrated that time series can, to an extent, shed light on the mechanisms

causing mixing.

The results presented here are from a single moored ADCP in a rather atypical

location, where a strong flow is extremely constrained by thetopography. The

moorings used were not designed to measureκz, but we have demonstrated that

the method used to calculateκz from CTD/LADCP profiles can be adapted for use

with moored instruments. If measuringκz were the aim, then in regions with a less

stable temperature-salinity relationship, or where a linear temperature gradient is

not an appropriate assumption, the moorings would need to include temperature and

salinity sensors spanning the depth range ensonified by the moored ADCP. It is also

necessary to programme the ADCP to provide both sufficient vertical resolution,

and enough depth bins to perform a Fourier transform in the vertical. The vertical

sampling frequency must be at least twice the largest wavenumber included in the

integration, i.e. the length of the depth bins must be, at most, half the smallest

wavelength included. Moreover, finescale parameterizations have not been assessed

for depth bins greater than 20m. We would therefore recommend using depth bins

of no more than 20-40 m. The decision on what constitutes ’enough’ depth bins is

rather heuristic, but we would recommend a minimum of 15-20 bins of good data

(i.e. after the data quality control cuts, such as that basedon the percentage of good

beam solutions, have been made).

Time series at other locations will be important in assessing whether diapycnal

mixing commonly varies over a similar range, or whether thisis simply a feature of

this particular location. In the Scotia Sea region, there isconsiderable atmospheric

variability such as storms and seasonal cycles, and in the ocean, variability includes

extensive eddy activity, strong currents, and movement of fronts. Shag Rocks

Passage has complex topography, with which varying water motions can interact.

We postulate that other regions with less atmospheric and oceanic variability, and

less complex topography, may experience less temporal variability in κz at the

depths observed here. We are therefore cautiously optimistic about the validity

of ’snapshots’ ofκz, though we would prefer to see further studies of temporal

variability over at least a year at a range of locations, especially since local

topography (e.g., small seamounts) can provide variability on timescales unrelated

to large-scale atmospheric forcing.
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Chapter 4

Supplementary Material for the Shag

Rocks Passage Study

4.1 Introduction

This chapter expands on two aspects of the study in Shag Rocks Passage discussed

in chapter 3. Firstly, it will discuss how we addressed the need for a time series

of buoyancy frequency (N ) for use in the calculation of diffusivity (κz). This was

problematic because the ADCP was the uppermost instrument onthe mooring, so

there were no temperature and salinity sensors in the water depths ensonified by the

moored ADCP. Secondly, we will discuss the use of models to assess the effects of

the seamount in Shag Rocks Passage on the variability in the time series ofκz.

4.2 Buoyancy Frequency

A number of methods, of varying complexity, to provide a timeseries ofN were

considered. As discussed in section 3.4.1, time series of temperature and salinity

were not measured in the volume of water ensonified by the ADCP,but there

was a temperature sensor on the ADCP, and on the three rotary current meters

(RCMs) in the water column below (Table 3.1). Some different approaches to

using these time series to provide time series of temperature and salinity (and hence

buoyancy frequency) appropriate to the water column monitored by the ADCP,

were considered.

i The simplest approach would be to holdN constant, in which case the

temporal variability in the calculatedκz would be entirely due to variability

in the shear. Using a constant value ofN , calculated from the CTD profile
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of the nearest deployment station to the mooring location and averaged over

the water depths ensonified by the moored ADCP, gave the time series ofκz

shown in Figure 4.1b. This value ofN is shown as the white diamond in

Figure 4.1a. While straightforward, this was not consideredto be an adequate

solution, as the stratification is unlikely to be constant.

ii Hold salinity constant at the values of the CTD profile of thenearest

deployment station to the mooring location. Use the varioustemperature

times series to provide a time series of temperature gradient, which can then

be used to extrapolate temperature upwards to the water depths ensonified.

This relies on the assumption that the gradient of temperature is the same

above and below the ADCP. The CTD data taken during the deployment

and recovery cruises do show largely similar gradients above and below

the ADCP (Figure 3.4a). At each time step, the mean of the temperature

gradients between each pair of the three temperature sensors on the RCMs

(30, 100 and 400 metres above bottom (mab)) was calculated. Then, using

y = mx + c, wherex is the depths ensonified,m is the gradient at each

time step, andc is the temperature recorded by the sensor on the ADCP at

each time step, it was possible to extrapolatey, the temperature at each depth

ensonified, for each time step.N was then calculated in the usual way, and

the time series ofN is shown in Figure 4.1a in blue, with the resultingκz in

Figure 4.1c.

iii Follow the temperature gradient approach above, but usea fit to the T - S

relationship (in-situ temperature and absolute salinity,respectively) of the

deployment and recovery cruise CTD profiles, to also infer a time series

of salinity. A cubic fit was found to be a good match to the CTD profiles

(Fig. 4.2). As discussed in section 3.4.1, the most important component of

this process, in terms of the impact on the calculatedκz, is the temperature

gradient; the effect of salinity onN is, in essence, an enhancement of the

effect of the temperature gradient. The times series ofN calculated in this

way is shown in Figure 4.1a in green, with the resultingκz in Figure 4.1d.

iv The final approach used did not involve the temperature extrapolation

described in (ii) above. Instead, the CTD temperature gradient between 1800

and 2400 m (1200 and 600 mab, respectively, the depth range ensonified

by the moored ADCP), of the deployment and recovery cruise stations in

Shag Rocks Passage, was fitted to the temperature at 2400 m for each of
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Figure 4.1: Times series of buoyancy frequency and diffusivity in ShagRocks Passage.
(a) Buoyancy frequency (×10−3 s−1) found in different ways: blue as described in (ii) in
the text, green as described in (iii) in the text, red as described in (iv) in the text. The
white diamond is buoyancy frequency at station 56 of the deployment cruise, averaged over
the depths observed by the moored ADCP. (b)-(e) Log10(κz) (m2 s−1). In each plot, the
grey line is the unsmoothed quantities, the coloured/black line is daily average values, and
the white diamond is that recorded at station 56 of the deployment cruise, averaged over
the depths observed by the moored ADCP. (b) The black line isκz found by holdingN
constant, as described in (i) in the text. (c)-(e)κz found using the time series ofN in (a) of
the same colour.

those stations. Fig. 3.4(b) illustrates the cubic fit which was found to best

reproduce the observed temperature profile. The cubic fit to the CTD stations

was used, in conjunction with the temperature at 2400 m recorded by the

ADCP, to generate temperature gradients, and thus temperatures, between
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1800 and 2400 m for the entire time series. The cubic fit for salinity described

in (iii) above was also used. The resulting times series ofN is shown in

Figure 4.1a in red, with the resultingκz in Figure 4.1e. These are the same

time series previously shown in Figure 3.6e and g.
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Figure 4.2: Fitting salinity to temperature as part of the derivation of the time series of
buoyancy frequency. The grey lines are profiles of the Shag Rocks Passage CTD stations
(deployment and recovery cruises), with the darker grey being the closest station of each
cruise. The coloured lines represent possible salinity fits: blue = linear, green = quadratic,
red = cubic. The black diamonds and squares represent the mean T–S values at 30 mab,
100 mab, 400 mab (diamonds), 600 mab and 1200 mab (squares) using the chosen cubic fit.
The water depths ensonified by the moored ADCP lie between the two black squares, the
diamonds are at the depths of the rotary current meters.

The goodness of fit of the various extrapolation methods forN can be illustrated

using the CTD profiles in Shag Rocks Passage. Using the temperatures at the depths

of the RCMs and the ADCP on each profile, N was calculated using each of the

extrapolation methods above. In Figure 4.3, these are plotted against the real values

of N for each CTD profile (all averaged over the depths ensonified by the moored

ADCP). It is clear that the final approach (in red) is best, since the extrapolated

values lie closer to the black line, which indicates where extrapolated values are

equal to the real values. The temperature extrapolation described in (ii) above was
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not the best way to proceed. The absolute accuracy of the built-in temperature

sensors on RCM8 current meters is not comparable to that of high-precision (e.g.

MicroCAT) CTD-loggers, such as on a ship’s CTD, or that mounted on the moored

ADCP. Moreover, the lowest RCM is located only 30 m above the bottom. This

position is quite likely inside the bottom boundary layer, where there might be

substantially reduced stratification. Finally, the assumption that the gradient of

temperature is the same above and below the ADCP may not be justified. Together,

these issues introduce considerable (non-realistic) variability in the calculatedN ,

and thus inκz. A more conservative approach, as described in (iv), was better.
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Figure 4.3: Goodness of fit for the various methods of extrapolatingN . Using the
temperatures, on each CTD profile, at the depths of the three RCMs and theADCP, N
was extrapolated as described in the text, then plotted against the realN of the same profile.
(All values×103, all averaged over the depths ensonified by the ADCP.) Blue as described
in (ii), green as described in (iii), red as described in (iv). The black lineis y = x, i.e.,
extrapolated values equal to real values.

In Figure 4.1, we see that the final approach (in red) greatly reduces the overall

variability in both N and κz, compared with the other extrapolation methods.

Table 4.1 gives the mean, median and range ofN andκz calculated by the various

extrapolation methods. Theκz range for method (iv) is fairly similar to that for a
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constantN (method (i)), indicating that the final extrapolation approach did not

substantially increase the variability inκz beyond the variability produced by the

changing shear.

Table 4.1: Mean, median and range ofN andκz, calculated using the various extrapolation
methods discussed in the text. All values given to 2 s.f., except forN calculated by
extrapolation method (iv) which is given to 2 d.p. in order to distinguish the mean, median
and maximum. Allκz values are after applying the running 24-hour mean.

Extrapolation κz × 10−4 m2 s−1 N × 10−3 s−1

Method Mean Median Range Mean Median Range

i 6.3 5.2 1.0 - 67 0.90
ii 13 8.5 0.22 - 270 0.87 0.82 0.43 - 2.4
iii 7.8 5.2 0.049 - 160 1.0 0.94 0.60 - 4.6
iv 4.1 3.3 0.54 - 57 1.05 1.06 0.48 - 1.11

4.3 Models used to assess the effect of the seamount

Two models were used to consider the effect of the seamount onthe variability in

the time series of velocity, shear, and hence diffusivity, at the mooring site discussed

in chapter 3. Notable features in the time series at periodicities which are not readily

explained by other mechanisms are the 4-day signal in the eastward velocities, and

the 3.8-day and 2.6-day signals in the integrated shear variance (section 3.5 and

Fig. 3.9a & f). The first is barotropic (seen at all depths in the velocities), but the

3.8-day and 2.6-day signals are baroclinic, appearing strongly in the shear. The first

model discussed below is for barotropic trapped waves, and is based on the work

of Sanson (2010). The second model discussed is for baroclinic trapped waves, and

is based on the work of Brink (1989). Here we describe the setupof both models

and the methodologies for determining the periodicities that might be caused by

waves propagating around the seamount in Shag Rocks Passage.This expands on

the results quoted in chapter 3.

4.3.1 Barotropic Waves

4.3.1.1 Model Description

Sanson (2010) derives exact solutions of the linear, barotropic, shallow-water

equations with a rigid lid to give a dispersion relation for barotropic trapped waves

around axisymmetric seamounts. In polar coordinates the linear shallow-water
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equations for a homogeneous fluid layer in a rotating system are:

ut − fv = −gηr ,

vt + fu = −g

r
ηθ ,

1

r
(rhu)r +

1

r
(hv)θ = 0 .

(6)

Here, and in equations 10 below, the radial, azimuthal and vertical directions are

given by (r, θ, z) and velocities by (u, v, w), f is the Coriolis parameter (assumed

constant),g is the acceleration due to gravity, and subindices denote partial

derivatives.η is the free-surface deformation, andh is the fluid-layer depth. Drag is

assumed to be zero. The rigid lid approximation has been applied in the continuity

equation: the fluid depthh(r) is time-independent. Since we are considering an

axisymmetric seamount only, the fluid depth is also independent ofθ.

An approximate analytical solution for these equations wasfirst found by Rhines

(1969) for topography in which the fluid depth increases proportionally to exp(r2),

wherer is the radial distance from the centre of the seamount. Sanson (2010)

expands on this by deriving exact (rather than approximate)analytical solutions of

the barotropic problem, valid for a wider range of topographies from flat-topped

seamounts or guyots to sharp, cone-shaped seamounts. The shape of the seamount

is modelled as

h(r) = h0 exp(λr)
s , (7)

wherer is the radius,h(r) is the water depth at radiusr, h0 is the water depth at the

summit of the seamount,λ−1 is the horizontal length scale of the seamount, and the

real numbers > 0 is a parameter which measures the shape of the seamount. Fig.

4.4 shows example seamount profiles for different values ofs andλ, values chosen

to include those used for the seamount in Shag Rocks Passage (s = 1 andλ−1 = 20

km).

The derived dispersion relation of the waves takes the form

ω

f
=

n

sp+ n
, (8)

whereω is the wave frequency,f is the inertial frequency,n > 0 is the azimuthal

wavenumber andp > 0 the radial wavenumber, withn andp integers. The angular

phase speed of waves propagating around the seamount is given by

cn,p(s) =
ω

n
=

f

sp+ n
, (9)
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Figure 4.4: Depth profiles over seamounts of the formh(r) = h0 exp(λr)
s, whereh0 =

−500 m. Dashed lines haveλ−1 = 10 km, solid linesλ−1 = 20 km.

showing that waves rotate around the seamount with angular speedsc depending

inversely ons, n andp. In the southern hemisphere, waves will propagate in an

anti-clockwise direction.

Thus, for a seamount whose shape is described byh0, λ ands, solutions exist

with various radial and azimuthal wavenumbers, and thus various frequencies and

phase speeds.h(r) = h0 exp(λr)
s is a fairly crude approximation to the shape

of the real seamount so the solutions found will be only crudely representative

of the waves around the real seamount. These solutions are also barotropic, i.e.,

appropriate for single-layer fluids. The observed stratification is weak (N typically

∼ 8 − 9 × 10−4 s−1 at the depths ensonified by the moored ADCP), but it is not

zero. These solutions could, however, suggest whether a barotropic signal with a

period of 4 days, as seen strongly in the eastward velocities(section 3.5 and Fig.

3.9), might reasonably be considered a consequence of the presence of barotropic

waves propagating around this seamount. Prior to this analysis, we were unaware

if a period of 4 days was even the right order of magnitude for barotropic waves

propagating around this seamount.

The real seamount is not axisymmetric and has many irregularfeatures. Fig. 4.5
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shows the seamount and the bathymetric profiles of some example transects through

the seamount. Also shown is a bathymetric profile of the formh(r) = h0 exp(λr)
s,

with h0 = 1790 m, s = 1 andλ−1 = 20 km, which is crudely representative of

the real bathymetry, and is in the form required to make use ofthe Sanson (2010)

solutions.
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Figure 4.5: (a) Bathymetry of the seamount in Shag Rocks Passage from Smith and
Sandwell (1997). Contour intervals are every 100 m. The location of mooring Shag 2b
is shown as a red diamond. Coloured lines show the example transects whosebathymetric
profiles are shown in panel (b) in the same colours as the transect lines in (a). The thick
black line in (b) has the formh(r) = h0 exp(λr)

s, with h0 = 1790 m, s = 1 andλ−1 = 20
km. The thick grey line in (b) is the bathymetric profile used with the baroclinic model in
section 4.3.2, included here for comparison.

4.3.1.2 Predicted Frequencies

The dispersion relation for a seamount withs = 1 (Fig. 4.6), was calculated using

equation 8 for different values ofn and p. Waves exist only at discrete points

(integer values ofn andp), though for clarity dashed lines connect points of equal

p. Waves exist at a range of different frequencies, but only solutions withn = 1
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Figure 4.6: Dispersion relation for waves over a seamount calculated using s = 1, f =
1.17 × 10−4 s−1 (i.e., at a latitude of 53◦, the latitude of the centre of the seamount).
Valid frequencies are indicated with diamonds, dashed lines are used for clarity. The solid
horizontal line indicates a period of 4 days (again at a latitude of 53◦), i.e.,ω/f = 0.16.

have frequencies low enough to be of interest for explaininga signal with a period

of 4 days.

The solution with azimuthal wavenumbern = 1 and radial wavenumberp = 5

has a frequency of3.1 × 106 s−1 (period 3.7 days), and the solution withn = 1

andp = 6 has a frequency of2.6 × 106 s−1 (period 4.4 days). These waves would

propagate in an anti-clockwise direction around the seamount, with tangential phase

speeds, at the distance of the mooring from the centre of the seamount, of 0.19 and

0.17 m s−1 respectively. Note that this is the speed of propagation of peaks/troughs

of the barotropic wave, which is quite distinct from the velocity of the water. While

this does not provide definitive proof that the seamount is responsible for the 4-day

peak observed in the eastward velocities, it does suggest that the presence of the

seamount is a plausible explanation for this barotropic signal.
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4.3.2 Baroclinic Waves

We now turn to a discussion of the baroclinic signals observed in the integrated

shear variance with periods of 3.8 and 2.6 days (section 3.5), which cannot be

explained by a barotropic model. Brink (1989) discusses the effect of stratification

on seamount-trapped waves, and thus the existence of baroclinic trapped waves

around seamounts as well as barotropic. The model developedfor Brink’s work is

made available at http://www.whoi.edu/page.do?pid=23361, and was used here to

model the effect of the seamount in Shag Rocks Passage.

4.3.2.1 Model Description

Brink’s model is a numerical model which calculates dispersion relations for

seamount-trapped waves at subinertial frequencies in a stratified ocean. The main

assumptions are a rigid-lid ocean surface, that the seamount is axisymmetric, the

equations of motion are linearized, and the bottom boundarylayer is infinitesimally

thin. The Boussinesq approximation will be made throughout.The equations of

motion are:

ut − fv = − 1

ρ0
pr +

1

ρ0
τ rz ,

vt + fu = − 1

rρ0
pθ +

1

ρ0
τ θz ,

0 = −pz − gρ′ ,

1

r
(ru)r +

1

r
(v)θ + wz = 0 ,

ρ′t + wρ0z = 0 .

(10)

In addition to the variables defined above (equations 6),p represents pressure,

τ r and τ θ are turbulent vertical stresses in the radial and azimuthaldirections

respectively (i.e., representing drag), and density is given by

ρ = ρ0(z) + ρ′(r, θ, z, t) , (11)

where|ρ′| ≪ ρ0.

4.3.2.2 Model Inputs and Sensitivity Tests

The necessary inputs to Brink’s model are the stratification,in the form of a depth

profile of N2, and the shape of the seamount. Fig. 4.7 shows twoN2 profiles

considered, along with the profile calculated from the nearest CTD station of the

deployment cruise. A smoothed profile with only a few data points is necessary as a
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Figure 4.7: Profile of the squared buoyancy frequency at mooring Shag 2b. The grey line
is the observed profile, the black and blue lines are two different smoothedprofiles used as
inputs to the Brink model. (The blue and black profiles are the same below 800 m.)

model input for numerical stability. By comparing the results found with these two

N2 profiles, we can determine if the model output is sensitive totheN2 profile in

the upper part of the water column. The blue profile will henceforth be referred to

as “N2 profile 1”, and the black profile as “N2 profile 2”.

It was again necessary to produce an idealized topography which is a reasonable

axisymmetric approximation to the real topography. However, since this numerical

model does not require topography of a particular shape, a better approximation

to the shape of the real seamount can be used than for the barotropic model.

Two possible methods for producing an idealised axisymmetric bathymetry were

considered: averaging depths at given distances from the top of the seamount, or

averaging distances at given depths. The distance from the centre of the seamount

was calculated for each latitude/longitude grid point. Forthe first method, grid

points were binned every 1 km from the centre of the seamount,and the depths

in each bin averaged. The depth profile acquired in this way isthe blue line on

Fig. 4.8. For the second method, grid points were binned every 100 m depth, and

distances from the centre of the seamount in each bin averaged (green line on Fig.

4.8).
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Figure 4.8: Profiles of the seamount bathymetry. The thick black line is the idealised
bathymetry used as an input to the Brink model in chapter 3, and in Fig. 3.10. The green
and blue lines are averages of the observed bathymetry: the blue line is found by averaging
depths for given radii, and the green line by averaging radii for givendepths. The red line
is the seamount profile used with the Sanson model, with a bottom depth of 3000 m.

The second method, averaging distances at given depths, wasfound to be

affected more severely by the non-axisymmetric nature of the real seamount. In

Fig. 4.5a, we see that the bathymetry becomes rapidly deeperon the south-east

side of the seamount, but flattens out more on the west side. Atdepths below

around 3000 m, this pattern results in the distance averagedat given depths being

approximately constant, which is not a good approximation to the shape of the

seamount. Near the top of the seamount, averaging distancesin depth bins means

that large numbers of points from the shallow east side of theseamount are included

in any given depth bin, but only a few points from the steep south-western side.

Again, this does not result in a good approximation to the shape of the seamount.

Therefore, the bathymetry profile found by the first method, averaging depths at

given distances from the top of the seamount, was used. The black line in Fig. 4.8 is

the actual idealized bathymetry input to the model used to produce the results given

in chapter 3. This seamount profile will henceforth be referred to as “seamount

profile 1”. The red line is the seamount profile used with the barotropic model,

which has the formh(r) = h0 exp(λr)
s, whereh0 = 1790 m, s = 1 andλ−1 = 20
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km. This profile, which will henceforth be referred to as “seamount profile 2”, was

also input to the Brink model, to determine if the results are sensitive to the shape

of the seamount.

4.3.2.3 Results and Discussion

The frequency of the topographically-trapped waves was found to be sensitive to

the shape of the seamount but not to theN2 profile. Table 4.2 gives the frequencies

and periods of topographically-trapped waves with azimuthal wavenumbersn = 1

andn = 2, found by Brink’s model using differentN2 and seamount profiles.

Table 4.2: Frequency and period of topographically-trapped waves withazimuthal
wavenumbern = 1 andn = 2, found by Brink’s model using differentN2 and seamount
profiles.

n = 1 n = 2
N2 profile 1 N2 profile 2 N2 profile 1 N2 profile 2

seamount ω (×10−6 s−1) 2.969 3.000 4.460 4.461
profile 1 period (days) 3.90 3.86 2.59 2.59

seamount ω (×10−6 s−1) 2.000 2.000 3.996 3.995
profile 2 period (days) 5.79 5.79 2.90 2.90

These results show that it is plausible for the seamount in Shag Rocks Passage

to produce topographically-trapped baroclinic waves withperiods of 3.8 and 2.6

days. Such baroclinic motions could lead to variability in the internal wave shear

variance, and hence inκz, at those periods. We have not proved definitively that

this was indeed occurring in Shag Rocks Passage: to do so wouldrequire a high

resolution model with bathymetry which was an accurate representation of Shag

Rocks Passage (including the seamount), plus accurate information about the mean

flow so as to model the interaction of the mean flow with the seamount.
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Chapter 5

An assessment of density-based

fine-structure methods for estimating

diapycnal diffusivity in the Southern

Ocean

This chapter forms the basis of a paper currently in preparation for publication in

the Journal of Atmospheric and Oceanic Technology.

citation: Frants, M., S. Gille, J. MacKinnon, G. M. Damerell,K. J. Heywood, 2012,

An assessment of density-based fine-structure methods for estimating diapycnal

diffusivity in the Southern Ocean, J. Atmos. Oceanic Technol., in preparation.

Marina Frants, Sarah Gille and Jennifer MacKinnon, from the Scripps Institution

of Oceanography, worked on the problem of the noise characteristics of the data.

I was involved with the diffusivity calculations, some general discussions on the

noise, and re-working the text and figures after Marina Frantswrote the first draft.

5.1 Abstract

Fine-structure estimates of diapycnal diffusivityκ are computed from CTD and

XCTD data sampled in Drake Passage and in the eastern Pacific sector of the

Southern Ocean and are compared against microstructure measurements from the

same times and locations. The microstructure data show vertical diffusivities that

are an order of magnitude smaller over the smooth abyssal plain in the southeastern
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Pacific than they are in Drake Passage, where diffusivities are thought to be

enhanced by the flow of the Antarctic Circumpolar Current over rough topography.

Fine-structure methods based on vertical strain estimatesare successful at capturing

the spatial variability between the low-mixing regime in the southeastern Pacific

and the high-mixing regime of Drake Passage. Thorpe scale estimates for the

same data set show no significant difference between Drake Passage and eastern

Pacific estimates. XCTD profiles have lower vertical resolution and higher noise

levels after filtering than CTD profiles, resulting in XCTDκ estimates that are, on

average, an order of magnitude higher than CTD estimates. Overall, the estimates

from both CTD and XCTD are 1 to 2 orders of magnitude higher than estimates

made from microstructure measurements and tracer diffusion, suggesting that

the approximations required for computing fine-structure estimates can lead to

over-estimation ofκ.
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5.2 Introduction

Diapycnal turbulent mixing is a dominant factor in controlling the stratification and

energy budget of the global ocean, as well as vertical fluxes of fresh water, nutrients

and dissolved tracers (e.g. Munk and Wunsch, 1998). In the upper ocean, it drives

the heat and gas exchanges between the ocean and the atmosphere, influencing

the ocean’s role in regulating global climate. Observations have revealed a high

degree of spatial variability in diapycnal diffusivityκ, with typical background

diffusivities of 10−5 m2 s−1, and regions of intense mixing whereκ can be as high

as 10−3 m2 s−1 (Gregg, 1987; Toole et al., 1994). Spatial variations of diapycnal

mixing have significant implications for ocean circulationand climate modeling

(e.g. Simmons et al., 2004; Palmer et al., 2007; Nikurashin and Legg, 2011), and

numerical models run with patchy mixing have substantiallydifferent upwelling

patterns than models with uniform mixing (e.g. Jochum, 2009). Thus characterizing

the spatial patterns of vertical diffusivities in the oceanhas emerged as a priority

research topic (MacKinnon et al., 2010).

Vertical diffusivities have typically been inferred from tracer release experiments,

which measure the integrated effect of vertical diffusivity over many months (e.g.

Ledwell et al., 2000, 2011) or from microstructure profiler measurements which

are able to resolve the small vertical length scales thoughtto be responsible for

diapycnal mixing in the ocean (e.g. Toole et al., 1994; Polzin et al., 1995; St. Laurent

et al., 2012). However the availability of these measurements is limited due to cost,

need for trained personnel, and difficulty of deploying the instruments in rough

weather conditions. As a result, a number of alternative methods of estimatingκ

from fine-structure measurements have been developed. These include methods

based on detecting static instabilities in otherwise stably stratified density profiles

(Thorpe, 1977; Dillon, 1982) and on parameterizations of internal wave shear and

strain variances (Kunze, 2003). These fine-structure approaches have been applied

to a wide range of observations made with velocity profiles from lowered acoustic

Doppler current profilers (LADCP) (e.g. Kunze et al., 2006; Naveira Garabato

et al., 2004) or with density profiles from CTDs (e.g. Sloyan, 2005; Kunze et al.,

2006; Gargett and Garner, 2008; Sloyan et al., 2010), eXpendable CTDs (XCTDs)

(e.g. Thompson et al., 2007; Sloyan et al., 2010) and Argo floats (Wu et al.,

2011). These estimates involve a number of approximations the accuracy of which

has not been fully determined, particularly in extreme environments such as the

low-stratification conditions that occur throughout the Southern Ocean. However,

because fine-structure methods offer the promise of inexpensive global maps of
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vertical diffusivity, there is a strong impetus to apply them to the existing archive

of hydrographic data. Density profiles are of particular interest because there is

a long historical archive of density data, and because the growing database of

Argo profiles provides approximately 3000 new density profiles every 10 days

(Roemmich et al., 2009). The objective of this study is to provide an assessment

of fine-structureκ derived from density profiles in comparison with microstructure

measurements collected as part of the Diapycnal and Isopycnal Mixing Experiment

in the Southern Ocean (DIMES).

DIMES was conceived to measure both diapycnal mixing and isopycnal stirring

over the comparatively smooth topography of the southeastern Pacific (upstream

of Drake Passage) and through the rough topography of Drake Passage and the

Scotia Sea where internal wave activity was expected to generate enhanced vertical

mixing (Gille et al., 2007, 2012). The diapycnal mixing component of the project

included purposeful tracer release as well as microstructure measurements. DIMES

measurements in the southeastern Pacific showedκ to be 0.75× 10−5 m2 s−1 on

the basis of microstructure measurements and 1.3× 10−5 m2 s−1 on the basis of

tracer diffusion (Ledwell et al., 2011). In Drake Passage, St. Laurent et al. (2012)

reported an order of magnitude more mixing, with mean valuesof κ found to be 1.3

× 10−4 m2 s−1. Similarly, in a separate field program in the Indian Ocean sector of

the Southern Ocean, Waterman et al. (2012a) also found a strong contrast between

regions of smooth sea floor and steep terrain, withκ averaging 6.9× 10−5 m2 s−1

over most of the region but reaching a maximum of 3.4× 10−3 m2 s−1 near the

Kerguelen Plateau.

In parallel to the tracer release and microstructure profiling, the DIMES project

also carried out an extensive fine-structure measurement campaign that included

LADCP, XCTD, and CTD sampling intended to facilitate an assessment of fine-

structure methods. Results from the LADCP data will be reported separately [A.

Thurnherr, personal communication, 2012], and this study focuses specifically on

density profile data. Previous fine-structure estimates in the Southern Ocean have

indicated enhanced mixing over rough bathymetry (e.g. Sloyan, 2005) and have

indicated diffusivities in Drake Passage, withκ ranging from O(10−4) m2 s−1 to

O(10−3) m2 s−1 (Naveira Garabato et al., 2004; Thompson et al., 2007), somewhat

higher than inferred from the DIMES microstructure or tracer measurements.

While fine-structure estimates might be predicted to overestimate the magnitude of

turbulent diapycnal mixing in the ocean due to the effects ofinstrument noise on

density profiles and spectra, at a minimum we expect that a successful diapycnal

diffusivity estimate should be able to show the order of magnitude diffusivity
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contrast between abyssal plain in the southeastern Pacific and Drake Passage

(Ledwell et al., 2011; St. Laurent et al., 2012).

In order to compute fine-structure diapycnal diffusivity from density profiles,

we consider two commonly-used methods: the Thorpe scale method and the vertical

strain method. Both methods depend only on density profiles and can therefore be

applied when neither microstructure data nor LADCP measurements are available.

Thus, the Thorpe scale and strain methods have the potentialto provide mixing

estimates over a wide spatial and temporal range, provided the data are of sufficient

quality and vertical resolution. We compare the CTD and XCTD estimates against

each other and against the estimates produced by microstructure measurements. The

goal of this analysis is first to determine both for CTD and XCTD profiles whether

either method can replicate the basic contrast between highand lowκ reported in

the microstructure data. Our second goal is to provide guidance about the accuracy

and performance of fine-structure methods in the low-stratification environment of

the Southern Ocean.

5.3 Data and Methods

5.3.1 Data

Fine-structure and microstructure data used for this studywere collected during

January and February 2010 DIMES cruise aboardR/V Thomas G. Thompson. The

survey area covered a region between the Polar Front and the Southern Antarctic

Circumpolar Current Front in the southeastern Pacific, as wellas a transect across

Drake Passage near 65◦W. A total of 137 usable CTD profiles, using two sets of

Seabird SBE 9plussensors, and 22 usable XCTD profiles were obtained at locations

shown in Figure 5.1. All three types of instruments were deployed concurrently

where possible, specifically to facilitate comparing fine-structure mixing estimates

against microstructure measurements. Four of the CTD casts were deployed to a

target depth of 5000 m, and the rest were deployed to 2000 m or to 10 m above

the bottom, whichever is the shallower. However, XCTDs sample to a maximum

depth of 1100 m. For this analysis, we only use the data from the top 1000 m,

both to facilitate comparisons with the XCTD and also becausethis depth range is

sampled most extensively by the Argo program and by glider campaigns. Therefore

evaluation of fine-structure performance in the top 1000 m isa prerequisite for

determining what we can learn from routine density profiles.

Microstructure measurements were sampled with the High Resolution Profiler
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Figure 5.1: Locations of CTD stations, XCTD stations, and microstructure profiler stations
sampled during the DIMES US2 cruise in austral summer 2010. Here red stars indicate
stations for which concurrent microstructure, CTD, and XCTD casts areavailable, red open
circles indicate concurrent CTD and XCTD casts, black filled dots indicate concurrent CTD
and microstructure, and black open circles indicate only CTD data.

2 (HRP2) provided by Woods Hole Oceanographic Institution, and the Deep

Microstructure Profiler (DMP), provided by Rockland Scientific International, Inc.

A total of 40 usable profiles were obtained with HRP2, and 22 profiles with the

DMP, as shown in Figure 5.1. Ledwell et al. (2011) provide detailed information

about the instruments and the sampling methodology. The temperature (and thus

density) profiles were averaged into 0.5 m bins for the HRP2 andinto 1 m bins for

the DMP.

5.3.2 Methods

5.3.2.1 Data pre-processing and noise estimation

Both of the fine-structure parameterization methods used in our analysis require

a clear understanding of the noise characteristics of the data, as well as sufficient

vertical resolution to resolve the turbulence. The raw datamust be carefully

processed in order to minimize the effects of instrument noise and measurement

errors (Gargett and Garner, 2008; Gille et al., 2009; Uchidaet al., 2011).

The temperature and conductivity sensors on the 9plus CTD sample at 24 Hz.

At typical winch speeds, this results in a vertical spatial resolution of approximately

3 cm. However the resolution will vary with changes in winch speed. CTDs are also

subject to ship roll, which can create pressure reversals inthe measured profiles.
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XCTDs record measurements at 25 Hz, equivalent to approximately 14 cm

vertical resolution. They fall freely through the water column, and are not affected

by ship motion. However, they are not intended to be high-precision instruments.

Gille et al. (2009) found that almost all XCTDs exhibit anomalous spectral spikes at

the 5 and 10 Hz sampling frequencies in both the temperature and the conductivity

spectra. To remove the spectral energy at these frequencies, they developed a

method for designing a low-pass filter to remove all energy atfrequencies of 5 Hz

or greater. Applying the same method to our data, we designeda 21-pt filter where

the spectral energy tapers from 1 to 0 in the frequency range between 22% and 34%

of the 12.5 Hz Nyquist frequency. This filter was used in addition to the low-pass

Hamming filter with a 19-scan window as suggested by Uchida etal. (2011). The

filtered and unfiltered spectra for the DIMES profiles sampledin Drake Passage are

shown in Figure 5.2a,b.

Both CTDs and XCTDs are subject to salinity spiking caused by thediffering

time responses of the temperature and conductivity sensors(Johnson et al., 2007;

Gargett and Garner, 2008). To minimize the effects of this spiking for both

instruments, we utilized an iterative procedure similar tothe approach used by

Johnson et al. (2007) to estimate the lag between sensor pairs by minimizing the

cross-spectral phase and maximizing the squared coherencebetween temperature

and conductivity (R. Todd, personal communication). After correcting for the

thermal lag, pressure reversals caused by ship roll were removed from the CTD

profiles (Gargett and Garner, 2008), and salinity was computed from the filtered

and lag-corrected data. Finally, all data were linearly interpolated to 0.25 m depth

intervals. The resulting wavenumber spectra of salinity for the CTD and XCTD are

shown in Figure 5.2c.

The raw XCTD profiles in our data set show uniform-sized discretized

fluctuations of 0.01◦C for temperature and 0.02 S/m for conductivity, implying

corresponding measurement uncertainties of 0.005◦C and 0.01 S/m. To evaluate

the resulting uncertainties in the density values, we performed a 100-run Monte

Carlo simulation in which the measured temperature and conductivity values

were perturbed by normally distributed random noise with the same standard

deviation as the measurement uncertainties. The resultingdensity uncertainty was

approximately 0.012 kg m−3.

To estimate the remaining noise in our processed CTD data, we followed the

procedure described by Gargett and Garner (2008) and examined individual density

profiles, defining the noise level for each profile to be the standard deviation of

detrended density values within a 10 m layer where density iswell-mixed. Based
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Figure 5.2: Comparison of raw and filtered spectra of (a) temperature and(b) conductivity
for XCTD profiles sampled in Drake Passage during the 2010 DIMES survey; comparison
of filtered, binned and time lag-corrected salinity spectra (c) for CTD and XCTD profiles
sampled in Drake Passage during the 2010 DIMES survey. Error bars represent 95%
confidence intervals, computed based on theχ2 cumulative distribution of the spectra
(Bendat and Piersol, 2000). For each comparison, spectra from all available Drake Passage
casts were calculated from detrended 1000-pt profile segments centered on 600 m depth,
then averaged together. (Vertical resolution differs for the processed data used in panel c,
compared with the data used in panels a and b, and this accounts for a difference in the
range of wavenumbers considered.)

on this criterion, the noise level in the CTD density profiles was approximately

4×10−4 kg m−3.

5.3.2.2 Thorpe scale analysis and overturn validation

Thorpe scale analysis (Thorpe, 1977) provides a method for estimating small-

scale mixing rates from temperature and salinity data in places where direct

microstructure measurements are not available. The goal ofthe analysis is to

determine kinetic energy dissipation rateǫ and diapycnal eddy diffusivityκρ. The
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value ofǫ is related to the Ozmidov scaleLO (Ozmidov, 1965) by

ǫ = L2

ON
3 , (12)

whereN is the buoyancy frequency.

The Thorpe scaleLT is obtained by reordering a vertical profile that contains

density overturns in order to create a stably stratified profile. It is defined as

LT ≡
√

〈d′2〉 , (13)

where Thorpe displacementd′ is the displacement of every reordered point from its

original position in the profile.

Comparisons betweenLO andLT suggest a linear relationship between the two

scales (Dillon, 1982; Crawford, 1986). Dillon (1982) found the coefficient to be

LO =(0.8± 0.4)LT . Substituting this relationship into (12) gives

ǫi = 0.64L2

T i〈N〉3i , (14)

wherei refers to theith overturn.

Diapycnal eddy diffusivity can be computed fromǫ as

κρ = ΓǫN−2 , (15)

where Γ is the mixing efficiency. Here we follow common convention (e.g.

Thompson et al., 2007) and assumeΓ = 0.2.

At the beginning of this section, we estimated the instrument noise level in our

filtered data to be approximately 0.012 kg m−3 for the XCTD density profiles and

approximately 4×10−4 kg m−3 for the CTD profiles. At depths between 600 and

1000 m for typical low-stratification profiles in our study region, density changes

of 0.012 kg m−3 occur over depth changes of 15-20 m, and changes of 4×10−4 kg

m−3 occur over 0.5-1.5 m. To reduce the number of false overturns, we discarded

all XCTD overturns of less than 20 m and all CTD overturns of lessthan 1.5 m,

or having a density difference of less than twice the instrument noise. To evaluate

the effect of our choice of minimum overturn size on the diffusivity estimates, we

also performed our analysis of the CTD data using a minimum overturn of 20 m to

match the XCTD analysis. The resultingκ estimates were within one standard error

of the estimates computed with a 1.5 m minimum overturn size,indicating that the

differences between CTD and XCTD estimates are caused primarily by variations
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in instrument performance rather than in the standards for overturn validation.

Galbraith and Kelley (1996) proposed an additional water mass test designed

to reduce the number of false overturns caused by the mismatch in sensor response

times, particularly in regions where temperature and conductivity vary rapidly with

depth. The test is based on performing least-square fits to temperature and salinity

within each overturn and computing the RMS of the differencesbetween the fitted

lines and the data. The results are then normalized by the RMS difference between

the sorted and the unsorted density values within the same overturn to produce

the quantitiesζt for temperature andζs for salinity. The quantityζ = max(ζs,

ζt) can then be used as a measure of the tightness of the T-S relationship within

the overturn. Galbraith and Kelley (1996) proposedζ < 0.5 as the threshold for

overturn validation. However, Martin and Rudnick (2007) andThompson et al.

(2007) have found that a less stringent criterion ofζ < 1 is sufficient, and we

accordingly adopt the criterion ofζ < 1 for our own analysis.

As a final step in reducing noise-related false overturns in the CTD data, we

follow the method of Gargett and Garner (2008) of creating anintermediate density

profile in which a constant density is maintained until a density change greater than

a specified threshold value occurs between two successive data points. Potential

overturns in the intermediate CTD profiles were then evaluated based on Gargett and

Garner’s (2008) overturn ratio criteria, replacing the Galbraith and Kelley (1996)

criteria used for XCTD data:

R0 = min(L+/L, L−/L) , (16)

whereL is the length of an overturn,L+ is the length of that portion ofL where

the Thorpe displacements are positive, andL− is the length of the portion where

the displacements are negative. Values ofR0 < 0.2 implied that the prospective

overturn was caused by a single density spike that might havebeen due to instrument

noise, and overturns with these values were rejected.

For both CTD and XCTD data, the results for each cast were averaged into

100 m depth bins, and error bars were calculated as one standard error based on one

standard deviation of the values averaged in each bin.

5.3.2.3 Vertical strain analysis

A second method of estimatingκρ derives from examining the energy spectra

of vertical strain in the internal wave field. In the stratified ocean, non-linear

interactions among internal waves transfer energy from higher wavelengths to
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increasingly unstable, smaller wavelengths, eventually leading to turbulence.

Comparison of various wave-dissipation models (Wijesekeraet al., 1993) has

shown thatκρ estimates that are in good agreement with observational data can be

obtained by comparing the spectrum of the internal-wave-field strain rates with a

model GM spectrum proposed by Garrett and Munk (1975).

Strain variance level〈ξ2z〉 is computed by integrating the Fourier-transformed

spectral representationφλ of the buoyancy frequency to determine the maximum

wavenumberkmax such that

〈ξ2z〉 =
∫ kmax

kmin

φλdk = 0.2 , (17)

where the minimum wavenumberkmin = 0.01.

The strain variance level for the GM spectrum is computed forthe same

wavenumber range as

〈ξ2z〉GM =
πE0bj∗

2

∫ kmax

kmin

k2

(k + k∗)2
dk , (18)

whereE0 is the dimensionless energy level,b is the scale thermocline depth,j∗
is the reference mode number and2πk∗ is the reference wavenumber, defined as

0.0073(N / N0). Following Gregg and Kunze (1991), we set these parametersto be

E0 = 6.3× 10−5, b = 1300 m, j∗ = 3, andN0 = 0.00524s−1.

Strain-derived vertical diffusivityκφ
ρ can be calculated from equations (17) and

(18) as

κφ
ρ = κ0

〈ξ2z〉2
〈ξ2z〉2GM

H(Rω)J(f,N) , (19)

with κ0 = 0.05× 10−4 m2 s−1.

H andJ are empirical functions that account for the effect of latitude on the

internal wave field. The functionH is given as

H(Rω) =
3Rω(Rω + 1)

4(R2
ωGM)

√

2

Rω − 1
, (20)

whereRω = 〈V 2
z 〉/(N2〈ξ2z〉) is the shear/strain ratio, withVz being the vertical

derivative of horizontal velocity. For our calculations, we followed Kunze et al.

(2006) and setRω = 7 andRωGM = 3. J is given as

J(f,N) =
fcosh−1(N/f)

f0cosh−1(N0/f30)
, (21)
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wheref0 = 7.29× 10−5s−1 is the Coriolis frequency at 30◦ latitude.

Thompson et al. (2007) used equations (19), (20), and (21) tocalculate spectra

based on both buoyancy frequency and potential density profiles across Drake

Passage, and found that both quantities produced spectra ofsimilar amplitudes,

with differences of less than 15%. Both spectra also showed the same spatial pattern

of κρ values across the passage. For our analysis, we used buoyancy frequency

spectra, computed using the method described by Kunze (2003) and followed by

Thompson et al. (2007).

To compare the vertical strain diffusivities for CTD and XCTD data, we

computedκφ
ρ estimates for the CTD and XCTD sections sampled over two eastern

Pacific transects and one Drake Passage transect during the DIMES survey, using

an averaged value of the Coriolis parameter,f = 1.27× 10−4s−1 (latitude 60.7◦S),

for each transect. For every buoyancy frequency profile in the transect, we divided

the data into 100 m depth bins, discarding the top 200 m to eliminate the mixed

layer and the effects of ship’s draft near the surface. We normalized the data in each

bin by the average buoyancy frequency for that bin, then subtracted a linear trend

before computing the spectrum. We then averaged the spectraover all casts in each

bin. The resulting spectra for the XCTD and CTD, as well as the GMspectrum, are

shown in Figure 5.3 for the mid-depth bins for all the stations in the Drake Passage

transect.

5.4 Results and discussion

The diffusivity estimates produced by both Thorpe scale andvertical strain methods

depend on the noise inherent in the available density profiles. We compare values

of κ obtained from two sets of DIMES stations in which CTDs and XCTDswere

deployed concurrently. One set consisted of stations located in the eastern Pacific

sector of the Southern Ocean, while the other was sampled along a transect in Drake

Passage near 65◦W, as indicated in Figure 5.1.

In optimal conditions, we would compare the microstructureshearκ estimates

against separate fine-structureκ estimates derived from HRP2/DMP, CTD, and

XCTD density profiles. However, the HRP2 suffered from salinity spiking

issues, for which a correction has not yet been determined (St. Laurent, personal

communication, 2012). We considered using temperature profiles below the

subsurface temperature maximum in order to evaluate fine-structure diffusivity,

following an approach tested by Thompson et al. (2007). However temperature

and density spectra differ substantially (not shown) implying that even below the
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Figure 5.3: Comparison between vertical spectra of buoyancy frequency (blue) for the (a)
XCTD and (b) CTD stations in Drake Passage, and the GM model spectrum (thick black
line). Vertical red lines indicate the spectral uncertainty. The error barson the spectra
represent the 95% confidence interval, computed based on theχ2 cumulative distribution of
the spectra (Bendat and Piersol, 2000).

temperature maximum, salinity and temperature variationstypically compensate

each other, so that temperature alone is not representativeof the density field.

Thus the fine-structure results presented here are based on CTD and XCTD density

profiles only, and these are compared with microstructure shear estimates ofκ from

the HRP2 and DMP centimeter-scale shear probes.

5.4.1 Thorpe scale method

Thorpe scaleκ estimates are shown in Figure 5.4a-b, for XCTD (blue) and CTD

(green). Microstructure estimates (magenta) are also included for comparison.

For each depth bin, the mean diffusivity estimates plotted here are determined

by averaging results from all stations where profiles were available from all three

instruments (XCTD, CTD and Microstructure), marked with red stars on Figure

5.1. To leading order, diffusivities are log-normally distributed, and uncertainties

plotted here are computed from the standard deviation of log(κ). Both the CTD

and the XCTD estimates in Figure 5.4 show values of similar order of magnitude to
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Figure 5.4: Thorpe scale (top row) and strain (bottom row) estimates ofκ computed from
CTD and XCTD data sampled during the DIMES survey in January and February 2010 in
(a, c) southeast Pacific, (b,d) Drake Passage. Results shown here are based on stations for
which all three instruments were available (red stars in Figure 5.1.) Estimates derived from
measured microstructure shear are also plotted for comparison purposes.



100 Density-based fine-structure methods for estimating diapycnal diffusivity

previous fine-structure estimates (Naveira Garabato et al., 2004; Thompson et al.,

2007). For example, the magnitude and vertical structure ofthe CTD estimates for

the southeastern Pacific stations is consistent with the estimates made by Sloyan

et al. (2010) in the southeastern Pacific during austral winter of 2005 and austral

summer of 2006, withκ values being highest below the mixed layer and decaying

with depth.

The XCTD Thorpe-scaleκ estimates in Figure 5.4a-b are inconsistent with

the microstructure shear estimates and previous observations from tracer diffusion

(Ledwell et al., 2011) and LADCP (Naveira Garabato et al., 2004). The XCTD

estimates are approximately two orders of magnitude largerthan the microstructure

shear estimates and do not reproduce the vertical structureseen in the microstructure

estimates. The CTD Thorpe-scaleκ estimates in the southeastern Pacific (Figure

5.4a), show similar inconsistencies with microstructure above 600 m, but below

that depth they become more consistent with the microstructure estimates. In Drake

Passage, the CTD Thorpe-scaleκ estimates (Figure 5.4b) are reasonably consistent

with the microstructure shear estimates, though they do notreproduce exactly the

vertical structure of the microstructure estimates.

In order to capture theO(10−5) m2 s−1 diffusivities determined from

microstructure data, with typical observed buoyancy frequenciesN2 of O(10−5) in

our survey region, equations (14) and (15) indicate that we should expect Thorpe

scales of approximately 10 cm. Neither the CTD nor XCTD data arecapable of

resolving such small overturns, given the vertical resolution and noise thresholds

estimated in section 5.3.2. Thus, in the southeastern Pacific and Drake Passage,

overturns can only be observed from CTD or XCTD data at the uppertail of their

probability distribution. If the spatial variability of large overturns were consistent

with the spatial variability of all convective overturns, then Thorpe scales might be

expected to yield useful information about the spatial patterns ofκ. However, our

results suggest that this is not the case in the ACC.

XCTD Thorpe-scales produce higher values ofκ than the CTD estimates, with

Drake Passage values up to two orders of magnitude larger. Inaddition the XCTD

estimates have larger error bars. A comparison of CTD and XCTD salinity spectra

(Figure 5.2c) shows different spectral slopes in the 10−1 to 100 cpm frequency

range, even after careful processing to minimize noise, as discussed in Section

5.3.2. The difference between the two spectra and the higherstatistical uncertainties

together suggest that the filtered XCTD data still retain significant instrument noise.

Filtering at lower wavenumbers would reduce the noise, but at the cost of reducing

the accuracy of the resulting estimates, because filtering would also increase the
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minimum resolvable overturn size and filter out parts of the true turbulence signal

along with noise.

5.4.2 Vertical strain method

Estimates ofκ computed using the vertical strain analysis described in section

5.3.2.3 are shown in Figure 5.4c-d. Again, microstructure-based diffusivities

(magenta) are indicated for comparison. Mean diffusivities for the strain analysis

are determined in the same way as for Thorpe scales, by averaging all estimates

within a depth bin, and error bars are again assigned assuming a log-normal

distribution.

Compared with the Thorpe scale method, the strain method produces

significantly smaller differences between the XCTD and CTD estimates, and

between fine-structure instruments and microstructure. The XCTD estimates show

a wider range of values and larger error bars than the CTD estimates, and XCTD

estimates generally exceed CTD and microstructure estimates, particularly in Drake

Passage below 600 m.

5.4.3 Diffusivity in Drake Passage versus the southeastern

Pacific

At the most basic level, a successful fine-structure parameterization should capture

the order of magnitude increase in vertical diffusivity between Drake Passage and

the abyssal plain. In Figure 5.5, magenta lines indicate theratio of microstructure

κ in Drake Passage to microstructureκ over the abyssal plain. Uncertainties are

determined by propagating the errors from the averagedκ’s shown in Figure 5.4

. Half the bins show ratios greater than 1, which is generallyconsistent with

tracer diffusivity differences inferred in the same region(Ledwell et al., 2011). The

remaining bins show no significant variation between the tworegions.

For Thorpe scales, panel a of Figure 5.5 compares the XCTD and CTD

diffusivity ratios against the equivalent microstructurediffusivity ratios at stations

where data from all instruments were available. For the XCTD Thorpe scale

estimates (blue), half the bins show ratios greater than 1, though not at the

same depths as the microstructure ratios. The CTD Thorpe scale estimates

(green) indicate a ratio that is consistently less than one,reflecting the higher

CTD estimates in the southeast Pacific as compared both with the corresponding

microstructure estimates, and the CTD estimates in Drake Passage. The CTD ratios
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Figure 5.5: The ratios of (a) Thorpe and (b) strain estimates ofκ in Drake Passage to the
estimates in the southeast Pacific. Magenta lines indicate the ratio of microstructure shear
estimates ofκ in Drake Passage to the estimates in the southeast Pacific.

are inconsistent with the microstructure ratios and with previous observations by

Ledwell et al. (2011); Naveira Garabato et al. (2004); St. Laurent et al. (2012)

which indicate that diffusivities in Drake Passage are elevated compared to abyssal

values. We suspect that this is because the CTD-Thorpe scale estimates over the

abyssal plain are dominated by noise and thus very inaccurate, whereas the Drake

Passage estimates are more accurate. However, without independent estimates (e.g.,

from microstructure) it is difficult to discover if one is taking measurements in a

regime where the instrument used will give accurate resultswith the Thorpe scale

method. Thus the Thorpe-scale method provides no formal means to distinguish

high mixing and low mixing regimes.

Strain method ratios are shown in panel b of Figure 5.5. The XCTD ratios lie

between100 and 101, with values at some depths which are substantially larger

than the microstructure shear ratios. The CTD ratios are consistently smaller than

the XCTD ratios, with ratios in the 200-300 m and 400-500 m binsbeing smaller

than the corresponding microstructure ratios by at least one standard error. Neither

XCTD nor CTD reproduces the vertical structure of the microstructure shear ratios.

When viewed over the entire water column, however, the strainmethod does appear
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to be able to differentiate regions of high mixing from regions of low mixing with

both XCTD and CTD data.

5.4.4 Quantifying diffusivity

A second test of a successful fine-structure parameterization is whether it provides

reasonable quantitative estimates of the vertical diffusivity. Ledwell et al.

(2011) found a factor of two difference between tracer-derived diffusivity and

microstructure diffusivity, which might be attributable to temporal variability but

could also indicate the presence of physical processes thatgenerate mixing in

ways that are not readily measured by microstructure probes. Similarly, Waterman

et al.’s (2012b) ratios of microstructure and shear/strainfine-structure diffusivities

computed near the Kerguelen Plateau indicate that the shear/strain estimates

typically exceed microstructure by a factor of 2 to 3 in the top 1000 m of the

ocean in regions of flow over rough topography. The Ledwell etal. (2011)

and Waterman et al. (2012b) results suggest that density-based fine-structure

diffusivities might be expected to provide order-of-magnitude agreement with

microstructure diffusivities, but that we probably cannotexpect them to agree by

better than a factor of two or three.

Figure 5.6 shows ratios of fine-structure diffusivity to microstructure diffusivity

for the two regions. For both the Thorpe scale (Figure 5.6a-b) and strain (Figure

5.6c-d) estimates, the XCTD diffusivity exceeds the microstructure diffusivity

(blue). For the Thorpe scale approach, differences can be asmuch as two orders

of magnitude, while the strain diffusivities provide a better match but can still

exceed the microstructure by an order of magnitude or more atsome depths. The

Thorpe-scale over-estimates are consistent with indications that instrument noise

in XCTD measurements leads to inflated estimates of diffusivity, with the Thorpe

scale estimates being more affected than the strain estimates.

The CTD-derived fine-structure estimates provide a better quantitative match

(green lines in Figure 5.6), but can still differ from microstructureκs by an order of

magnitude, particularly for the Thorpe-scale method in thelow diffusivity region

of the southeastern Pacific (Figure 5.6a). The best fine-structure/microstructure

agreement appears to occur for the Thorpe-scale based analysis of CTD data

collected in Drake Passage, where microstructure measurements reflect the presence

of enhanced mixing. However, the fact that Thorpe scales do not perform well

in regions of lower mixing means that Thorpe scales are probably ill-suited for

analyzing observations spanning regions of low stratification and low mixing. For
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Figure 5.6: The ratios of Thorpe scale (top row) and strain (bottom row) estimates ofκ to
microstructure estimates for CTD and XCTD in (a, c) southeast Pacific and (b, d) Drake
Passage.

the strain method, CTD-derivedκ’s usually agree with microstructure derivedκ’s

within statistical uncertainty, though the statistical uncertainties can be large. The

ratios of CTD strain estimates to microstructure estimates are within one order of

magnitude for all depth bins except for the topmost bin in Drake Passage.
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5.5 Summary

Fine-structure estimates of diapycnal diffusivities in the Southern Ocean were

computed from CTD and XCTD data sampled during the DIMES surveyin January

and February of 2010. Both the Thorpe scale and the vertical strain method

produced values ofκ on the order of 10−4 to 10−3 m2 s−1. The fine-structure

methods for the CTD and the XCTD tend to overestimateκ, compared with

microstructure shear estimates, by at least an order of magnitude, except in Drake

Passage, where the strain method for the CTD tends to underestimateκ compared

with microstructure shear estimates.

A close examination of the noise characteristics of CTD and XCTD data

indicates that once the data have been processed to minimizeinstrument noise,

salinity spiking and ship effects, the minimum size of resolvable density overturns

for Thorpe scales is approximately 1.5 m for CTD data and 20 m for the XCTD.

Such a resolution is insufficient for the Thorpe scale methodto resolve the small

overturns that generate most of the mixing in the survey region. The XCTD-Thorpe

scaleκ estimates exceed the microstructure shear estimates by up to two orders of

magnitude, while microstructure and CTD-Thorpe scale estimates match within an

order of magnitude in Drake Passage.

The strain method produces more consistentκ estimates than does the Thorpe-

scale method, and the CTD estimates match microstructure more closely than the

XCTD. Neither the XCTD nor the CTD precisely reproduce the differences in

diffusivity that have been previously measured between Drake Passage and the low-

mixing region in the eastern Pacific section of the survey (Ledwell et al., 2011;

St. Laurent et al., 2012), though the strain estimates provide a more consistent

representation of the spatial variations, and the CTD yieldsmore robust results

with smaller statistical uncertainties than the XCTD. However, even with the CTD

data, the strain method still leaves considerable uncertainty in κ, with values often

overestimated in the southeastern Pacific and underestimated in Drake Passage.

Our analysis implies that CTD and XCTD measurements do not precisely

replicate the microstructure estimates of small-scale mixing in the low-stratification

regime characteristic of the Southern Ocean. However, boththe Thorpe scale and

the strain method have the potential to produce accurate estimates in regions where

the stratification is high and mixing is characterized by large density overturns.

Additional methods, such as a shear/strain approach based on a combination of

CTD and LADCP data, may offer more possibilities for minimizing discrepancies

between microstructure and fine-structure diffusivity estimates.
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Chapter 6

Conclusions and Future Work

6.1 Context

The oceans are a significant part of the world climate system due to the high

heat capacity of water, the contribution of the oceans to themeridional transport

of heat, and the ocean-atmosphere exchanges of gases, water, heat, momentum

and particulate matter (Bigg et al., 2003). In order to develop models which

can accurately predict future responses to anthropogenic activity, we must first

understand and quantify the ocean circulation and the driving mechanisms thereof.

In the Southern Ocean, the Antarctic Circumpolar Current (ACC) is the largest

current system. The ACC is the only current to flow around the globe without

encountering any continuous land barrier, facilitating the exchange of water and

water mass properties (heat, salt, nutrients, etc.) between the Atlantic, Pacific

and Indian Oceans. The transport of the ACC at different longitudes, and the

baroclinic and barotropic variability in the transport, isan ongoing area of research

(e.g. Cunningham et al., 2003; Ganachaud and Wunsch, 2000; Gladyshev et al.,

2008; Heywood and King, 2002; Meijers et al., 2010; Rintoul and Sokolov, 2001).

Observations of ACC transport on the northern flank of the Kerguelen Plateau were

the subject of chapter 2.

The meridional overturning circulation is also an important component of the

global climate system. While considerable progress has beenmade in measuring

the rate of formation of deep water at high latitudes, the return of deep water to

shallower depths remains an area of extensive research (Ganachaud and Wunsch,

2000). Some of this is accomplished by Ekman suction due to strong winds

(Toggweiler and Samuels, 1995, 1998)), but much is due to turbulent mixing across

isopycnals, referred to as diapycnal mixing. Model studieshave shown that the
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spatial variability of diapycnal diffusivity (κz) is a critical factor controlling the

strength and structure of the circulation (see, for example, Huang, 1999; Marotzke,

1997; Marzeion and Drange, 2006; Saenko and Merryfield, 2005; Schmittner and

Weaver, 2001; Zhang et al., 1999), and may even affect the response of the climate

system to increased atmospheric CO2 (Saenko, 2006). Efforts are therefore ongoing

to measureκz as extensively as possible.

Unfortunately, measuringκz is complex and expensive. The most direct method,

tracer release, requires a great deal of funding and ship time. Furthermore, tracer

release suffers from the drawback of providing a measure ofκz integrated over a

wide area and time span: while this may improve the accuracy of measurement,

very little information can be gained about the spatial and temporal variability

of κz. The alternative is to use profiles of temperature, salinityand current

velocities/shears as indicators ofκz. Microstructure profilers are thought to provide

reasonably accurate measurements but are very costly to build and operate, so

efforts are underway to develop methods for calculatingκz from data which can

be obtained with greater ease and at less expense, such as data from CTDs/XCTDs

and LADCPs (e.g. Naveira Garabato et al., 2004; Kunze et al., 2006; Mauritzen

et al., 2002; Sloyan, 2005; Sloyan et al., 2010; Thompson et al., 2007). The use of

CTD/XCTD density profiles to calculateκz was the subject of chapter 5.

Temporal variability inκz has not been widely addressed. Most existing

measurements or estimates ofκz are either snapshots at a single time, or a single

integrated value over months or years. The few time series available, such as those

discussed by Inall et al. (2000); Rippeth et al. (2002); Palmer et al. (2008); Moum

and Nash (2009); Shroyer et al. (2010) are from shallow shelfseas or tidal channels,

and cover only a few days or weeks, with the longest (Moum and Nash, 2009)

spanning a period of four months. To discover if there is significant natural climate

variability in κz, longer times series are required. Developing a method to calculate

κz from the data collected by long-term, deep ocean moorings was the subject of

chapter 3.

6.2 Progress

This thesis has presented results from three different Southern Ocean studies.

Firstly, results were presented from the high resolution hydrographic survey carried

out on the northern flank of the Kerguelen Plateau as part of the SOFine project.

We identified a complex meandering current system with a blended STF/SAF to

the north, a subsurface expression of the PF to the south, anda blended SAF/PF
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to the east, which was deemed to be typical of the region. The total eastward

volume transport was found to be 174± 22 Sv, mostly associated with the blended

STF/SAF. This transport estimate is considerably larger than previous baroclinic

estimates (Park et al., 1993; Sparrow et al., 1996) because of the large barotropic

component of the total flow, and is also large compared with typical Drake Passage

transports (Cunningham et al., 2003), but can be reconciled with other estimates

of the total transport with the additional 15 Sv of the Indonesian Throughflow

(Sprintall et al., 2009). The fronts may act as barriers to the exchange of water mass

properties across surface waters, but may perhaps be actingas blenders deeper

in the water column. Significant water mass transformation across isopycnals is

not required to balance the budgets in this region, which is in agreement with the

relatively moderate diapycnal diffusivities found by Waterman et al. (2012a). To

our knowledge, we identify for the first time the presence of NIDW in the ACC on

the northern flank of the Kerguelen Plateau.

These results could be of use in validating climate models byconsidering, for

example, whether the variability in the models encompassestransport as high as

174 Sv in this region, and whether the models permit the presence of NIDW on the

northern flank of the Kerguelen Plateau. Details of the flow around the Plateau is

also of significance for biogeochemical studies, such as theeffect of iron availability

on phytoplankton blooms and the subsequent carbon export tothe ocean interior

(Blain et al., 2001, 2007).

The other results presented here were more directly concerned with measuring

diapycnal diffusivity, and spanned areas of low mixing (theabyssal plain in the

southeastern Pacific region of the Southern Ocean) and high mixing (Drake Passage

and Shag Rocks Passage). Figure 6.1 outlines the mixing levels at these locations.

These are in agreement with previous observations of enhanced mixing in regions

where strong currents interact with complex topography (asdiscussed in chapter 1).

Mixing over the Kerguelen Plateau is only moderately enhanced above background

levels, but the topography here, although sloping, does nothave as much small-

scale topographic roughness as Drake Passage (Waterman et al., 2012a) or Shag

Rocks Passage. Small-scale, in this context, refers to features O(100) m to O(10)

km in size, from which linear theory predicts lee waves will radiate (Nikurashin

and Ferrari, 2011). Satellite bathymetry can not resolve topographic features with

scales shorter than 10-20 km; information about such features is only available from

single beam or multibeam soundings.

As mentioned in section 6.1, efforts are ongoing in the oceanographic

community to find ways to measure diapycnal diffusivity withgreater ease and less
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Figure 6.1: Schematic of the region south of 30◦S, including the Southern Ocean, showing
mixing levels at the locations discussed in this thesis. Depths shallower than 3000 m are
shaded grey. Thick black contours indicate climatological mean locations of the Polar Front
(south) and Subantarctic Front (north) from Orsi et al. (1995). Markers and labels indicate
the locations discussed in previous chapters, with colours indicating the level of mixing: low
mixing (green) at the abyssal plain (AP) in the southeastern Pacific regionof the Southern
Ocean (chapter 5), moderate mixing (orange) at the Kerguelen Plateau (KP, chapter 2), high
mixing (red) in Drake Passage (DP, chapter 5), and higher still (dark red) in Shag Rocks
Passage (SRP, chapter 3).

expense than tracer release or deploying microstructure profilers. Unfortunately,

the results we present from the DIMES project (chapter 5) cast doubt on the

advisability of using XCTD or CTD density profiles for this purpose, at least

in areas of weak stratification (such as the Southern Ocean) and/or low mixing,

and with the current calculation methods. The noise characteristics of the CTD

and XCTD data result in a minimum size of resolvable density overturns (1.5 m

for CTD data and 20 m for XCTDs for typical Southern Ocean low-stratification

profiles) which is insufficient for the Thorpe scale method toresolve the small

overturns that generate most of the mixing in the region surveyed. The method

based on the variance of vertical strain was successful at capturing the order of
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magnitude increase between the low-mixing regime in the southeastern Pacific and

the high-mixing regime of Drake Passage, but the estimates still do not reproduce

the vertical structure of estimates made using microstructure shear profiles, and can

differ from microstructure shear estimates by more than an order of magnitude.

One of the interesting aspects of the Shag Rocks Passage Study(chapter 3) is

the lack of a seasonal cycle or semi-annual signals such as are seen in Southern

Ocean winds (Large and Van Loon, 1989). We might have expected a seasonal

or semi-annual cycle for two reasons: near-inertial oscillations generated by wind

forcing might propagate downwards; the Polar Front might move seasonally, and

the stratification and shear variability might differ on either side of the front.

Neither effect was detected in this study. There were no significant correlations

with the winds over the entire Southern Ocean, suggesting that the variability in

this region, at the depths ensonified, is generated by instabilities in the ocean and

buoyancy forcing but is not directly wind-driven. We also did not detect any signal

which could be obviously connected with the movement of the Polar Front over the

mooring. This might be because the method used to extrapolate N in the depths

ensonified was insufficiently sensitive, but the lack of a significant correlation

between the integrated shear variance and the temperature time series suggests

that the movement of the front did not have a substantial influence on the waters

ensonified.

6.3 Future research

It would be interesting, in the future, to repeat this aspectof the DIMES project

(the simultaneous deployment of XCTD, CTD and microstructureprofilers) in

areas with higher stratification and/or mixing. One possible location would be

the Brazil Basin (site of a number of the early observational studies measuring

diapycnal diffusivity - see chapter 1 and Polzin et al., 1997; Ledwell et al., 2000),

which incorporates both a smooth abyssal plain and the roughtopography of the

mid-Atlantic ridge, and has generally higher stratification than in the Southern

Ocean. One advantage to carrying out such a study in the BrazilBasin would be to

determine if there has been any change since the previous studies, but conversely,

choosing another location with a suitable range in topographic roughness could

extend the global coverage of diffusivity estimates.

Density profiles from any nearby Iridium Argo floats could also be considered,

as these provide high-resolution (2 m) profiles that are ableto resolve fine-scale

(tens to hundreds of meters) strain (Wu et al., 2011). Data from Seagliders could
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also be incorporated. Beaird et al. (2012) discuss a method toinfer the rate of

dissipation of turbulent kinetic energy (ǫ, from whichκ is easily calculated) using

data from Seagliders. Their Seaglider Large-Eddy Method utilises finescale vertical

velocity measurements inferred from the vertical flight model of the Seaglider,

as well as density measurements. They show that this method performs well (by

comparison with a microstructure survey) in the energetic turbulence of the Faroe

Bank Channel. Comparisons between this method and purely density profile based

methods would also be interesting. Seagliders and Iridium Argo floats both provide

profiles at much less expense than microstructure profilers,and the data coverage

provided by these types of instruments is increasing rapidly.

As mentioned in section 3.6, the mooring in Shag Rocks Passageused for this

study was not designed to measureκz, and in particular lacked temperature and

salinity instrumentation in the water depths ensonified by the ADCP. Figure 6.2

outlines a possible improved design for a mooring intended for κz measurements.

The basic design is similar to the mooring in Shag Rocks Passage, with the

addition of a string of instruments giving reasonably accurate temperature and

salinity readings (such as Seabird Electronics MicroCATs, as indicated here), in

the depths ensonified. The spacing of these instruments is such that they fall

at the centre of 100 m bins upwards from the ADCP, so that, if thequality of

the ADCP velocity measurements is sufficient, the diffusivity estimates can be

made every 100 m rather than averaged over the entire depth ensonified. If the

mooring were to be deployed in an area where particularly complex stratification

is expected, additional MicroCATs might be necessary, and similarly, in regions

with particularly simple stratification fewer MicroCATs might be sufficient. 100

m spacing seems a reasonable baseline. RCMs are included aboveand below the

depths ensonified, to provide verification that the velocities recorded by the ADCP

(and, in particular, unexpected features/variability) are not instrument artefacts.

The near-bottom RCM and MicroCAT are included so the bottom boundary layer

can be compared with waters above. Pressure loggers are included so that mooring

motion can be analysed. The portion of the mooring marked as ’Repeat Section’

could be repeated upwards in the water column to give a more complete vertical

picture. Increased mixing in the upper part of the water column has been ascribed to

the influence of the wind in other studies (e.g. Jing and Wu, 2010; Wu et al., 2011;

Waterman et al., 2012a), but a long time series of diffusivity estimates showing

correlation with local winds would provide additional verification.

If such moorings were to be deployed in Shag Rocks Passage, it would be

interesting to place three of them such that they encircled the seamount. If we
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Figure 6.2: Schematic of a mooring designed forκ measurements. This is based on the
moorings in Shag Rocks Passage, but includes MicroCATs in the water depths ensonified
by the ADCP, so that a more accurate profile of buoyancy frequency is available.
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are correct in our supposition of topographically trapped waves propagating around

the seamount, variability due to these waves should be apparent in all the moorings.

However, it would be of more general interest to place such moorings in locations

covering a wide range in stratification and mixing regimes, current strengths and

variability, eddy activity, and atmospheric conditions. With repeating chains of

ADCPs, RCMs and MicroCATs, one could hypothetically achieve time series of

diffusivity estimates showing the influence of stratification, currents, winds and

eddies, and the time-and-depth variations in those effects, as well as increasing

the dataset of diffusivity estimates around the global ocean. Time series of a year or

more in length would give a first look at the natural climate variability in diapycnal

diffusivity in the chosen locations.

Deploying moorings for the specific purpose of measuring diffusivity at a wide

range of locations would amount to a very ambitious (and expensive!) program.

More realistically, moorings could be modified on an opportunistic basis to allow

for diffusivity estimates. If a mooring for another projectalready included a

LongRanger ADCP, it would be relatively inexpensive to add RCMs above and

below (if not already part of the mooring design), and a chainof MicroCATs

in the water depths ensonified to provide the necessary temperature and salinity

measurements.

It would also be sensible to test diffusivity estimates calculated from the

data produced by such moorings against estimates from a microstructure profiler

deployed in the same location. If possible, one would take concurrent CTD/LADCP

and microstructure profiles in the vicinity of such a test mooring in a couple

of different locations with smooth/rough topography, and at times with some

different wind strengths. This should highlight regimes where the reduced

vertical resolution (compared with normal CTD/LADCP profiles) is significantly

degrading the diffusivity estimates. These tests could be combined with the

hypothetical deployment, discussed above, of concurrent and co-located XCTDs,

CTD/LADCP, microstructure profilers, Iridium Argo floats and Seagliders. Thus

the microstructure profiles could be used efficiently to testa wide variety of

finescale instruments and methods of calculating diapycnaldiffusivity, which could

also be inter-compared. These might provide an opportunityfor some improvement

in the finescale parameterization methods, which were originally developed by

comparison with microstructure instruments (e.g. Gregg and Kunze, 1991; Polzin

et al., 1995, 2002), but are still being modified and improved(e.g. Thurnherr,

2012).
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6.4 Final Conclusions

Results from three Southern Ocean studies have been presented in this thesis.

Firstly, the high resolution hydrographic survey carried out on the northern flank

of the Kerguelen Plateau identified a complex meandering current system carrying

a total eastward volume transport of 174± 22 Sv, mostly associated with the

blended STF/SAF. Significant water mass transformation across isopycnals is not

required to balance the budgets in this region, which is in agreement with the

relatively moderate diapycnal diffusivities found by Waterman et al. (2012a). The

results from the DIMES project cast doubt on the advisability of using CTD/XCTD

density profiles to estimate diapycnal diffusivity in areasof weak stratification

such as the Southern Ocean, because the noise characteristics of the data result

in inaccurate diffusivity estimates. Finally, the work in Shag Rocks Passage has

led to the development of a method for estimating diffusivity from moored ADCP

velocity shear profiles. We derive an 18-month time series ofdiffusivity estimates

with a median of3.3× 10−4 m2 s−1 and a range of0.5× 10−4 m2 s−1 to 57× 10−4

m2 s−1. There is no significant signal at annual or semiannual periods, but there

is evidence of signals at periods of approximately fourteendays (likely due to the

spring-neaps tidal cycle), and at periods of 3.8 and 2.6 daysmost likely due to

topographically-trapped waves propagating around the local seamount. We also

outline a mooring design intended for the acquisition of diffusivity time series in

the future, to allow for an assessment of natural climate variability in diapycnal

diffusivity.
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