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Abstract

Understanding and quantifying the circulation of the oseamd the driving
mechanisms thereof is an important step in developing nrsadeich can accurately
predict future climate change. In particular, model stadiave shown that the
spatial variability of diapycnal diffusivity, which repsents the rate at which deep
water returns to shallower depths by means of turbulentydizgd mixing, is a
critical factor controlling the strength and structure loé ttirculation. Efforts are
therefore ongoing to measure diffusivity as extensivelypassible, but temporal
variability in diffusivity has not been widely addressed.

Results from three Southern Ocean studies are presenteld thelis. Firstly,
a high resolution hydrographic survey carried out on thehson flank of the
Kerguelen Plateau identifies a complex meandering curgstés carrying a total
eastward volume transport of 144 22 Sv, mostly associated with the blended
Subtropical Front/Subantarctic Front. Significant wataseitransformation across
isopycnals is not required to balance the budgets in thisomeg Secondly,
results are presented which cast doubt on the advisabifityising density
profiles acquired using Conductivity-Temperature-Depttruments to estimate
diapycnal diffusivity (an attractive proposition due tevicost and widespread data
availability) in areas of weak stratification such as thetB8ern Ocean, because the
noise characteristics of the data result in inaccurateiglifity estimates. Finally,
a method is developed for estimating diffusivity from predilof velocity shear
acquired by moored acoustic Doppler current profilers. Anridhth time series
of diffusivity estimates is derived with a median®8 x 10~* m? s~ and a range
of 0.5 x 1074 m?> s7* to 57 x 10~* m? s~L. There is no significant signal at annual
or semiannual periods, but there is evidence of signalsraigseof approximately
fourteen days (likely due to the spring-neaps tidal cy@dey at periods of 3.8 and
2.6 days most likely due to topographically-trapped wavepagating around the
local seamount. More widespread application of this metivodld allow for an
assessment of natural climate variability in diapycndugitity.
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Chapter 1

Introduction

1.1 General Context

The circulation of the world’s oceans is an important calitrg factor for the
surface climate due to the high heat capacity of water, theribotion of the
oceans to the meridional transport of heat, and the ocenosghere exchanges of
gases, water, heat, momentum and particulate matter (BigQj, 2003). Abrupt
and dramatic changes in the climate of the past have beeedlitd non-linear
behaviour of the ocean circulation (McManus et al., 2004;i&stbrf, 2002), and
there is some concern that anthropogenic, @@issions might lead to an abrupt
shift in circulation patterns in the future (Broecker, 199us understanding, and
guantifying, the circulation of the oceans and the drivingchanisms thereof is
an important step in developing models which can accurgisdgict the future
response to anthropogenic activity. The main ocean tratspmd the rate of
formation of deep water at high latitudes are reasonably mebksured (Figure
1.1), but the return of deep water to shallower depths resrainarea of extensive
research (Ganachaud and Wunsch, 2000).

1.2 The Southern Ocean

In the late 1700s, Captain Cook first used the term 'Southera®¢e describe the
area surrounding Antarctica, particularly referring te fairly uniform nature of
the climate, currents, winds and marine life. The Southerea® is not physically
separated from the oceans to the north, so could be congigeresouthward
extensions of the Atlantic, Indian and Pacific Oceans. Hewethe northern
current systems of the Southern Ocean sharply delineatedle waters and
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Figure 1.1: Zonally integrated layer volume transports in Sv (Sverdr@Ssni s—!). The
estimated water transports are indicated for the different density clasgieddd by neutral
surfaces 4", in kg m™3) and across selected hydrographic sections. Neutral surfaces are
close to surfaces of constant density, but are chosen so that mowaorenthem minimizes

the work done against gravity. The colour of the upwelling or down-welBngpws
indicates the layer from which the water is coming. In the Southern Ocearbotimm
water formation takes place mostly in the Weddell Sea, while the upwelling distmibigtio
uncertain. In the Indian Ocean, most of the upwelling takes place norttSofThe South
Pacific transports are given at°s because of the more complicated structure 8632
Reproduced from Ganachaud and Wunsch (2000).

distinct biota of the Antarctic from the warmer waters of thebtropical South
Atlantic, South Pacific and Indian Oceans.

1.2.1 The Antarctic Circumpolar Current

There are a number of current systems in the Southern Ocetloy far the largest
is the Antarctic Circumpolar Current (ACC) - the only current mnflaround the
globe without encountering any continuous land barriegifeé 1.2). Thus, the
Southern Ocean joins the three main ocean basins of thetigtl&acific and Indian
Oceans, and the zonal transport of the ACC facilitates thaange of water and
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3,06

Figure 1.2: Schematic of the region south of 8Qincluding the Southern Ocean. Depths
shallower than 3000 m are shaded grey. Thick black contours indicatetalogzal mean
locations of the Polar Front (south) and Subantarctic Front (north) fDosi et al. (1995).
Red markers and labels indicate the locations discussed in later chaptekerghuelen
Plateau (KP) in chapter 2, Shag Rocks Passage (SRP) in chapter Brakal Passage
(DP) and the abyssal plain (AP) in the southeastern Pacific region ofoilithe&3n Ocean,
in chapter 5. Blue labels indicate locations mentioned in this chapter: WS=Wé&ade
RS=Ross Sea, AL=A4lie Land, PB=Prydz Bay.

water properties (heat, salt, nutrients, etc.) betweesetlogceans. The extent of the
ACC is usually defined in terms of the circumpolar waters tleasghrough Drake
Passage (Orsi et al., 1995), with an associated baroctemsport (relative to the
deepest common layer) through Drake Passage of 186/78 Sv (Cunningham
et al., 2003). Baroclinic and barotropic variability are lbahportant contributors
to the variability of the net transport through Drake Passdfgough the latter
contributes most (Cunningham et al., 2003). The transpdti@ACC at different
longitudes, and the temporal variability of that transp@tan ongoing area of
research (e.g. Ganachaud and Wunsch, 2000; Gladyshey20@8, Heywood and
King, 2002; Meijers et al., 2010; Rintoul and Sokolov, 20@@hservations of ACC
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transport on the northern flank of the Kerguelen Plateaursetibject of chapter
2.

The ACC consists of a number of circumpolar fronts, which camespond to
water mass boundaries as well as deep-reaching jets ofadstiaw (Orsi et al.,
1995). Between the jets, the flow is dominated by eddies andeanany direction
(Talley et al., 2011). The two main fronts are the Polar andaBtarctic Fronts,
whose climatological mean positions are shown in Figure I&2the south of the
ACC, cyclonic gyres are found in the embayments of the WedaellRoss Seas,
and the westward flowing Antarctic Slope Current (Jacobs1)1B%ound near the
continental margin around most of Antarctica. North of thd&htarctic Front is
the eastward flowing jet associated with the Subtropicahtand further north the
circulation consists of westward-intensified subtropipales in each ocean basin.
The large topographic features in the path of the ACC, sucheaSdbtia Island arc
east of Drake Passage and the Kerguelen Plateau in the |@diean, act to steer
the currents, as noted early on by Sverdrup et al. (1942)daadribed by Gordon
et al. (1978). Form drag due to bottom topography (Munk arichRal951; Gille,
1997; Stevens and Ivchenko, 1997) is an important conbttiatenergy dissipation
in the ACC.

1.2.2 Wind Forcing and Water Mass Formation

The wind forcing for the Southern Ocean is dominated by wkssan the latitude

band 40-60S and easterlies close to Antarctica, south 6f$0rhe surface wind
stress is the primary driver of the ACC, though the couplingratetive importance
of wind and thermohaline driving have not been fully invgated. South of the
westerly wind stress maximum, the Ekman transport is demrgnd deep water
upwells into the surface layer; north of the westerly windximaum, the Ekman

transport is convergent and surface waters are downweitedhe ocean interior
(Figure 1.3). This is thought to be responsible for the sebido and northward
export of Antarctic Intermediate Water (Hanawa and Tall2901; Talley et al.,

2011).

Close to the Antarctic continent, the strong easterly windedEkman transport
towards the continent, inducing downwelling at the boupdaalley et al., 2011).
Antarctic Bottom Water (AABW) is formed in the Weddell Sea, Ross,Salong
the coast of Adlie Land, and possibly also in Prydz Bay (Tamura et al., 2008)
As very cold and dense shelf water spills down the continetae, it mixes with
Circumpolar Deep Water to form AABW. The meridional overtmgnicirculation



1.3 Diapycnal Mixing 5

he-ul werll o {or
-(—u c} C’ (-’ ‘—} _ SAMW

Continental
Shelf : )
1,000 ‘%&M \\ “s’
Antarctica : :
: —_ucow
2,000 Mot \:‘ s
E ; " R .
g i NADW —
o 1 \'
3,000} Mid-Ocean Ridge | Loow "
4,000 ' ' ' I
80°5 70° B0” 50% 40° o

Lalitude

Figure 1.3: A schematic view of the meridional overturning circulation in thett&wn

Ocean. An upper cell is formed primarily by northward Ekman transpavedrby the

strong westerly winds and southward eddy transport in the UCDW layauljng to the
formation of AAIW. A lower cell is driven primarily by formation of AABW neahe

Antarctic continent. SAMW=Subantarctic Mode Water, AAIW=Antarctic Inmediate
Water, UCDW=Upper Circumpolar Deep Water, NADW=North Atlantic Deeptéija
LCDW=Lower Circumpolar Deep Water, AABW=Antarctic Bottom Water, PBP

Front, SAF=Subantarctic Front, STF=Subtropical Front. (See chageerfront and water
mass definitions.) Reproduced from Speer et al. (2000).

in the Southern Ocean thus consists of two cells, an uppefaceted primarily
by northward Ekman transport driven by the strong westeitydw in the latitude
band 40-60S, and a lower cell driven primarily by formation of AABW neduet
Antarctic continent.

1.3 Diapycnal Mixing

In order for deep water to mix upwards into shallower watéss density must
be reduced. This is referred to as diapycnal mixing as itliag mixing across
surfaces of constant density (isopycnals). If this did natus, the ocean basins
would gradually fill up with cold, dense bottom waters suchAssBW. The
necessary reduction in density is achieved by the downwéfdswn of heat
(Munk and Wunsch, 1998). Molecular diffusion does not resulsufficient
diffusion of heat to balance the rate of deep water formatiorbulent diffusion is
required. Measuring diapycnal mixing involves calculgtthe vertical diffusivity
k., Which appears in the equation for conservation of any awatiee water mass
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propertyy (e.g., conservative temperature, salinity, dissolved,@):

Pu 0 0 0

927 By
wheret is time, Vv is velocity, gy the horizontal diffusivity (which in this thesis we
assume is constant}, andy the horizontal spatial coordinates, andhe vertical
coordinate(), is a source/sink function. When considering the steady-stse for
conservative temperatuf®, it has long been considered a reasonable assumption
that vertical advection is balanced primarily by verticdfiision, which leads to the

expression:
00 0 00
UJ& 9 (@&) ) (2)

whereuw is the vertical component of velocity (Pond and Pickard,3)98

A simple model estimate of the global average diapycnaluslifity needed
to complete the oceans’ circulation 18=* m? s=' (Munk and Wunsch, 1998).
Ganachaud and Wunsch (2000) made more detailed estimasesl lmn the
observed flows between large oceanic regions (Figure 1.1adhel 1.1), and found
diffusivities in the Atlantic, Indian and Pacific oceans dde be around 9-12
x107* m? s~! for bottom waters (below 3800 m) and 3-4x10~* m? s~! for deep
waters & 2000 to 3500 m) to maintain a steady-state ocean. They were ut@able
estimate diffusivity in the Southern Ocean.

0
8—/Z+VVM:I£H(

Table 1.1: Average , calculated by considering the currents into and out of different ocean
basins at different depths. The 'bottom’ layers are approximately 38@6pth to the sea
floor, and the deep layers are approximately 2000 - 3500 m depttould not be resolved

in the Southern Ocean. Adapted from Ganachaud and Wunsch (2000).

Ocean basin and water layers, (x107* m? s71)

Atlantic bottom o+ 4
Indian bottom 12+ 7
Pacific bottom 9t 2

Southern bottom -

Atlantic deep 315
Indian deep 4t 2
Pacific deep 41

Southern deep -
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1.3.1 Measuring Diapycnal Diffusivity

The most direct method to quantify diffusivity is traceraae: a chemically inert
substance which can be detected at low concentrations eased at a known
location and depth. The spread of the tracer, especiallyiduygycnal spread, is
monitored over the next few months or years, which allowstibpycnal mixing to
be measured (Ledwell et al., 1998). Unfortunately, altioognceptually simple,
large-scale experiments of this type require a great deflrafing and ship time,
so are not widely used (Merryfield, 2005). Tracer release aigfers from the
drawback of providing a measure of diffusivity integrateeioa wide area and time
span: while this may improve the accuracy of measurement,lite information
can be gained about the spatial and temporal variabilithetiffusivity.

The alternative is to use profiles of temperature, salimty@urrent velocities/shears
as indicators of the diffusivity. This was originally (and still) done using
microstructure profilers (e.g. Toole et al., 1994; Polziralet 1996, 1997; Lueck
and Mudge, 1997) measuring the variance in these quantitiegntimetre-scales,
but again, such instruments are very costly to build andaipeand are further
limited by the difficulty of deploying the instruments in guweather conditions.
Efforts have therefore gone into developing methods focuating diffusivity
from data which can be obtained with greater ease and at jggnge. There
are three main methods, which will be discussed further terlahapters, two
based on density profiles alone (chapter 5), and one whichralyuires current
velocity/shear data (chapter 3), though only on scales efhvanfietres rather than a
few centimetres.

CTD (conductivity-temperature-depth) data are routineljected on oceanographic
cruises, either by lowered instruments or expendable CThga¢XCTDs), and
more recently by autonomous platforms such as Argo floatsSaadgliders. These
can all be used to find profiles of density. can then be calculated using a 'Thorpe
scale’ analysis based on the vertical size of density omest(e.g., Thompson et al.,
2007; Sloyan et al., 2010), or from the strain, the verticgaldgent in the vertical
displacement of isopycnals induced by internal waves,(Mguritzen et al., 2002;
Sloyan, 2005). Similarly, LADCP (lowered acoustic Dopplarrent profiler) data
are regularly collected on oceanographic cruisgs.can be calculated from the
vertical variance of the LADCP vertical shear induced by nm& waves (e.g.,
Naveira Garabato et al., 2004; Kunze et al., 2006).

Such methods suffer from a variety of drawbacks, can at best only be
inferred to within a factor of 3 - 4 (Polzin et al., 2002), atlgh this disadvantage
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is more than offset by the significant increase in spatiabcage (e.g., Kunze et al.,
2006). As discussed in section 1.3.2, spatial variabitity: i greatly exceeds this
uncertainty. Thorpe scale analyses are dependent on ovegufficiently large to

be resolved by the instruments used (chapter 5). The stndislzear methods both
suffer from a potentially critical problem. What is reallyloalated is a measure
of the energy content of the internal wave field: one must th&sume that this
energy is dissipated locally, relying on the premise thatribnlinear interactions
of internal waves initiate an energy cascade to smalleescasulting in turbulent
dissipation (McComas and Muller, 1981; Henyey et al., 19883. discussed in

Waterman et al. (2012a,b), this may not always be the case.

1.3.2 Example Observational Studies

The observational data reveal a much more complex, spatiatling distribution
than that suggested by the work of Munk and Wunsch (1998) anthGaud and
Wunsch (2000). In much of the ocean interior measuremerttediffusivity have
found values of around 0.410~* m? s~! (Toole et al., 1994; Ledwell et al., 1998),
an order of magnitude smaller than the estimate of the glabatage diapycnal
diffusivity (10~* m? s™!) needed to complete the oceans’ circulation (Munk and
Wunsch, 1998). This prompted a number of further studieg;wdire summarised
in table 1.2.

These observations reveal thatis very dependent on location. In particular,
mixing is greatly enhanced in regions with strong currents@mplex topography,
and this can affect virtually the entire water column (seegikample, Figure 1.4),
not just the first few 10s of metres above the bottom where agatrexpect the
water to be ’'stirred-up’. This suggests that there must beeahamnism for the
vertical propagation of turbulence, and internal wavest{se 1.3.3) are the obvious
candidate.

Efforts to quantify the spatial variability ok, are ongoing, but temporal
variability has not been widely addressed. Most existingsneements or estimates
of diffusivity are either snapshots at a single time, or gkeinntegrated value over
months or years. The few time series available, such as tiesassed by Inall
et al. (2000); Rippeth et al. (2002); Palmer et al. (2008); Mand Nash (2009);
Shroyer et al. (2010) are from shallow shelf seas or tidahokks, and cover only
a few days or weeks, with the longest (Moum and Nash, 2009)rspg a period
of four months. In chapter 3, | present a method which codldpplied widely,
begin to address the question of whether single estimatié®ideep ocean can be
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Table 1.2: Example observational studies measuking ACC = Antarctic Circumpolar
Current, AABW = Antarctic Bottom Water, N.H. = northern hemisphere, A.@,,IP.O.,
S.0. = Atlantic, Indian, Pacific and Southern Oceans, respectively=DPake Passage,

MAR = Mid-Atlantic Ridge, N,

north-east, etc.

E, S, and W are the cardinal compass directiand NE =

Location Data Type Results Ref.
NE P.O.and Microstructure «, increased from0.X10~*m? s~ in the ocean interior Toole
NE A.O. profiler. to more than 1x10~% m? s~! near steeply sloping et al.

Romanche Microstructure
fracture zone, profiler.
agapin

MAR.

The Brazil Microstructure
Basininthe S profiler.
A.O.

Cobb Microstructure
Seamountin  profiler.
the NE P.O.

Brazil Basin, Tracer and
SA.O. microstructure
profiler.

Waters above CTD.
MAR (N.H.

only).

SEP.O.and CTD/LADCP.
SWA.O,,

either side of

D.P.

SA.O,I1.0., CTD.
SP.O. and
S.O.

1.0.,P.O.,,N  ~3500

A.O. and S.O. full-depth
CTD/LADCP
profiles.

ACCinS.0. 3Hefrom
hydrothermal
vents: a
natural tracer.

boundaries. (1994)

Averager, was 150x10~% m? s~! in the water below Polzin
4000 m downstream from the main sill. This contrastst al.
with the background mid-depth, in that region, which (1996)
is estimated as 0.210~4* m? s~ L.

k., fairly uniform over the smooth abyssal plains~a@.1 Polzin
x10~* m? s~!, but mixing was enhanced throughout thet al.
water column above the rough MAR, with exceeding (1997)
5 x10~* m? s~! in the bottommost 150 m (figure 1.4).

Mixing was 100 to 10,000 times greater near theueck and
seamount than the background rate in the ocean interidudge

(1997)
Estimates ofx, over the MAR found by Polzin et al. Ledwell
(1997) were revised upwards by a factor of 2 - 3. etal.

(2000)
Founds, of 1-10x10~* m? s~!, decreasing with height Mauritzen
above the ridge. etal.

(2002)

Above the nearly featureless abyssal plainshef 8E Naveira Garabato
P.O., k, ~0.1 x107* m? s!, but over the rough etal.

topography of D.P., the S Scotia Ridge and E Scotia S€ap04)

K, ~1x10~*m? s~ ! at 500 m depth, increasing 40100

x10~* m? s~! near the sea floor, with a maximum of

~1000 x10~* m? s~! in some deep cuts in the ridges.

This is consistent with the basin-wide estimate for the

Scotia Sea of 3% 10 x10~* m? s~! found by Heywood

et al. (2002), by considering the heat budget.

In the S A.O., 1.O. and S P.O., enhancedwas found Sloyan
over rough topography, but returned to background leve[8005)
500 - 1000 m above the sea floor. In the S.O., enhanced

k. was found throughout the water column (below 1500

m) in the ACC over complex topography, especially in

the ACC frontal jets.

k, ~0.1 x10~* m? s~! in areas near the equator, oveKunze
smooth topography, and in the upper ocean, but averagjeal.
k. increased with latitude te-0.4 - 0.5x10~* m? s=!  (2006)
at latitudes of 50-79 and was also often1 x10~* m?

s~! in the bottom 1000 m.

Averager, of 3.2 + 2.3 x10~* m? s~! over a sector Naveira Garabato
which spans nearly a tenth of the ACC. et al.
(2007)
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Brazil Basin

Water depth (m)

-38 -36 -34 -32 -30 28 26 -24 -22 -20 -fﬂ -16
Longitude
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Ditfusivity (104 m?s")

Figure 1.4: Depth-longitude section af. in the Brazil Basin inferred from velocity
microstructure observations. Note the nonuniform contour scale. Tlite Vule marks
the observed depth of the 0@ surface . is greatly increased over the rough topography
of the Mid-Atlantic Ridge on the right-hand side of the figure. Reproducexh fPolzin

et al. (1997).

considered representative of long term values.

1.3.3 Internal Waves

Internal waves are fluctuations which resemble waves atdbarosurface, but they
can propagate vertically as well as horizontally, thus mgldisturbances at the
surface or the bottom felt in the interior. They can be geeeran the ocean by
tidal and geostrophic currents interacting with boundaaed bottom topography
(Sloyan, 2005), and by the action of the wind on the geostoogid ageostrophic
flows, and on surface waves (Kuhlbrodt et al., 2007). As i@kewaves propagate
away from their source, energy spreads into waves with qé&eods and generally
smaller vertical scales. This increases the vertical shéa vertical gradient of
horizontal currents - which increases the likelihood thatwaves will break, thus
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promoting turbulence and diapycnal mixing (Garrett, 200B)has recently been
demonstrated that this cascade is more vigorous not only wtiernal waves are
more energetic, but also at high latitudes, due to the depeedof the dominant
frequency of the internal waves on the Coriolis parametee@Get al., 2003; Kunze
et al., 2006).

There are two main methods by which internal waves can be rgeke
wind forcing, and the movement of water over rough topogyap¥vind forcing
generates near-inertial motions, and although the larggiah oscillations seen
in near-surface waters decrease in amplitude rapidly watttd below the mixed
layer (Pollard, 1970; Pollard and Millard, 1970), they do@ate somewhat into
the ocean interior as internal waves (D’Asaro, 1984; Alfa2801, 2003a). In
principle, any movement of water over rough topography megegate internal
waves (Bell, 1975; Baines, 1982). This can include the geioeraf internal waves
with tidal frequencies, caused by the interaction of batr tidal currents with
rough topography (see, for example, Garrett and St Lau&d2; St Laurent and
Garrett, 2002; Garrett and Kunze, 2007; Heywood et al., 0% the generation
of lee waves by geostrophic flows (Nikurashin and Ferrarl,0G20b) over rough
topography, particularly in the Southern Ocean where botieostrophic flows are
much more intense than in most other ocean basins.

The mean flow can also interact with the internal wave fields fght involve
the generation, trapping, or amplification of internal wayEunze and Sanford,
1984; Kunze, 1985), or alternatively the transfer of endrgyn the internal wave
field to the mean flow (Waterman et al., 2012b).

1.3.4 Energy Budget

Consideration has also been given to the energetics of diapyuixing, as an
energy input is required to enable water to cross the desisifgces and increase the
potential energy of the fluid (Wunsch and Ferrari, 2004). kand Wunsch (1998)
estimate that 2.1 TW (terawatts)'?> W) are required for mixing to balance the
formation of deep water, which occurs at a rate of approxetge80 Sv (Sverdrups,
10° m? s71). A number of authors have considered the work done by thd wirthe
oceans: Wunsch (1998) estimated the work done on the sugéstrophic flow to
be about 1 TW; Wang and Huang (2004a) estimated the work oageestrophic
flow at about 3 TW; Wang and Huang (2004b) estimated the woduoiace waves
at about 60 TW, but they point out that a large fraction of #mergy is bound to
be dissipated in the surface layer. In total, a rough es@métthe wind energy
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input to abyssal turbulent mixing (as opposed to dissipabip other processes)
is 1 TW (Kuhlbrodt et al., 2007). Tides are known from astmmyoto supply
3.7 TW (Le Provost and Lyard, 1997), and although much of ihdissipated in
marginal seas, it has been estimated that 0.6 - 0.9 TW ar&alleaior abyssal
mixing (Egbert, 1997). Thus the amount of energy availablenfiixing appears
to be approximately consistent with that required, at leastin the fairly large
uncertainties on the various estimations.

Toggweiler and Samuels (1995, 1998) present an alternaipéanation in
which much of the upwelling of North Atlantic Deep Water iscamplished by
Ekman suction due to the strong winds over the Southern Catetae latitude band
of Drake Passage. The northward surface flow driven by thelsvaan only be
balanced by southward geostrophic flow belewl500 m due to the requirement
for topographic ridges to support east-west pressure gmngsli The reduction in
density then occurs primarily by surface freshening, whézgds to a requirement
of only around 0.6 TW for abyssal mixing (Webb and Suginohaé®1). Wunsch
and Ferrari (2004) point out that while this may be an impdr{arocess in the
upper ocean (at least in the Southern Ocean and the tropas)luding that most
oceanic mixing takes place at the surface would conflict wighobserved need for
large mixing at depth, such as that found by Ganachaud andseku{2000) and
discussed above.

1.3.5 Model Studies

While many general circulation models (GCMs) have used umifer (such as the
global average value d0—* m? s! suggested by Munk and Wunsch (1998)), it is
becoming increasingly common to use a spatially varyingMany studies using
spatially varyings. have concluded that it is a critical factor controlling theeagth
and structure of the circulation (see, for example, Mam®tZ97; Huang, 1999;
Zhang et al., 1999; Marzeion and Drange, 2006). To give aqudaitly large-scale
example, Schmittner and Weaver (2001) point out that gihendarge uncertainty
still remaining in observations of ocean mixing, such asldo& of regular global
coverage, it is not currently possible to quantitativelytedine the conditions
which could act as thresholds for the North Atlantic overing circulation to
switch between “on” and “off” modes, with the subsequenn#igant alteration
in surface climate experienced in surrounding regions.

Kuhlbrodt et al. (2007) point out that any model which emgldied mixing
coefficients disregards the questions, discussed aboweit dire energy supply
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required for mixing to occur. This is supported by the workdofang (1999), who
used an idealized ocean basin with only thermal forcing tmmare prescribed
mixing coefficients with prescribed energy profiles from ghidiffusivities are
calculated. He found different sensitivities of meridibmeass and heat transport to
the meridional temperature difference in these situati@imilarly, Nilsson et al.
(2003) and Mohammad and Nilsson (2004), using a model whfftesigity was
explicitly dependent on the local buoyancy frequency, sstgd that the Atlantic
meridional overturning circulation may actually be intdéiesl by an influx of
freshwater in the North Atlantic, a result which differsrsificantly from that found
in the majority of models using uniform diffusivity.

Hasumi and Suginohara (1999) found that topographicallyaroed mixing
in a global ocean model with realistic topography and winctiftg affected the
upwelling and circulation of the bottom to deep water masskkre recently,
Saenko and Merryfield (2005) used a global GCM in which theyt Bet the
diffusivity to the ’background’ level of 0. 10~* m? s~! throughout, and then re-
ran the model with the diffusivity set to much higher valugsraough topography,
reproducing the observed variation. The uniform, low difiity model was
unable to reproduce observed circulation patterns: the déeth Pacific Basin
became a stagnant pool, with only weak circulation in theenpgyers; the ACC
was much weakened; the rate of bottom water formation aréumdrctica was
significantly reduced. The second experiment, with mordistea diffusivity,
produced much more realistic circulation in these areas. stMuaterestingly,
Saenko (2006) showed that two climate models with the sameakdistribution
of diffusivity but different horizontal distribution (h@ontally uniform versus
topographically enhanced) have different responses tosgheric CQ increase.
Due to differences in oceanic heat transport, “the @@uced change of the surface
climate simulated by the model with strong and uniform ngxis significantly
weaker than that simulated by the model with strong but oobally enhanced
mixing.”

Thus, it is strongly suggested that diffusivity is an importtcontrolling factor
of the global ocean circulation, and thus the global clinaate its future response to
anthropogenic climate change. The present and futuretefbecthe global climate
of spatially and temporally varying diffusivity (and comeably vice versa) remain
a topic of extensive research, but it is clear that increadeservational coverage
will be beneficial to our understanding of these processes.
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1.4 This Thesis

In this thesis, | present results from three different SerrifOcean studies. Firstly,
the SOFine (Southern Ocean Finestructure) project iyestdl the standing
meander in the ACC found on the northern flank of the Kerguelate&u (Figure
1.2). A cruise in November-December 2008 onboard the RRS J&nek
collected data for this project. Station measurementsuded simultaneous
CTD, LADCP, and microstructure measurements. Finescale aabstructure
diffusivity estimates are discussed in Waterman et al. 2a(1)). In chapter 2, |
discuss the hydrographic survey, front locations, andspart through this region.
The motivation for this study was to further our understagdof the circulation
in this highly variable and very undersampled region: thevimus hydrographic
survey here was carried out nearly 20 years earlier (Park, 6199 3).

Secondly, in chapter 3, | discuss diffusivity estimates ha¢p Rocks Passage
(Figure 1.2), including an 18-month time series of diffitgicalculated from data
taken by an Acoustic Doppler Current Profiler (ADCP) moored4i®m depth,
600 m above the sea floor. The aims of this study were to dewelopethod
which could, if applied more widely, give an assessment efviddidity of snapshot
diffusivity estimates, and to gain some initial undersiagdof the magnitude
of temporal variability of diffusivity. The mooring was mad in Shag Rocks
Passage as part of the North Scotia Ridge Overflow ProjecttiiSenhial., 2010).
The diffusivity estimates | present here represent, to nowkedge, the first long,
deep-ocean time series of diffusivity. | discuss procetisgtismay contribute to the
temporal variability of diffusivity estimates in this regi. Additionally, chapter 4
contains supplementary material for this study.

Thirdly, chapter 5 contains an assessment of density-bfisedstructure
methods for estimating diapycnal diffusivity, i.e., rélaty inexpensivenethods of
estimating diapycnal diffusivity, with the intention of @emining whether these
methods give accurate results in the Southern Ocean. Theudat was collected
as part of the Diapycnal and Isopycnal Mixing Experimenthia Southern Ocean
(DIMES). DIMES'’ joint US/UK field program included tracerlease, isopycnal
following RAFOS floats, microstructure measurements, shetar floats, EM-
APEX floats, a mooring array in Drake Passage and hydrogragtservations,
supplemented by inverse modelling and analysis of altyreatid numerical model
output. As part of this project, CTD and eXpendable CTD (XCTDj}adaere
collected, during a cruise on the R/V Thomas G. Thompson imli#tDecember
2010, in Drake Passage and the abyssal plain in the southe&scific region of
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the Southern Ocean (Figure 1.2). The CTD/XCTD data is usedssashe Thorpe
scale and strain variance methods for estimating difftysivi

Finally, chapter 6 summarises the results of these threkestuand discusses
possible future work which could expand on the results prteskhere.
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Chapter 2

Direct Observations of ACC
transport on the northern flank of
the Kerguelen Plateau

This chapter has been accepted by the Journal of GeophyResgarch - Oceans.

citation: Damerell, G. M., K. J. Heywood, D. P. Stevens, 2018e® Observations
of ACC transport on the northern flank of the Kerguelen Platea@Geophys. Res.,
in press.

2.1 Abstract

The standing meander in the Antarctic Circumpolar Currentdoon the northern
flank of the Kerguelen Plateau was investigated during th&is® (Southern
Ocean Finestructure) cruise in November-December 2008L8Ayear time series
of surface geostrophic currents from satellite altimetrgvgs that the meander as
observed during this survey is typical of the region. Hydapdic stations were
occupied between 65-7B, 43-48S on the shelf£200 m depth) and slope into
the deep ocean to the north of Kerguelem700 m), providing the most detailed
survey of this region to date. Geostrophic shears are rafeckto lowered acoustic
Doppler current profiler velocities to give the first estimaif the total volume
transport in this region, and the transport budget is cl@ednd the survey box.
The Subtropical Front, Subantarctic Front and a northeamddr of the Polar
Front together have an associated transport of 722 Sv eastward. While 174
Sv is large compared with typical Drake Passage transpoitsyeconciled with
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other estimates of the total transport with the additior&alSiy of the Indonesian
Throughflow. Baroclinic transport referenced to the deepastmon level between
station pairs is 119 Sv, consistent with other estimatesi@foaroclinic transport
in this area. At this longitude the fronts of the Antarctic c@impolar Current are
exceptionally close together. We discuss the exchange aepties across the
fronts.
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2.2 Introduction

The Kerguelen Plateau is a volcanic ridge which forms trgelsirsubmarine plateau
in the Southern Ocean (Fig. 2.1). It spans approximatelyid@atitude, from
~65°E, 46'S, south-east t6-85°E, 62°S, and is divided, at around 55-%, into
the Northern and Southern Kerguelen Plateaus (NKP and SKPgd-awn Trough
(FT), which has a sill depth 6£2600 m. The NKP includes the Kerguelen Islands
towards the north end, and the Heard/McDonald Islands tsvdwe south. Further
south, at 8%E, 63-66S, the Princess Elizabeth Trough (PET, sill dep®i750 m),
lies between the SKP and Antarctica.

The circulation around the plateaus and the flows throuddllipdeeper troughs
in the plateaus have long been a topic of study, yet many tspemain to be
quantified. Fig. 2.1 provides a synthesis of the historitadies listed in Table 2.1.
Fig. 2.1 and Table 2.1 together summarize the main currartsei Indian Ocean
sector of the Southern Ocean, as well as the flows around tleetCand Kerguelen
Plateaus. This is not a definitive collection of all studiegtiis region, simply a
summary based, where possible, on more recent studiesahwig use of Acoustic
Doppler Current Profilers (ADCPSs) to reference geostropheashllows estimates
of total geostrophic transport. The hydrographic surveladk et al. (1993) in the
Crozet Basin (which included the region north of the Kergu@liteau discussed in
the current study) did not use ADCPs and so found transpativelto the deepest
common level, which we will henceforth refer to as barodimmansport.

The Kerguelen Plateau constitutes a significant topogcaphirier for the
Antarctic Circumpolar Current (ACC). The ACC is associated wakiesal main
eastward flowing frontal jets, generally designated as thmBtarctic Front (SAF),
Polar Front (PF), Southern ACC Front (SACCF) and Southern Bayn@&B) of
the ACC (Orsi et al., 1995). Table 2.2 lists hydrographic ab#aristics by which
these fronts are typically identified. Throughout this deapwe use conservative
temperature and absolute salinity rather than in-situ éemi@l temperature and
practical salinity (IOC et al., 2010), though both pradtiaad absolute salinity
are given in Table 2.2 to facilitate comparison with otherrkgo Conservative
temperature in this region differs from potential temperatby a maximum of
0.02C and an average of210~° °C, so they can be treated as virtually identical.
We also use water mass definitions based on neutral dengityirf{ kg m3,
as defined by Jackett and McDougall (1997)), with considamaélso given to
definitions based on hydrographic properties (Table 2.8 dnits of density (kg
m~3) are omitted henceforth.
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Figure 2.1: a) Regional map, with smoothed bathymetry from Smith and Sandeen).

Contours are every 1000 m, with grey shading to 3000 m deep. Varioograghical
features are indicated: NKP=North Kerguelen Plateau, SKP=Southu&lery Plateau,
FT=Fawn Trough, PET=Princess Elizabeth Trough. WG refers to theédélke Gyre.

Arrows represent currents from a variety of studies, listed in table 2hk Width of the
arrows represents the top-to-bottom transport, and the shading thesoatth position
relative to the main ACC fronts. Where the arrows representing the WeGged are

dotted, the flow pattern is inferred due to the lack of observational data.thidieblack

lines are the climatological mean positions of the fronts from Orsi et al. (19@#n north

to south, the STF, SAF, PF, SACCF and SB. b) Bathymetry of the NKP,iglydirve location
of the stations occupied in the SOFine survey (black diamonds). The b@a@narrows
indicate the direction of the ship track along the seven transects, which iglgreiowhich

stations are shown in subsequent figures plotted against depth. Théattkribes outline
the area shown in subsequent plan view figures. Topographic feanceclimatological
mean positions of the fronts are indicated as in (a).
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Table 2.1: Front locations and transports in the Indian Ocean from &hpdrographic
surveys, as shown in Fig. 2.1. Here listed from west to east, and fromh $o north.
HS=hydrographic survey, GVs=geostrophic velocities.

Location Data Fronts/Transport Reference
SR2,fromS. HSin 2004. GVs SACCF at 53S, 12 Sv. Two branches of PFGladyshev
Africa to referenced to at ~50 & 52°S (33 & 30 Sv respectively), et al. (2008)
Antarctica, LADCPs. with westward flow (-28 Sv) between. SAF

~10°E at ~ 43 — 49°S, 107 Sv. Bottom intensified

westward flow beneath STF, plus eddies
(Agulhas leakage) give total transport of -42 Sv
between 43S and the coast of Africa.

Weddell Gyre  Two HSs in 1993 and Weddell Gyre transporting40 Sv between 58- Park et al.
at 30E, south 1996. GVs referenced 65°S, and~-40 Sv (i.e., westward) between(2001)

of 58°S to VMADCP at50m  65-69°S.
depth.
Region south  HS in 2006. Transport ASF at 30E, 67-69S, -18 Sv. ASF at 8TE, Meijers
of 60°S,and  calculated from 65-66'S, -28 Sv. SB at 5, 62-65S, 15 etal. (2010)
30-8CE LADCP velocities. Sv. SB and SACCF at 8&, 62-65S, >40

Sv. Difficulty estimating the transport of the
Weddell Gyre as it appeared to break mass

conservation.
25°S, Africa Hydrographic inverse 14 + 6 Sv southward. Ganachaud
to Madagascar box model. et al. (2000)
Crozet Basin, HSin1991. GVs SAF/PF, 47-50S 50-55E (north of Crozet), Park etal.
40-8C°E, referenced to deepest 15 Sv. Shaded in Fig. 2.1 as SAF. ARF/STK1993)
37-52S common level. /SAF, 41-44S 50-55E, 130 Sv. Shaded in Fig.

2.1 as STF. STF/SAF, 44-48 70°E, (north of
NKP), 95 Sv. Shaded in Fig. 2.1 as SAF. ARF-
waters peel off to north from 50-8&, 35 Sv.

Fawn Trough  HS in 2009. Transport SACCF, 55-57S, 43 Sv. PF, 555, just south Park et al.
(FT), 72-86E, calculated from of Heard/McDonald Islands, 6 Sv. (2009)
53-58S LADCP velocities.

Flowin PET, HSin1993 and 1994. ASF and associated westward flow, 65:66- Heywood
85°E, 63-65S GVs referenced to 45 Sv. SACCF and SB, 63-65, 11 Sv. etal. (1999)
VMADCP at 100-400
m depth.

32°S across Hydrographic inverse Complicated structure with many local north-McDonagh
entire Indian  box model, using GVs /south-ward flows. Summarised as 70 Set al. (2008)
Ocean Basin  referenced to southward in the western part of the basin,
LADCP/VMADCP. and 52 Sv northward in the eastern part. The
arrows on Fig. 2.1 are merely in the centre of
these broad regions and do not indicate locally
intense flows.

SR3, from 6 HSs between 1991 SACCF-south at 645, 11 +£3 Sv, SACCF- Rintoul and

Tasmaniato  and 1996. GVs north at 62S, 18 +3 Sv. PF-south at 5%, Sokolov
Antarctica, referenced to 'best 24 +£3 Sv, PF-north at 53-5&, 5 +5 Sv. (2001)
~ 140°E guess’ reference level. SAF at 51-52S, 105+7 Sv. Subantarctic

Zone Recirculation;~44-49'S, 2248 Sv (net
transport zero). Tasman outflow immediately
south of Tasmania, -&13 Sv.
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Table 2.2: Summary of front identification criteria after Orsi et al. (19%p@arrow et al.
(1996), and used throughout unless otherwise stated in the text. Qatisetemperature
(©, in °C), absolute salinity£4, in g kg~!) practical salinity 6, in psu) and dissolved
oxygen (Q, in z mol I=1).

Front Criteria
Agulhas Return Front (ARF) O range 12-16C at 200m

Subtropical Front (STF) ©/54(S,) ranges of 10-12C and 34.77-35.17(34.6-35.0) at 100m
Subantarctic Front (SAF) rapid descent of subsurface Storfi®0-600m depth

Polar Front (PF)- subsurface northern terminus<&@ &Botherm below 200m

Polar Front (PF)- surface max gradient of SST regime bet\Remrd 6

Southern ACC Front (SACCF) © >1.8°C along©-max at depths>500m to the north
Sa(S,) >34.9(34.73) along S-max at depth800m to the north
O <0°C along®-min at depths<150m to the south

Southern Boundary (SB) southern limit of UCDW - high nuttiand low
0,<200umol I=1 at 27.35<0y <27.75

The extent of the ACC is usually defined in terms of the circulampwaters
that pass through Drake Passage. Further south are vayoes @.g., Weddell
Gyre, Ross Sea Gyre), and the Antarctic Slope Front/CurreBEjAfound above
the continental slope around most of Antarctica associaitta westward flowing
frontal jet. North of the SAF is the eastward flowing jet asatad with the
Subtropical Front (STF), which separates Subtropical gerfWater (STSW)
from Subantarctic Surface Water (SASW). Within the Indiare@t sector of the
Southern Ocean, the Agulhas Return Front (ARF) is found to ¢inthrof the STF.
The ARF encloses the warm and saline thermocline waters cfubgopical gyre
in the South Indian Ocean.

In the South Indian Ocean, Park et al. (1993) used CTD dataentak a cruise
in April-May 1991, to find the STF and SAF blended together ba horthern
flank of the Kerguelen Plateau, giving a concentrated jeteced at 44-4%5 with a
baroclinic transport 0£100 Sv. (Their criteria for the SAF are, however, different
to those in Table 2.2, beingyS ranges of 4-8 and 34.1-34.5 at 200m. They do,
however, comment that at the southward edge of this jet isexeapid descent of
the subsurface salinity minimum, corresponding to the Séfindion of Orsi et al.
(1995).) Sparrow et al. (1996), using the hydrographicsgplablished by Olbers
et al. (1992) and the same front definitions as Orsi et al. g9 milarly find a
blended STF/SAF on the northern flank of the Kerguelen Rlatgth a baroclinic
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Table 2.3: Water mass definitions by neutral density, {n kg m—3, as defined by Jackett
and McDougall, 1997) and various hydrographic propert®sS 4 (S,) and G as in Table
2.2.

Water mass ~" references alternative references
criteria

Antarctic >28.27 Orsi et al. (1999) 0<0 Heywood et al.

Bottom Water S4(5,)<34.9(34.73)  (1999)

(AABW) 0,>223

ACC Bottom 28.18-28.27 Orsietal. (1999)

Water (AACbw)

Lower Circum-  27.98-28.18 adapted frargin Sa(S,)>34.87(34.7), Orsietal. (1995)

polar Deep Heywood et al. nutrient min

Water (LCDW) (1999)

Upper Circum-  27.55-27.98 adapted framin 0,<200 Sievers and Nowlin

polar Deep Sievers and Nowlin nutrient max (1984)

Water (UCDW) (1984)

Antarctic Inter-
mediate Water

27.13-27.55 Smithetal (2010)& S min
Heywood and King

Dea¢1937)

(AAIW) (2002)

Subtropical <27.13 0>12 Park et al. (1993)
Surface Water S4(S,)>35.27(35.1)

(STSW) 0,<270

Subantarctic <27.13 x06<9 Park et al. (1993)
Surface Water S4(S,)<34.16(34.0)

(SASW) 290<0,<315

Antarctic <27.13 0<5 Park et al. (1993)
Surface Water S4(S,)<34.16(34.0)

(AASW) 0,>315

transport 0f~110 Sv.

The location of the Polar Front (or Fronts) is considerabbrenn question. It
is now fairly common to consider a surface and subsurfaceessmpn of the PF
in hydrographic surveys, as was done by Sparrow et al. (199éyeral studies
have argued that each of the three primary ACC fronts actaalhgists of multiple
branches or filaments (for example, Holliday and Read (13®&olov and Rintoul
(2007) and Sokolov and Rintoul (2009)). The flow through thén&3 been ascribed
to the surface expression of the PF (or south PF) (Sparrov,et396; Moore
et al., 1999; Holliday and Read, 1998; van Wijk et al., 2010)/tiple branches
of the PF and SACCF (Sokolov and Rintoul, 2009), or the SACCF al&aek(
et al., 2009). The latter, to our knowledge, describe thg safvey to date which
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crossed the FT and made use of direct current measuremem&DCPs, enabling

them to find a total eastward transport of 43 Sv through theSparrow et al.

(1996) and Holliday and Read (1998) place the subsurfaceession of the PF
to the north of the Kerguelen Islands, with warmer surfacepiratures than the
surface PF. Another group (Park et al., 1993; Charrassin.,e2@04; Park et al.,

2008b,a, 2009; Roquet et al., 2009), report finding the stdseiPF broken into
multiple filaments passing through various locally deepaudhs in the NKP with

a combined transport of 8 Sv, none of which passes to the wbitie Kerguelen

Islands. van Wijk et al. (2010) infer the presence of the stfhse PF (or north PF)
to the north of the Kerguelen Islands, having found thattfmmthe eastern side of
the NKP with an associated baroclinic transport of 25 Sv ¢ostbutheast.

Moore et al. (1999) and Sokolov and Rintoul (2009) suggesthigalocation of
the PF has varied over time. Using satellite observatiosgafsurface temperature
(SST) Moore et al. (1999) mapped the location and dynamitisssdurface PF from
1987 t0 1993. The mean path of the surface signature of the&sthrough the FT,
in agreement with Sparrow et al. (1996) and Holliday and R&868&), but there is a
very wide latitudinal range (nearly 10 including, at times, north of the Kerguelen
Islands, in agreement with Orsi et al. (1995). The analys&akolov and Rintoul
(2009) is based on sea surface height (SSH) gradient fields $atellite altimetry
data taken between 1992 to 2007. The feature they identitheasorthernmost
branch of the PF shifted from passing to the north of the KelguPlateau between
1992-2003, to passing through the FT from 2004-2007, a riogadl shift of nearly
10°. They link this to the increase in average SSH in the SoutBeran, indicating
that the fronts are moving poleward.

Prior to the Southern Ocean Finestructure project (SORiiseyssed here, there
was a lack of high resolution hydrographic data in the regiorth of the Kerguelen
Plateau. The survey discussed by Park et al. (1993) hadtedimumber of stations
(16 stations in the area in which the SOFine survey had 6t and the work
of Orsi et al. (1995) and Sparrow et al. (1996) was based orogydphic atlas data
so give climatological means rather than a realisation av&rort time period. No
previous studies on the north flank of the Kerguelen Plateaayr knowledge, have
included ADCP measurements to provide a level of known mosorassumptions
of a level of no motion have been necessary. The locationramdport of the PF
- or at least a northern branch of the PF - is also uncertainurhér unknown is
whether the merging/bunching of fronts in a narrow meridiaxtent leads to the
exchange of properties across the fronts.

The organisation of this chapter is as follows: section 28cdbes the data
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and methods, section 2.4 discusses the various water malsses/ed, section
2.5 discusses the fronts and associated transports, rs&ciadiscusses the total
transport through the region and compares this with othseations in the ACC,

section 2.7 discusses the horizontal and vertical exchahg®perties, and section
2.8 contains the conclusions.

2.3 Data and Methods

The SOFine project studied an area on the northern flank df¢inguelen Plateau,
where two main jets of the ACC form a large standing meandetinmatological
atlases and ocean circulation models (Sparrow et al., 198&plov and Rintoul,
2009). The SOFine survey (Naveira Garabato, 2009), undertanboard the RRS
James Cook (Cruise number JC029) in November and December @ix8sted
of two boxes. Three sections extended from the Kerguelete®laand the boxes
were closed by a land boundary (Kerguelen Island) to thehsantl an east-west
transect to the north of the plateau slopes. Fig. 2.2 showsgtmstations have been
divided into transects, and also shows the approximateitotsaof the fronts, based
on a combination of their hydrographic definitions (Tabl2)2and the locations
of the current jets detected by geostrophy, and by ADCP measnts. These
front locations will be discussed further in section 2.5.eT80 full-depth stations
were separated by an average distance of 36 km with finer sagngVer steep
topography and fronts.

Station measurements included simultaneous CTD and LADCRur&aents.
Microstructure observations are discussed by Watermah €@G12a). The CTD
was a Sea-Bird 9/1Dlus system with fin-mounted secondary sensors. Water
samples were taken for salinity calibrations using a GunédlAutosal 8400B,
calibrated using OSIL IAPSO standard seawater batch Pl4€curAcies were
0.00TC for temperature and 0.001 for salinity. Also mounted onrdsette was a
Sea-Bird SBE-43 oxygen sensor. Samples were not analysed$med oxygen
during the cruise so the instrument is uncalibrated, butviilees are consistent
with climatology (Orsi, A. H., and T. Whitworth Ill, WOCE Sowtm Ocean Atlas,
http://woceSOatlas .tamu.edu) and reproducible for apgihg transects, so no
drift was detected during the cruise. CTD data were processed Sea-Bird
software SBE Data Processing, Version 7.18, and binned articcal profiles of 2
dbar average temperature, salinity, oxygen, and pressure.

The LADCP package consisted of two RDI 300 kHz Workhorse ADORg)gh
from station 16 onwards only one instrument (downward-iogkwas used. No
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LADCP data are available for stations 25 and 51. LADCP data weseessed
using software originating from Eric Firing’s group at thailersity of Hawaii.

The Visbeck software from Lamont-Doherty Earth Obserwatoersion 7b) was
used for obtaining bottom tracked profiles. The bottom tyaaKiles were used to
confirm the output of the University of Hawaii software, bueéne otherwise not
used. LADCP observations (averaged over the up and downprasiyled vertical
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Figure 2.2: Station locations, with approximate jet locations and full-depthpoarss(Sv),
as discussed in the text. Solid arrows indicate direct current measurgiin@bBiSP). Black
dashed arrows indicate areas where the surface current directiokeis fram satellite
altimetry, but we have no direct measurements of the full-depth transportfydrographic
sections. Grey dashed arrows indicate areas where the currentiodiréc inferred;
necessary because the currents as indicated by satellite altimetry are eadty ehange
during the course of the cruise, or are not consistent with mass catiserviransects are
shown as western (diamonds), northern transect | (squares)enottansect Il (asterisks),
eastern (6-pointed stars), south-eastern (triangles), southetegygiend central (5-pointed
stars). The colours indicate the surface water (based on the aveggaties of the top
100 m): blue = AASW, green = intermediate properties between AASW and\&x&llow
= SASW, orange = intermediate properties between SASW and STSW, ré&w $see
Table 2.3 for water mass definitions). The black lines are smoothed bathyoostigurs

every 1000 m.
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profiles of 20 dbar average velocity. The LADCP profiles weredeéel using the
ESR/OSU global inverse tide model TPXO7.2 (Egbert and Evafe2002). The
effects of detiding are small: the total transport throulgé tegion (see section
2.6) is estimated as 171 Sv without detiding or 174 Sv aftéduhg, but the error
estimate ot 22 Sv is far greater than the difference caused by detiding.

The underway water sampling system consisted of a Falmauémtic Ocean
Temperature Module (OTM) measuring the sea surface termypergdSST) at
the water inlet, and a Falmouth Scientific OTM and Ocean CamndtycModule
measuring temperature and conductivity in the wetlab. Tessel mounted ADCPs
(VMADCPs, 75 kHz and 150 kHz Ocean Surveyors), controllechgighe RDI
VmDas software, version 1.42, were run throughout the survéhe data were
processed to remove bad data (e.g., from interference, ldgibbutliers), and
to remove the instrument misalignments. Results from the WADCPs are
consistent with each other, and from now on we use the data fhe 75 kHz
instrument, which can observe velocities down to approietgeB00 m below the
surface. The VMADCP profiles were similarly detided using B&R/OSU global
inverse tide model TPXO7.2 (Egbert and Erofeeva, 2002).

Geostrophic shear between adjacent station pairs, relatvthe deepest
common level, was calculated from the CTD data. Velocitiep@edicular to the
cruise track from the LADCP and VMADCP velocities were used dfust the
geostrophic shear in order to calculate the total geostcdpdmsport. Station pairs
were divided into two groups: deep pairs, where both stativare deeper than
1500 m; and shallow pairs, where at least one station watostglthan 1500 m.
For deep pairs, the depth range was selected where the stieaesLADCP and
geostrophic profiles were in closest agreement, which waglexcluding depths
below the deepest extent of the shallower station, and ddptim the surface to
between 300 and 600 m. Selection of the near-surface depge ta exclude was
done heuristically. The offset between the geostrophiéilprand the average of
the two LADCP profiles was then used to adjust the geostroplmieot. These
offsets were confirmed by comparison with the VMADCP profiletween the
two stations. For shallow pairs, depths from the surfaceetavben 100 and 400
m were excluded, and offsets were calculated from the aeevégll the LADCP
and VMADCP profiles, including depths below the deepest éxitthe shallower
station. The station pairs with only one LADCP profile wereategl in the same
way as shallow station pairs. To join the end of the centatdect to northern
transect Il (Fig. 2.2), the 'deep pair’ process was alsafodld for stations 35 and
70, and stations 70 and 36.
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The transport through 'bottom triangles’ (the region betbe deepest common
level of two adjacent CTD stations where it is not possibleaicwate geostrophic
velocities directly) was calculated by extrapolating astant geostrophic velocity
below the deepest common level. Other methods were testeltl as extrapolating
the geostrophic velocity gradient, or extrapolating theppential anomaly of
the shallower station downwards (Thompson and Heywood8R00/ry little
difference was found using these alternative methods dimeecurrents are not
bottom-intensified in this region. A constant velocity gead assumption, for
example, makes a difference of only 1 Sv to the 160 Sv trangfdhe combined
SAF/STF (see section 2.5).

The main source of uncertainty in the transport estimaten islatermining
the reference barotropic velocity from the ADCP data. Therattaristic
accuracy of the barotropic component of the ADCP flow, or, iheotwords,
the uncertainty in referencing the geostrophic shear toADEP velocities, is
3 cm s! (Thompson and Heywood, 2008). To estimate error bars weyappl
random barotropic perturbations following a normal digition with a standard
deviation of 3 cm s! to individual velocity profiles. The error is then deternmine
by calculating the rms deviation of 10,000 realizationsta tesulting transport,
and it is values calculated in this way which are quoted iniges 2.5 and 2.6.

An 18 year time series, from January 1993 to December 201@psblute
geostrophic velocities calculated from sea surface hgighbve geoid obtained
by satellite altimetry, was acquired from Aviso (Archiving/alidation and
Interpretation of Satellite Oceanography). These are lyegldded fields obtained
on al/3° Mercator grid at 7-day intervals. The delayed-time (M)ADRef’
products are used; a homogeneous data set based on twoasienuls satellite
missions. These were used to produce weekly maps of gebatngglocities in the
SOFine survey region.

2.4 Water masses

The most voluminous density class found here is that of LCDWO@<+"<28.18,
see Table 2.3), distinguished by a pronounced salinity mami (Figs. 2.3d & 2.4).
In those parts of the central, eastern, and the two nortmansects that lie to the
north of, or within, the SAF (see Fig. 2.2 and section 2.5 fonf locations), water
with the density of LCDW might more properly be labeled as Ndrndian Deep
Water (NIDW) (Gordon et al., 1987), as is suggested by the Irygen content
(Figs. 2.4b & 2.5b). NIDW is an aged form of NADW, charactedzy a relatively
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Figure 2.3: Temperature and salinity from the SOFine survey. Fields grayksl as a
function of depth and along-transect distance, and the section as éd@ésrts in the
southwestern corner of the survey domain, then runs clockwise alomigrtiod the region,
and finally northeastward along the central transect. In all panelsahéetnsity contours
(white) separate the water masses, according to the definitions in table 2t8.tMKkmarks
along the lower axis show the station locations and the fronts are identifiegl thiempper
axis [Polar Front (PF), Subantarctic Front (SAF), Subtropical §i®hF)]. (a) Conservative
temperature between 0 and 500 m depth. (b) Conservative temperatweehbe&00 and
5000 m depth. In (a) and (b), black contours show temperatures oéshtier frontal and

water mass definitions (2, 5, 10 and®@ according to the definitions in tables 2.2 and 2.3.

(c) Absolute Salinity between 0 and 500 m depth. (d) Absolute Salinity betb@@rand
5000 m depth. In (c) and (d), black contours show salinities of inteoe$tdntal and water
mass definitions (34.16, 34.77, 34.87, 35.17 and 35.27¢)kaccording to the definitions
in tables 2.2 and 2.3.

low oxygen and high nutrient content, formed in the Indiare@t basin. The
particular hydrographic properties of NIDW are caused igdny mineralization

Salinity (g kg™%)

Salinity (g kg™



2.4 \Water masses 29

14— ! ! ! ! ! ! ! -
1 RS L Pt RARRRE: RETTIS:., - o

10F e Z= | -

o (°c)

/" AccBW & AABW

338 34 342 344 346 348 35 352 354
S, (@kg™)

o (°c)

200 250 300 350

350

300

250

Oxygen (1 mol I_l)

200

338 34 342 344 346 348 35 352 354
-1
S, (kg ")

AASW SASW STSW

Figure 2.4: CTDO-S4 (a),0-oxygen (b) and g-oxygen (c) diagrams. The colours indicate
the nature of the surface water (based on the average propertiestoptth®0 m): blue

= AASW, green = intermediate properties between AASW and SASW, yellovASV§
orange = intermediate properties between SASW and STSW, bright reel station which
had surface properties very close to STSW, except that it was slige8hdr, dark red =
STSW (See table 2.3 for water mass definitions).
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Figure 2.5: Dissolved oxygen and buoyancy frequency from the Sdtirvey. This figure
is laid out as in figure 2.3. (a) Dissolved oxygen between 0 and 500 m.d@&pthissolved

oxygen between 500 and 5000 m depth. In (a) and (b), black corgbave concentrations
of interest for water mass definitions (200, 270, 290 and 3180l I=!) according to the

definitions in table 2.3. (c) Smoothed buoyancy frequencylfetween 0 and 500 m depth.

(d) Smoothed buoyancy frequency between 500 and 5000 m depth.

of organic matter (van Aken et al., 2004), unlike most majater masses which
obtain their properties in the surface layers due to airbseaaction. However,
NIDW is usually treated as a separate water mass (Warrei, P28k et al., 1993;
You, 2000; van Aken et al., 2004). Park et al. (1993) obseiNHAW between

66° and 77E at 38S, and between 75-7E at 43-41S, north of their reported
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position for the SAF/STF, and further north than observaetienSOFine survey. To
our knowledge, this is the first observation of an injectioiN&W into the ACC
on the northern flank of the Kerguelen Plateau. However, dubd scarcity of
historical hydrographic data in this region, it would bemegure to attribute this to
a change in the deep circulation since it could simply be @iattie natural climate
variability.

Below the LCDW layer, and seen predominantly in the deepersanédhe
western and northern transect |, is a water mass with desgitthe range 28.%8y"
<28.27. This layer lies below the salinity maximum of LCDW, ludters of this
density class are referred to by a number of different namekfierent locations:
generally AABW in areas to the north of the ACC, Weddell Sea DeapeWvithin
the Weddell Sea, and sometimes Modified CDW in areas to thé sduhe ACC
(e.g., Meijers et al., 2010). We have chosen to designaseathier mass as ACC
bottom water (ACCbw) in line with Orsi et al. (1999). At the lmwtt of the western
transect and northern transect | there is a thin layer of waité the density and
salinity characteristics of AABWA(*>28.27,5,<34.9 g kg !; Fig. 2.3d), though
it is slightly warmer (Fig. 2.3b) and less oxygenated (Figbb2 than required by
the hydrographic definition (Table 2.3).

Above the LCDW layer lies UCDW (27.55y"<27.98), which has a
pronounced oxygen minimum (Fig. 2.4b & 2.5b). This water snappears
thoughout the survey with fairly consistent salinity (F&.3d) characteristics, but
the temperature (Fig. 2.3b) depends on the location rel&tithe PF. South of the
PF (Fig. 2.2), the UCDW layer is colder, and considerably elds the surface:
~300-1200 m instead 0£1000-2000 m to the north. Above the UCDW is a layer
with the density (27.13~"<27.55) of AAIW. South of the SAF, this is considered
part of the surface waters, but the steep isopycnals in F&st#ow the subduction
of this density class at the SAF. The subsurface salinitymum characteristic of
AAIW is clear north of the SAF, where the surface waters hagé kalinity (Fig.
2.3d).

The surface waters can be divided into broadly three typas (€t al., 1993).
Subtropical Surface Water (STSW) lies to the north of the S, is characterised
by relatively high temperature and salinity12°C, >35.27 g kg') and low oxygen
content 270 pmol I71). Subantarctic Surface Water (SASW) is characterized
by lower temperatures and salinities’C, <34.16 g kg!) and higher oxygen
content -290.mol I71), and lies between the PF and SAF. Antarctic Surface Water
(AASW) is colder 5°C) and richer in oxygen>315 ymol I-!) and is found
further south.



32 Direct Observations of ACC transport on the Kerguelen Platea

The different surface water characteristics lead to paeity noticable
differences in the stratification of the near-surface vgateFig. 2.5c-d shows
the buoyancy frequency, smoothed by applying the adiabateling method of
Bray and Fofonoff (1981), with a pressure range of 100 db. INoftthe SAF,
salinity and temperature increase towards the surfaceb@atv the surface mixed
layer) in a density-compensating manner, leading to weatifstation and a low
buoyancy frequency in the STSW (N 1 — 2 x 1072 s7!). At the base of this
layer, the temperature decreases rapidly but the decreasadinity is no longer
rapid enough to be density-compensating (Fig. 2.4), leptbna band of higher
stratification (N~ 3 — 4 x 1073 s7!) at a density 0~27.13 (Fig. 2.5c-d), the
boundary between AAIW and the surface waters. South of th&, SAlinity
decreases while temperature increases towards the suifetmv the surface
mixed layer), leading to much higher stratification in the S8 and AASW
(N~4—5x103s™).

2.5 Fronts and Transport

A simplified schematic of the fronts and main water mass payisws shown in
Fig. 2.6; for more detail see Fig. 2.2. A combined SAF/STH(@&.2) crosses
the northern transects in a meander to the south and thea twtth (Figs. 2.2 and
2.6). This can be seen clearly in the sharp horizontal gnésli@ temperature and
salinity (Fig. 2.3: the transects cross the 10 2nd 34.77-35.17 g kg bands
at 100 m, coincident with the rapid descent of the subsuréadi@ity minimum).
These coincide with strong jets in the currents southwaddlaen northward (Figs.
2.7 & 2.8b), also seen in the surface geostrophic velocikysigerived from satellite
altimetry (Fig. 2.9). The sharp horizontal change across fitont in surface
temperature and salinity is also evident in Fig. 2.7. Howewe deduce from Fig.
2.10 that not all the water that enters in this meander (18 Sv between stations
25 and 31) leaves again to the north (18313 Sv between stations 31 and 34).
Some of this water, with the surface water characteristfi&ASW (Table 2.3 and
Fig. 2.2), is part of an eddy centered at approximateNEAB’S, seen clearly in the
geostrophic velocity fields derived from satellite altinyefFig. 2.9), particularly
during the early weeks of the cruise. Thus some of the 160 &riag between
stations 25 and 31 travels west and leaves through the moréimel of the western
transect. We also surmise that some of the 160 Sv enterimgebatstations 25 and
31 continues to the east, rather than returning north. Bhisasonably consistent
with the transports through the central (2910 Sv between station 55 and 70) and
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eastern transects (135 11 Sv between stations 38 and 46) being much greater
than the transport through the western transect#33 Sv from station 12 to 21,
i.e., south of the westward flow associated with the eddyeredtat approximately
7T0PE 43S).

SAF/STF

45°S

(¢} L\
65°E 70°E 75°E

Figure 2.6: A simplified schematic of water mass pathways. Grey arrows whewe all
density classes are moving along the same pathway. The green arrow shallower
waters only (UCDW, AAIW and surface waters). The orange arrogwshNIDW. Station
locations are shown as in figure 2.2, with transects denoted by diffeyembads, and
colours representing different suface water properties. The thik litees are smoothed
bathymetry contours every 1000 m.

Further east along northern transect Il, a broad band ofrveaters the survey
area heading southwest, seen in the velocity fields (Fig8.&22.8) and in the
altimetry-derived geostrophic currents (Fig. 2.9). Theoatated transport is 58
14 Sv between stations 34 and 38 (Fig. 2.10). Fig. 2.3 showadugl descent of
the subsurface salinity minimum across this transectcatdig that this is the SAF,
and the surface waters have intermediate properties bet®&&SW and STSW
(Table 2.3 and Fig. 2.2). 3F 10 Sv crosses northern transect Il to the east of the
central transect (stations 70 to 38), and230 Sv to the west (stations 34 to 70),
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Figure 2.7: Current velocities observed by the 75 kHz VMADCP, awstagvery 30
minutes, and over depths from 50-600 m where consistently good datceyaised. In (a),
these are coloured by the SST, in (b) by the sea surface salinity (S8&}He underway
system. Front locations are indicated as follows: Polar Front (PF),rBaricéic Front
(SAF), Subtropical Front (STF). The black lines are smoothed bathyroetrtours every
1000m.

in good agreement with the 58 Sv from stations 34 to 38.

The altimetry-derived geostrophic currents (Fig. 2.9)vetltbe broad SAF
entering the survey area across northern transect Il becpminarrower, faster
flowing jet at around 7E, 46'S (an area not covered by the hydrographic stations),
particularly during the early weeks of the cruise. This fetrt bends around to
cross the central transect in a south-easterly directithil@en the eastern transect
flowing almost due east (particularly clear during the lateeks of the survey).
This scenario, summarized in Figs. 2.2 and 2.6, is congistéh the velocities
recorded by the ADCPs (Figs. 2.7 & 2.8), with the positionstad tlescent of
the subsurface salinity minimum in Fig. 2.3, and with theéatransports across
the central and eastern transects. The transport acrossrtb@l transect between
stations 63 and 70 (i.e., the SAF), is 80 Sv (Fig. 2.10). The sea surface salinity
(SSS) of the water crossing the central transect (Fig. appgars slighty fresher
than in other jets which we consider to be the SAF, but we canrsEig. 2.3c that
there is a thin fresher layer at the surface in these aredls,mare saline water
beneath. This could be due to surface Ekman drift pushirghé&ewater northward
across the frontal zone.
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Figure 2.8: (a) eastward and (b) northward LADCP velocity, and @s:track geostrophic
velocity, referenced to the LADCP velocities (all m's colour). Fields are displayed as
a function of depth and along-transect distance, and the section asydisi@rts in the
southwestern corner of the survey domain, then runs clockwise alomgptted the region,
and finally northeastward along the central transect. In all panelsaheetsity contours
(white) separate the water masses, according to the definitions in table 2t8.tMkmarks
along the lower axis show the station locations and the fronts are identifiegl thiempper
axis [Polar Front (PF), Subantarctic Front (SAF), Subtropical H®hF)].
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Figure 2.9: Geostrophic currents (black arrows) from satellite altimetry, auittent speed
in colour. These are the merged-satellites, gridded, absolute geostvefwtities produced
by Aviso. The black lines are smoothed bathymetry contours every 1000nmoRas
show the station locations, with the stations occupied during the week refgds® each
altimetry map in black, and the other stations in gray.

South of the SAF, another jet crosses the western and cerarslects (Figs.
2.7 & 2.8a), becoming closer to the SAF as it travels east| ahthe eastern
transect there is no clear separation between the SAF amantbrie southern jet.
We consider this to be the subsurface expression of the Piubecthe subsurface
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Figure 2.10: Transport of different water masses, summed over dapilimd the 3 boxes

formed by the survey.

It is assumed that there is zero net transparttloveshallow

topography between the southernmost ends of the western and cearsadts. (a) The
largest box from the western to the eastern transect, with the southemddrgipartially

closed by the southern transect, and partially by the above assumptidine(lajestern box
from the western to the central transect, with the southern boundary ddgsee above
assumption. (c) The eastern box from the central to the eastern trambatt,is closed by
the southern transect. All station locations are marked as ticks along thedaisemith

particular stations which are used to separate fronts marked on the xgpertze dash-dot
line in all three plots is the transport relative to the deepest common level.
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2°C isotherm is found in the southeast (S.E.) and southerrserds, just to the
south of the location of this jet in the central and easteandects (Fig. 2.3a).
The subsurface°Z isotherm is not present in the western transect, and prasym
is located further south. In all three of the western, cérsnal eastern transects
there is a rapid descent of isotherms near the location esthithernmost jet, as is
commonly found in the vicinity of the PF, and cold, highly ggnated surface
waters with the properties of AASW lie to the south (Table arl Fig. 2.2).
Overall, this seems consistent with a northern branch oPthesuch as those found
by Sokolov and Rintoul (2009) and Holliday and Read (1998)hin3OFine study
region we do not find the surface expression of the PF, which placed to the
north of the Kerguelen Plateau by Orsi et al. (1995).

Crossing the western transect the transport of the PF betatagons 12 and
21is 33+ 5 Sv (Fig. 2.10). Crossing the central transect the PF is &gsdowith
a transport of 14+ 3 Sv between stations 55 and 63, although the rapid reversal
in current direction (westward between the jets we assogvdgh the PF and SAF)
suggests that there may also be a small eddy in this regiokinmé difficult to
accurately estimate the transport of a particular jet. énghstern transect it is not
possible to separate the SAF and PF. Overall, it is difficuéégtimate the transport
of the PF due to the merging of the fronts and presence of eduli¢it seems likely
that it is more than zero, as was reported by Park et al. (1Z8Ba, 2009).

The altimetry-derived geostrophic currents do not always@y agree with
the currents found by the SOFine survey, particularly in gshallower areas of
the survey region, and thus the jets we associate with ther®ha evident in
Fig. 2.9. A possible explanation for this discrepancy ig tha resolution of the
gridded altimetric dataset is F/Aconsiderably coarser than the station spacing over
the continental slope where the PF jets are found. We alsgestighat both the
tide model and the geoid (used in the calculation of absaatestrophic velocity
from sea surface height measurements) may be less accugatéhe continental
slope and shelf than in deep waters. Griesel et al. (2012)acenfour Mean
Dynamic Ocean Topography (MDT)products, in which the ge®ia major source
of uncertainty. They find that the standard deviation of i foroducts reaches
>20 cm in localized areas where MDT gradients are high andubface flow is
restricted by topography, such as near the Kerguelen Rlatea

The altimetry-derived geostrophic currents in the deepertlern) parts of
the survey region are in good agreement with the currentsrebed in the SOFine
survey. Altimetry-derived geostrophic currents from Jaryul993 to December
2010 show that the currents observed in the northern paiiseoEOFine survey
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region are typical for this area. Large meanders and eddges persistent feature,
though their precise location varies. This is further sutgzbby eddy kinetic energy
maps such as those discussed by Sallee et al. (2008); Trahi @011), which
show a relative maximum in eddy kinetic energy in the regibnhe Kerguelen
Plateau. Unsteady jet behavior involving persistent jemfttion and merging
has been linked to interactions with eddies and topogragtmpropson, 2008;
Thompson et al., 2010; Thompson and Richards, 2011). Incpét; Thompson
(2010) demonstrate that topography does not simply steeimnj@ passive manner,
but can generate a range of patterns of unsteady jet behthvonrgh modification
of the mean flow and of local potential vorticity gradientsdahe subsequent
feedback on baroclinic instability. Fig. 2.11a shows a drband of high mean
current speed across the northern part of the survey regmingcident with the
location of the STF/SAF observed in the SOFine survey, artld thie main jets in
other hydrographic surveys (Park et al., 1993; Sparrow.efl886). The currents
in this band are also the most highly variable in the survgiorg evidenced by the
high standard deviation of the speed (Fig. 2.11b). In theeeapart of this region,
the currents in this band are slower and less variable. Mebed. (1999) noted
that large-scale meandering of fronts was inhibited nageléopographic features
because of the large gradients in planetary potentialaitytiwhich is consistent
with the reduced variability in current speed observed asntlain jet encounters
the Kerguelen Plateau.

42°s 42°S
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48°S 48°S

65°E 70°E 75% 65°E 70%E 75%
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Figure 2.11: Altimetry-derived geostrophic currents from 1992-201Gwe black lines
are smoothed bathymetry contours every 1000m, and the black diamontie ast@tion
locations. (a) mean speed, (b) standard deviation of the speed.
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2.6 Total transport through the region

The baroclinic transport (i.e., calculated assuming d lgiugo motion at the deepest
common level) through this region is 119 Sv (cumulative $gort from station
12 to station 31), comparable with the baroclinic transpéotuind by Park et al.
(1993) and Sparrow et al. (1996) ef100 and 110 Sv respectively. The total
transport through this region is 1744 22 Sv (cumulative transport from station
12 to station 31). An alternative, “worst case” scenariodstimating the error is
obtained following Gordon et al. (2001) by assuming thatte LADCP profiles
are systematically biased by 1 cm's This yields an error estimate af 39 Sv
for the total transport between stations 12 and 31. The pecesef the large eddy
centered at approximately 7 43S does not affect the total transport, because
water associated with this eddy which enters the box acrakern transect | also
leaves the box across the northern end of the western titansec

At first glance, 174 Sv might seem rather large when comparttdother ACC
transport measurements, but in the SOFine region the warsgsociated with the
ACC may be augmented by thel5 Sv of the Indonesian Throughflow (Sprintall
et al.,, 2009) as it returns eastward. Moreover, we are nofadty measuring
the transport of the ACC, since our survey encompasses thev8ii¢h does not
pass through Drake Passage, and does not cover the wholePfRenSACCF
or SB. In addition, the SOFine survey is one snapshot measmtenh a variable
system, and may not be entirely representative of the leng-tiverage. Several
authors have shown that the barotropic component of théttarassport can have
high temporal variability (e.g., Cunningham et al. (2003)J)hough the altimetric
observations suggest that the values found during the SCGitirvey are unlikely to
be significantly atypical.

The total cumulative transport between station 12 andostalil of each
watermass is shown in Fig. 2.12, with transport in neutraisdg layers. We
compare these with the baroclinic transport of Rintoul andko®w (2001)
calculated for five repeat sections along SR3 from Tasmankntarctica (their
Plate 2), and the baroclinic and total transport found by @hgiram et al. (2003)
for three repeat sections along SR1 across Drake Passagdiéihies 4 & 5). In the
SOFine survey region, the total eastward transport of seriaters{” < 27.13) is
51 Sy, far greater than that observed by Cunningham et al3j20@rake Passage.
The STF does not pass through Drake Passage, and we see ihIghat much
of this surface water transport is associated with the coathiSTF/SAF, so the
difference between this region and Drake Passage is natisagp However, the
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Figure 2.12: Transport in neutral density layers, summed from stationgtation 31. The
thick line is the total transport, the thinner line is the baroclinic transport. In tieeksg

density layer, the baroclinic transport hard to distinguish from the totadusexthey are
both 1 Sv. In the densest layer the baroclinic transport is zero. Ddislesdndicate water
mass boundaries.

baroclinic transport of water with™ < 27.13, 45 Sy, is also significantly greater
than that found by Rintoul and Sokolov (2001), whose survessdwoss the STF.
This may be partially due to the westward transport of lighters by the Tasman
Outflow, offsetting some of the eastward transport of the, ®liFwe also speculate
that some of this surface water may recirculate within titkan Ocean basin.
The transport of AAIW and the lighter UCDW layer87(13 < ~" < 27.8)

is broadly similar in all three regions (SR1, SR3, and the S&Burvey region),
and across the various years of observation, with aroun? 8vifor every 0.1 kg
m~3. In all three regions, the transport of water with in the range 27.8-28.2 is
larger than other density layers, and particularly larg@987 and 2000 in Drake
Passage (74 and 93 Sv total transport respectively, cochpatie 53 Sv (total), 24
Sv (baroclinic), in the SOFine region (Fig. 2.12)). Since furface expression of
the PF, plus the SACCF and SB, pass through Drake Passage it ssinpoising
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that greater volumes of dense water are found in Drake Pasisag in the SOFine
survey region, which does not encompass those fronts. lkeDPassage, water
with 4™ in the range 27.8-28.2 also displays the greatest barctogpnponent (with
which our results agree), and the greatest temporal vétyaipi the total transport
(Cunningham et al., 2003). Rintoul and Sokolov (2001) foundda baroclinic
transports of LCDW than in the present study or in the resdil@umningham et al.
(2003), and less temporal variability in the baroclinicnsport of denser waters
than lighter, but it is unknown whether either finding is tafethe total transport
across SR3.

For water withy™ > 28.2, the baroclinic transports observed by Cunningham
et al. (2003) and Rintoul and Sokolov (2001) are broadly stest with each other,
though much greater than observed here since the surfa&ARKF and SB pass
the Kerguelen Plateau to the south of the SOFine surveynegioe total transport
of water withy™ > 28.2 we observe (9 Sv) is well within the temporal variability
of the total transport observed in Drake Passage.

An alternative way of considering the transport of AABW is tnsider the
transport of deep water with a potential/conservative &nafire less than°C,
instead of water with a particular density. We do not obseamg water with a
conservative temperature less tHag. Park et al. (2009) do not report any water
with a potential temperature less th@fitC passing through the FT. Heywood et al.
(1999) report a net westward transport of water with a paetmperature less
than0°C of ~ 17 Sv passing through the PET. While these studies were all based
on different datasets and were taken at different timetecinlely they suggest that
there is no net eastward transport of AABW (by that definitianthese longitudes.
It is only by using a density-based definition that we find retteard transport of
AABW of 2 + 1 Sv, and that is more than offset by the westward transpartitiin
the PET reported by Heywood et al. (1999).

2.7 \ertical and Horizontal Exchange

The net transport around all three of the boxes formed by tineey is close to
zero (Fig. 2.10), indicating that it was reasonable to agsaero net transport
over the shallow topography between the southernmost entlee avestern and
central transects. The net transport of each watermassaoszaro (Table 2.4)
within the estimated errors, indicating that no substamtiapycnal water mass
transformation takes place in this region. This is perhapsesvhat surprising as
one might have expected this to be a region of high mixingrgi'e bathymetric
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slopes and close proximity of major jets. Waterman et al1P&) use centimeter
scale shear measured by a microstructure profiler to caéctuebulent dissipation.

They find that the enhancement of turbulent dissipation pithdén association with

ACC jets flowing over small-scale topography in the SOFindgtegion, is not as

pronounced as expected from past finescale parametenzitidies and lee wave
radiation calculations. They suggest that this may be duysam to the modest

small-scale topographic roughness in the SOFine regianalba that a non-local

balance applies: the energy generated propagates away depasited elsewhere,
possibly due to internal wave-mean flow interactions.

Bower et al. (1985) assessed the ability of the Gulf Streanct@asa "barrier’
or 'blender’ to transport by contouring water propertiesiagt potential density
instead of pressure. Plots of conservative temperatursolate salinity and
dissolved oxygen against neutral density (Fig. 2.13) showng horizontal
gradients across isopycnals corresponding to surfaceasvate < 27.13) at front
locations indicating that the fronts act as barriers togpamt within this density
range. Deeper in the water column, for isopycnals chaiatteof AAIW and
UCDW (27.13 < ~™ < 27.98), the property gradients become weaker, and deeper
still, for LCDW, ACCbw and AABW (" > 27.98), properties are almost entirely
homogeneous on isopycnals (apart from the low oxygen sigaaif NIDW). At
first glance one might take this to mean that these water massewell mixed
across fronts, and the fronts are acting as 'blenders’ deepa water column.
However, if that were the case, the low oxygen signature @WlIwould also
have been mixed, and would thus be indistinguishable. ddstthe LCDW and
NIDW have similar temperature and salinity charactetisgsbecause they are

Table 2.4: Cumulative transport of each water mass from station 12 to stdtion 5

Water mass Total Transport (Sv)
AABW 2+2

ACCbw 0+ 4

LCDW -7+12
ucbw 1+8
AAIW 1+4
SW -2+ 4

Total -4+ 31
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for frontal definitions (2C, 10°C and 12C) according to the definitions in table 2.2. (b)
Absolute Salinity. Grey contours show some of the salinities of interestdotdrand water

mass definitions (34.16, 34.77, 34.9 and 35.27 g'kaccording to the definitions in tables

2.2 and 2.3. (c) Dissolved oxygen. Grey contours show where theentmation is<200 x4

mol L~!, indicating the presence of UCDW (table 2.3).
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both modified forms of NADW, but the distinct low oxygen sigmalicates that the
fronts are acting as barriers to transport at depth as wétlrabe surface waters.

2.8 Conclusions

We have presented a high resolution hydrographic surveiedasut on the northern
flank of the Kerguelen Plateau. We identified a complex me@mgleurrent system
with a blended STF/SAF to the north, a subsurface expressicghe PF to the
south, and a blended SAF/PF to the east, summarized as aaohentig. 2.2.
An 18-year time series of surface geostrophic currents feaellite altimetry
shows that the meanders and eddies observed during thesysam typical of the
region, though the exact location of such features varié®e dastward baroclinic
transport referenced to the deepest common level is 119 @wigtent with
previous estimates in this region. The total eastward veltnamsport in the region
is 174+ 22 Sv, considerably larger than previous baroclinic estsbecause of
the large barotropic component of the total flow, but stithdmtly consistent with
other estimates of transport in the Indian Ocean (Fig. 24bst of this transport is
associated with the blended STF/SAF. It proved difficult $treate the transport
of the subsurface PF due to the merging of the fronts and pcesaf eddies, but
our results suggest a transport between 14 and 33 Sv. This fiohas barriers to
the exchange of water mass properties across surface waiersay be acting as
blenders deeper in the water column. Significant water nmassformation across
isopycnals is not required to balance the budgets in thismedo our knowledge,
we identify for the first time the presence of NIDW in the ACC ¢ thorthern
flank of the Kerguelen Plateau.

This study has highlighted the complexity of the circulatio the Kerguelen
region. The study presented here, as that discussed by Patk(2993), was a
snapshot of the circulation at a particular time. One remgimuestion is the
representativeness of such surveys in such a highly variddmain. Although
altimetric currents are promising in deep water, they areetiily not accurate over
the continental slope and shelf. Future efforts could fanusepeat hydrographic
measurements, perhaps incorporating data from autonomwehisles such as
gliders and floats.
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Chapter 3

Temporal Variability of Diapycnal
Mixing in Shag Rocks Passage

This chapter is published in the paper “Temporal Varialyildaf Diapycnal Mixing
in Shag Rocks Passage” in the Journal of Physical Oceandgrap

citation: Damerell, G. M., K. J. Heywood, D. P. Stevens, A. C. NMav®arabato,
2012: Temporal variability of diapycnal mixing in Shag Redkassage. J. Phys.
Oceanogr., 42 (3), 370-385.

3.1 Abstract

Diapycnal mixing rates in the oceans have been shown to hgreahdeal of spatial
variability, but the temporal variability has been littleudied. Here we present
results from a method developed to calculate diapycnalislifity from moored
Acoustic Doppler Current Profiler (ADCP) velocity shear pesil An 18-month
time series of diffusivity is presented from data taken byamgRanger ADCP
moored at 2400 m depth, 600 m above the sea floor, in Shag Ros&adea a deep
passage in the North Scotia Ridge (Southern Ocean). TheRuolatris constrained
to pass through this passage, and the strong currents argecotapography are
expected to result in enhanced mixing. The spatial didiobuof diffusivity in Shag
Rocks Passage deduced from lowered ADCP shear is consisténpublished
values for similar regions, with diffusivity possibly agde as90 x 104 m? s!
near the sea floor, decreasing to the expected backgrougicblev 0.1 x 10~* m?

s ! in areas away from topography. The moored ADCP profiles sghardepth
range of 2400 to 1800 m; thus the moored time series was @otdiiom a region
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of moderately enhanced diffusivity.

The diffusivity time series has a median®8 x 10~* m? s~ and a range of
0.5 x 1074 m? s7! to 57 x 107* m? s71. There is no significant signal at annual
or semiannual periods, but there is evidence of signalsraigseof approximately
fourteen days (likely due to the spring-neaps tidal cy@dey at periods of 3.8 and
2.6 days most likely due to topographically-trapped wavep@agating around the
local seamount. Using the observed stratification and asyaxnetric seamount,
of similar dimensions to the one west of the mooring, in a nadearoclinic
topographically-trapped waves, produces periods of 3d®ab days, in agreement
with the signals observed. The diffusivity is anti-corteth with the rotary
coefficient (indicating that stronger mixing occurs duriimges of upward energy
propagation), which suggests that mixing occurs due to teaking of internal
waves generated at topography.
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3.2 Introduction

Diapycnal mixing is considered to be an important compon&nthe three-
dimensional ocean circulation (Wunsch and Ferrari, 2004).global average
diapycnal diffusivity x, of approximatelyl0~* m? s! is required to maintain
the abyssal stratification (Munk and Wunsch, 1998). Measargs in the ocean
interior, away from boundaries and complex topographyghgpically foundx,
of order0.1 x 10~* m? s™! (Toole et al., 1994; Ledwell et al., 1998; Kunze et al.,
2006), whereas in areas with strong currents and complegtaphy diffusivities
can be several orders of magnitude larger (Polzin et al.7;1Bfuritzen et al.,
2002; Naveira Garabato et al., 2004; Sloyan, 2005). Howewvmst existing
measurements or estimates of diffusivity are either sr&psit a single time, or a
single integrated value over months or years. The few timesavailable, such
as those discussed by Inall et al. (2000); Rippeth et al. (2G&@mer et al. (2008);
Moum and Nash (2009); Shroyer et al. (2010) are from shallogif Seas or tidal
channels, and cover only a few days or weeks, with the longstm and Nash,
2009) spanning a period of four months.

Here we present a method which could, if applied widely, bdgi address
the question of whether single estimates in the deep ocearbeaconsidered
representative of long term values. We derive an 18-monik 8eries of the rate
of dissipation of turbulent kinetic energy)(and ., and discuss some possible
mechanisms for the temporal variability seen in these serie

The Scotia Sea, an area of complex topography on the eastiermfsDrake
Passage (Fig. 3.1a), has been the focus of a number of stuisglering mixing
rates (Heywood et al., 2002; Naveira Garabato et al., 200842 Here, the
Subantarctic Front and Polar Front veer northward overti2800 km long North
Scotia Ridge, where the shallow (200-2000 m) topographyeptssan obstacle to
the circumpolar flow of deep waters. The Polar Front is cairs&d to cross the
ridge through Shag Rocks Passage, a 180 km-wide, 3200 m daetpré zone
betweent9.6°W and47.1°W (Moore et al., 1997; Arhan et al., 2002).

As part of the North Scotia Ridge Overflow Project (Smith et 2010),
CTD (Conductivity-Temperature-Depth) and LADCP (Lowered Astic Doppler
Current Profiler) profiles were collected between 23 April &lday 2003 along
the length of the North Scotia Ridge (Fig. 3.1). Six mooringsewlaced in Shag
Rocks Passage between April 2003 and November 2004 (Walkdain 2008),
one of which (mooring Shag 2b, water depth 3000 m) includedmvard-looking
LongRanger ADCP 600 m above bottom (mab) (Table 3.1 and Fig). 3The
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Figure 3.1: Regional map, with bathymetry from Smith and Sandwell (1997, a
climatological trajectories of the ACC fronts from Orsi et al. (1995). (SABubantarctic
Front, PF = Polar Front, SACCF = Southern ACC Front, SB = Southermdany of the
ACC.) Contour intervals are every 1500m in (a) and (b). The followinggogphic features
are indicated by their initials: Burdwood Bank (BB), South Georgia (S®agSRocks
Passage (SRP). (a) Overview of the Scotia Sea. (b) North Scotia Ritthedeployment
cruise station locations indicated by diamonds. (c) Overview of Shag R®aksage.
Contour intervals are now every 500m with shading every 1500m. The siacke the
mooring locations, at which CTDs were deployed during both the deployamehtecovery
cruises; other deployment cruise station locations are indicated by diambrols west
to east, the moorings are Shagla, Shaglb, Shag2(a and b) and SivatyBfa This study
is concerned primarily with mooring Shag2b, which is the black circle. (djpStacks
Passage. Contour intervals are now every 200m with shading eveny. @0 black circle
is mooring Shag2b. Note the seamount of heightl600 m southeast of the mooring
location. In (a), (b) and (c), the thin black rectangle indicates the amarsh the next
panel.

ADCP recorded velocity in 40 bins with a thickness of 16 m, tbiserving a total
depth of 640 m.

We calculate an 18-month, time series using the method previously used in
the Scotia Sea by Naveira Garabato et al. (2004), (origirtlveloped by Gregg
and Kunze, 1991, with further modifications following Palzt al., 2002 and Gregg
et al., 2003), whereir, can be estimated from profiles of temperature, salinity and
current velocity. This relies on the premise that the nadirinteractions of internal
waves initiate an energy cascade to smaller scales, rgguitiurbulent dissipation
(McComas and Muller, 1981; Henyey et al., 1986) from whichcan be inferred
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Table 3.1: Instruments moored in Shag Rocks Passage from 06/05/03L/(2K/Inab =
metres above bottom.

Mooring Latitude Longitude Water Instrument mab  Sampling
Depth (m) Type Interval

Shag 1la 53°18.251'S  48°54.828'W 2960 Aanderaa RCM8 30 hourly

Shag 1b 53°09.018'S 48°29.948'W 2766 Aanderaa RCM8 400 hourly
RDI 300 kHz 600 20 mins
Workhorse ADCP
Pressure/Temp. 600 3 mins
logger XR420 TD

Shag2a 53°02.510'S 48°02.313'W 2996 Aanderaa RCM8 30 hourly
Aanderaa RCM8 100  hourly

Shag 2b 53°02.510'S  48°02.770'W 2999 Aanderaa RCM8 400  hourly
RDI 75 kHz 600 2-hourly
LongRanger ADCP
Pressure/Temp. 600 10 mins
logger SBE 39

Shag 3a 52°55.653'S  47°45.992'W 2928 Aanderaa RCM8 30 hourly
Aanderaa RCM8 100 hourly

Shag 3b 52°55.670'S  47°45.550'W 2945 Aanderaa RCM8 400  hourly
RDI 300 kHz 600 20 mins
Workhorse ADCP

(Osborn, 1980). This method can therefore only assess ghiiie to internal wave
breaking (and not that due to other non-internal wave pseE®s This is a valid
assumption for this region, as the instruments are not ilgi@mevhere waters are
cascading over a sill, are 600 m off the sea floor so should lag &nwm bottom
boundary layers which might be dominated by bottom frictiand are observing
water deep enough-(L800 m) that direct wind-driven mixing, such as occurs in the
surface mixed layer, is unlikely to occur.

Possible mechanisms for internal wave generation include:

I Wind forcing can generate near-inertial motions, andhalgh the large
inertial oscillations seen in near-surface waters deergaamplitude rapidly
with depth below the mixed layer (Pollard, 1970; Pollard dvdlard,
1970), they do penetrate somewhat into the ocean interiort@shal waves
(D’Asaro, 1984, Alford, 2001, 2003a,b). These could theteract further
with the local topography, much of which, along the North tgc®&idge, is
only a few hundred meters deep.

ii In stratified waters, the interaction of barotropic tidairrents with variable
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bottom topography can result in the generation of interikgst (Heywood
et al., 2007). As discussed by Garrett and St Laurent (20B2);aurent
and Garrett (2002); Garrett and Kunze (2007), most of theggniux is

associated with low modes that propagate away from the ggaerregion,
but intense beams of internal tidal energy are generatecttigic "critical’

slopes, and lead to local mixing.

iii In principle, any movement of water over rough topogrgphay generate
internal waves (Bell, 1975; Baines, 1982), which can therngitgéitan energy
cascade to smaller scales and cause turbulent dissipdflo@dmas and
Muller, 1981; Henyey et al., 1986). As well as internal tidélsis can
be through the generation of lee waves by geostrophic flowsufiishin
and Ferrari, 2010a,b), particularly in the Southern Ocederes bottom
geostrophic flows are much more intense than in most otheanobasins.
The complex topography in Shag Rocks Passage (Fig. 3.ldidiesimany
features at which lee waves could be generated.

iv. The mean flow can also interact with the internal wave fidtdr example,
Kunze and Sanford (1984) and Kunze (1985) observed intdnsessed
beams of downward-propagating near-inertial waves at #se lof regions
of upper ocean negative vorticity. They determined that seamean flow
interaction model which predicts trapping and amplificated near-inertial
waves in regions of negative vorticity best explained tbbservations.

The generation from, and interaction with, geostrophic flaway also lead to
another indirect link between internal waves and wind foggias increased wind
speeds can lead to intensified currents, or result in ineceaddy activity which
transmits momentum downwards through the water column @ry#l979; Olbers,
1998).

The organisation of this chapter is as follows: section 3egits with a
description of the method and uses this to produce a sectien aong the North
Scotia Ridge, thus setting the spatial context for the motneel series. Section 3.4
discusses the modifications to the method for use with mgatata and the time
series thus obtained. In section 3.5, spectral analysisad to identify significant
periodicities, and potential sources of temporal varigbih «. are identified.
Section 3.6 presents the conclusions.
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3.3 Spatial Variability of Diffusivity in Shag Rocks
Passage

First, we recap the methodology used by several authors Rotgin et al., 1995,
2002; Naveira Garabato et al., 2004; Kunze et al., 2006)timatec andx. from
LADCP data. Estimates of. are inferred from velocity shear estimates using a
model that assumes a statistical balance between turbpiedtiction, buoyancy
flux, and dissipation (Osborn, 1980). In common with presidADCP analyses,
we assume that subinertial shear is small compared withrtae internal wave
field. The dissipation rate and diapycnal diffusivity aréated byx, = T'e/N?
whereI" is the mixing efficiency (generally assumed to be 0.2) ands the
buoyancy frequency. The turbulent dissipation rate carobad from:

f N? cosh {(N/f) (V2)?
fo NG cosh™ (Ny/ fo) <VZ27GM>2

€ =€y X hi(R.) 3)
(Gregg and Kunze, 1991; Polzin et al., 1995, 2002; Gregg. €2@03). Here, =
7.8 x 1071 W kg~ is the turbulent dissipation rate of the background intenzae
field in stratification defined by a buoyancy frequedgy= 5.24 x 1073 rad s'! at
a latitude of30°, as predicted for the Garrett and Munk (GM) model (Garrett an
Munk, 1975).f and f, are the inertial frequencies at the latitude of observadiwh
at30° respectively f, = 7.3 x 10° st andf = 1.2 x 10~* s7!). The latitudinal
dependence of the energy cascade to smaller scales is stglchg Gregg et al.
(2003). (V?) is the variance of the LADCP vertical shear, normalised\hyand
(V2 ) is the same variable, as predicted by the GM moblglR,, ) is a function
of the frequency content of the internal wave field (Polziralet 1995) estimated
from the shear-to-strain ratiB,,, discussed below.

To derive (V?), each LADCP shear profile is divided into overlapping 320
m segments spaced at 100 m intervals, and normalized by #vager buoyancy
frequencyN for that segment. The normalised shear in each segment r&eFou
transformed (64 points) to compute the vertical wavenumbawer spectral
density. This spectrum is corrected to account for the shiogtin the velocity
profiles at high vertical wavenumbers, caused by the spat@laging inherent in
LADCP measurement and data processing (Polzin et al., 2082¢cifically, the
corrections described by Polzin et al. (2002) for the finttewstic transmission
and reception intervals, first-differencing of the resgtisingle-ping velocity
profiles, interpolation of the first-differenced profilestora regular depth grid,
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and instrument tilt are applied(V’?) is calculated by integrating the corrected
power spectral density between the maximum vertical waxgheof 300 m and a
minimum vertical wavelength of 90 m, chosen to minimize tbatamination by
instrument noise that can occur at higher wavenumbers. mmgnum vertical
wavelength threshold is selected heuristically by exatronaof the shear spectra,
and the resulting andx. are insensitive to the exact valug’? ;) is integrated
over the same wavelength range(&s).

The shear/strain variance rati®, is a measure of the internal wave field’s
frequency content (Kunze et al., 1990) and is used to parinetthe turbulent
dissipation rate in equation (3, is found from

V2) _ 5 V) (Eom)

o ="en Ve @)

(4)

(€2) is the variance of strain, the vertical gradient of the eaitdisplacement of
isopycnals induced by internal Wavegg_GM> is the same variable, as predicted
by the GM model, and integrated over the same wavelengtheras¢¢?). The
factor of three arises becau$€? ;) / (2 ),) = 3. Strain is estimated from
CTD density profiles using a scale separation assumptiozi(Pel al., 1995) and
(€?) (and R,,) are calculated in 320 m segments identical to {#ié) bins. R, is
then averaged horizontally over all stations to give a pafihich varies with depth,
but does not vary from station to statiol.(R2,,) is calculated (Polzin et al., 1995)

for each depth as
3(R,+1)

- 2VR2RWER, — 1
The average ofR, throughout Shag Rocks Passage is 6.0, corresponding to
hi(R,) = 0.56. At the depths observed by the mooring, the averBges 7.6,
giving h1(R,,) = 0.47, and it is this value which is used to parameterize diffuissi
calculated from the mooring data, as discussed below.

The k., section across Shag Rocks Passage produced from the CTD/LADCP
profiles (Fig. 3.2) shows greatly enhanceedat depth and over complex topography
(~ 90 x 107* m? s7!), decreasing to a background level af 0.1 x 10=* m?
s! (consistent with the findings of Toole et al., 1994; Ledwelle, 1998; Kunze
et al., 2006) in areas well away from the sea floor, and at gegitimo more than
1000 m. Similarlye varies between- (0.02 — 23) x 1072 W kg~!, and has a
comparable spatial pattern (not shown). Bethande are smoothed horizontally
using a 5-station running mean. This section is comparabjpriblished sections
elsewhere, particularly those in and around the Scotia [Sazefra Garabato et al.,

ha

()
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Figure 3.2: Vertical diffusivity £.) along the North Scotia Ridge. Density surfaces, shown
as black lines, separate different water masses (AAIW/AASW, Antardtiermediate
Water/Antarctic Surface Wate27.18 < ~™ < 27.55; UCDW, Upper Circumpolar Deep
Water, 27.55 < ~™ < 28.00; LCDW, Lower Circumpolar Deep Wate28.00 < 1" <
28.20, where~" is the neutral density, in kg n¥, as defined by Jackett and McDougall,
1997). Station positions are indicated by blue tickmarks at the base of thgramhy,
with the mooring position as a red tickmark. The approximate location of the Padat F
is marked as PF on the upper axis. The black rectangle in Shag Roclkgy@agges an
approximate indication of the extent of the LongRanger ADCP at mooring 8bathe
horizontal extent of the rectangle is for illustrative purposes only.

2004, Sloyan, 2005). Sloyan’s meridional section acroesStotia Sea (her Fig.
3a) is calculated using CTD strain variance techniques, &odisx, ~ (10 —
100) x 10~* m? s7! near the sea floor, decreasing~00.1 x 10~ m? s~! or less
away from rough topography, consistent with what is obsghere.

The section of Naveira Garabato et al. (2004) shews- 100 x 1074 m? s7!
near the sea floor, with a maximum of nearljp0 x 10~* m? s~! at the sea floor
of Drake Passage and in a deep gap (Orkney Passage) in thHe Smita Ridge
(their Fig. 2). Fairly low values of- (0.4 — 4) x 10~* m? s~! were observed
over the Falkland Plateau, geographically the closesbretn the North Scotia
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Ridge. The much smoother topography of the Falkland Plateawared with
Shag Rocks Passage explains these lower values. The mdst sggion, in terms
of roughness and depth of topography, is the South ScotiaeRidbich shows
correspondingly similar results, including enhanced nmgxover shallow € 1500
m depth) topography to the west of the South Orkney Islandalogous to that
seen in Fig. 3.2 to the west of Shag Rocks Passage. The caididgreaters.
found by Naveira Garabato et al. in Orkney Passage (neéaoy x 10~* m? s1)
than seen anywhere in Shag Rocks Passage may be due to thgestrarrents
at the sea bed there (velocities approaching 50 tin(Naveira Garabato et al.,
2002) as opposed to 20 cm st in Shag Rocks Passage). Naveira Garabato et al.
(2004) found a sharp reduction i) to values only slightly above.1 x 10~* m?

s ! in the uppermost 300-400 m of their section in Drake Pasadeey Passage
and the Scotia Sea. A similar pattern is seen in Fig. 3.2 btvapproximately
44 —49°W. This region has comparable depths and roughness to tlke Pessage,
Orkney Passage and Scotia Sea sections of Naveira Gardlstq2004), which
have comparable. patterns.

Kunze et al. (2006) raised doubts about the applicability tioé shear
parameterization in very low abyssal stratifications {tltég. 3). They argue
that noise in LADCP measurements prevents measurement chtee in areas
with N < 4.5 x 10~* rad s}, casting doubt on the very high diffusivities at the
sea floor of Naveira Garabato et al. (2004). Polzin and Lvop(ess) argue that
what has previously been considered noise may in fact benarstade consisting
of, at lowest order, the steady geostrophic balance. Higheer contributions
are time dependence, nonlinearity and the effects of ahlariate of planetary
rotation (f). In the section presented her, > 4.5 x 10~* rad s'!, except in a
very small area below 2700 m, east of the central seamouritag Bocks Passage.
Moreover, we obtain similar values (not shown) from a st@mty calculation of
k. independent of the LADCP shear, as used by Mauritzen et @2(28hd Sloyan
(2005). This strain-based calculationofgives a range of (0.05 — 100) x 10~*
m? s~ and a similar spatial pattern tq calculated using LADCP shear. The shear
parameterization should therefore be applicable to theretbADCP time series.

The rotary coefficient of the vertical shear is the ratio of tlockwise and
counter-clockwise components of the shear variance, aadoi®xy for the ratio
of upward to downward energy propagation. It is calculaw@tbiving Gonella
(1972) for the stations in Shag Rocks Passage deeper thann2@0@ lying to
the east of the central seamount (Fig. 3.3). Abevé500 m the propagation is
mostly downward, and most likely wind-driven (Alford, 2083 Below~ 1500
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Figure 3.3: Rotary coefficient (dimensionless) for the stations in ShalgsHRassage deeper

than 2000 m. Values less than zero indicate upward propagation of enahggs greater
than zero indicate downward propagation.

m the propagation is mostly upward, likely due to internal/@sgenerated at the
topography (Baines, 1973, 1982; Thorpe, 1992).

3.4 Temporal Variability of Diffusivity in Shag Rocks
Passage

3.4.1 Methodology

The ADCP at mooring Shag2b produced time series of velocitjilps at 2-hour
intervals. The method adopted here to calculatéor the time series is essentially
the same as described in Section 2 for the LADCP data, repéatexhch time
interval. There are some modifications to the calculations.
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I Depth Segment and Fourier transform

The shears are treated as one 640 m segment centered at 2 @pfhmAiter
quality control (which consisted of the rejection of poimisere less than 50%
of the measurements had four-beam solutions), generallyndr400-500 m
remained for use in the Fourier transform, and occasioradlittle as 300
m. k. is insensitive to the chosen percentage for quality conisihg either
25% or 75% as the rejection threshold makes a differenceoofar4% to the
calculated values, which is small compared with other uag#res. Since
the calculation requires depth bins of at least 320 m of gaaid,dhe data
were not divided into depth segments in order to retain enaufgrmation to
calculate the spectral densities. The ADCPs on moorings1®hagd Shag3b
(Table 3.1 and Fig. 3.1) recorded velocities in 23 bins of &itkiness. After
quality control, insufficient depth range remained to resalavelengths of
90 m or more, so these could not be used to calculate

Each velocity measurement of the ADCP on mooring Shag2b isdbas

31 pings, corresponding to an accuracy of approximatelycth6s . The
LADCP measurements are based on an averagel@O pings, giving an
accuracy of approximately 0.3 cm's In the stratification observed her& (
typically ~ 8 — 9 x 10~ s! in the CTD stations at the depths ensonified by
the moored ADCP), typical internal wave speeds-are—5 cm s™! (Thorpe,
2005), considerably greater than the accuracy of eithéwiment.

ii Buoyancy Frequency
Time series of temperature and salinity were not measurétkirolume of
water above the mooring in which the currents are samplech&ADCP.
However, a SeaBird Electronics temperature sensor (SBE-89)mounted
on the ADCP, which has a comparable accura€®.(02°C) to the ship’s
CTD (SBE-3lus, accuracyt+0.001°C). Each rotary current meter (Table 3.1)
recorded temperature with an accuracytof05°C. All moored temperature
sensors agreed with CTD casts at the beginning and end of tleeingo
deployment. Here we discuss how best to use these time ser@svide
time series of temperature and salinity (and hence buoy&mguency)
appropriate to the water column monitored by the ADCP.

13 full depth CTD stations were occupied in Shag Rocks Passageydhe
deployment cruise, and four during the recovery cruiset, ¢ha be used to
infer relationships between temperatures at differentiedefig. 3.4). The
four temperature time series from mooring Shag2(a and biyexarly related,
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Figure 3.4: The extrapolation of temperature and fitting for salinity used tivedére
timeseries of buoyancy frequency. In (a), (c) and (d), the grey lamesprofiles of the
Shag Rocks Passage CTD stations, with the darker grey being the dtetést of each
cruise. (a) Temperature against depth. The white diamonds are the mearaamgs
recorded by the three RCMs, 30, 100 and 400 meters above bottom (hmhite square
is the mean temperature recorded by the sensor on the ADCP 600 mab, anddke
square is the mean extrapolated temperature at 1200 mab. (b) Relationstégeré¢he
temperature at 2400 m and the temperature gradient between 1800 @hch248., the
depth range observed by the moored ADCP. The black line is the cubieditagxtrapolate
temperatures above 2400m during the mooring time series. The black diamstatios
58 of the deployment cruise, which was excluded as an outlier. (c) Salyéiyst depth.
The black diamonds and squares are the mean fitted salinities at 30, 10608@Mhd 1200
mab. (d) T-S relationship. The black line represents the cubic fit usedctdate salinity
from temperature, and the black diamonds and squares represent thé+Sezalues at 30,
100, 400, 600 and 1200 mab.

as are the CTD temperatures at the same depths as the moopeztdame
sensors. Therefore we fitted the CTD temperature gradieweleet 1800 and
2400 m, (the depth range observed by the moored ADCP), tonhesiature
at 2400 m. Fig. 3.4(b) illustrates the cubic fit which was fduon best
reproduce the observed temperature profile. The CTD temyeratofiles
(Fig. 3.4a) fall into two groups: a warmer group and a coldeug, which
lie north and south of the Polar Front respectively. Statiaith a higher
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temperature at 2400 m have a lower temperature gradientyviardversa
(Fig. 3.4b). The spread in temperatures is thus less at 18@@pth than
at 2400 m. The cubic fit to the CTD stations was used, in conjomatith
the temperature at 2400 m recorded by the ADCP, to generajgctatare
gradients, and thus temperatures, between 1800 and 2400 thmef@ntire
time series.

Similarly, a cubic fit to the CTD T - S relationship (in-situ tperature and
salinity respectively) is used to infer salinities betwd&®0 - 2400 m (Fig.
3.4). From the temperatures and salinities a time seriesafdncy frequency
is deduced. The parameter that has the greatest impact @althdateds.

is the temperature gradient, which varies by more than arfa¢tten during
the time series. As is apparent in Fig. 3.4(d), salinityesby no more than
0.009 g kg! in the ADCP ensonified volume; the effect of salinity on the
variability of . is very small.

iii Spectral Corrections
The corrections described by Polzin et al. (2002) for thetdirdcoustic
transmission and reception intervals, and first-diffenegof the resulting
single-ping velocity profiles, are applied exactly as foe (tADCP shear
spectra. We do not need to apply the correction for intetolaof the first-
differenced profiles onto a regular depth grid as no intefparh is performed
for a moored instrument.

iv. Smoothing
The finescale parameterization used here assumes a stationernal
wavefield, and the stationarity assumption is more likelyhtdd over a
time scale> 1/f (15 hours) than over 2 hours. In a manner similar to the
horizontal smoothing of., and e for the spatial section using a 5-station
running mean, here we calculate a running mean over 24 hours, fand
e. (The length of the running mean was chosen as a compromisede
maintaining temporal resolution and the desire to justifg stationarity
assumption.) All values quoted from now, or shown in figuretables, will
be those found after applying the running mean unless stdltetwise.

v Shear-to-strain ratio parameterization
Since we do not have time series of temperature and salmibeiwater mass
ensonified by the ADCP, we cannot estimé&é) as described in Section 2,
and thus cannot calculate a time seriesfgr Instead, we use the average
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value of R, from the LADCP section over the ensonified depths, which gives
hi(R,) = 0.47.

Some examples of the vertical wavenumber spectra of the sineashown in
Fig. 3.5, and are comparable to those in the literature,(€ig. 2 of Kunze
et al.,, 2006). Fig. 3.5 also shows the vertical wavenumbectspm for shear
noise: rms noise levels are abo2 cms!)/nping”/? for a large number of
scatterers (Polzin et al., 2002), where nping is the numbeimgs used for each
velocity measurement. Over the interval of integration{300 m), the spectra are
relatively flat, and are clearly distinguishable from theésecspectrum. At higher
wavenumbers (wavelengths90 m) the spectra are dominated by noise, which
illustrates the validity of the choice of 90 m as the minimuawvelength over which
the spectra are integrated.

spectral density 1/(m_1)

k (rad m™)

Figure 3.5: Some example vertical wavenumber spectra. The thin solid lirethar
spectra for the times when the calculated diffusivity was the minimum (pale,gregian
(darker grey), and maximum (black) value of the time series. The thick staik hine

is the GM model spectrum, the dotted line is the spectrum for shear noise aftyelo
variance(3.2 cm s )2 /nping, where nping is the number of pings used for each velocity
measurement. The vertical dashed lines are the limits of integration, camdésgao
wavelengths of 300 m and 90 m.
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3.4.2 Resultant Time Series

Fig. 3.6 shows the time series of ADCP velocity, integratedashvariance,
temperatures, depth-average buoyancy frequekicyrotary coefficient and the
derivedx.. The integrated shear variance(ig?) without the normalization by
N, so as to show the shear and buoyancy frequency separatetyudéd for
comparison is the 6-hourly wind speed from the ECMWF reanalyataset ERA-
Interim, (ECMWEF, cited 2009), at the nearest grid pod®°{V, 52.5°S) to mooring
Shag?2b. All the mooring time series show good agreementtivitivalues obtained
from the closest CTD/LADCP stations of the deployment and velgocruises.
The time series of is not shown, as it is so strongly correlated with(r = 0.98)
that it does not provide additional information.

k, has amean of.1 x 107* m? s™!, median 0f3.3 x 10~* m? s~! and covers a
range from).5 x 10~*to 57 x 104 m? s~!. At the depths ensonified by the moored
ADCP, the spatial section (Fig. 3.2) hasvarying from0.3 x 10~* to 20 x 10~*

m? s~!, with a mean oB.1 x 10~* m? s~. The range in the spatial section across
Shag Rocks Passage is consistent with the range of the tinee,sespecially given
the inherent uncertainty in the method (reported by Polzal.€2002) to be around

a factor of 3-4).

None of the time series (Fig. 3.6) display annual or semuiahgignals, such
as those seen by Large and Van Loon (1989) in Southern Oceaswihere is no
significant correlation between the local wind speed andoditlye mooring records
(Fig. 3.6), or the velocity and temperature of the other rmys in Shag Rocks
Passage (Table 3.1 and Fig. 3.1). The possible influence @fitids or atmospheric
pressure (direct or indirect) was further investigated égrehing for correlations
betweenx, and the wind speed and atmospheric pressure at sea levelpdsmn
filtered to near-inertial periods, using the ERA-Interimadat, (ECMWF, cited
2009) in the entire region south 8d°S. Lags of up to 80 days were considered. No
significant correlations were found.

Table 3.2 lists statistics of the time series of integratezhs variance, buoyancy
frequency, dissipation rate, rotary coefficient and diffing The agreement is
good between the first values of the time series and the LADGRsdaken from
the nearest station of the deployment cruise and averagedtlos same depths
observed by the moored ADCP. This station was occupied appabaly 7 hours
before the start of the mooring record. All (except the ptemefficient) have
rather non-normal distributions, as indicated by theigéaskewness and excess
kurtosis, although the integrated shear variance and Imegyfleequency are much
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Figure 3.6: Time series at the moored array in Shag Rocks PassagEM&EYE reanalysis
wind speed from the closest grid point. (b) Depth-averaged daily misrrecorded by the
moored ADCP. The first arrow at the start of the time series is that reddrygthe LADCP
on the closest station of the deployment cruise (station 56). (c)oliogegrated shear
variance) (s2). (d) TemperatureSC). The palest line is the temperature recorded 30 mab,
offset by—0.6°C, the mid-grey line is that recorded 100 mab, offsetiiy4°C, the darkest
grey line is that recorded 400 mab, offset-b§.2°C, and the black line is that recorded 600
mab. The white diamond is that recorded by the CTD at station 56, and theligrapnd

is that recorded by the CTD on the closest station of the recovery caias@®( 19), both
at 2400 m. (e) Buoyancy frequency (0~3 s!). The grey diamond is that recorded at
station 19 of the recovery cruise, averaged over the depths obdsribd moored ADCP.
(f) Rotary coefficient (dimensionless). (g) Ledr.) (m? s1). The horizontal line is the
median value. For subplots (c),(e),(f) and (g), the grey line is the unsmdafhantities,
the black line is daily average values, and the white diamond is that recard&tian 56
of the deployment cruise, averaged over the depths observed by ted&oCP.
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less extreme than and .. Higher kurtosis indicates that more of the variance
is the result of infrequent extreme deviations, as opposefileqjuent modestly
sized deviations. Averaging over periods of 5 days or movegga significantly
more stable mean. The distribution ©f is shown in Fig. 3.7, and is log-normal,
consistent with microstructure turbulence observatieng.( Gregg et al. 1993).

Table 3.2: Various statistics of the time series of integrated shear vari&@\g Guoyancy
frequency (V), dissipation rated, diffusivity (x.) and rotary coefficient (R.C.), with the
equivalent values as found by the LADCP, taken from the nearestrstittbe deployment
cruise and averaged over the same depths observed by the moored GDCeev. =
standard deviation, %ile = percentile. All values given to 2 s.f., excepth®tbuoyancy
frequency which is given to 2 d.p. in order to distinguish the median, 75tbteptle,
maximum and mean. All time series values are after applying the running 24atean.
The skewness and excess kurtosis are not scaled by the factorggilre column headings,
and are both dimensionless numbers.)

ISV N € K R.C.
(x1077s72)  (x1073s7!) (x1072Wkg™!) (x107*m?s71)

Minimum 2.7 0.57 0.32 0.54 -0.68
25th percentile 5.3 1.01 1.3 2.2 -0.22
Median 6.2 1.05 1.8 3.3 -0.093
75th percentile 7.6 1.09 2.6 4.9 0.029
Maximum 24 1.11 28 57 0.51
Mean 6.6 1.05 2.2 41 -0.10
Std dev 2.1 0.06 1.7 3.4 0.19
Skewness 1.6 -1.62 4.4 4.8 -0.19
Excess kurtosis 6.0 7.68 42 51 -0.066
First value 8.4 0.93 3.1 7.2 -0.070
LADCP 51 0.90 1.9 6.4 -0.23

The time-varying temperature gradient used to calcul&étioyancy frequency
affects the calculated.. If we had instead used a constant temperature gradient of
that measured at the nearest station of the deploymentectaneraged over the
appropriate depths), the rangeof would instead bé0.3 — 62) x 107 m? s,
with a median of3.2 x 10~* m? s™!. Using the fit described above to extrapolate
temperature, but replacing the fit for salinity with the age CTD salinity profile
(i.e., not varying salinity with time), the range of would be(0.5 — 54) x 10~* m?
s~!, with a median 088.2 x 10~* m? s™1. The time series of. calculated using a
constant salinity profile is virtually indistinguishabl®i that calculated using the
fitted salinities.

The distribution of the rotary coefficient (Fig. 3.8) is appimately normal, as
indicated by the low skewness and excess kurtosis, and the reue of -0.11
indicates weak upward energy propagation at these depd@ (12400 m). The
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Figure 3.7: Distribution of time series diffusivity. The dashed lines are ttik, ZDth
(median) and 75th percentiles, the dotted line is the mean, and the solid line ifulsaritjf
found by the LADCP, averaged over the waterdepth observed by theechd@®CP.

LADCP-derived rotary coefficient is only just within one stiand deviation of the
time series mean, but still lies well within the range of timeet series. The rotary
coefficient is relatively low at the start of the time serieégy( 3.6), i.e., when the
LADCP-derived value was obtained.
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Figure 3.8: Distribution of time series rotary coefficient. The dashed lirethar25th, 50th
(median) and 75th percentiles, the dotted line is the mean, and the solid line is tlye rota
coefficient found by the LADCP, averaged over the waterdepth weddry the moored
ADCP.
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Comparison of these time series shows the separate effectbieair and
buoyancy frequency in the derivation ef: peaks in integrated shear variance
appear as peaks k. (with a particularly strong peak in October 2004), whereas
peaks in buoyancy frequency appear as troughs.inCorrelations between the
time series (Table 3.3) show that integrated shear variance<. are strongly
correlated, withr = 0.89, whereas buoyancy frequency and are much more
weakly anti-correlatedr(= —0.31), indicating that variations in, are dominated
by variations in shear.

Table 3.3: Correlations between the time series of temperature (T) 600 mayBNoy
frequency, integrated shear variance, dissipation rate, rotary aeeffiand diffusivity,
all after applying the running 24-hour mean. Values in bold are signifiaaitthie 95%
confidence level.

T ISV N € R.C. &k,
T 1 -0.19 047 -023 0.27 -0.26

ISV 1 -0.04 094 -0.38 0.89
N 1 -0.15 0.15 -0.31
€ 1 -0.39 0.98
R.C. 1 -0.40
K 1

The moderately strong correlation between temperature hnoyancy
frequency ¢ = 0.47) is apparent in Fig. 3.6, although due to the nature of
the fit used (Fig. 3.4) strong peaks in temperature appeaoagtts in buoyancy
frequency rather than peaks. The mooring lies very closadd?olar Front (Fig.
3.2), so we hypothesize that the front may have moved ovemtiwing, possibly
multiple times during the 18 month deployment. The CTD steticonfirm that the
front moved over the mooring at least once: the deploymarnserCTD closest to
mooring Shag2b is the coldest of the profiles (Fig. 3.4a) awtd the south of the
Polar Front, whereas the recovery cruise CTD taken at the karagon is within
the warmer group to the north of the Polar Front. Smith et28110) observed that
the front moved~ 1° (65 km) to the west in 11 days during the deployment cruise.
The temperature time series is not correlated with the tglar shear, and the
stratification of the CTD stations north and south of the fisrgimilar (the range
in buoyancy frequency is small), so the possible movemetttefront during the
mooring deployment does not have a strong influence.on

The weak anti-correlation betweety and rotary coefficient/{ = —0.40)
suggests that when the rotary coefficient is low, indicatmge upward propagating
energy (probably from internal waves generated at the t@pdry), ~. is high,
presumably from more internal wave breaking. Fig. 3.6 risveaincident troughs
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in rotary coefficient and peaks it.

The effects of mooring knockdown and tilt have been considerFrom the
ADCP pressure record the maximum knockdown of 180 m occurtethg a
2-week period of particularly strong currents in May 2008f, lduring the rest
of the record, the knockdown rarely exceeded 20 m. Simildodypitch and roll
reach maxima oB° and 5° respectively during the same period, but otherwise
rarely exceed®. These are not thought to have a significant effect on thershea
or buoyancy frequency, and thus en, for two reasons. Firstly, the depth, pitch
and roll are not correlated with shear, buoyancy frequerncy..o Secondly,
we considered what size of knockdown or tilt would be neagssa produce
the observed ranges of shear and buoyancy frequency in emed of varying
currents and temperatures. The required knockdowns ofyné@® m to produce
the observed range in shear, and over 1500 m to produce tleeveldsrange in
buoyancy frequency, are both greater than the total heigteomooring, and far
exceed the observed knockdown. Buoyancy frequency will eaffected by the
tilt, since it is extrapolated from temperature readingshatdepth of the ADCP
only. The tilt required to produce the observed range in isiseeaearly65°; far
greater than the observed range in pitch or roll. We theeetonclude that the
variations seen im, are caused by changes in the ocean’s turbulent flow and not
artefacts of the mooring motion.

3.5 Spectral Analysis

Using the multi-taper method (Thomson, 1982; Percival araldéh, 1993), we
performed spectral analysis to search for significant p@ites which could be
linked to a particular source of variability. Spectra arewh in Fig. 3.9 for the
northward and eastward depth-mean velocities, temperattu2400 m, ECMWF
reanalysis wind speed at the nearest grid point to mooringg3h, integrated
shear variance (both with and without the smoothing desdrib section 3.4.1.iv),
buoyancy frequency, ang. with the smoothing described in section 3.4.1.iv. We
include the smoothed integrated shear variance for easeroparison with the
smoothedx.. Each plot also shows the theoretical red noise spectruouledéd
from the lag-1 auto-correlation coefficient for that vateglexcept for plot (e), the
unsmoothed integrated shear variance. Since many ocegtogrguantities are
approximately red, this was used as a null hypothesis: peakse spectra are
considered significantly different from a red noise backgibif they lie above the
95% confidence limit of the red noise spectrum.
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Figure 3.9: Variance preserving spectra. In each plot, the verticalsattie power spectral
density x frequency (PSDx fr). The dotted curve is the theoretical red noise spectrum
based on the lag-1 auto-correlation coefficient, and the dashed cuihee95% confidence
limit. The vertical dashed line is the inertial frequency, and the vertical dsktines are the
main diurnal and semi-diurnal tidal frequencies. (These are O1, Klg252 from left to
right, although M2 and S2 are very close together and so may appeag #sdndot-dash
line.) (&) Northward and (b) eastward depth-mean velocity: these aedyagpresentative
of the spectra for individual levels as the currents in this area are quitérdyaic. (c)
Temperature from the instrument located 600 mab. (d) 6-hourly ECMWiahgsis wind
speed at the nearest grid point to mooring Shag2b. (e) Integratedvsineace without the
smoothing described in section 3.4.1.iv. (f) Integrated shear varianceheittmoothing
described in section 3.4.1.iv. (g) Buoyancy frequencyxthyith the smoothing described
in section 3.4.1.iv.
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The main diurnal (O1 and K1) and semi-diurnal (M2 and S2)l ficquencies
are visible in the velocities (Fig. 3.9a & b), particulartythe northward velocity.
Very small peaks at the local inertial frequency (0.067 egfday, period 15.0 hours)
are also present. The spectrum of the integrated sheanearaalculated without
the smoothing described in section 3.4.1.iv. (Fig. 3.9ewshthat the integrated
shear variance is very energetic at high frequencies. Tnsodistrates the validity
of the assumption stated in section 2 that subinertial sisesmall compared with
that in the internal wave field. Both the unsmoothed integrateear variance and
unsmoothed:. (not shown) are energetic at high frequencies, but do npialis
a particularly noticeable increase in activity at inertidiurnal or semi-diurnal
frequencies. While this might suggest that the inertial anoin@l/semi-diurnal
tidal components of the velocities are barotropic rathantharoclinic, Sherman
and Pinkel (1991) point out that small scale internal wavesich contribute the
most shear) are vertically heaved by other internal wavéss Doppler shifts the
encounter frequency as measured by a fixed mooring acragsefiey space so
that the intrinsic frequency of the waves cannot be ideutifie

The northward (along-stream) velocity shows high spe@rargy in a broad
band from 10 to 60 days, with a noticeable peak around 14 dhgsperiod of
the spring-neaps tidal cycle, whereas the eastward (stosam) velocity is most
energetic in the band from 2 to 5 days, with a particularlgéapeak at a period
of approximately 4 days. Although the wind speed shows fditva at periods
between 6 hours and6 days, it is not correlated or coherent with the current
velocity, so is not a direct driver of that variability. Conmjg@n with other ACC
current meter velocities suggests that the topographistdotion in the east-west
direction is responsible for the difference, in the enecggequencies, exhibited
by the northward and eastward velocities. Bryden and HedB5)lexamined
moored current meter data southeast of New Zealand, andiratBrake Passage.
Phillips and Rintoul (2000) examined moored current metéa dathe ACC south
of Australia. Both studies suggest that, in areas with toglgic constrictions, the
cross-stream velocity tends to exhibit variability at seoperiods than the along-
stream velocity. The spectrum of the temperature time sshews rather different
behavior to the velocities, with low variability at high éeencies but a significant
peak at periods of 50 - 100 days. This is comparable to the temperature spectra
found by Bryden and Heath (1985) and Phillips and Rintoul (2000

The variability at periods of 10-20 days in the spectra oégnated shear
variance and buoyancy frequency, and thusand rotary coefficient (spectrum
not shown, but broadly similar to the spectraxgfand integrated shear variance),
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is most likely due to the spring-neaps tidal cycle, combimeth eddy activity,
which several authors have reported as important at thessdpgBryden, 1979;
Sciremammano, 1980; Bryden and Heath, 1985).

The large peak at a period of 3.8 days seen in the spectra twfagdsvelocity,
integrated shear variance and is particularly unexpected. Bandpass filtering
reveals that the signal is very persistent, appearing tirout thex. record, with
an average amplitude of approximatélj x 104 m? s7L. Itis not an instrumental
fault as the same signal appears in the velocities recorgleithdo RCMs below
the ADCP. It is not directly wind-driven, as the winds are heitcorrelated nor
coherent withs.. Moreover, wind-driving would be expected to be appareet av
fairly wide area, and the velocities at moorings Shagl arabSliFig. 3.1(c) and
Table 3.1) do not show a signal at that period. It is not calseskeiching, as the
constricted channel is too short in the north-south dioecéind too wide in the east-
west direction to set up such a resonance. In 4 days, watdvested north by an
average of 60km, which is more than the north-south lengtth@fconstriction.
Bandpass filtering the velocities and plotting a progresssetor diagram (not
shown) reveals that this east-west oscillation has an &amlgliof approximately
5km. This is too great to be caused by mooring motion sinceADEP is only
600 m off the sea floor, and spectra of the mooring’s deptich@nd roll do not
reveal a large 3.8-day signal. One remaining possibilitpjmgraphically-trapped
Rossby waves propagating around the local seamount. Themgasrocated on
the north-east flank of a seamount (Fig. 3.1(c) and Fig. 3i®) avradius of~15
km at its base, and a slope 65 m/km. LeBlond and Mysak (1978) state that
wave-trapping by a cylindrical seamount (i.e., a seamoutit wertical sides) is
only possible if the radius of the seamount is greater thanbdrotropic Rossby
radius (1300 km in Shag Rocks Passage, so much greater thaadibe of this
seamount). However, subinertial waves can be trapped bgra@et with sloping
sides (Rhines, 1969; Brink, 1989; Sanson, 2010) even if thasad the seamount
is less than the barotropic Rossby radius.

Using the model of Brink (1989) with the stratification obssivduring the
deployment cruise and an idealised, axisymmetric sean(&tot 3.10) of similar
height, radius and slope to the one immediately west of therimg, we find trapped
waves with azimuthal wavenumber= 1 and a frequency of 3.2107° s~ (period
3.8 days), consistent with the observed primary peak imtregpectrum of 3.8 days.
(Model downloaded 6/20/2011 from http://www.whoi.edupalo?pid=23361.) At
n = 2 the model finds a trapped wave with a frequency of 415-° s* (period
2.6 days), consistent with the second most prominent pe#heirspectrum of..
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Although the velocities in Fig. 3.9(a) and (b) do not haveiobs peaks at a period
of 2.6 days, these are the spectra of the depth-mean vekdit., the barotropic
component. The integrated shear variance (Fig. 3.9f) hakspat periods of 3.8
days and 2.6 days, indicating that these are baroclinicamsti Such baroclinic
motions can increase the internal wave shear variance asd th
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Figure 3.10: Idealised axisymmetric seamount used with the Brink model, figpadgson
with Fig. 3.1d. Contour intervals are every 200m with shading every 600theirsame
colors as Fig. 3.1d. The black circle is mooring Shag2b.

3.6 Conclusions

An 18-month time series of internal wave driven diapycné#fudivity from Shag
Rocks Passage was inferred from fine scale shear using a mmtbaifled from
that used to calculate, from LADCP shears. The meat, was4.1 x 10~* m?
s!, consistent with the value obtained from LADCP dat&df x 10~ m? s! at
the depths ensonified by the moored AD&Pvaries by a factor of just over 100,
much greater than the factor of 3-4 uncertainty inherertémhethod (Polzin et al.,
2002), from0.5 x 10~ to 57 x 10~* m? s~!. This range is slightly greater than
the spatial variability seen in Shag Rocks Passage at the dapties as ensonified
by the moored ADCP. The record shows no obvious annual or s&nngé cycle,
despite being at a high latitude where seasonality is oftetie gnarked. The record
displays variability over timescales of 10 to 20 days thdugltbe driven by eddy
activity and the spring-neap tidal cycle, and variabilitypariods of 3.8 and 2.6
days most likely due to topographically-trapped waves agaping around the local
seamountx is anti-correlated with the rotary coefficient (indicatitigat stronger
mixing occurs during times of upward energy propagatiorjc suggests that
mixing occurs due to the breaking of internal waves gendratéopography. We
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have demonstrated that time series can, to an extent, gfedh the mechanisms
causing mixing.

The results presented here are from a single moored ADCP iher ratypical
location, where a strong flow is extremely constrained byttpography. The
moorings used were not designed to measurebut we have demonstrated that
the method used to calculate from CTD/LADCP profiles can be adapted for use
with moored instruments. If measuring were the aim, then in regions with a less
stable temperature-salinity relationship, or where aairntemperature gradient is
not an appropriate assumption, the moorings would neecahade temperature and
salinity sensors spanning the depth range ensonified by dloeed ADCP. It is also
necessary to programme the ADCP to provide both sufficieriica¢mresolution,
and enough depth bins to perform a Fourier transform in tingce¢ The vertical
sampling frequency must be at least twice the largest wawbruincluded in the
integration, i.e. the length of the depth bins must be, attjwaf the smallest
wavelength included. Moreover, finescale parameterigati@ave not been assessed
for depth bins greater than 20m. We would therefore recondnusing depth bins
of no more than 20-40 m. The decision on what constitutestighodepth bins is
rather heuristic, but we would recommend a minimum of 1528 bbf good data
(i.e. after the data quality control cuts, such as that basdtie percentage of good
beam solutions, have been made).

Time series at other locations will be important in assepgihether diapycnal
mixing commonly varies over a similar range, or whether ihismply a feature of
this particular location. In the Scotia Sea region, themissiderable atmospheric
variability such as storms and seasonal cycles, and in #s@nariability includes
extensive eddy activity, strong currents, and movementraft§. Shag Rocks
Passage has complex topography, with which varying watdiomocan interact.
We postulate that other regions with less atmospheric ardroc variability, and
less complex topography, may experience less temporahbibity in . at the
depths observed here. We are therefore cautiously opitnabbut the validity
of 'snapshots’ ofx., though we would prefer to see further studies of temporal
variability over at least a year at a range of locations, esgfig since local
topography (e.g., small seamounts) can provide varighmlittimescales unrelated
to large-scale atmospheric forcing.
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Chapter 4

Supplementary Material for the Shag
Rocks Passage Study

4.1 Introduction

This chapter expands on two aspects of the study in Shag Rasksi§e discussed
in chapter 3. Firstly, it will discuss how we addressed thednfor a time series
of buoyancy frequencyX) for use in the calculation of diffusivityx(,). This was
problematic because the ADCP was the uppermost instrumethieomooring, so
there were no temperature and salinity sensors in the wefghs ensonified by the
moored ADCP. Secondly, we will discuss the use of models teszsthe effects of
the seamount in Shag Rocks Passage on the variability inntieesieries of:. .

4.2 Buoyancy Frequency

A number of methods, of varying complexity, to provide a tisegies of N were
considered. As discussed in section 3.4.1, time seriesngbeeature and salinity
were not measured in the volume of water ensonified by the AOPthere
was a temperature sensor on the ADCP, and on the three rotentuneters
(RCMs) in the water column below (Table 3.1). Some differerprapches to
using these time series to provide time series of temperatual salinity (and hence
buoyancy frequency) appropriate to the water column mositdoy the ADCP,
were considered.

I The simplest approach would be to holM constant, in which case the
temporal variability in the calculategl. would be entirely due to variability
in the shear. Using a constant value/of calculated from the CTD profile
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of the nearest deployment station to the mooring locatiahas@raged over
the water depths ensonified by the moored ADCP, gave the tirmess® .
shown in Figure 4.1b. This value d¥ is shown as the white diamond in
Figure 4.1a. While straightforward, this was not consideéodak an adequate
solution, as the stratification is unlikely to be constant.

Ii Hold salinity constant at the values of the CTD profile of thearest
deployment station to the mooring location. Use the varitmmsperature
times series to provide a time series of temperature grgdigrich can then
be used to extrapolate temperature upwards to the watenslepsonified.
This relies on the assumption that the gradient of temperatuthe same
above and below the ADCP. The CTD data taken during the deplalyme
and recovery cruises do show largely similar gradients ebtevd below
the ADCP (Figure 3.4a). At each time step, the mean of the teatye
gradients between each pair of the three temperature seosdhe RCMs
(30, 100 and 400 metres above bottom (mab)) was calculatedn,Tusing
y = mx + ¢, wherex is the depths ensonifiedy is the gradient at each
time step, and: is the temperature recorded by the sensor on the ADCP at
each time step, it was possible to extrapotatthe temperature at each depth
ensonified, for each time ste@V was then calculated in the usual way, and
the time series olV is shown in Figure 4.1a in blue, with the resultingin
Figure 4.1c.

iii Follow the temperature gradient approach above, butaufieto the T - S
relationship (in-situ temperature and absolute salim#gpectively) of the
deployment and recovery cruise CTD profiles, to also infemaetseries
of salinity. A cubic fit was found to be a good match to the CTDfitge
(Fig. 4.2). As discussed in section 3.4.1, the most impoitamponent of
this process, in terms of the impact on the calculatgds the temperature
gradient; the effect of salinity oV is, in essence, an enhancement of the
effect of the temperature gradient. The times seried afalculated in this
way is shown in Figure 4.1a in green, with the resultingn Figure 4.1d.

iv The final approach used did not involve the temperaturgapriation
described in (ii) above. Instead, the CTD temperature gradietween 1800
and 2400 m (1200 and 600 mab, respectively, the depth rargEnidied
by the moored ADCP), of the deployment and recovery cruistogtain
Shag Rocks Passage, was fitted to the temperature at 2400 radoroé
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Figure 4.1: Times series of buoyancy frequency and diffusivity in SRagks Passage.
(a) Buoyancy frequencyx(10—3 s~!) found in different ways: blue as described in (ii) in
the text, green as described in (iii) in the text, red as described in (iv) in ke Tne
white diamond is buoyancy frequency at station 56 of the deployment caviseged over
the depths observed by the moored ADCP. (b)-(e):1b6g.) (m? s~!). In each plot, the
grey line is the unsmoothed quantities, the coloured/black line is daily avesfgsy and
the white diamond is that recorded at station 56 of the deployment cruisegadeover
the depths observed by the moored ADCP. (b) The black ling i®und by holding v
constant, as described in (i) in the text. (c)+g)found using the time series of in (a) of
the same colour.

those stations. Fig. 3.4(b) illustrates the cubic fit whicisviound to best
reproduce the observed temperature profile. The cubic g&T'D stations
was used, in conjunction with the temperature at 2400 m dexbby the
ADCP, to generate temperature gradients, and thus tempesatoetween
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1800 and 2400 m for the entire time series. The cubic fit fonggaldescribed

in (iii) above was also used. The resulting times serievois shown in
Figure 4.1a in red, with the resulting in Figure 4.1e. These are the same
time series previously shown in Figure 3.6e and g.
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Figure 4.2: Fitting salinity to temperature as part of the derivation of the timessefie
buoyancy frequency. The grey lines are profiles of the Shag Roaksage CTD stations
(deployment and recovery cruises), with the darker grey being thegtlstation of each
cruise. The coloured lines represent possible salinity fits: blue = line=egng= quadratic,
red = cubic. The black diamonds and squares represent the mean [TieS aa30 mab,
100 mab, 400 mab (diamonds), 600 mab and 1200 mab (squares) usingska chbic fit.
The water depths ensonified by the moored ADCP lie between the two blaakesgthe
diamonds are at the depths of the rotary current meters.

The goodness of fit of the various extrapolation methodsfaan be illustrated
using the CTD profiles in Shag Rocks Passage. Using the terapesatt the depths
of the RCMs and the ADCP on each profile, N was calculated using efthe
extrapolation methods above. In Figure 4.3, these arezplatgjainst the real values
of N for each CTD profile (all averaged over the depths ensahifiethe moored
ADCP). It is clear that the final approach (in red) is best, sititee extrapolated
values lie closer to the black line, which indicates whergagpolated values are
equal to the real values. The temperature extrapolatiocrides in (i) above was
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not the best way to proceed. The absolute accuracy of theibugmperature
sensors on RCM8 current meters is not comparable to that ofgriggision (e.g.
MicroCAT) CTD-loggers, such as on a ship’s CTD, or that mountethe moored
ADCP. Moreover, the lowest RCM is located only 30 m above theobwtt This
position is quite likely inside the bottom boundary layehese there might be
substantially reduced stratification. Finally, the asstiompthat the gradient of
temperature is the same above and below the ADCP may not ifeepisTogether,
these issues introduce considerable (non-realisticabdity in the calculatedV,
and thus in<.. A more conservative approach, as described in (iv), wasibet
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Figure 4.3: Goodness of fit for the various methods of extrapolating Using the
temperatures, on each CTD profile, at the depths of the three RCMs akDB, NV

was extrapolated as described in the text, then plotted against th€ oéahe same profile.

(All values x 103, all averaged over the depths ensonified by the ADCP.) Blue as dascribe
in (ii), green as described in (iii), red as described in (iv). The blackibng = z, i.e.,
extrapolated values equal to real values.

In Figure 4.1, we see that the final approach (in red) greattyces the overall
variability in both NV and ., compared with the other extrapolation methods.
Table 4.1 gives the mean, median and rang®& afndx . calculated by the various
extrapolation methods. The range for method (iv) is fairly similar to that for a
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constantN (method (i)), indicating that the final extrapolation apgeb did not
substantially increase the variability in beyond the variability produced by the
changing shear.

Table 4.1: Mean, median and rangeMdfandx, calculated using the various extrapolation
methods discussed in the text. All values given to 2 s.f., exceptMaralculated by
extrapolation method (iv) which is given to 2 d.p. in order to distinguish the preadian
and maximum. Allx, values are after applying the running 24-hour mean.

Extrapolation K, x 1074 m?s! N x1073s7!

Method Mean Median Range Mean Median Range

i 6.3 5.2 1.0-67 0.90

ii 13 8.5 0.22-270 0.87 0.82 0.43-2.4
iii 7.8 5.2 0.049-160 1.0 0.94 0.60-4.6
iv 4.1 3.3 0.54 - 57 1.05 1.06 0.48-1.11

4.3 Models used to assess the effect of the seamount

Two models were used to consider the effect of the seamoutiteovariability in
the time series of velocity, shear, and hence diffusivityha mooring site discussed
in chapter 3. Notable features in the time series at peiitoeBavhich are not readily
explained by other mechanisms are the 4-day signal in thevaabsvelocities, and
the 3.8-day and 2.6-day signals in the integrated sheaanaei(section 3.5 and
Fig. 3.9a & f). The first is barotropic (seen at all depths ie #elocities), but the
3.8-day and 2.6-day signals are baroclinic, appearingglyan the shear. The first
model discussed below is for barotropic trapped waves, siuhdsed on the work
of Sanson (2010). The second model discussed is for baiottpped waves, and
is based on the work of Brink (1989). Here we describe the setigoth models
and the methodologies for determining the periodicities thight be caused by
waves propagating around the seamount in Shag Rocks Pa3dagexpands on
the results quoted in chapter 3.

4.3.1 Barotropic Waves
4.3.1.1 Model Description

Sanson (2010) derives exact solutions of the linear, bapaty shallow-water
equations with a rigid lid to give a dispersion relation farditropic trapped waves
around axisymmetric seamounts. In polar coordinates tieali shallow-water
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equations for a homogeneous fluid layer in a rotating system a

u — fo=—gnr,
__9
vet fu=—"nmp, (6)

1 1
—(rhu), + —(h =0.
T(r w) +7"( v)g =10

Here, and in equations 10 below, the radial, azimuthal amticeé directions are
given by (, 0, z) and velocities by, v, w), f is the Coriolis parameter (assumed
constant), g is the acceleration due to gravity, and subindices denot&apa
derivatives is the free-surface deformation, ahds the fluid-layer depth. Drag is
assumed to be zero. The rigid lid approximation has beeneppl the continuity
equation: the fluid depth(r) is time-independent. Since we are considering an
axisymmetric seamount only, the fluid depth is also indepahdfé.

An approximate analytical solution for these equationsfivsssfound by Rhines
(1969) for topography in which the fluid depth increases prtpnally to exp(?),
wherer is the radial distance from the centre of the seamount. $a(&@l0)
expands on this by deriving exact (rather than approxineata)ytical solutions of
the barotropic problem, valid for a wider range of topogiapHrom flat-topped
seamounts or guyots to sharp, cone-shaped seamounts. dpeatthe seamount
is modelled as

h(r) = hgexp(Ar)®, (7)

wherer is the radiush(r) is the water depth at radius i is the water depth at the
summit of the seamouni,~! is the horizontal length scale of the seamount, and the
real number > 0 is a parameter which measures the shape of the seamount. Fig.
4.4 shows example seamount profiles for different valuesasfd \, values chosen
to include those used for the seamount in Shag Rocks Passagednd\—! = 20
km).

The derived dispersion relation of the waves takes the form

w n
?:S]H—n’ ®

wherew is the wave frequency is the inertial frequency, > 0 is the azimuthal
wavenumber ang > 0 the radial wavenumber, with andp integers. The angular
phase speed of waves propagating around the seamountrishyive

w f

Cn»P(‘S) = E = sp+n ) (9)
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Figure 4.4: Depth profiles over seamounts of the férfn) = hg exp(A\r)®, wherehy =
—500 m. Dashed lines have! = 10 km, solid lines\—! = 20 km.

showing that waves rotate around the seamount with angpéedsc depending
inversely ons, n andp. In the southern hemisphere, waves will propagate in an
anti-clockwise direction.

Thus, for a seamount whose shape is describeb,by ands, solutions exist
with various radial and azimuthal wavenumbers, and thuswarrequencies and
phase speedsh(r) = hgexp(Ar)® is a fairly crude approximation to the shape
of the real seamount so the solutions found will be only clydepresentative
of the waves around the real seamount. These solutions syeatotropic, i.e.,
appropriate for single-layer fluids. The observed stratiion is weak {V typically
~ 8 —9 x 107* s7! at the depths ensonified by the moored ADCP), but it is not
zero. These solutions could, however, suggest whetheradrbpic signal with a
period of 4 days, as seen strongly in the eastward velodgiestion 3.5 and Fig.
3.9), might reasonably be considered a consequence of éserpre of barotropic
waves propagating around this seamount. Prior to this aisalwe were unaware
if a period of 4 days was even the right order of magnitude motyopic waves
propagating around this seamount.

The real seamount is not axisymmetric and has many irrefgadures. Fig. 4.5
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shows the seamount and the bathymetric profiles of some daarapsects through
the seamount. Also shown is a bathymetric profile of the fafm) = hq exp(Ar)®,
with hy = 1790 m, s = 1 and\~! = 20 km, which is crudely representative of
the real bathymetry, and is in the form required to make ugbeSanson (2010)
solutions.

53.05

531 3500

3000

latitude ( 'S)
[6)]
[6)] w
W
N [6)]
depth (m)

2500

53.25 2000

ST
48.45 484 48.35 48.3 4825 48.2 48.15 48.1 48.05
longitude ( W)

1500

1500

2000

depth (m)
N
[6)]
o
o

3000

3500 ‘ :
-20 -15 -10 -5 0 5 10 15 20 25

distance from top of seamount (km)

Figure 4.5: (a) Bathymetry of the seamount in Shag Rocks Passage frath &nd
Sandwell (1997). Contour intervals are every 100 m. The location of np@&hag 2b
is shown as a red diamond. Coloured lines show the example transects lvetliogmetric
profiles are shown in panel (b) in the same colours as the transect lingp imKe thick
black line in (b) has the form(r) = hg exp(Ar)*, with hg = 1790 m, s = 1 andA~! = 20
km. The thick grey line in (b) is the bathymetric profile used with the baroclinic tiode
section 4.3.2, included here for comparison.

4.3.1.2 Predicted Frequencies

The dispersion relation for a seamount with= 1 (Fig. 4.6), was calculated using
equation 8 for different values of andp. Waves exist only at discrete points
(integer values ofi andp), though for clarity dashed lines connect points of equal
p. Waves exist at a range of different frequencies, but onlytems withn = 1
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Figure 4.6: Dispersion relation for waves over a seamount calculated &isin 1, f =
1.17 x 107* s7! (i.e., at a latitude of 53 the latitude of the centre of the seamount).
Valid frequencies are indicated with diamonds, dashed lines are useldiity.cThe solid
horizontal line indicates a period of 4 days (again at a latitude oY, 5&.,w/f = 0.16.

have frequencies low enough to be of interest for explaimisggnal with a period
of 4 days.

The solution with azimuthal wavenumber= 1 and radial wavenumber= 5
has a frequency df.1 x 10° s! (period 3.7 days), and the solution with= 1
andp = 6 has a frequency df.6 x 10° s~! (period 4.4 days). These waves would
propagate in an anti-clockwise direction around the seamauith tangential phase
speeds, at the distance of the mooring from the centre ofetmsunt, of 0.19 and
0.17 m s! respectively. Note that this is the speed of propagatioreakp/troughs
of the barotropic wave, which is quite distinct from the \@tp of the water. While
this does not provide definitive proof that the seamountgpoasible for the 4-day
peak observed in the eastward velocities, it does suggastia presence of the
seamount is a plausible explanation for this barotropinadig
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4.3.2 Baroclinic Waves

We now turn to a discussion of the baroclinic signals obgskiwethe integrated
shear variance with periods of 3.8 and 2.6 days (section @bich cannot be
explained by a barotropic model. Brink (1989) discusses fieeteof stratification
on seamount-trapped waves, and thus the existence of imacochpped waves
around seamounts as well as barotropic. The model devefop&tink's work is
made available at http://www.whoi.edu/page.do?pid=2336d was used here to
model the effect of the seamount in Shag Rocks Passage.

4.3.2.1 Model Description

Brink’s model is a numerical model which calculates dispersielations for

seamount-trapped waves at subinertial frequencies iratifd ocean. The main
assumptions are a rigid-lid ocean surface, that the sean®maxisymmetric, the
equations of motion are linearized, and the bottom bounldgsr is infinitesimally

thin. The Boussinesqg approximation will be made throughdite equations of
motion are:

1 1
ut_fU:__pT+_Tz7
Po Lo
1 1
v+ fu=——ps+—77,
TPo o
10
0=—p.—gp, (10)

1 1
- r - z:()a
T(ru) + r(v)g—i-w

p;—i—wpoZ:O

In addition to the variables defined above (equation® 8gpresents pressure,
77 and 7% are turbulent vertical stresses in the radial and azimutiraictions
respectively (i.e., representing drag), and density ismgivy

pP= po(z) + pl(rv 0, Z,t) ) (11)

where|p'| < po.

4.3.2.2 Model Inputs and Sensitivity Tests

The necessary inputs to Brink’s model are the stratificaiithe form of a depth
profile of N2, and the shape of the seamount. Fig. 4.7 shows &vqorofiles
considered, along with the profile calculated from the n&a@I D station of the
deployment cruise. A smoothed profile with only a few datanfmis necessary as a
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Figure 4.7: Profile of the squared buoyancy frequency at mooring 3baThe grey line
is the observed profile, the black and blue lines are two different smoptoéites used as
inputs to the Brink model. (The blue and black profiles are the same below 800 m.)

model input for numerical stability. By comparing the resutiund with these two
N? profiles, we can determine if the model output is sensitiveneaV? profile in
the upper part of the water column. The blue profile will hdaé be referred to
as “N? profile 1", and the black profile as\*? profile 2”.

It was again necessary to produce an idealized topograpithvga reasonable
axisymmetric approximation to the real topography. Howesi@ace this numerical
model does not require topography of a particular shape ttarbepproximation
to the shape of the real seamount can be used than for therdmcomodel.
Two possible methods for producing an idealised axisymméathymetry were
considered: averaging depths at given distances from theftthe seamount, or
averaging distances at given depths. The distance fromethiecof the seamount
was calculated for each latitude/longitude grid point. Eor first method, grid
points were binned every 1 km from the centre of the seamaund,the depths
in each bin averaged. The depth profile acquired in this wakasblue line on
Fig. 4.8. For the second method, grid points were binnedyel@® m depth, and
distances from the centre of the seamount in each bin aw(ggeen line on Fig.
4.8).
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Figure 4.8: Profiles of the seamount bathymetry. The thick black line is théisdda
bathymetry used as an input to the Brink model in chapter 3, and in Fig. 3HégiEeen
and blue lines are averages of the observed bathymetry: the blue lineaélgwaveraging
depths for given radii, and the green line by averaging radii for gdegths. The red line
is the seamount profile used with the Sanson model, with a bottom depth of 3000 m.

The second method, averaging distances at given depthsfouad to be
affected more severely by the non-axisymmetric nature efrdal seamount. In
Fig. 4.5a, we see that the bathymetry becomes rapidly dempéne south-east
side of the seamount, but flattens out more on the west sidedepths below
around 3000 m, this pattern results in the distance averaggiven depths being
approximately constant, which is not a good approximatmnhe shape of the
seamount. Near the top of the seamount, averaging distamdepth bins means
that large numbers of points from the shallow east side od#faenount are included
in any given depth bin, but only a few points from the steepttsowestern side.
Again, this does not result in a good approximation to thepshat the seamount.
Therefore, the bathymetry profile found by the first methoagraging depths at
given distances from the top of the seamount, was used. &bk lahe in Fig. 4.8 is
the actual idealized bathymetry input to the model usedddyoce the results given
in chapter 3. This seamount profile will henceforth be reférro as “seamount
profile 1”. The red line is the seamount profile used with theotsapic model,
which has the formi(r) = hgexp(Ar)®, wherehy = 1790 m, s = 1 andA™! = 20
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km. This profile, which will henceforth be referred to as “swaunt profile 27, was
also input to the Brink model, to determine if the results amesgive to the shape
of the seamount.

4.3.2.3 Results and Discussion

The frequency of the topographically-trapped waves wasddo be sensitive to
the shape of the seamount but not to ¥&profile. Table 4.2 gives the frequencies
and periods of topographically-trapped waves with azimuttavenumbers, = 1
andn = 2, found by Brink’s model using differen¥? and seamount profiles.

Table 4.2: Frequency and period of topographically-trapped waves adtmuthal
wavenumbern = 1 andn = 2, found by Brink’s model using differen¥? and seamount
profiles.

N2 profile 1 N2 profile 2 N2 profile 1 N2 profile 2
seamount w (x10~%s7!) 2.969 3.000 4.460 4.461
profile 1  period (days) 3.90 3.86 2.59 2.59
seamount w (x107%s71)  2.000 2.000 3.996 3.995
profile 2  period (days) 5.79 5.79 2.90 2.90

These results show that it is plausible for the seamount ag$tocks Passage
to produce topographically-trapped baroclinic waves vpiéniods of 3.8 and 2.6
days. Such baroclinic motions could lead to variability e internal wave shear
variance, and hence in,, at those periods. We have not proved definitively that
this was indeed occurring in Shag Rocks Passage: to do so weglie a high
resolution model with bathymetry which was an accurateesgmtation of Shag
Rocks Passage (including the seamount), plus accuratenafimn about the mean
flow so as to model the interaction of the mean flow with the smarh
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Chapter 5

An assessment of density-based
fine-structure methods for estimating
diapycnal diffusivity in the Southern
Ocean

This chapter forms the basis of a paper currently in preparaftor publication in
the Journal of Atmospheric and Oceanic Technology.

citation: Frants, M., S. Gille, J. MacKinnon, G. M. Damerél, J. Heywood, 2012,
An assessment of density-based fine-structure methodstioraéing diapycnal
diffusivity in the Southern Ocean, J. Atmos. Oceanic Techngreparation.

Marina Frants, Sarah Gille and Jennifer MacKinnon, from th&ifps Institution
of Oceanography, worked on the problem of the noise chariatites of the data.
| was involved with the diffusivity calculations, some geheiacussions on the
noise, and re-working the text and figures after Marina Framtste the first draft.

5.1 Abstract

Fine-structure estimates of diapycnal diffusivityare computed from CTD and
XCTD data sampled in Drake Passage and in the eastern Padfar s¢ the
Southern Ocean and are compared against microstructurguneeaents from the
same times and locations. The microstructure data shouwcakdiffusivities that
are an order of magnitude smaller over the smooth abyssaliplthe southeastern
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Pacific than they are in Drake Passage, where diffusivitiestiought to be
enhanced by the flow of the Antarctic Circumpolar Current ogegh topography.
Fine-structure methods based on vertical strain estinaagesuccessful at capturing
the spatial variability between the low-mixing regime ire thoutheastern Pacific
and the high-mixing regime of Drake Passage. Thorpe scéilmaes for the
same data set show no significant difference between DragsaBa and eastern
Pacific estimates. XCTD profiles have lower vertical resolutand higher noise
levels after filtering than CTD profiles, resulting in XCTDestimates that are, on
average, an order of magnitude higher than CTD estimatestaDvibe estimates
from both CTD and XCTD are 1 to 2 orders of magnitude higher tretmmates
made from microstructure measurements and tracer difiussoiggesting that
the approximations required for computing fine-structuséngates can lead to
over-estimation of.
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5.2 Introduction

Diapycnal turbulent mixing is a dominant factor in contirad) the stratification and
energy budget of the global ocean, as well as vertical flukéesh water, nutrients
and dissolved tracers (e.g. Munk and Wunsch, 1998). In tpempcean, it drives
the heat and gas exchanges between the ocean and the atrepspiigencing
the ocean’s role in regulating global climate. Observatibave revealed a high
degree of spatial variability in diapycnal diffusivity, with typical background
diffusivities of 10° m? s~!, and regions of intense mixing whexecan be as high
as 103 m? st (Gregg, 1987; Toole et al., 1994). Spatial variations opyénal
mixing have significant implications for ocean circulatiand climate modeling
(e.g. Simmons et al., 2004; Palmer et al., 2007; Nikurashthlaegg, 2011), and
numerical models run with patchy mixing have substantidiferent upwelling
patterns than models with uniform mixing (e.g. Jochum, 2008us characterizing
the spatial patterns of vertical diffusivities in the ocdwas emerged as a priority
research topic (MacKinnon et al., 2010).

Vertical diffusivities have typically been inferred fromater release experiments,
which measure the integrated effect of vertical diffugivoizer many months (e.g.
Ledwell et al., 2000, 2011) or from microstructure profileeasurements which
are able to resolve the small vertical length scales thotmle responsible for
diapycnal mixing in the ocean (e.g. Toole et al., 1994; Padtial., 1995; St. Laurent
et al., 2012). However the availability of these measurdamisriimited due to cost,
need for trained personnel, and difficulty of deploying thsetiuments in rough
weather conditions. As a result, a number of alternativehoud of estimating:
from fine-structure measurements have been developed.eThelside methods
based on detecting static instabilities in otherwise gtabiatified density profiles
(Thorpe, 1977; Dillon, 1982) and on parameterizations tdrimal wave shear and
strain variances (Kunze, 2003). These fine-structure a@gpes have been applied
to a wide range of observations made with velocity profilesnfilowered acoustic
Doppler current profilers (LADCP) (e.g. Kunze et al., 2006;vélea Garabato
et al., 2004) or with density profiles from CTDs (e.g. Sloya@Q%; Kunze et al.,
2006; Gargett and Garner, 2008; Sloyan et al., 2010), eXg#adCTDs (XCTDs)
(e.g. Thompson et al., 2007; Sloyan et al.,, 2010) and Argasi¢@d/u et al.,
2011). These estimates involve a number of approximatiomatcuracy of which
has not been fully determined, particularly in extreme envinents such as the
low-stratification conditions that occur throughout theuh@rn Ocean. However,
because fine-structure methods offer the promise of inestperglobal maps of



5.2 Introduction 89

vertical diffusivity, there is a strong impetus to apply héo the existing archive
of hydrographic data. Density profiles are of particulaeiast because there is
a long historical archive of density data, and because tbeigg database of
Argo profiles provides approximately 3000 new density pesfievery 10 days
(Roemmich et al., 2009). The objective of this study is to mevan assessment
of fine-structures derived from density profiles in comparison with microstrue
measurements collected as part of the Diapycnal and Isapiiring Experiment
in the Southern Ocean (DIMES).

DIMES was conceived to measure both diapycnal mixing anglisaal stirring
over the comparatively smooth topography of the southeaftacific (upstream
of Drake Passage) and through the rough topography of Draksage and the
Scotia Sea where internal wave activity was expected torgemenhanced vertical
mixing (Gille et al., 2007, 2012). The diapycnal mixing camngnt of the project
included purposeful tracer release as well as microstrectieasurements. DIMES
measurements in the southeastern Pacific shawedbe 0.75x 10> m? s™! on
the basis of microstructure measurements and<11-> m? s~! on the basis of
tracer diffusion (Ledwell et al., 2011). In Drake Passadgel &urent et al. (2012)
reported an order of magnitude more mixing, with mean vaddiesfound to be 1.3
x 10~* m? s, Similarly, in a separate field program in the Indian Oceaneof
the Southern Ocean, Waterman et al. (2012a) also found rgstantrast between
regions of smooth sea floor and steep terrain, withveraging 6.9x 107> m? s*!
over most of the region but reaching a maximum of 8.40% m? s~! near the
Kerguelen Plateau.

In parallel to the tracer release and microstructure pngfjlthe DIMES project
also carried out an extensive fine-structure measuremempaign that included
LADCP, XCTD, and CTD sampling intended to facilitate an assesgrof fine-
structure methods. Results from the LADCP data will be replostparately [A.
Thurnherr, personal communication, 2012], and this study$es specifically on
density profile data. Previous fine-structure estimateken3outhern Ocean have
indicated enhanced mixing over rough bathymetry (e.g. &8lpY005) and have
indicated diffusivities in Drake Passage, withranging from O(10%) m? s™! to
O(10°%) m? s~! (Naveira Garabato et al., 2004; Thompson et al., 2007), sdaie
higher than inferred from the DIMES microstructure or traceeasurements.
While fine-structure estimates might be predicted to ovenegé the magnitude of
turbulent diapycnal mixing in the ocean due to the effect;sfrument noise on
density profiles and spectra, at a minimum we expect that eesstul diapycnal
diffusivity estimate should be able to show the order of nitagie diffusivity
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contrast between abyssal plain in the southeastern PacificDaake Passage
(Ledwell et al., 2011; St. Laurent et al., 2012).

In order to compute fine-structure diapycnal diffusivitprir density profiles,
we consider two commonly-used methods: the Thorpe scaleadeind the vertical
strain method. Both methods depend only on density profildscan therefore be
applied when neither microstructure data nor LADCP measengsrare available.
Thus, the Thorpe scale and strain methods have the potémtbvide mixing
estimates over a wide spatial and temporal range, provitedata are of sufficient
quality and vertical resolution. We compare the CTD and XCTexes against
each other and against the estimates produced by micras&uneasurements. The
goal of this analysis is first to determine both for CTD and XCTDfiles whether
either method can replicate the basic contrast betweenarighowx reported in
the microstructure data. Our second goal is to provide guie@bout the accuracy
and performance of fine-structure methods in the low-$iration environment of
the Southern Ocean.

5.3 Data and Methods

5.3.1 Data

Fine-structure and microstructure data used for this stuege collected during
January and February 2010 DIMES cruise abdad Thomas G. Thompsofhe
survey area covered a region between the Polar Front andottbe3n Antarctic
Circumpolar Current Front in the southeastern Pacific, asagedl transect across
Drake Passage near“88. A total of 137 usable CTD profiles, using two sets of
Seabird SBE plussensors, and 22 usable XCTD profiles were obtained at losation
shown in Figure 5.1. All three types of instruments were dggtl concurrently
where possible, specifically to facilitate comparing fitreksture mixing estimates
against microstructure measurements. Four of the CTD casts deployed to a
target depth of 5000 m, and the rest were deployed to 2000 @ d® tm above
the bottom, whichever is the shallower. However, XCTDs sampla maximum
depth of 1100 m. For this analysis, we only use the data fraantap 1000 m,
both to facilitate comparisons with the XCTD and also becdhisedepth range is
sampled most extensively by the Argo program and by gliderpeagns. Therefore
evaluation of fine-structure performance in the top 1000 ra @erequisite for
determining what we can learn from routine density profiles.

Microstructure measurements were sampled with the High IRtsio Profiler
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Figure 5.1: Locations of CTD stations, XCTD stations, and microstructuerstations

sampled during the DIMES US2 cruise in austral summer 2010. Here redisticate

stations for which concurrent microstructure, CTD, and XCTD castawiable, red open
circles indicate concurrent CTD and XCTD casts, black filled dots indiecatewarent CTD

and microstructure, and black open circles indicate only CTD data.

2 (HRP2) provided by Woods Hole Oceanographic Institutiond @éhe Deep
Microstructure Profiler (DMP), provided by Rockland Sciéntinternational, Inc.
A total of 40 usable profiles were obtained with HRP2, and 2Zilpsowith the
DMP, as shown in Figure 5.1. Ledwell et al. (2011) provideadetl information
about the instruments and the sampling methodology. Thedesture (and thus
density) profiles were averaged into 0.5 m bins for the HRP2lodlL m bins for
the DMP.

5.3.2 Methods
5.3.2.1 Data pre-processing and noise estimation

Both of the fine-structure parameterization methods usediinanalysis require
a clear understanding of the noise characteristics of thee da well as sufficient
vertical resolution to resolve the turbulence. The raw datsst be carefully
processed in order to minimize the effects of instrumense@nd measurement
errors (Gargett and Garner, 2008; Gille et al., 2009; Uchbida., 2011).

The temperature and conductivity sensors on thle9CTD sample at 24 Hz.
At typical winch speeds, this results in a vertical spagalution of approximately
3 cm. However the resolution will vary with changes in winpleed. CTDs are also
subject to ship roll, which can create pressure reversdlgeimeasured profiles.



92 Density-based fine-structure methods for estimating diagldiffusivity

XCTDs record measurements at 25 Hz, equivalent to approglypnd¥d cm
vertical resolution. They fall freely through the waterwmin, and are not affected
by ship motion. However, they are not intended to be higltipren instruments.
Gille et al. (2009) found that almost all XCTDs exhibit anomad spectral spikes at
the 5 and 10 Hz sampling frequencies in both the temperanhdéhe conductivity
spectra. To remove the spectral energy at these frequeribis developed a
method for designing a low-pass filter to remove all enerdyesfuencies of 5 Hz
or greater. Applying the same method to our data, we desigrddpt filter where
the spectral energy tapers from 1 to O in the frequency raatyeden 22% and 34%
of the 12.5 Hz Nyquist frequency. This filter was used in dddito the low-pass
Hamming filter with a 19-scan window as suggested by Uchidd.€2011). The
filtered and unfiltered spectra for the DIMES profiles sampiddrake Passage are
shown in Figure 5.2a,b.

Both CTDs and XCTDs are subject to salinity spiking caused bydtfiering
time responses of the temperature and conductivity seigdonmison et al., 2007;
Gargett and Garner, 2008). To minimize the effects of thikisg for both
instruments, we utilized an iterative procedure similartthte approach used by
Johnson et al. (2007) to estimate the lag between sensar [paminimizing the
cross-spectral phase and maximizing the squared cohebetween temperature
and conductivity (R. Todd, personal communication). Afterrecting for the
thermal lag, pressure reversals caused by ship roll werevednfrom the CTD
profiles (Gargett and Garner, 2008), and salinity was coatpérom the filtered
and lag-corrected data. Finally, all data were linearlgrpblated to 0.25 m depth
intervals. The resulting wavenumber spectra of salinitytfie CTD and XCTD are
shown in Figure 5.2c.

The raw XCTD profiles in our data set show uniform-sized disoeel
fluctuations of 0.01C for temperature and 0.02 S/m for conductivity, implying
corresponding measurement uncertainties of 000&nd 0.01 S/m. To evaluate
the resulting uncertainties in the density values, we peréal a 100-run Monte
Carlo simulation in which the measured temperature and cdivity values
were perturbed by normally distributed random noise wite #ame standard
deviation as the measurement uncertainties. The reswléngity uncertainty was
approximately 0.012 kg n¥.

To estimate the remaining noise in our processed CTD dataplieeved the
procedure described by Gargett and Garner (2008) and egdnmdividual density
profiles, defining the noise level for each profile to be theddad deviation of
detrended density values within a 10 m layer where densiyeismixed. Based
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Figure 5.2: Comparison of raw and filtered spectra of (a) temperaturéauednductivity
for XCTD profiles sampled in Drake Passage during the 2010 DIMESgunomparison
of filtered, binned and time lag-corrected salinity spectra (c) for CTD a@d X profiles
sampled in Drake Passage during the 2010 DIMES survey. Error bpresent 95%
confidence intervals, computed based on tiecumulative distribution of the spectra
(Bendat and Piersol, 2000). For each comparison, spectra frowedllilsle Drake Passage
casts were calculated from detrended 1000-pt profile segments acente@0 m depth,
then averaged together. (Vertical resolution differs for the prodedata used in panel c,
compared with the data used in panels a and b, and this accounts for ardifian the
range of wavenumbers considered.)

on this criterion, the noise level in the CTD density profileasvapproximately
4x10~* kg m3,

5.3.2.2 Thorpe scale analysis and overturn validation

Thorpe scale analysis (Thorpe, 1977) provides a method gmating small-
scale mixing rates from temperature and salinity data ircqdawhere direct
microstructure measurements are not available. The go#heofanalysis is to
determine kinetic energy dissipation ratand diapycnal eddy diffusivity,. The
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value ofe is related to the Ozmidov scalg, (Ozmidov, 1965) by
e=L:N?, (12)

whereN is the buoyancy frequency.
The Thorpe scald.; is obtained by reordering a vertical profile that contains
density overturns in order to create a stably stratified |grdfi is defined as

Ly =+/({d?), (13)

where Thorpe displacemetitis the displacement of every reordered point from its
original position in the profile.

Comparisons betweefy, and L suggest a linear relationship between the two
scales (Dillon, 1982; Crawford, 1986). Dillon (1982) fourtetcoefficient to be
Lo =(0.8+ 0.4)Lr. Substituting this relationship into (12) gives

¢ = 0.64L7,(N)? (14)
wherei refers to theth overturn.

Diapycnal eddy diffusivity can be computed franas

Kk, =TeN 2, (15)

where I' is the mixing efficiency. Here we follow common conventiong(e
Thompson et al., 2007) and assuie- 0.2.

At the beginning of this section, we estimated the instrumeise level in our
filtered data to be approximately 0.012 kg hfor the XCTD density profiles and
approximately 4104 kg m—3 for the CTD profiles. At depths between 600 and
1000 m for typical low-stratification profiles in our studygren, density changes
of 0.012 kg m® occur over depth changes of 15-20 m, and changesc@b4* kg
m~3 occur over 0.5-1.5 m. To reduce the number of false overtuvesdiscarded
all XCTD overturns of less than 20 m and all CTD overturns of léss 1.5 m,
or having a density difference of less than twice the insemimoise. To evaluate
the effect of our choice of minimum overturn size on the diffity estimates, we
also performed our analysis of the CTD data using a minimumtoxeof 20 m to
match the XCTD analysis. The resultirgestimates were within one standard error
of the estimates computed with a 1.5 m minimum overturn smB¢ating that the
differences between CTD and XCTD estimates are caused plyrbgrivariations
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in instrument performance rather than in the standardsvertorn validation.

Galbraith and Kelley (1996) proposed an additional watessrast designed
to reduce the number of false overturns caused by the misnrasensor response
times, particularly in regions where temperature and cotwdty vary rapidly with
depth. The test is based on performing least-square fitsrtpdrature and salinity
within each overturn and computing the RMS of the differertmetsveen the fitted
lines and the data. The results are then normalized by the RiféSethce between
the sorted and the unsorted density values within the saredguom to produce
the quantities; for temperature and, for salinity. The quantity( = max((,
(;) can then be used as a measure of the tightness of the T-®mslap within
the overturn. Galbraith and Kelley (1996) propogee: 0.5 as the threshold for
overturn validation. However, Martin and Rudnick (2007) drttbompson et al.
(2007) have found that a less stringent criterion(ok 1 is sufficient, and we
accordingly adopt the criterion gf < 1 for our own analysis.

As a final step in reducing noise-related false overturnq&@TD data, we
follow the method of Gargett and Garner (2008) of creatinghéarmediate density
profile in which a constant density is maintained until a dgrehange greater than
a specified threshold value occurs between two successtaepdants. Potential
overturns in the intermediate CTD profiles were then evatlbésed on Gargett and
Garner’s (2008) overturn ratio criteria, replacing the lszaith and Kelley (1996)
criteria used for XCTD data:

Ry =min(L"/L,L~ /L), (16)

whereL is the length of an overturrf,* is the length of that portion of. where
the Thorpe displacements are positive, dndis the length of the portion where
the displacements are negative. Valuesipf < 0.2 implied that the prospective
overturn was caused by a single density spike that mightih@se due to instrument
noise, and overturns with these values were rejected.

For both CTD and XCTD data, the results for each cast were agdrago
100 m depth bins, and error bars were calculated as one steear based on one
standard deviation of the values averaged in each bin.

5.3.2.3 \Vertical strain analysis

A second method of estimating, derives from examining the energy spectra
of vertical strain in the internal wave field. In the stratifiecean, non-linear
interactions among internal waves transfer energy fronhdrigvavelengths to
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increasingly unstable, smaller wavelengths, eventuadlyding to turbulence.
Comparison of various wave-dissipation models (Wijeseladral., 1993) has
shown thats, estimates that are in good agreement with observationalaat be
obtained by comparing the spectrum of the internal-waud-8&ain rates with a
model GM spectrum proposed by Garrett and Munk (1975).

Strain variance leve{¢?) is computed by integrating the Fourier-transformed
spectral representatiapy, of the buoyancy frequency to determine the maximum
wavenumbek,,,.. such that

kmaw
<€§>=/k_ ¢rdk = 0.2, (17)

where the minimum wavenumbegy,;,, = 0.01.
The strain variance level for the GM spectrum is computed tha same
wavenumber range as

) T Egbj, /’fw k?
— — " _dk 18
(fz>GM 9 ; (k;+ k*)Q ) (18)

min

where Ej is the dimensionless energy levéljs the scale thermocline depth,
is the reference mode number a?wk, is the reference wavenumber, defined as
0.0073(V / Ny). Following Gregg and Kunze (1991), we set these paramitdrs
Ey=6.3x 107°,b = 1300 m, j, = 3, and N, = 0.00524s .

Strain-derived vertical diffusivitycjf can be calculated from equations (17) and
(18) as

H(R,)J(f,N), (19)

b _
lﬁp—li()

with ko = 0.05x 1074 m? s~ 1.
H andJ are empirical functions that account for the effect of lat# on the
internal wave field. The functioH is given as

3R, (R, +1) 2
HR) = 4R ) R,—1’

(20)

where R, = (V2)/(N?*(£?)) is the shear/strain ratio, with, being the vertical
derivative of horizontal velocity. For our calculationseviollowed Kunze et al.
(2006) and seRk,, = 7and R gy = 3. J is given as

feosh™ (N/{)

I ) = focosh=(No/ f30) 7 (@)
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wheref, = 7.29x 107°s7! is the Coriolis frequency at 30atitude.

Thompson et al. (2007) used equations (19), (20), and (2daltulate spectra
based on both buoyancy frequency and potential densitylgsaodicross Drake
Passage, and found that both quantities produced specs@andér amplitudes,
with differences of less than 15%. Both spectra also showedame spatial pattern
of k, values across the passage. For our analysis, we used bydyaquency
spectra, computed using the method described by Kunze Y20@Bfollowed by
Thompson et al. (2007).

To compare the vertical strain diffusivities for CTD and XCTta, we
computedqu estimates for the CTD and XCTD sections sampled over two easter
Pacific transects and one Drake Passage transect duringMteIsurvey, using
an averaged value of the Coriolis paramefer; 1.27 x 10~%s™! (latitude 60.7S),
for each transect. For every buoyancy frequency profileenrtansect, we divided
the data into 100 m depth bins, discarding the top 200 m toirditea the mixed
layer and the effects of ship’s draft near the surface. Wenabtized the data in each
bin by the average buoyancy frequency for that bin, thenraatetd a linear trend
before computing the spectrum. We then averaged the spmarall casts in each
bin. The resulting spectra for the XCTD and CTD, as well as thepbttrum, are
shown in Figure 5.3 for the mid-depth bins for all the stasiomthe Drake Passage
transect.

5.4 Results and discussion

The diffusivity estimates produced by both Thorpe scalevamtical strain methods
depend on the noise inherent in the available density psofilde compare values
of x obtained from two sets of DIMES stations in which CTDs and XCTiZse
deployed concurrently. One set consisted of stations éocat the eastern Pacific
sector of the Southern Ocean, while the other was sampled altransect in Drake
Passage near 68/, as indicated in Figure 5.1.

In optimal conditions, we would compare the microstructsitears estimates
against separate fine-structuweestimates derived from HRP2/DMP, CTD, and
XCTD density profiles. However, the HRP2 suffered from safirspiking
issues, for which a correction has not yet been determinedL@urent, personal
communication, 2012). We considered using temperaturélgsobelow the
subsurface temperature maximum in order to evaluate fiuetste diffusivity,
following an approach tested by Thompson et al. (2007). Hewéemperature
and density spectra differ substantially (not shown) inmgythat even below the
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Figure 5.3: Comparison between vertical spectra of buoyancy freguéfue) for the (a)
XCTD and (b) CTD stations in Drake Passage, and the GM model specthigk black

line). Vertical red lines indicate the spectral uncertainty. The error barthe spectra
represent the 95% confidence interval, computed based ot themulative distribution of
the spectra (Bendat and Piersol, 2000).

temperature maximum, salinity and temperature variatigpgally compensate
each other, so that temperature alone is not representtittee density field.
Thus the fine-structure results presented here are based@a@IXCTD density
profiles only, and these are compared with microstructueaisastimates of from
the HRP2 and DMP centimeter-scale shear probes.

5.4.1 Thorpe scale method

Thorpe scale: estimates are shown in Figure 5.4a-b, for XCTD (blue) and CTD
(green). Microstructure estimates (magenta) are alsadec for comparison.
For each depth bin, the mean diffusivity estimates plottece hare determined
by averaging results from all stations where profiles welable from all three
instruments (XCTD, CTD and Microstructure), marked with réars on Figure
5.1. To leading order, diffusivities are log-normally distited, and uncertainties
plotted here are computed from the standard deviation df)ogBoth the CTD
and the XCTD estimates in Figure 5.4 show values of similaeiood magnitude to
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Figure 5.4: Thorpe scale (top row) and strain (bottom row) estimatescomputed from
CTD and XCTD data sampled during the DIMES survey in January anduggb?010 in
(a, c) southeast Pacific, (b,d) Drake Passage. Results shownrbdrasad on stations for
which all three instruments were available (red stars in Figure 5.1.) EstimatesdiEom
measured microstructure shear are also plotted for comparison purposes
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previous fine-structure estimates (Naveira Garabato ,e2@04; Thompson et al.,
2007). For example, the magnitude and vertical structutbefTD estimates for
the southeastern Pacific stations is consistent with thmatsis made by Sloyan
et al. (2010) in the southeastern Pacific during australexiot 2005 and austral
summer of 2006, with: values being highest below the mixed layer and decaying
with depth.

The XCTD Thorpe-scale: estimates in Figure 5.4a-b are inconsistent with
the microstructure shear estimates and previous obsangdtiom tracer diffusion
(Ledwell et al., 2011) and LADCP (Naveira Garabato et al.,200The XCTD
estimates are approximately two orders of magnitude ldrger the microstructure
shear estimates and do not reproduce the vertical strusgerein the microstructure
estimates. The CTD Thorpe-scaleestimates in the southeastern Pacific (Figure
5.4a), show similar inconsistencies with microstructupeve 600 m, but below
that depth they become more consistent with the microstre&stimates. In Drake
Passage, the CTD Thorpe-scalestimates (Figure 5.4b) are reasonably consistent
with the microstructure shear estimates, though they doepbduce exactly the
vertical structure of the microstructure estimates.

In order to capture theO(10~°) m? s ! diffusivities determined from
microstructure data, with typical observed buoyancy fesgpiesN? of O(107°) in
our survey region, equations (14) and (15) indicate that heeilsl expect Thorpe
scales of approximately 10 cm. Neither the CTD nor XCTD datacapable of
resolving such small overturns, given the vertical resofuaind noise thresholds
estimated in section 5.3.2. Thus, in the southeastern Parifi Drake Passage,
overturns can only be observed from CTD or XCTD data at the utgleof their
probability distribution. If the spatial variability of fge overturns were consistent
with the spatial variability of all convective overturnigh Thorpe scales might be
expected to yield useful information about the spatialgratt ofx. However, our
results suggest that this is not the case in the ACC.

XCTD Thorpe-scales produce higher values:ahan the CTD estimates, with
Drake Passage values up to two orders of magnitude largaddition the XCTD
estimates have larger error bars. A comparison of CTD and XCGADity spectra
(Figure 5.2c) shows different spectral slopes in the!l® 10’ cpm frequency
range, even after careful processing to minimize noise,issuslsed in Section
5.3.2. The difference between the two spectra and the hgjagstical uncertainties
together suggest that the filtered XCTD data still retainifigant instrument noise.
Filtering at lower wavenumbers would reduce the noise, btiteacost of reducing
the accuracy of the resulting estimates, because filterimgjdvalso increase the
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minimum resolvable overturn size and filter out parts of tlue turbulence signal
along with noise.

5.4.2 \ertical strain method

Estimates of«x computed using the vertical strain analysis described atise
5.3.2.3 are shown in Figure 5.4c-d. Again, microstructuased diffusivities
(magenta) are indicated for comparison. Mean diffusisif@ the strain analysis
are determined in the same way as for Thorpe scales, by angralj estimates
within a depth bin, and error bars are again assigned asguailog-normal
distribution.

Compared with the Thorpe scale method, the strain method upesd
significantly smaller differences between the XCTD and CTDneses, and
between fine-structure instruments and microstructure. XOTD estimates show
a wider range of values and larger error bars than the CTD attgnand XCTD
estimates generally exceed CTD and microstructure estiyyaaeticularly in Drake
Passage below 600 m.

5.4.3 Diffusivity in Drake Passage versus the southeastern
Pacific

At the most basic level, a successful fine-structure paramzeation should capture
the order of magnitude increase in vertical diffusivityweén Drake Passage and
the abyssal plain. In Figure 5.5, magenta lines indicateahe of microstructure
x in Drake Passage to microstructutreover the abyssal plain. Uncertainties are
determined by propagating the errors from the averagedhown in Figure 5.4

Half the bins show ratios greater than 1, which is generatlgsistent with
tracer diffusivity differences inferred in the same reg{badwell et al., 2011). The
remaining bins show no significant variation between theregions.

For Thorpe scales, panel a of Figure 5.5 compares the XCTD arid CT
diffusivity ratios against the equivalent microstructaiéusivity ratios at stations
where data from all instruments were available. For the XCThrpe scale
estimates (blue), half the bins show ratios greater thanh@ugh not at the
same depths as the microstructure ratios. The CTD Thorpe sstimates
(green) indicate a ratio that is consistently less than oeftecting the higher
CTD estimates in the southeast Pacific as compared both vatbdiresponding
microstructure estimates, and the CTD estimates in DrakeaBas The CTD ratios
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Figure 5.5: The ratios of (a) Thorpe and (b) strain estimatesiafDrake Passage to the
estimates in the southeast Pacific. Magenta lines indicate the ratio of microsdrsicaar
estimates of: in Drake Passage to the estimates in the southeast Pacific.

are inconsistent with the microstructure ratios and witbvmus observations by
Ledwell et al. (2011); Naveira Garabato et al. (2004); Swurkeat et al. (2012)
which indicate that diffusivities in Drake Passage areatlss compared to abyssal
values. We suspect that this is because the CTD-Thorpe ssi@ieates over the
abyssal plain are dominated by noise and thus very inacgusditereas the Drake
Passage estimates are more accurate. However, withopeindent estimates (e.g.,
from microstructure) it is difficult to discover if one is takj measurements in a
regime where the instrument used will give accurate resuitts the Thorpe scale
method. Thus the Thorpe-scale method provides no formahsgadistinguish
high mixing and low mixing regimes.

Strain method ratios are shown in panel b of Figure 5.5. The X@tios lie
between10° and 10%, with values at some depths which are substantially larger
than the microstructure shear ratios. The CTD ratios areistemsly smaller than
the XCTD ratios, with ratios in the 200-300 m and 400-500 m Inesmg smaller
than the corresponding microstructure ratios by at leastsbendard error. Neither
XCTD nor CTD reproduces the vertical structure of the microdtire shear ratios.
When viewed over the entire water column, however, the stn&ithod does appear
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to be able to differentiate regions of high mixing from raggaf low mixing with
both XCTD and CTD data.

5.4.4 Quantifying diffusivity

A second test of a successful fine-structure parametarizégiwhether it provides
reasonable quantitative estimates of the vertical diitisi Ledwell et al.
(2011) found a factor of two difference between traceryatidiffusivity and
microstructure diffusivity, which might be attributable temporal variability but
could also indicate the presence of physical processesgerarate mixing in
ways that are not readily measured by microstructure prdbiesilarly, Waterman
et al.’s (2012b) ratios of microstructure and shear/sthiaie-structure diffusivities
computed near the Kerguelen Plateau indicate that the /stra@ar estimates
typically exceed microstructure by a factor of 2 to 3 in the 000 m of the
ocean in regions of flow over rough topography. The Ledwelklet(2011)
and Waterman et al. (2012b) results suggest that densstyebdine-structure
diffusivities might be expected to provide order-of-mdgde agreement with
microstructure diffusivities, but that we probably caneapect them to agree by
better than a factor of two or three.

Figure 5.6 shows ratios of fine-structure diffusivity to neistructure diffusivity
for the two regions. For both the Thorpe scale (Figure 5)6andl strain (Figure
5.6¢-d) estimates, the XCTD diffusivity exceeds the mianagture diffusivity
(blue). For the Thorpe scale approach, differences can lneuak as two orders
of magnitude, while the strain diffusivities provide a leettmatch but can still
exceed the microstructure by an order of magnitude or moserae depths. The
Thorpe-scale over-estimates are consistent with indisatthat instrument noise
in XCTD measurements leads to inflated estimates of difftysiwith the Thorpe
scale estimates being more affected than the strain essmat

The CTD-derived fine-structure estimates provide a bettantijative match
(green lines in Figure 5.6), but can still differ from micnegturexs by an order of
magnitude, particularly for the Thorpe-scale method inltve diffusivity region
of the southeastern Pacific (Figure 5.6a). The best finetstre/microstructure
agreement appears to occur for the Thorpe-scale basedsasnaly CTD data
collected in Drake Passage, where microstructure measmtsmeflect the presence
of enhanced mixing. However, the fact that Thorpe scalesatgarform well
in regions of lower mixing means that Thorpe scales are fngbil-suited for
analyzing observations spanning regions of low stratibcaand low mixing. For
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Figure 5.6: The ratios of Thorpe scale (top row) and strain (bottom retimates ofx to
microstructure estimates for CTD and XCTD in (a, ¢) southeast Pacifictand) Orake
Passage.

the strain method, CTD-deriveds usually agree with microstructure derive®
within statistical uncertainty, though the statisticatartainties can be large. The
ratios of CTD strain estimates to microstructure estimatesagthin one order of
magnitude for all depth bins except for the topmost bin inkerRassage.
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5.5 Summary

Fine-structure estimates of diapycnal diffusivities ire tBouthern Ocean were
computed from CTD and XCTD data sampled during the DIMES suirvégnuary
and February of 2010. Both the Thorpe scale and the verticainstnethod
produced values of: on the order of 10* to 10® m? s~!. The fine-structure
methods for the CTD and the XCTD tend to overestimatecompared with
microstructure shear estimates, by at least an order of ioagn except in Drake
Passage, where the strain method for the CTD tends to unidesist. compared
with microstructure shear estimates.

A close examination of the noise characteristics of CTD and BQlata
indicates that once the data have been processed to mininszement noise,
salinity spiking and ship effects, the minimum size of rgable density overturns
for Thorpe scales is approximately 1.5 m for CTD data and 20 mihfe XCTD.
Such a resolution is insufficient for the Thorpe scale mettoodesolve the small
overturns that generate most of the mixing in the surveyoregrhe XCTD-Thorpe
scalex estimates exceed the microstructure shear estimates loytwo torders of
magnitude, while microstructure and CTD-Thorpe scale eggsimatch within an
order of magnitude in Drake Passage.

The strain method produces more consisteastimates than does the Thorpe-
scale method, and the CTD estimates match microstructure atasely than the
XCTD. Neither the XCTD nor the CTD precisely reproduce the ddfees in
diffusivity that have been previously measured betweerk®Rassage and the low-
mixing region in the eastern Pacific section of the surveyd(l et al., 2011;
St. Laurent et al., 2012), though the strain estimates geoa more consistent
representation of the spatial variations, and the CTD yiehdse robust results
with smaller statistical uncertainties than the XCTD. Hoereven with the CTD
data, the strain method still leaves considerable unceyta ~, with values often
overestimated in the southeastern Pacific and underestinraDrake Passage.

Our analysis implies that CTD and XCTD measurements do notigaigc
replicate the microstructure estimates of small-scalengii the low-stratification
regime characteristic of the Southern Ocean. However, th&fThorpe scale and
the strain method have the potential to produce accurataasst in regions where
the stratification is high and mixing is characterized byyéadensity overturns.
Additional methods, such as a shear/strain approach basedcombination of
CTD and LADCP data, may offer more possibilities for minimgidiscrepancies
between microstructure and fine-structure diffusivityraeates.
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Chapter 6

Conclusions and Future Work

6.1 Context

The oceans are a significant part of the world climate systam td the high
heat capacity of water, the contribution of the oceans tontleeidional transport
of heat, and the ocean-atmosphere exchanges of gases, hedgr momentum
and particulate matter (Bigg et al., 2003). In order to dgvateodels which
can accurately predict future responses to anthropogetigitg, we must first
understand and quantify the ocean circulation and therdyinechanisms thereof.

In the Southern Ocean, the Antarctic Circumpolar Current (AGGHe& largest
current system. The ACC is the only current to flow around tlabelwithout
encountering any continuous land barrier, facilitating #xchange of water and
water mass properties (heat, salt, nutrients, etc.) betvlee Atlantic, Pacific
and Indian Oceans. The transport of the ACC at different kowigis, and the
baroclinic and barotropic variability in the transportais ongoing area of research
(e.g. Cunningham et al., 2003; Ganachaud and Wunsch, 20@dyS§iev et al.,
2008; Heywood and King, 2002; Meijers et al., 2010; Rintoud &okolov, 2001).
Observations of ACC transport on the northern flank of the Helen Plateau were
the subject of chapter 2.

The meridional overturning circulation is also an impottaomponent of the
global climate system. While considerable progress has besle in measuring
the rate of formation of deep water at high latitudes, tharrebf deep water to
shallower depths remains an area of extensive researcta¢Gaimd and Wunsch,
2000). Some of this is accomplished by Ekman suction due ramgtwinds
(Toggweiler and Samuels, 1995, 1998)), but much is due butent mixing across
isopycnals, referred to as diapycnal mixing. Model studiage shown that the
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spatial variability of diapycnal diffusivityK.) is a critical factor controlling the
strength and structure of the circulation (see, for exaphileng, 1999; Marotzke,
1997; Marzeion and Drange, 2006; Saenko and Merryfield, 286bmittner and
Weaver, 2001; Zhang et al., 1999), and may even affect tiponsg of the climate
system to increased atmospheric{d8aenko, 2006). Efforts are therefore ongoing
to measure:, as extensively as possible.

Unfortunately, measuring, is complex and expensive. The most direct method,
tracer release, requires a great deal of funding and ship tlarthermore, tracer
release suffers from the drawback of providing a measure. aftegrated over a
wide area and time span: while this may improve the accuraecgeasurement,
very little information can be gained about the spatial ashgoral variability
of k.. The alternative is to use profiles of temperature, saliaitg current
velocities/shears as indicatorsof Microstructure profilers are thought to provide
reasonably accurate measurements but are very costly lith 0@ operate, so
efforts are underway to develop methods for calculatingrom data which can
be obtained with greater ease and at less expense, sucltadsodalCTDs/XCTDs
and LADCPs (e.g. Naveira Garabato et al., 2004; Kunze et @Q62Mauritzen
et al., 2002; Sloyan, 2005; Sloyan et al., 2010; Thompsoh,2@07). The use of
CTD/XCTD density profiles to calculate, was the subject of chapter 5.

Temporal variability inx, has not been widely addressed. Most existing
measurements or estimatesrgfare either snapshots at a single time, or a single
integrated value over months or years. The few time seriaade, such as those
discussed by Inall et al. (2000); Rippeth et al. (2002); Palketal. (2008); Moum
and Nash (2009); Shroyer et al. (2010) are from shallow el or tidal channels,
and cover only a few days or weeks, with the longest (Moum aadhiN2009)
spanning a period of four months. To discover if there isificgmt natural climate
variability in ., longer times series are required. Developing a methodltolete
k. from the data collected by long-term, deep ocean mooringstha subject of
chapter 3.

6.2 Progress

This thesis has presented results from three differentif@ontOcean studies.
Firstly, results were presented from the high resolutiosrbgraphic survey carried
out on the northern flank of the Kerguelen Plateau as parteoStBFine project.
We identified a complex meandering current system with adddrSTF/SAF to
the north, a subsurface expression of the PF to the southa dehded SAF/PF
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to the east, which was deemed to be typical of the region. oted eastward
volume transport was found to be 17422 Sv, mostly associated with the blended
STF/SAF. This transport estimate is considerably largen threvious baroclinic
estimates (Park et al., 1993; Sparrow et al., 1996) becdube targe barotropic
component of the total flow, and is also large compared wipical Drake Passage
transports (Cunningham et al., 2003), but can be reconciidd ather estimates
of the total transport with the additional 15 Sv of the Indsina Throughflow
(Sprintall et al., 2009). The fronts may act as barriers éogkchange of water mass
properties across surface waters, but may perhaps be aditdenders deeper
in the water column. Significant water mass transformaticnoss isopycnals is
not required to balance the budgets in this region, which @greement with the
relatively moderate diapycnal diffusivities found by Waban et al. (2012a). To
our knowledge, we identify for the first time the presence BBW in the ACC on
the northern flank of the Kerguelen Plateau.

These results could be of use in validating climate modelsdmsidering, for
example, whether the variability in the models encompassesport as high as
174 Sv in this region, and whether the models permit the peesef NIDW on the
northern flank of the Kerguelen Plateau. Details of the flonuad the Plateau is
also of significance for biogeochemical studies, such asfteet of iron availability
on phytoplankton blooms and the subsequent carbon expdnetocean interior
(Blain et al., 2001, 2007).

The other results presented here were more directly coedemth measuring
diapycnal diffusivity, and spanned areas of low mixing (#i®/ssal plain in the
southeastern Pacific region of the Southern Ocean) and highgi{Drake Passage
and Shag Rocks Passage). Figure 6.1 outlines the mixinglavéhese locations.
These are in agreement with previous observations of eeldamexing in regions
where strong currents interact with complex topographyl{esussed in chapter 1).
Mixing over the Kerguelen Plateau is only moderately enbdrabove background
levels, but the topography here, although sloping, doeshawe as much small-
scale topographic roughness as Drake Passage (Watermbn2€&tl2a) or Shag
Rocks Passage. Small-scale, in this context, refers toressa@(100) m to O(10)
km in size, from which linear theory predicts lee waves waltliate (Nikurashin
and Ferrari, 2011). Satellite bathymetry can not resolpegoaphic features with
scales shorter than 10-20 km; information about such featigronly available from
single beam or multibeam soundings.

As mentioned in section 6.1, efforts are ongoing in the ocgeaphic
community to find ways to measure diapycnal diffusivity wgtteater ease and less
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Figure 6.1: Schematic of the region south of SQincluding the Southern Ocean, showing
mixing levels at the locations discussed in this thesis. Depths shallower th@m3@e
shaded grey. Thick black contours indicate climatological mean locations &fdtar Front
(south) and Subantarctic Front (north) from Orsi et al. (1995).Keta and labels indicate
the locations discussed in previous chapters, with colours indicating tHefeaging: low
mixing (green) at the abyssal plain (AP) in the southeastern Pacific re§ibie Southern
Ocean (chapter 5), moderate mixing (orange) at the Kerguelen PlatBach#&pter 2), high
mixing (red) in Drake Passage (DP, chapter 5), and higher still (dabkineShag Rocks
Passage (SRP, chapter 3).

expense than tracer release or deploying microstructwigys. Unfortunately,
the results we present from the DIMES project (chapter 5} dasibt on the
advisability of using XCTD or CTD density profiles for this poge, at least
in areas of weak stratification (such as the Southern Oceadipalow mixing,

and with the current calculation methods. The noise charatics of the CTD
and XCTD data result in a minimum size of resolvable densitgriowns (1.5 m
for CTD data and 20 m for XCTDs for typical Southern Ocean lomatdtcation

profiles) which is insufficient for the Thorpe scale methodrésolve the small
overturns that generate most of the mixing in the regionested. The method
based on the variance of vertical strain was successful@tiicag the order of
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magnitude increase between the low-mixing regime in théheastern Pacific and
the high-mixing regime of Drake Passage, but the estimailed® not reproduce
the vertical structure of estimates made using microsirecthear profiles, and can
differ from microstructure shear estimates by more thanrdaraf magnitude.

One of the interesting aspects of the Shag Rocks Passage Shapter 3) is
the lack of a seasonal cycle or semi-annual signals sucheasean in Southern
Ocean winds (Large and Van Loon, 1989). We might have exgeztseasonal
or semi-annual cycle for two reasons: near-inertial cstodhs generated by wind
forcing might propagate downwards; the Polar Front mighvenseasonally, and
the stratification and shear variability might differ onheit side of the front.
Neither effect was detected in this study. There were noifsignt correlations
with the winds over the entire Southern Ocean, suggestiagtkie variability in
this region, at the depths ensonified, is generated by iti§&hin the ocean and
buoyancy forcing but is not directly wind-driven. We alsad diot detect any signal
which could be obviously connected with the movement of thiaiFront over the
mooring. This might be because the method used to extra&pdlan the depths
ensonified was insufficiently sensitive, but the lack of ansigant correlation
between the integrated shear variance and the temperatgeseries suggests
that the movement of the front did not have a substantialenite on the waters
ensonified.

6.3 Future research

It would be interesting, in the future, to repeat this aspédhe DIMES project
(the simultaneous deployment of XCTD, CTD and microstructomefilers) in
areas with higher stratification and/or mixing. One possibication would be
the Brazil Basin (site of a number of the early observationadliss measuring
diapycnal diffusivity - see chapter 1 and Polzin et al., 99dwell et al., 2000),
which incorporates both a smooth abyssal plain and the rooygbgraphy of the
mid-Atlantic ridge, and has generally higher stratificatithan in the Southern
Ocean. One advantage to carrying out such a study in the Bagih would be to
determine if there has been any change since the previodiestiut conversely,
choosing another location with a suitable range in topdgrapoughness could
extend the global coverage of diffusivity estimates.

Density profiles from any nearby Iridium Argo floats couldaalse considered,
as these provide high-resolution (2 m) profiles that are &blesolve fine-scale
(tens to hundreds of meters) strain (Wu et al., 2011). Data f6eagliders could
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also be incorporated. Beaird et al. (2012) discuss a methaaffd¢o the rate of
dissipation of turbulent kinetic energy, from which « is easily calculated) using
data from Seagliders. Their Seaglider Large-Eddy Methiides finescale vertical
velocity measurements inferred from the vertical flight mlodf the Seaglider,
as well as density measurements. They show that this mettidarms well (by
comparison with a microstructure survey) in the energetibulence of the Faroe
Bank Channel. Comparisons between this method and purelytgl@nsiile based
methods would also be interesting. Seagliders and IridiugoAloats both provide
profiles at much less expense than microstructure profiéerd,the data coverage
provided by these types of instruments is increasing rgpidl

As mentioned in section 3.6, the mooring in Shag Rocks Passsagefor this
study was not designed to measurg and in particular lacked temperature and
salinity instrumentation in the water depths ensonified iy ADCP. Figure 6.2
outlines a possible improved design for a mooring intenadedf measurements.
The basic design is similar to the mooring in Shag Rocks Passagh the
addition of a string of instruments giving reasonably aateitemperature and
salinity readings (such as Seabird Electronics MicroCAEsindicated here), in
the depths ensonified. The spacing of these instrumentscils that they fall
at the centre of 100 m bins upwards from the ADCP, so that, ifghality of
the ADCP velocity measurements is sufficient, the diffugigstimates can be
made every 100 m rather than averaged over the entire deptinified. If the
mooring were to be deployed in an area where particularlyptexnstratification
is expected, additional MicroCATs might be necessary, amdlaily, in regions
with particularly simple stratification fewer MicroCATs niigbe sufficient. 100
m spacing seems a reasonable baseline. RCMs are included atbelow the
depths ensonified, to provide verification that the velesitiecorded by the ADCP
(and, in particular, unexpected features/variability® aot instrument artefacts.
The near-bottom RCM and MicroCAT are included so the bottom Haonlayer
can be compared with waters above. Pressure loggers aneéacso that mooring
motion can be analysed. The portion of the mooring markedRapéat Section’
could be repeated upwards in the water column to give a marplate vertical
picture. Increased mixing in the upper part of the watermwlinas been ascribed to
the influence of the wind in other studies (e.g. Jing and Wap20Vu et al., 2011;
Waterman et al., 2012a), but a long time series of diffugieistimates showing
correlation with local winds would provide additional Vesation.

If such moorings were to be deployed in Shag Rocks Passageuidvibe
interesting to place three of them such that they encirdbedseamount. If we
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Figure 6.2: Schematic of a mooring designed fomeasurements. This is based on the
moorings in Shag Rocks Passage, but includes MicroCATSs in the wattrsdepsonified
by the ADCP, so that a more accurate profile of buoyancy frequenegpishble.
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are correct in our supposition of topographically trapped®s propagating around
the seamount, variability due to these waves should be appiarall the moorings.
However, it would be of more general interest to place sucbrings in locations
covering a wide range in stratification and mixing regimeasgyent strengths and
variability, eddy activity, and atmospheric conditions. itN\repeating chains of
ADCPs, RCMs and MicroCATs, one could hypothetically achieveetsgaries of
diffusivity estimates showing the influence of stratifioati currents, winds and
eddies, and the time-and-depth variations in those effestsvell as increasing
the dataset of diffusivity estimates around the global nc@ame series of a year or
more in length would give a first look at the natural climateafaility in diapycnal
diffusivity in the chosen locations.

Deploying moorings for the specific purpose of measurinfysivity at a wide
range of locations would amount to a very ambitious (and espe!) program.
More realistically, moorings could be modified on an oppeigtic basis to allow
for diffusivity estimates. If a mooring for another projealready included a
LongRanger ADCP, it would be relatively inexpensive to add RCMsva and
below (if not already part of the mooring design), and a chafirMicroCATs
in the water depths ensonified to provide the necessary tatope and salinity
measurements.

It would also be sensible to test diffusivity estimates gklted from the
data produced by such moorings against estimates from astigcture profiler
deployed in the same location. If possible, one would takeooent CTD/LADCP
and microstructure profiles in the vicinity of such a test mmog in a couple
of different locations with smooth/rough topography, artdtimes with some
different wind strengths. This should highlight regimes ené the reduced
vertical resolution (compared with normal CTD/LADCP prof)lés significantly
degrading the diffusivity estimates. These tests could d@mbined with the
hypothetical deployment, discussed above, of concurmettca-located XCTDs,
CTD/LADCP, microstructure profilers, Iridium Argo floats anddgjliders. Thus
the microstructure profiles could be used efficiently to tsivide variety of
finescale instruments and methods of calculating diapydiffakivity, which could
also be inter-compared. These might provide an opportfimityome improvement
in the finescale parameterization methods, which were raityi developed by
comparison with microstructure instruments (e.g. Gregd) kknnze, 1991; Polzin
et al.,, 1995, 2002), but are still being modified and improyed). Thurnherr,
2012).
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6.4 Final Conclusions

Results from three Southern Ocean studies have been présentkis thesis.
Firstly, the high resolution hydrographic survey carried on the northern flank
of the Kerguelen Plateau identified a complex meanderingentisystem carrying
a total eastward volume transport of 14422 Sv, mostly associated with the
blended STF/SAF. Significant water mass transformationsscisopycnals is not
required to balance the budgets in this region, which is ireexgent with the
relatively moderate diapycnal diffusivities found by Waan et al. (2012a). The
results from the DIMES project cast doubt on the advisahiftusing CTD/XCTD
density profiles to estimate diapycnal diffusivity in arezsweak stratification
such as the Southern Ocean, because the noise charaztenisthe data result
in inaccurate diffusivity estimates. Finally, the work ih&) Rocks Passage has
led to the development of a method for estimating diffugiibom moored ADCP
velocity shear profiles. We derive an 18-month time seriedifeisivity estimates
with a median 08.3 x 10~* m? s ' and arange 0.5 x 10™* m? s ' to 57 x 1074
m? s~1. There is no significant signal at annual or semiannual dsribut there
is evidence of signals at periods of approximately fourteéays (likely due to the
spring-neaps tidal cycle), and at periods of 3.8 and 2.6 dayst likely due to
topographically-trapped waves propagating around thal lseamount. We also
outline a mooring design intended for the acquisition ofugifvity time series in
the future, to allow for an assessment of natural climatéafdity in diapycnal
diffusivity.
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