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I 

Abstract 

 

 

 

The processes that dissolved trace metals undergo in the surface microlayer are poorly 

characterised due to the lack of measurements.  However, aquatic processes are extensively 

characterised and were used to infer processes occurring on trace metals within the microlayer.  

This work addressed this issue by studying the operationally dissolved fraction (0.2 µm) of iron 

and other metals: aluminium, manganese, copper, cobalt and arsenic, in the surface microlayer 

and elucidating their relationships through the progression of a seasonal cycle in a lake.  The 

experimental work provides an insight into the interactions of reduced iron and reactive oxygen 

species, especially hydrogen peroxide.  Their relationship was assessed through three sets of 

experiments:  i) The addition of artificial particulate phases of aluminium, manganese and iron 

to photochemically active experimental systems;  ii) the effect of different irradiating 

wavelengths on production and loss of hydrogen peroxide and Fe(II) and  iii) the affect of 

atmospheric ozone concentrations on hydrogen peroxide and Fe(II).  To undertake these 

analyses a simple dual analyte, Fe(II) and hydrogen peroxide, configuration was applied to a 

FIA-Cl system, using luminol, allowing for their quasi-simultaneous measurement.  

Experimental work considers model marine microlayers over short-term (< 1 hour).  Results 

from the experimental work were used to constrain simple iron and reactive oxygen species 

models.  The model allowed a calculation of kinetic rate constants; amongst these were the rates 

in relation to the production of superoxide, the ligand to metal charge transfer production of 

Fe(II) and the rate of superoxide reduction of Fe(III).  This work shows that dissolved metals in 

the surface microlayer are balanced through the interactions of light and particulate material and 

potentially ozone and particulate material.  With respect to irradiating regime there is a distinct 

measured change in the rates of change of organic constituents as irradiating regime 

wavelengths increase. 
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2 

1.00  The Surface Microlayer 

 

The surface microlayer is the interface between the ocean and atmosphere.  It is through 

this surface that ocean-atmosphere biogeochemical cycles interact.  The modern understanding 

of the surface microlayer is as a hydrated gelatinous interfacial layer with a complex matrix of 

dissolved organic matter (Wurl and Holmes, 2008) and as such covers 71 % of the surface of the 

planet (Hardy, 1982).  Studies into the surface microlayer began in 1773 when Benjamin 

Franklin poured a teaspoon of oil on to a pond and noted the observations, ‘the repulsive force 

cleared the area of surface material (leaf litter) even when the oil became invisible to the naked 

eye’.  Franklin had deduced through tales from sailors that oil will reside on the surface of water 

and that when even not visible, affected the properties of the water-air interface. 

 

 The modern scientific understanding of the surface microlayer began by showing it to 

comprise of an upper organic stratum and a lower, water associated, organic stratum (Kjelleberg 

et al., 1979).  The idea of a single hydrated gelatinous layer (Wurl and Holmes, 2008), has since 

superseded the two-layer model.  What modern thinking does agree on is that the surface 

microlayer is of a variety of complex organic material, (Duce et al., 1972; Garrett, 1967).  Based 

on our understanding of simple hydrophobic organic molecules the theoretical depths range 

from 10 Å (Garrett, 1967) (1 x 10-4 µm) to 100s Å (Lion and Leckie, 1981).  A purely lipid 

based monomolecular layer will reach to a depth of 30 Å, whereas if there were no organic 

material present it will be the depth of the upper most water molecule, < 3 Å.  Actual microlayer 

depths have been calculated using proxies; gas transfer rates and molecular diffusion rates.  The 

calculated depths are similar: 62 µm (Broecker and Peng, 1971), 20 µm (Peng et al., 1974), 30 

µm (Liss, 1975) and 49 µm (Peng et al., 1979).  Inferred depth measurements of the region of 

physiochemical change give a depth of 50 ± 10 µm (Zhang et al., 2003a). 

 

For operational purposes, so as to encompass all considerations, for example small scale 

wind mixing and as a habitat for macro-neuston the depth is extended to 1000 µm (Liss and 

Duce, 1997).  The operational depth, 1 x 10-3 m, when considering the system in context with an 

oceanic water column, ~ 3.4 x 103 m, or depth of the atmosphere, ~ 1 x 105 m, is negligible in 

size.  Yet, its importance due to the interactions it may control between the ocean and 

atmosphere is not so negligible.  Standard practice in microlayer research is to specify the 

microlayer depth through the technique used to sample it.  To relate the microlayer samples to 

its underlying water enrichment factors are calculated.  Enrichment factors (EF) are the ratio of 

the concentration of an analyte in the microlayer to the concentration of the analyte in the 

underlying water (Equation 1.01). 
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 [ ]
[ ]ULW

SML

X
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EF =

 
       Eqn. 1.01  

 

 There have been various techniques used to sample the microlayer.  A bubble 

microtome, (Blanchard and Syzdek, 1970; McBain and Humphreys, 1932; Pattenden et al., 

1981) will collect from the shallowest microlayer depth, between 0.1 and 1.0 µm.  However, 

with the collection of such shallow microlayers the volume of sample is consequently small.  

For large volume samples, three main methods have been developed: one which utilises water 

tension, a screen (Garrett, 1965), and two which acts as absorbers, a glass roller (Harvey, 1966), 

and a glass plate (Harvey and Burzell, 1972).  From within these three techniques, the majority 

of modern microlayer samples are collected.  However, other methods have been applied, such 

as a floating tray (Hatcher and Parker, 1974), perforated Teflon plate (Larsson et al., 1974), 

membrane adsorption (Crow et al., 1975), the solidification of liquid PVC (Hamilton and 

Clifton, 1979), and a cryogenic plate (Turner and Liss, 1989).  The main consideration for the 

sampling device is its suitability for collection of the required sample (Garrett, 1974). 

 

 Large volume collection of microlayer material tends to be with a roller, with a 

hydrophilic drum.  However, recoveries of analytes from the microlayer are dependant on the 

method used.  For biological characterisation (chlorophyll-α, pheophytin-α and unsaturated fatty 

acids) and / or sampling inorganic pollutants a metal screen is the most efficient (Agogue et al., 

2004; Garcia-Flor et al., 2005; Momzikoff et al., 2004).  The glass plate is more efficient at 

collecting hydrophobic material, phytoplankton-derived material and fatty acids from bacteria 

and higher land plants (Momzikoff et al., 2004).  For small volumes in relation to bacterial work 

a polycarbonate filter is the most appropriate (Cunliffe et al., 2009a). 

 

 The organically rich, physically stable structure, which is the microlayer, is the first 

oceanic layer to receive atmospheric deposition (Hardy, 1982).  The main body of research on 

the microlayer has been on the characterisation, fate and enrichment of organic substances.  

Studies include, for example, the bacterial structure in marine microlayers (Stolle et al., 2009), 

the presence of semi-volatile organic compounds affecting gas transfer (Guitart et al., 2010) and 

particularly the presence of organic surface-active substances (Duce et al., 1972; Hunter and 

Liss, 1981; Wurl et al., 2009).  Surface-active substances (SAS (Hunter and Liss, 1981)) are part 

of a heterogeneous biological exudate (bacterioplankton and/or phytoplankton sourced) and can 

be responsible for trace metal binding (Strmecki et al., 2010).  The presence of SAS suggests 

that at the surface microlayer there is the potential for an enrichment of trace metals, through 

stabilisation of atmospherically deposited material and metals by SAS (Hunter, 1980b). 
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 Though not absolute, there has been found to be a difference in particulate matter in the 

upper and lower microlayers; angular atmospheric particulates in the upper organic layer and 

round bodied encrusted sediment (lithogenic and biological) in the lower organic layer 

(Hamilton and Clifton, 1979).  The particulate phase (> 0.45 µm) or total concentration of trace 

metals has been shown to be enriched in marine (Barker and Zeitlin, 1972; Cuong et al., 2008; 

Hamilton and Clifton, 1979; Narvekar and Singbal, 1993), estuarine (Trojanowski and 

Antonowicz, 2011) and freshwater microlayers (Antonowicz and Trojanowski, 2010).  The 

theory for this is due to the organic stabilisation of the particulate phase at the microlayer 

(Hunter, 1980b).  Measurements of trace metals in the dissolved phase (< 0.45 µm) have shown 

negligible enrichment even after an acid digestion (Brugmann et al., 1992; Cross et al., 1987; 

Grotti et al., 2001; Hardy et al., 1987; Narvekar and Singbal, 1993; Zhang et al., 2003b).  

Relative enrichments in the particulate phase for aluminium have been so large compared to 

negligible enrichment of the dissolved phase that instead total concentrations have been assessed 

(Narvekar and Singbal, 1993). 

 

 The approach generally taken prior to measurement of the dissolved (<0.45 µm) fraction 

of trace metals in the microlayer is through an acid digestion.  Only two authors have not used 

an acid digestion on their samples, these were Hardy and Cleary (1992), who used APDC and 

DDDC1 chelated extracts, and Cuong et al. (2008), who conducted a direct ICP-MS analysis of 

the seawater.  Both authors found the dissolved (<0.45 µm) fraction EFs to range from 0.9 to 

1.5.  With respect to the partitioning of metals between their respective size fractions, Brugmann 

et al. (1992) found that more than 75 % of the iron in a marine microlayer was held in the 

particulate phase.  Any analysis of the dissolved fraction of trace metals in the surface 

microlayer must include a caveat for contamination during sample collection (Hunter, 1997), 

which may then lead to a presumption of enrichment when in fact there is none. 

 

 Cuong et al. (2008) found trace metal enrichments for nickel, copper, arsenic and lead in 

a coastal seawater microlayer off Singapore.  These enrichments were in both the total and 

dissolved (<0.45 µm) fractions.  However, the dissolved trace metal enrichments were less than 

the particulate phase enrichments and found to be tending towards equality with its underlying 

water.  This in some way is explained by Jickells and Spokes (2001) who suggest that if there is 

organic complexation of trace metals (specifically iron) then these are potentially being 

outcompeted by the hydrolysis and precipitation/adsorption reactions and could easily occur in 

the microlayer even with its enrichment of organic material.  This then may lead to greater 

                                                 
1 APDC – ammonium pyrrollidine dithiocarbamate    DDDC – diethylammonium diethyldidithiocarbamate 
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enrichment of trace metals as (hydr)oxides at the surface microlayer.  The two sources of trace 

metals to the microlayer are new material derived from atmospheric deposition and recycled 

material from within the water column.  The biology of the water column will indirectly 

influence the concentration of trace metals in the microlayer, through the production and 

subsequent migration to the microlayer, of SAS.  The flux of copper to the surface microlayer 

was seen to increase 50 fold during a spring bloom compared to winter, due to the presence of 

SAS complexing the copper (Shine and Wallace, 1996).  Whilst the presence of copper specific 

complexing SAS has been shown to be enriched in the surface microlayer (Plavsic et al., 2007). 

 

The pH of a marine microlayer has also been found to be less than that of its underlying 

water, 0.1 pH unit decrease from 5 to 50 µm  (Zhang et al., 2003b), though this degree of change 

will not be influential on the dissolved fraction of trace metals.  At the pH of river water (7.5 – 

8.5) and seawater (8.2), the pH is favourable for adsorption of metal ions on to hydrous oxides 

and organic particles (Stumm and Morgan, 1996). 

 

1.01  The Research 

 

 The processes that dissolved trace metals undergo in the surface microlayer are poorly 

characterised due to the lack of measurements.  However, seawater processes are extensively 

characterised and as such used to infer process occurring on trace metals within the microlayer.  

This work aims to address this issue by first studying the operationally dissolved fraction (0.2 

µm) of iron and other trace metals: aluminium, manganese, copper, cobalt and arsenic, in the 

surface microlayer and addresses their relationships through the progression of a seasonal cycle 

in a freshwater lake.  Experimental work will then develop further insight into the interactions of 

Fe(II) and reactive oxygen species (ROS), especially H2O2.  The difference between the 

fieldwork and laboratory work was the use of fresh and marine waters, respectively.  The 

differences in matrix of the samples can have a large affect on the reactivity of free aquo-ions.  

Of most importance are the organic and inorganic ligands.  Within freshwater they are primarily 

oxides, hydroxides and carbonates whilst in seawater they will also include sulphides and 

chlorides amongst many others (Millero, 1985; Stumm and Morgan, 1996).  Fresh and to some 

degree coastal waters, are affected by the input of terrestrial organic material that may have very 

different properties to autochthonous organic material (Blough and Del Vecchio, 2002; Stumm 

and Morgan, 1996).  This work primarily relates its findings to the surface microlayer; however, 

the results can also be used in the interpretation of the water column.  A second important 

difference is the pH of the water, this can have a direct impact on the speciation and half lives of 
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soluble metals, freshwater pH can show large ranges, from acidic lakes at pH 5 to a near 

seawater pH, whilst the pH of seawater is relatively consistent at around pH 8.1. 

 

1.02  The Metals 

 

The primary analytes of interest in the work addressing the seasonal cycle of trace metals 

in a lacustrine surface microlayer are the dissolved fractions of aluminium, manganese and iron.  

Aluminium solubility is low at around pH 7 and as such the stable Al(OH)3 will be the main 

dissolved fraction of interest.  For manganese, it is primarily as Mn(II) aquo-ions (Davison, 

1993; Horst and Zabel, 1996).  The dissolved phases of iron includes Fe(II), reactive Fe(III), 

colloidal iron and organically complexed Fe(II) and Fe(III) (Bruland and Rue, 2002).  The 

operationally defined dissolved fraction, < 0.2 µm includes both a fine colloidal fraction (0.02 – 

0.2 µm) and a soluble fraction (< 0.02 µm) (Bergquist et al., 2007).  The choice of a 0.2 µm 

filtered fraction removes the possibility of the majority of colloidal material being measured. 

 

 Aluminium was chosen as it is not metabolically required (Williams, 2002) though 

phytoplankton can increase their internal concentration through a passive uptake mechanism 

(Quiroz-Vazquez et al., 2008).  In its dissolved fraction in surface waters it can be used as a tool 

for inferring atmospheric deposition at the surface microlayer (Measures and Vink, 2000).  

Dissolved aluminium concentrations are also highly dependant of the pH of the water, with a 

decreasing pH increasing the dissolved fraction and its potential for toxicity (Havens and Heath, 

1990).  The toxicity of aluminium is not a key factor in seawater with its large buffering 

capacity but is more likely to occur in fresh waters especially in low oxygen regions of lakes.  

Aluminium can also form complexes with humic acids in seawater, though complexes will 

exchange the aluminium for iron if available therefore increasing the free aluminium 

concentration whilst decreasing the free iron concentration (Yang and van den Berg, 2009).  

Iron on the other hand is an important trace nutrient, it is biologically available within seawater 

as dissolved inorganic Fe(II) and Fe(III) (reactive), with greater than 99 % of Fe(III) complexed 

by organic ligands (Gledhill and van den Berg, 1994; Rue and Bruland, 1995; Wu and Luther, 

1995).  Some of this organically complexed iron is also available for primary production 

(Maldonado et al., 2005).  The production of Fe(II) from complexed Fe(III) can be influenced 

by both light (Barbeau, 2006; Barbeau et al., 2001; Faust and Hoigne, 1989; Faust and Zepp, 

1993; Waite and Morel, 1984) and pH (Behra and Sigg, 1990). 

 

 Manganese is also a biologically required element.  The dissolved phase of manganese 

can be increased through the photochemical reduction of the particulate phase (Spokes and Liss, 
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1995; Sunda et al., 1983) or reductive dissolution in low oxygen waters.  However, unlike iron 

and also copper, manganese does not easily form organic ligand complexes (Sunda, 1984).  The 

primary loss mechanisms for dissolved Mn(II) are through particle scavenging and precipitation 

in alkaline conditions (Stumm and Morgan, 1996) or bacterial-mediated oxidation (Emerson et 

al., 1982; Sunda and Huntsman, 1988).  Brugmann et al. (1992) correlated the concentrations of 

dissolved and particulate fractions of iron and copper in the surface microlayer with that of 

manganese.  The authors indicated that sorption / co-precipitation during the formation of MnO2 

was a major removal process for these metals from a marine microlayer. 

 

Copper is actively complexed by surface active substances (Plavsic et al., 2007; Shine 

and Wallace, 1996) and coloured dissolved organic matter (CDOM) (Witt et al., 2007) and these 

ligands and the complexes formed can be photochemically degraded (Witt et al., 2007).  When 

organically complexed, copper is present in its oxidised form Cu (II) (Moffett and Zika, 1983).  

Indication of enhanced dissolved copper in a microlayer may then infer either a large 

concentration of organic ligands compared to the underlying water, or an atmospheric source 

such as fine atmospheric particulate matter (< 2.5 µm), related for example to brake pad dust 

from cars (Majestic et al., 2009).  By comparing manganese and copper one may be able to infer 

the presence of organic ligands in the microlayer stabilising the copper against the occurrence of 

sorption / co-precipitation during the formation of MnO2 (Brugmann et al., 1992).  The primary 

loss mechanism for Fe(II) is rapid oxidation by di-oxygen and/or hydrogen peroxide to Fe(III); 

where this Fe(III) is uncomplexed it is converted to a non-bioavailable form via precipitation 

and/or scavenging.  Through measuring dissolved arsenic, one may then infer the likelihood that 

iron is being lost from the system through the formation of particulates (iron (III) oxides) as they 

scavenge arsenic into their matrix during formation (Burnol and Charlet, 2010). 

 

1.03  Organic Material 

 

 The operationally dissolved fraction of trace metals (0.2 µm) contains both a fine 

colloidal fraction (0.02 – 0.2 µm) and a soluble fraction (<0.02 µm) (Bergquist et al., 2007).  

The colloidal fraction of natural waters is not well categorised, due to its varied composition.  

Colloids can include: clays, iron and manganese oxides, viable and unviable biological 

components (micro-organisms, viruses, biocolloids, fibrils (2 – 10 nm), aggregation of exudates 

and macromolecular organic matter) and colloidal humic acids (Stumm and Morgan, 1996).  

Microlayer samples have been found to contain micro-colloids of organic origin (Bigg et al., 

2004). With enrichments of SAS (Hunter and Liss, 1981) at the microlayer (Wurl et al., 2009),  

these organic-based substances can cause a phase change from the dissolved to particulate 



8 

(Shine and Wallace, 1996) through coagulation and flocculation.  With the chelation of trace 

metals, there is a neutralisation of electrostatic charges and particles then undergo attraction by 

Van der Waals’s forces. With an increase in free oxidised species there will be higher rates of 

flocculation as these form organic complexes and (hydr)oxides.  On flocculation, the presence of 

SAS in the system will then increase the size of the flocculent though coagulation, gradually 

increasing the size of the particles.  With the production of a particulate phase, their subsequent 

aggregation acts as a removal mechanism for trace metals (Mopper et al., 1995; Zhou et al., 

1998) through gravitational settling from the microlayer and through the water column. 

 

 Within the microlayer and through out the water column, organic complexation is an 

important factor in the cycling of iron due to the bacterial population.  Bacteria produce or 

excrete iron organic chelators such as siderophores and through their uptake use these to fulfil 

iron requirements (Trick and Wilhelm, 1995).  Bacteria themselves will also reduce iron from 

within marine aggregates, with the possibility that this processes occurs in all natural waters 

(Balzano et al., 2009).  It is still not proven whether the microlayer is a region of increased 

bacterial productivity (Aller et al., 2005; Crow et al., 1975; Cunliffe et al., 2009a; Hortnagl et 

al., 2010; Stolle et al., 2009) or decreased areas of productivity (Cunliffe et al., 2009c; 

Reinthaler et al., 2008) compared to the underlying waters.  The lack of consensus could be 

attributed to the time at which the microlayer was sampled, as the microlayer bacterial 

population can show strong diel variability (Santos et al., 2009).  Aller et al. (2005) found that 

much of the bacteria in their surface microlayer samples were either dead or dying. 

 

An example of known SAS are transparent exopolymeric particles (TEP) – 

phytoplankton excreted polysaccharides (Alldredge et al., 1993).  TEP are found to be enriched 

in the microlayer (Cunliffe et al., 2009b; Wurl and Holmes, 2008); they can also be formed in 

the water column (Alldredge et al., 1993) and then migrate with other SAS to the microlayer 

(Wurl et al., 2009).  TEP can be produced by resident bacteria, with production occurring under 

UVB stress, this is either through cell lysis or as a UVB protection (Ortega-Retuerta et al., 2009) 

suggesting a direct production mechanism in the microlayer due to the presence of increased 

UVB compared to the underlying water.  TEP are produced when dissolved polysaccharides 

align via a cation bridge (Alldredge et al., 1993).  They are relatively stable, however, with an 

increase in concentration they flocculate to an unsustainable size and will aggregate and sink 

(Logan et al., 1995).  The presence of TEP enrichment in the microlayer may not however be a 

major removal mechanism for trace metals by aggregation and gravitational settling.  As the 

microlayer has low attenuation of UVB radiation  (Plane et al., 1997), TEP (Ortega-Retuerta et 
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al., 2009) and polysaccharide (Kovac et al. 2000) photolysis rates will increases and as such 

there is a decreased potential for their aggregation and removal of trace metals. 

 

1.04  Photochemistry 

 

Bacteria are the producers of fluorescent chromophoric dissolved organic material 

(CDOM) which originates from non-fluorescent organic matter derived from phytoplankton 

(Rochelle-Newall and Fisher, 2002).  CDOM concentrations have been found to be elevated in 

coastal microlayers (Hortnagl et al., 2010).  However, this may have been due to the large input 

in to coastal and freshwater regions of allochthonous material, high in humic substances from 

terrestrial sources (Blough and Del Vecchio, 2002).  CDOM is important in the redox cycling of 

iron and manganese as CDOM is the initiating chromophore in the photochemical production of 

the redox species, superoxide (Micinski et al., 1993; Moffett and Zika, 1983; Petasne and Zika, 

1987; Voelker et al., 1997) (Equations 1.02 and 1.03). 

 −+ +→ eCDOMCDOM hv       Eqn. 1.02  

 
−•− →+ 22 OOe        Eqn. 1.03  

 

Even when comparing between marine visible (slick) and non visible microlayers, 

carbohydrates are enriched when compared to their underlying water (Garabetian et al., 1993; 

Sieburth et al., 1976).  Lipid enrichments in the microlayer has been seen due to the seasonal 

affect of biology in the water column (Larsson et al., 1974).   Polysaccharides derived from 

phytoplankton have also shown enrichment in the microlayer (Kuznetsova et al., 2005), a 

component therefore of the microlayer is in the from of recognisable phytoplankton exudates.  

Even when a microlayer moves from region to region, i.e. estuary to coastal seawater, the 

enrichment of phytoplankton-derived sugars is still present (Compiano et al., 1993).  Some 

phytoplankton exudates, hydroxycarboxylic acids (Kuma et al., 1995) and polysaccharides 

(Steigenberger et al., 2010) have been shown to increase photoreduction of Fe(III).  On 

illumination of natural marine surface waters there can be an immediate production of Fe(II).  

Of this production, 35 % is due to UVB (300 – 315 nm), 30 % in the far UVA (315 – 360 nm) 

and 30 % at greater than 360 nm (Laglera and van den Berg, 2007).  Within the Gulf of Aquaba 

surface waters, the point of maximum concentration of Fe(II) also coincided with the point of 

maximum irradiance (Shaked, 2008). 

 

With a depth of ~ 50 µm the attenuation of UVB light in the microlayer of productive 

waters is around 1 % (Plane et al., 1997).  The organic material at the microlayer which absorbs 
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at 280 to 290 nm is enriched in the microlayer compared to the underlying waters; this organic 

material has been found to contain dissolved phenolic material (Carlson, 1982).  CDOM has 

been found to contain phenolic moieties (Averett et al., 1989) and the absorption of light in the 

UV range is the most important for the excitation of organic chromophore (Petasne and Zika, 

1987).  Following photo excitation of organic chromophores the free electron produced reduces 

di-oxygen forming superoxide (Equations 1.02 and 1.03) (Micinski et al., 1993; Voelker and 

Sedlak, 1995).  Superoxide will initially react with dissolved metal ions and organic matter and 

acts as both an oxidant (Equations 1.04) and reductant (Equation 1.05), resulting in the 

formation of hydrogen peroxide and di-oxygen respectively (Goldstone and Voelker, 2000; 

Voelker and Sedlak, 1995). 

 222 OHXHOX oxi-red +→  +  + +•
2     Eqn. 1.04  

 2
-oxi OXOX red +→  + •

2       Eqn. 1.05  

 

1.05  Oxidation 

 

Redox cycles in seawater have been shown to occur between superoxide and both 

manganese (Hansard et al., 2011) and iron (Bull et al., 1983; Rush and Bielski, 1985).  

Manganese and iron are both biologically important elements.  However, the manganese 

reduced form is somewhat kinetically stable in seawater (Glasby and Schulz, 1999), due to its 

slow oxidation kinetics (Horst and Zabel, 1996; Stone and Morgan, 1984), whereas the 

dissolved reduced form of iron is less stable with a half life of 2-3 minutes at pH 8.  The lifetime 

of Fe(II) in oxygenated waters is related to its rates of oxidation (Millero et al., 1987) and these 

rates are variable depending on the ligands present (Millero, 1985).  The primary oxidants of 

Fe(II) are di-oxygen (Equation 1.06) and H2O2 (Equation 1.07).  Competition occurs between 

these as too which is the primary Fe(II) oxidant.  This competition occurs at temperatures ~> 

20 °C, oxygen at equilibrium saturation with the atmosphere, and hydrogen peroxide 

concentrations ~> 50 to 125 nM (Croot and Laan, 2002; Gonzalez-Davila et al., 2006; Millero 

and Sotolongo, 1989; Moffett and Zika, 1987; Santana-Casiano et al., 2006; Voelker and 

Sulzberger, 1996).  Hydrogen peroxide in seawater has not yet been shown to produce a redox 

cycle, though hydrogen peroxide reduction of Fe(III) is feasible in seawater if the pH is reduced 

to approximately pH 7 (Moffett and Zika, 1987).  As Equation 1.06 shows the reaction between 

di-oxygen and Fe(II) leads to further formation of superoxide. 

 ( ) ( )IIIFeOIIFeO +→+ −•
22     Eqn. 1.06  

 ( ) ( )IIIFeHOOHIIFeOH ++→+ −•
22    Eqn. 1.07  
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The rates of Equations 1.06 and 1.07 are both temperature and pH dependant, both rates are seen 

to linearly increase from pH 6 to pH 8 (King et al., 1995; Millero and Sotolongo, 1989; Millero 

et al., 1987; Moffett and Zika, 1987).  An important third oxidant of Fe(II) is the hydroxyl 

radical, (Rose and Waite, 2001), this has a relatively high rate of reaction, 5.0  x 108 M-1 s-1 but 

due to the non-specific reactivity of the hydroxyl radical its concentrations are generally low 

within aquatic environments. 

 

The oxidation of Fe(II) can be either inhibited (Miles and Brezonik, 1981; Rijkenberg et 

al., 2008; Shaked et al., 2004; Steigenberger et al., 2010) or enhanced (Santana-Casiano et al., 

2000) by organic material.  In coastal waters, dissolved concentrations of iron are high due to 

the proximity of the terrestrial inputs.  Humic substances have been shown to reduce Fe(III) 

(Skogerboe and Wilson, 1981).  The dissolved concentration of iron can also remain high in the 

absence of oxidants, whilst simultaneously complexes between Fe(II) and organic material may 

have a higher stability and longevity (Rose and Waite, 2003a).  Organic material from diatom 

exudates has been shown to increase the residence time of Fe(II) in oxygenated seawater 

(Rijkenberg et al., 2008; Steigenberger et al., 2010).  The residence time of Fe(II) can also be 

increased through increased Fe(III) reduction rates in the presence of light.  The increased 

reduction rates are caused by an increased photochemical production of superoxide from those 

exudates (Steigenberger et al., 2010), or through an increase in the concentration of Fe(II) 

specific organic ligands (Roy et al., 2008).  The presence of biology therefore plays an indirect 

role in controlling the mechanism of the increased residence time of Fe(II) in surface seawaters 

and around neutral pH lake waters.  At temperatures around 25 °C the half life of Fe(II) in 

oxygenated waters, low in hydrogen peroxide is expected to be less than 2 minutes (Millero et 

al., 1987).  However, Fe(II) oxidation rates measured in algal-enriched lake water were 30-fold 

slower than Fe(II) oxidation rates in the water alone, demonstrating the potential for indirect 

Fe(II) stabilisation by lake phytoplankton exudates (Shaked et al., 2004). 

 

1.06  Reduction 

 

 The products of the superoxide reactions are more likely to oxidise reduced metals due 

to their abundance, with oxidation by di-oxygen itself forming a superoxide.  Oxidation of Fe(II) 

to Fe(III) and also Cu (I) to Cu (II) are through reactions with di-oxygen and hydrogen peroxide 

(Barb et al., 1951; King et al., 1995; Moffett and Zika, 1987).  When a reduced metal reacts, 

with di-oxygen it will then form the metal oxidised species and superoxide, as seen with iron, 

Equation 1.06.  Hydrogen peroxide oxidation will produce a hydroxyl radical and hydroxide ion 

(Equation 1.07), with the hydroxyl radical also oxidising a reduced metal (Equation 1.08). 
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−• +→+ OHMOHM oxired

     Eqn. 1.08  

 

As well as the mechanism of photochemically produced superoxide in the reduction of 

oxidised metals, there is also a direct photochemical reaction initiating a ligand to metal charge 

transfer (LMCT) (Equation 1.09).  For iron this can be at either the surface of iron (hydr)oxides 

(Faust and Zepp, 1993; Waite and Morel, 1984) or in organically complexed Fe(III) (Barbeau, 

2006; Barbeau et al., 2003). 

 
•+ →+ LMhvLM redLMCToxi

    Eqn. 1.09  

 

 In waters exposed to light, a decrease in the rate of oxidation of Fe(II) may therefore be 

due to either a stronger photo reduction of Fe(III) or a stabilisation of Fe(II) by organic 

compounds.  However, certain estuarine Fe(III) binding organic ligands are not susceptible to 

ultra-violet degradation and as such infer a continued stability of Fe(III) complexes in estuarine 

and maybe freshwater systems (Rijkenberg et al., 2006). 

 

1.07  Hydrogen Peroxide 

 

 Hydrogen peroxide is important in the redox cycling of trace metals:  Iron – this is 

termed the Haber-Weiss process (Haber and Weiss, 1932); manganese (Sunda and Huntsman, 

1994) and copper (Zafiriou et al., 1998).  Within natural waters the main form of production of 

hydrogen peroxide is through the photo-excitation of an organic chromophore (Equations 1.02) 

(Petasne and Zika, 1987).  The excited chromophore reacts with di-oxygen forming superoxide 

(Equation 1.03).  Superoxide will then disproportionate to form hydrogen peroxide.  The 

disproportionation of superoxide can be catalysed by redox reactive substances, including 

inorganic (Rush and Bielski, 1985) and organically complexed (Bull et al., 1983) iron; inorganic 

(Zafiriou et al., 1998) and organically complexed (Voelker et al., 2000) copper, other metals 

such as manganese (Hansard et al., 2011) and natural organic material (Goldstone and Voelker, 

2000).  Uncatalysed disproportionation will occur (Equation 1.10, O'Sullivan et al (2005)) 

though its rate in seawater at pH 8 will be slow (Zafiriou, 1990).  If superoxide should 

eventually attain a sufficiently high steady-state concentration in seawater then it will have a 

direct effect on reduction and oxidation of metals and set up redox cycles, such as with iron 

(Miller et al., 1995; Voelker and Sedlak, 1995). 

222
2

22 OOHOO H +→+ −•−•
    Eqn. 1.10  
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 As well as abiotic production there is also biological production of hydrogen peroxide 

(Vermilyea et al., 2010; Yuan and Shiller, 2004); this is more important in the dark by keeping a 

steady state concentration present.  From measurements of photochemical production in coastal 

marine waters, O'Sullivan et al. (2005) found that the majority of hydrogen peroxide production 

occurred at wavelengths less than 340 nm, the far UVA and UVB range, both of which are 

minimally attenuated at the microlayer (Plane et al., 1997).  Both hydrogen peroxide and 

superoxide, and their cycling, are primarily initiated photochemically and are involved in the 

redox cycling of iron (King et al., 1995).  The redox reactions between a metal and hydrogen 

peroxide when used to catalytically oxidise organic compounds are collectively termed Fenton 

chemistry (Walling, 1975), though this is usually associated with reactions with iron (Equations 

1.11 and 1.12). 

( ) ( ) −• ++→+ OHHOIIIFeOHIIFe 22     Eqn. 1.11  

( ) ( ) +• ++→+ HOOHIIFeOHIIIFe 22    Eqn. 1.12  

The rate of reduction of Fe(III) by hydrogen peroxide is slower than the opposing oxidation 

reaction (Barb et al., 1951).  For a systems to attain a semi-equilibrium state the concentration of 

Fe(III) has to be sufficiently high. 

 

 With out a continued source of superoxide the limiting reactions on the oxidation of 

reduced metals are those with di-oxygen and hydrogen peroxide.  Redox cycles are set up with 

superoxide (Voelker and Sedlak, 1995) and may occur with hydrogen peroxide (Barb et al., 

1951) but this is only when the seawater pH is sufficiently low, ~ pH 7 (Moffett and Zika, 

1987).  The main known pathways for the production of, and increased residence time of, a 

reduced metal are the direct photochemical reduction through a LMCT and then indirectly by 

the photochemical production of superoxide. 

 

1.08  Ozone 

 

 Ozone is an important gas in the higher-atmosphere as it is absorbs UV radiation 

decreasing the levels received at the surface.  Ozone concentrations increase with height and the 

lowest are seen at the surface, ~ 33 ppbv (Lee et al., 2009), 10 – 15 ppbv (Harvey and Springer-

Young, 1988).  The primary source of ozone to the microlayer is through dry deposition 

(Garland et al., 1980).  Ozone will not directly oxidise trace metals due to its reactivity with 

halogens, bromide and chloride (Grguric et al., 1994) and especially iodide (Garland and Curtis, 

1981; Thompson and Zafiriou, 1983) and natural organic material (NOM).  However, 

atmospheric concentrations of ozone have been increasing over the last 30 year, between 0.05 
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and 0.68 ppb per year (Lelieveld et al., 2004), any increase in deposition at the surface 

microlayer may also increase the redox activity of trace metals.  The preferential ozone 

scavenging in circum-neutral, low ionic waters is by organic material and leads to the oxidation 

of the organic material and the formation of an ozonide radical (Equation 1.13) (von Gunten, 

2003). 

 −++→+ 33 ONOMNOMO       Eqn. 1.13  

 

 Ozone reactivity with the constituents of water becomes inhibited when the resultant 

products do not liberate further superoxide, resultant products can include fractions of organic 

material and carbonate/bicarbonate (Buxton et al., 1988).  At pH >≈ 8 the ozonide will 

disassociate to free-oxygen and di-oxygen (Equation 1.14) with the free-oxygen reacting with 

water to form a hydroxide radical and ion (Equation 1.15) (von Gunten, 2003). 

 23 OOO +⇔ −•−       Eqn. 1.14  

 
−•−• +→+ OHOHOHO 2      Eqn. 1.15  

 However, the main mechanism of ozone decomposition (initiation reactions) is by 

hydroxide ion initiated decomposition (Weiss, 1935) leading to the formation of the 

hydroperoxyl radical and di-oxygen (Equation 1.16). 

 223 OHOOHO +→+ −−       Eqn. 1.16  

The hydroperoxyl will then react with an ozone forming the hydroxyl radical, superoxide and di-

oxygen (Equation 1.17) (von Gunten, 2003).   

 2223 OOOHHOO ++→+ −••−      Eqn. 1.17  

The hydroperoxyl conjugate base is superoxide and when they combine they form hydrogen 

peroxide and di-oxygen (Equation 1.18) (Bielski, 1978; von Gunten, 2003). 

 22222 OOHOHO +→+ −•
     Eqn. 1.18  

Both hydrogen peroxide and superoxide can set up redox cycles with trace metals as shown 

previously. 

 

 These initiation reactions are important in seawater and above neutral lake waters due to 

the increased pH.  The products of ozone decomposition, hydrogen peroxide and its precursor, 

superoxide, will be involved in redox cycles of trace metals, such as iron.  The superoxide is the 

initiator in the production of hydrogen peroxide, and acts as both an oxidant and reductant in the 

redox cycling of soluble trace metals.  There is a scarcity of information regarding the effect of 

ozone and the products it forms on the cycling of trace metals within an environmental 

consideration of marine and fresh waters.  To assess the effect of ozone at the surface microlayer 
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the known photochemical reactions with organic material, leading to the formation of ROS, can 

be used as a modelling construct.  This model can then be used to interpret results from within a 

laboratory study measuring the production and cycling of ROS and potentially reduced iron. 

 

1.09   The Research Revisited 

 

 The body of work relating to trace metals in natural aqueous media is not exhaustive but 

it is large.  Since 1980, there has been less than 23 published works on trace metals in the 

surface microlayer, some but not all of the measured results are in the Appendices, Table A1.01.  

This work aims to expand the knowledge of the cycling of ROS and trace metals, especially iron 

in not only the microlayer but also in the lacustrine and marine environments.  Figure 1.01 

shows a conceptual model of the sources and controlling influences of ROS and metals in the 

surface microlayer.  Chapter 2 of this work, in part, details the work on the set-up of an 

inductively coupled plasma mass spectrometer (ICP-MS) for the measurement of the dissolved 

fraction, from within freshwater samples, with high total dissolved solid loadings, and for the 

measurement of manganese and total iron from within seawater.  The experimental work 

measures hydrogen peroxide and Fe(II) using a flow injection analysis chemiluminescence 

system with luminol.  The analytes were measured quasi-simultaneously at 22 s intervals using a 

dual-analyte set up; the development of this method is in Chapter 3. 

 

The fieldwork (Chapter 4) follows the development of dissolved trace metals within the 

microlayer and underlying water through the seasonal cycle of a lake.  As a multi-element 

approach the analyses of these samples is by the ICP-MS.  Both the concentrations and 

calculated enrichment factors are used to discuss the relationships between the dissolved phases 

of the relevant metals.  The result from this fieldwork is unique in relationship to microlayer 

research. 

 

 The relationship between hydrogen peroxide and Fe(II) within the microlayer is 

developed further.  This work entails three sets of experiments:  i) The addition of artificial 

particulate phases of aluminium, manganese and iron to photochemically active model marine 

microlayer systems;  ii) the effect of different irradiating wavelengths on production and loss of 

hydrogen peroxide and Fe(II) and  iii) the affect of atmospheric ozone concentrations on 

hydrogen peroxide and Fe(II).  Experimental work considers the model marine microlayers over 

a short-term (< 1 hour). 
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Figure 1.01.  Conceptual model of the sources and controlling influences of ROS and metals in 
the surface microlayer.  POC – particulate organic carbon; DOM – dissolved organic matter. 
 

 

With respect to Figure 1.01 there is one factor which controls the composition of the 

microlayer, organic material, and three factors which may control the cycling of ROS and 

dissolved trace metals in the SML, particulates, light and O3.  This thesis will consider each 

separately under specific working hypothesises:  i) Can the seasonal progression of biology in a 

lake system effect changes to the concentration and enrichments of dissolved trace metals in the 

SML;  ii) Will the addition of an artificial particulate affect the cycling of Fe(II) and ROS in a 

photochemically active model SML, and will this system act to reduce from the particulate 

phase soluble ions of iron or manganese;  iii) To measure the extent changes in irradiating 

regime has on the kinetics of Fe(II) and ROS;  iv) Does atmospheric O3 produce and is there a 

subsequent cycling of, ROS and iron within a model SML. 
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2.00  Introduction 

 

This chapter introduces the laboratory protocols used during washing and handling 

equipment.  It also describes the inductively coupled plasma (ICP) techniques used for the 

analysis of fresh (Chapter 4) and seawater (Chapters 5 – 7) samples.  It then continues with an 

explanation of the techniques used for the analysis of ancillary samples for the broadwater work 

(Chapter 4).  The development of the flow injection analysis chemiluminescence (FIA-Cl) 

system using luminol is described in Chapter 3. 

 

2.01  Trace Metal Equipment, Cleaning and Sample Handling 

 

2.01.01 Equipment Washing 

 

Where trace metal analyses was the ultimate goal all equipment was washed using a 

specific regime.  The majority of equipment for trace metal work was made from high-density 

polyethylene (HDPE) recommended by Batley and Gardner (1977).  The exceptions were 

borosilicate glass and polytetrafluoroethylene (PTFE) used for the surface microlayer screen and 

plate samplers, respectively; pure quartz glass used for the seawater photochemical experiment 

vessel and polypropylene centrifuge tubes.  The centrifuge tubes were used to analyse samples 

by ICP-optical emission spectroscopy (OES) and ICP-mass spectrometry (MS).  The four 

material exceptions still followed the same cleaning regime as HDPE plastic.  However, the 

centrifuge tube caps were cleaned separately in 1 M HCL.  A polysulfonate filtration unit was 

also used for filtration of samples but this was rinsed with 1 M in-house quartz-distilled (qd) 

HCl later superseded by in-house double qd HNO3 and then Purtite ultra pure water (UPW). 

 

The cleaning of equipment for trace metal work consisted of three sequential baths; 

equipment would spend a minimum of 5 days soaking in each.  There was an initial cleaning in 

5 % Decon 90 to remove excess plasticisers, the equipment was then placed in a 6 M, Fisher AR 

grade, HCl bath to remove organic based contaminants and a final soak in a 2 M, Fisher AR 

grade, HNO3 bath to remove the trace metal contaminants.  After each bath, there were at least 

three rinses in UPW.  Following washing, bottles were stored containing UPW acidified to less 

than pH 2, with qd HCl later superseded by qd HNO3.  Bottles and laboratory equipment were 

stored double bagged in acid washed, re-sealable polyethylene bags.  Sample handling and 

processing, wherever possible, was undertaken in a class 100 laminar flow hood (Bruland et al., 

1979). 
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2.01.02 Filtration and Storage 

 

Freshwater samples were filtered and acidified within two hours of sampling.  The 

filtration of samples for trace metal analysis was through a polysulfonate vacuum unit; the pvc 

o-rings were rinsed with 1 M qd HCl followed by UPW before unit and o-rings were left to dry 

in the laminar flow hood prior to storage.  Whatman 0.2 µm track-eteched isopore polycarbonate 

filters were used to separate the required faction.  The filters were soaked in acid-cleaned 

polystyrene culture plates containing 1.0 M qd HCl, for five days, before storage in UPW, 

similar to Planquette et al. (2007).  Vacuum filtration of all samples was undertaken at -15 kPa.  

The low suction pressure prevents the rupture of phytoplankton cells which, either release their 

trace metals or increase the dissolved organic material (DOM) fraction.  Using a 0.2 µm filter 

will also remove most bacteria and other organisms (except viruses).  Samples were acidified to 

less than pH 2, in order to prevent metal sorption to container walls.  Bottles were finally stored 

double bagged. 

 

2.01.03 Dilution and Standard Additions 

 

Sample dilutions and the additions of standards for ICP-OES and ICP-MS work were 

undertaken using a Varian SP55 autodilutor, which is coupled to the ICP-OES.  For FIA-CL 

work they were undertaken manually.  Standard additions are a form of calibration where a 

known quantity of an analyte is added to a sample and the measured response is compared to a 

sample with no addition.  The internal calibration method was used on those samples where a 

rotational matrix effect occurs; rotational effect arises when the size of the signal derived from a 

fixed concentration of the analyte is affected by other constituents of the test solution (Ellison 

and Thompson, 2008).  In terms of the calibration the slope is affected rather than the intercept.  

ICP work was carried out using a suite of additions with a repeated zero addition sample.  

Blanks were calculated through the measurement of the concentration of the dilutant (this was 

then corrected for volume of the addition to the sample) and a repeat measurement of UPW and 

a standard addition for the addition blank (this was then corrected by the number of counts for 

UPW measurement).  With respect to the standard additions, a blank can be more easily 

calculated by repeating the lowest addition standard. 
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The calculation of the concentration, sample error (Equation 2.01) and limit of detection 

(LOD) (equation 2.02), were taken from Miller and Miller (1993); the concentration is given by 

the ratio ba ; intercept (a) to the slope (b) taken from the linear calibration. 
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xyS is the sum of squares of the y-residuals, the difference between the measured iy  and the 

calculated values iŷ  using the regression line. 
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n is the number standard additions made, including zero additions, y  is the mean of the 

machine output values for the standard additions, x is the concentration of each standard 

addition, x is the mean of the concentration values.  The LOD is three times the error of the 

zero addition standard as calculated byxyS . 

 

2.02  Broadwater Chlorophyll-a 

 

Chlorophyll-a (chlα) samples were collected using a niskin bottle on a hand winch and 

stored in 2 L polycarbonate bottles; for approximately two hours prior to filtration.  chlα 

analysis was of known volumes filtered through a GF/F filter at low vacuum (3 replicates).  The 

GF/F was then wrapped in aluminium foil and stored at -80°C.  24 hrs prior to analyses 

scintillation vials were rinsed with 90 % acetone, then a further 20 mL of 90 % acetone was 

added.  Sample filters were removed from the freezer in groups of 10 and placed directly into 

the acetone, the caps were replaced and the samples lightly shaken.  The pigments were left to 

extract from the sample for 24 hrs at 4°C in the dark.  After 24 hrs the samples were analysed in 

batches of 10 at a dilution factor of 100.  Phaeo-pigments were analysed in the broadwater 

samples by adding 2 drops 10 % HCl, which knocks out the central magnesium atom in the 

active chlorophyll-a.  A Turner Machines 10AU fluorometer was calibrated using dilutions of 

pure 1 mg L-1 chlα standard (Sigma).  Measurements were taken at 630, 645, 665 and 750 nm, 

and at 665 and 750 nm following acidification, the reading at 750 nm was used as the blank for 

both the direct chlα and phaeo-pigment measurements.  The mean relative standard deviation 

(RSD) of replicate samples was 7 % (range 1 – 18 %).  The calculation (Equation 2.03) for the 

chlα concentration was based around that of Lorenzen (1967). 
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U is the absorbance of the unacidified sample at 665 nm corrected for the blank at 750 nm and A 

is the absorbance of the acidified sample at 665 nm corrected for the blank at 750 nm, l is the 

pathlength of the cell (cm). v is the volume (mL) of 90 % acetone used and V is the volume 

(mL) of the filtered sample, d is a correction for the dilution of the filtered sample. 

 

2.03  Metal/Species Specific Analytical Techniques 

 

Two techniques were trialled to allow for a corroboration of ICP-MS results from 

samples derived from experimental work (Chapters 5 – 7), for the measurement of Mn(II) and 

aluminium, however, these were not used.  A spectrophotometric technique for the analysis of 

Mn(II) (Ji et al., 2009) was not found to be sensitive enough.  The spectrofluorometeric analysis 

of a micelle enhanced aluminium-lumogallion complex was not implemented during the course 

of running the experiments due to time constraints. 

 

2.04  Inductively Coupled Plasma Mass Spectrometry 

 

The potential for analysis of trace nutrients in aqueous solutions by inductively coupled 

plasma mass spectrometry (ICP-MS) was first successfully realised by Houk et al. (1980).  The 

ability of the technique to undertake rapid multi-element analysis to sub-nanomolar / ppt levels 

has been its most important contribution.  Seawater and high ionic matrix freshwaters have 

however been difficult to measure on the ICP-MS due to potential low concentrations and the 

formation of polyatomic interferences; formed from precursors in the plasma gas, entrained 

atmospheric gases, water, acids and sample matrix (Evans and Giglio, 1993).  Techniques have 

been developed to overcome interferences; the main method has usually been through the pre-

concentration and subsequent matrix elimination with columns containing, for example, 8-

hydroquinoline immobilised on a silica stationary phase (Sturgeon et al., 1981).  The pre-

concentration technique was first applied in ICP-MS analysis by McLaren et al. (1985).  
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Another sample manipulation method of note for trace metal analysis by ICP-MS has been co-

precipitation and isotope dilution with Mg(OH)2 (Wu and Boyle, 1997). 

 

Developments to the ICP-MS hardware itself have also been used to remove polyatomic 

interferences allowing for the analysis of high matrix samples.  The techniques include: using a 

high-resolution (HR) mass spectrometer (Feldmann et al., 1994; Giessmann and Greb, 1994); a 

gas to promote collisions on larger polyatomic ions (Eiden et al., 1997); a reaction gas (Louie et 

al., 2002) and kinetic energy discrimination (KED) (Yamada et al., 2002).  The available ICP-

MS has a quadrupole, which can be used in a semi-HR mode (it is not a true high resolution 

instrument) whilst using collision cell technology (CCT).  The CCT can utilise both reaction and 

collision cell gases and can produce a KED bias between the collision cell and the quadrupole.  

With the ICP-MS able to use these techniques,(as yet un-trialled at the university), an expected 

large number of samples without a sufficiently large clean area in which to either chemically 

remove the matrix or concentrate the analytes, the alterations to the machine configuration were 

favoured to reduce the effect of interference ions. 

 

2.04.01 Inductively Coupled Plasma Multi-Element Techniques 

 

Two multi-element ICP techniques were used to analyse fresh and seawater samples: the 

instruments used were a Varian Vista-Pro, ICP-OES and a Thermo X-Series 1, ICP-MS.  Both 

techniques use a similar sample input method prior to ionisation.  An auto sampler with a Teflon 

coated probe selects the sample, which is then transferred by means of a peristaltic pump, with 

Accu-rated PVC tubing.  For the ICP-OES the sample injects through a sea-spray nebuliser      

(2 mL min-1) into a cyclonic spray chamber (50 mL volume) before the suction from the plasma 

draws the finer mist particles in.  The ICP-MS injects sample through a micro-mist nebuliser 

(0.14 mL min-1) into a cryogenically temperature controlled impact bead nebuliser before the 

suction from the plasma draws the finer mist particles in. 

 

To form an ion requires that at first plasma is produced with which to ionise it.  The 

plasma used is an ionised argon gas.  The ionisation process commences by arcing an electrical 

discharge, from a tesla unit, through the gas.  To ensure constant plasma, an electromagnetic 

field is used to continually charge particles which then collide with those formed during the 

initial ionisation process.  A radio frequency (RF) generator is used to produce the 

electromagnetic field.  The RF generator runs either at 40 MHz (ICP-OES) or 27 MHz (ICP-

MS) around the end of a silica glass torch.  As the sample is directed into the centre of the 

plasma from behind it initially desolvates, then is vaporised, atomised and finally electrons are 
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stripped in the ionisation of the analyte.  The two measurement techniques used during this work 

consider very different specific properties of an ion.  ICP-OES measures the intensity of the 

light emitted at a specific wavelength, produced during ionisation.  To measure the 

concentration of an analyte the ICP-OES uses an array of semiconducting photodetector charged 

coupled devices to read the light formed during the ionisation of an element.  The intensity of 

the light is related proportionally to the concentration of the element based on the calibration.  

ICP-MS uses a quadrupole mass spectrometer to select an ion based on its mass to charge ratio 

(m/z). 

 

The ICP-MS (Figure 2.01) ion beam on leaving the torch is accelerated, narrowed and 

focused before reaching the quadrupole.  The beam is narrowed by a set of nickel cones, 

skimmer and sampler cones.  The beam is then focused and accelerated by a sequence of 

magnetic lenses acting on the ion beam.  A collision / reaction cell can be fitted at the interface 

between the lenses and the quadrupole.  The cell can be set so that a flow of a specific gas in and 

around the ion beam induces collisions (hydrogen/helium mix) or reactions (ammonia).  The 

mass spectrometer uses an oscillating RF running along and between four rods (quadrupole) 

which focus the ion bean to a specific m/z.  Ions which are not supported by the oscillating radio 

frequency do not run true through the quadrupole, and fly away from the ion beam and therefore 

do not reach the collector (nickel, electron multiplier detector).   Each collision registers a count, 

a time integrated value is then transferred to the PC running the control and display software. 

 

 
Figure 2.01.  Schematic of an ICP-MS, adapted from http://iramis.cea.fr/Images/astImg/886_2.gif  
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All samples for ICP-MS analysis were sampled through a Cetec 500 auto-sampler.  The auto-

sampler removed a sample from either Grenier or Corning 15 mL polypropylene centrifuge 

tubes.  For multi-element analyses, whether using standard calibrations or when undertaking 

method development with standard additions, the standards were taken from diluted Spectrosol 

and BDH certified standards.  For dual / tri element method development and sample analyses, 

the aluminium, iron and manganese standards were produced from serial dilutions of their 

respective sulphate salts, AlKO8S2·12H2O, FeSO4·7H2O and MnSO4·H2O (99+% Acros 

Organics) into pH 1.6 UPW (acidified with double qd HNO3).  In retrospect, soluble nitrate salts 

should have been used as these have lower polyatomic interferences than sulphate ions (Louie et 

al., 2002). 

 

2.04.02 ICP-MS 

 

The ICP-MS was used to measure freshwater samples taken from the UEA Broad, and 

seawater samples taken during a series of seawater experiments.  During the analysis of the 

freshwater samples, the analytical methodology had been continually improved.  This work 

entailed comparisons of high and standard resolution at the quadrupole and variations in the 

flow rate and type of gas used in the collision cell.  Due to these changes, only those samples 

analysed with an accurate method, based on the recoveries of certified reference material (CRM) 

from the National Research Council Canada, were used in further work. 

 

2.04.03 Stability 

 

The stability of an ICP-MS can be affected by both the matrix of the samples being 

analysed and the environmental factors within the room housing the ICP-MS.  Following 

analyses of a suite of broadwater samples, the skimmer and sampler cones were visually 

inspected, a deposit of material was found around the orifices of the cone.  Deposition on the 

cones can lead to a deterioration in stability, with between 5 and 25 % signal loss occurring 

within the first 50 minutes, (Williams and Gray, 1988); one multi-element analysis takes around 

6 minutes.  Extended wash phases between samples removes some deposits (Williams and Gray, 

1988); however, there is still a cumulative effect over extended runs.  The majority of machine 

runs involved 60 or more samples and could last from 12 to 24 hours.  The formation of 

precipitates is due to the concentrations of the total dissolved solids (TDS) (Jarvis et al., 1997) 

and especially the elevated concentrations of cations (Wright, 2002).  High concentrations of 

alkaline earth cations were found following ICP-OES analysis of the broadwater (Table 2.01). 
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Table 2.01. Concentration of major cations in the broadwater, measured by ICP-OES 
 mg L-1 mM 
calcium 84    +/- 3 2.1   +/- 0.07 
potassium 2.8   +/- 0.16 0.07 +/- 0.004 
magnesium 3.3   +/- 0.12 0.13 +/- 0.005 
sodium 28    +/- 1.2 1.2   +/- 0.05 
strontium 620  +/- 29 7.1   +/- 0.3 

 

 

The TDS loading, attributable to the major cations, is ~750 mg L-1.  The major ion TDS 

level, though not as high as that advised by Jarvis et al. (1997) as a safe working limit of 1000 

mg L-1, may still pose a problem if minor ions (transition metals) and also organic material were 

also included within the TDS.  A 1:10 dilution was initially chosen for further analyses of 

subsequent broadwater samples.  This dilution is in line with work by Louie et al. (2002) who 

successfully analysed the complex matrix of seawater at this dilution; the dilution would bring 

the TDS concentration to ~100 mg L-1. 

 

The stability of the ICP-MS was also investigated over long (> 4 hours) analytical runs 

(Figure 2.02).  Whether the instability is due to the continued deposition of TDS even with 

diluted samples or due to the environmental conditions within the room housing the ICP-MS is 

unknown.  Though the use of a repeat standard (analysed every sixth sample, ~ 30 minutes) did 

allow for a correction to the signal, the range of the change, ± > 25 % and the circumstances 

affecting the ICP-MS stability, location, matrix effects and deposition of TDS were still 

considered too detrimental to analytical work until.  To enable a recalibration of the instrument 

during the analyses of each sample and allow for the affect of matrix interference the standard 

addition technique was employed.  The use of standard additions was combined with changes to 

the instrument configuration which helped mitigate the effect of polyatomic and isobaric 

interferences. 
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Figure 2.02.  Temporal signal change of a multi-element standard.  The closed (analysed 15th 
March 2008, day time) and open (analysed 01st December 2008, evening to night) diamonds 
represents a composite of the mean counts for all elements normalised to their initial values with 
the error bars the standard deviation of these composites. 
 

 

2.04.04 ICP-MS Signal Interference Mitigation 

 

The Thermo X-Series mass spectrometer usually runs with a quadrupole resolution of 

0.8 m/z units, the instrument has the capability of increasing the quadrupole resolution to 0.02 

m/z, though this has a detrimental affect on the total number of counts.  CCT is a mechanism 

whereby polyatomic and isobaric interference ions are removed from the ion beam.  The 

polyatomic interference ions are recombinations of either the components of the argon gas and / 

or elements within the matrix.  Recombined ions are larger than the pure (single) ions and have 

a subsequent higher mass to charge (m/z) ratio.  The CCT gases act on both the difference in 

size and mass to charge ratio when removing the polyatomic interferences.  CCT gas flow can 

be controlled through the cell; gases available were a helium / hydrogen mix or a 7 % ammonia 

gas.  The two gases work in different ways.  The hydrogen / helium mix acts to remove energy 

from polyatomic interferences through multiple collisions with the larger interference ions.  The 

collisions remove energy; this then prevents the interference ions traversing the quadrupole by 

spinning out of the ion beam.  The ammonia gas is a reaction gas, on its dissociation in the ion 

beam the protons can combine with polyatomic interferences removing them from the m/z ratio 

of interest.  As well as removing them from the m/z window, they can also act to displace the 

interference ions whilst the ion beam is traversing the quadrupole.  The Varian X-series ICP-MS 
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is fitted with a kinetic energy discrimination (KED) jump, the KED jump is a negative bias 

between the collision cell and quadrupole mass spectrometer.  Recombined interference ions 

with lower energy (higher m/z ratio) than pure (single) ions do not have the impetus to pass the 

KED bias.  These tools, high resolution, a collision gas, 7% He/H2 at a flow rate of                  

6.5 mL min-1 and the KED, were applied to the ICP-MS configuration to enable analysis of 

broadwater freshwater samples.  Combined with these configuration changes were a 1:2 dilution 

of the freshwater samples and a 1:20 and 1:40 dilution of the seawater samples. 

 

2.04.05 Analytical Blank 

 

The analytical blank for the analysis of the diluted samples is a standard addition series 

based in ultra pure water (UPW) acidified to ~pH 1.8; this signal incorporates that from the 

UPW dilutant, the acid and the background signal.  Initial work was undertaken using a non-

specific cleaned container and AR grade HNO3, used to bring the dilutant to ~pH 1.8.  This was 

subsequently changed to a trace metal cleaned vessel and double quartz-distilled HNO3.  The 

reason for the change in protocol was highlighted following an analysis of a 10 and 0.1 ppb 

spiked broadwater and also SLRS-4 which showed high blank values (analytical set up, He/H2 

CCT gas at 3.5 mL min-1 in HR mode).  The results for the blank signal using the clean 

container and the subsequent calculated limits of detection (LOD) are shown in Table 2.02.  The 

blanks and LOD were measured in HR mode with H/He CCT gas at 6.5 mL min-1 and the KED 

bias in place.  LOD were calculated for UPW diluted with the acidified UPW (dilutant). 

 

Table 2.02.   Analytical blanks and limits of detection 

blank RSD LOD 
nM % (n=6) nM 

Al 140 ± 42 30 126 
V 21 ± 17 80 50 
Mn 0.5 ± 0.3 60 0.9 
56Fe 24 ± 3 13 9.4 
54Fe 26 ± 3 12 9.6 
Ni 14 ± 2 18 7.3 
Co 0.1 ± 0.03 28 0.1 
65Cu 9 ± 2 20 5.6 
63Cu 11 ± 3 23 8.0 
As 0.9 ± 0.3 31 0.8 
114Cd 0.7 ± 0.05 8 0.15 
112Cd 0.6 ± 0.06 9 0.18 
208Pb 4 ± 0.4 9 1.1 
206Pb 4 ± 0.5 13 1.6 
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2.04.06 ICP-MS Accuracy – CRM Recovery 

 

The result for a repeated analysis of SLRS-4 with the configuration which was applied to 

the broadwater samples is shown in Table 2.03.  This configuration used the quadrupole in high 

resolution with H/He CCT gas at 6.5 mL min-1 and a KED bias between the CCT cell and the 

quadrupole.  Samples were diluted to factor of 1:2.  Four elements were unable to be accurately 

measured, these were vanadium, nickel, cadmium and lead.  The recoveries for aluminium, 

manganese and arsenic were within 10% of the certified values, with less than 10% RSD (n =3).  

Copper and iron using two isotopes were within 15% of the certified values with the RSD on the 

iron analysis less than 10% and on the copper analysis 15%.  Cobalt measurements where within 

range when the error is factored in, however, the recovery was high, 140%, also the RSD was 

poor >40%; results should be handled with caution as they are affected by noise within the ICP-

MS.  All elements successfully recovered have their respective LOD, calculated as three times 

the standard deviation of an acidified UPW sample (blank), below the certified concentration in 

SLRS-4. 

 

Table 2.03.  SLRS-4 results from final instrument configuration.  Only those elements in black 
(successful recoveries) were considered for further work, those in grey were not used. 

 
certified measured recovery RSD blank LOD 

nM nM % % (n=3) nM nM 
Al 2001 ± 150 1892 ± 135 106 7 140 126 
V 6 ± 1 12 ± 11 193 96 21 50 
Mn 61 ± 3 64 ± 4 105 6 0.5 0.9 
56Fe 1844 ± 90 2123 ± 187 115 9 24 9 
54Fe 1844 ± 90 2141 ± 195 114 9 26 10 
Ni 11 ± 1 32 ± 7 292 21 14 7 
Co 0.6 ± 0.1 0.8 ± 0.3 140 41 0.1 0.1 
65Cu 29 ± 1 25 ± 4 88 15 9 6 
63Cu 29 ± 1 29 ± 1 101 14 11 8 
As 9 ± 1 8 ± 0.3 90 3 0.9 0.8 
114Cd 0.1 ± 0.01 0.3 ± 0.1 337 36 0.7 0.1 
112Cd 0.1 ± 0.01 0.8 ± 0.1 758 15 0.6 0.2 
208Pb 0.4 ± 0.01 20 ± 2 5040 15 4 1.1 
206Pb 0.4 ± 0.01 18 ± 4 4562 20 4 1.6 

 

 

2.04.07 CRM Recoveries as Correction Factors 

 

A small suite of earlier broadwater samples were able to have their measured 

concentrations corrected through a second analyses of a series of samples collected on the 19th 

March 2008. These samples had been analysed under two ICP-MS configurations; initially 
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analysed as a 1:10 diluted sample with an external calibration and again analysed as a 1:2 

diluted sample with the H/He CCT gas at 6.5 mL min-1, HR mode and KED jump, as per the 

successful recovery of the CRM, SLRS-4.  The measured concentrations were compared 

through a one-tailed Fisher F-test, with the null hypothesis (H0) indicating the results are due to 

random scatter.  The H1 was true for aluminium f = 268 (p>0.99), manganese f = 71 (p > 0.99), 

and 56Fe, f = 81.7 (p > 0.99).  Further information on the calculation of the correction is given in 

the Appendices, Section A4.01. 

 

2.04.08 Method for Seawater Experimental Samples 

 

The analysis of seawater following experimental work initially attempted to analyse for 

all dissolved elements as in the freshwater analyses.  However, low limits of detections and 

good sensitivity were essential in the work to be able to measure changes in the soluble fraction 

(0.2 µm filtered) due to the chemistry.  The method therefore concentrated on aluminium and 

manganese as initial experimental trials were to be conducted with the addition of particulate 

phases of aluminium, manganese and iron; reduced iron was to be measured on a FIA-Cl system 

(Chapter 3), though total iron values for each experiment were to be measured on the ICP-MS 

with expected high concentrations.  Aluminium though not certified in the CRM CASS-4 was 

measured with the aim of measuring a precise value; however, this was not achieved so 

therefore only manganese was measured from experimental samples. 

 

Comparing between the ICP-MS using NH3 and H/He CCT gas (1:20 sample dilution) 

and ICP-OES (1:10 sample dilution) measuring diluted CASS-4 using standard additions shows 

that the best method would be to use the ICP-MS with H/He CCT gas at ~6.5 mL min-1 in HR 

mode and incorporating the KED to aid in the removal of interference ions to measure the 

manganese (Table 2.04).  The method provides the lowest blank and a comparable LOD to the 

NH3 gas whilst the accuracy and precision were better than the NH3 gas.  

 

Table 2.04.  Comparison of techniques for recovery of manganese from within CASS-4 
 certified measured recovery RSD blank LOD dilution 

factor nM nM % % nM nM 
H/He CCT gas  50.6 ± 3.5 51 ± 3  101 (n = 4) 6 0.2 1.3 20 
NH3 CCT gas 50.6 ± 3.5 62 ± 11 123 (n = 5) 18 1.4 0.9 20 
OES 50.6 ± 3.5 52 ± 9 103 (n = 5) 17 2.2 6 10 

 

 

The analysis of seawater samples for total iron was undertaken on an ICP-MS using 1:40 

dilutions and standard additions.  The corresponding recovery of the National Research Council 



30 

of Canada, certified reference material, CASS-5, specified concentration, 25.8 ± 2.0 nM, was, 

following the blank correction, 106% and was measured at 28 ± 4 nM (n =3), 15 % RSD.  The 

blank was measured at 14.8 ± 0.09 nM with a corresponding limit of detection (3 x σ of 3 ultra 

pure waters) of 0.3 nM. 

 

2.04.08 ICP-MS Final Configurations 

 

For both multi-element freshwater analysis and for manganese total iron for the seawater 

experiments the ICP-MS was used in HR mode.  The CCT had a 7% H/He collision gas at flow 

rates of ~6.5 mL min-1 and between the CCT cell and quadrupole a negative KED bias was set.  

The freshwater samples were diluted to a 1:2 whilst seawater samples were diluted to 1:20 

(manganese) and 1:40 (total iron). 
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Chapter Three 

 

 

Flow Injection Analysis Method Development 
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3.00   Introduction 

 

The flow injection analysis of luminol chemiluminescence has been used for many years, 

since Seitz and Hercules (1972), for the measurement of soluble iron (II).  The system’s ability 

to measure in real time makes it a good analytical tool for short-term (< 1 h) experiments.  This 

chapter details the work involved in compiling the equipment and enabling it to measure, quasi-

simultaneously, two analytes, hydrogen peroxide and Fe(II). 

 

3.01 Flow Injection Analysis - Chemiluminescence with Luminol 

 

The FIA-Cl method utilises the chemiluminescence of luminol as the means of 

measuring the concentration of hydrogen peroxide and iron (II) in aqueous media.  FIA-Cl can 

measure a range of analytes, especially the reduced species of transition metals; 

chemiluminescence occurs when the reduced form of a redox pair is oxidised, (Cu(I) / Cu(II) 

(Coale et al., 1992), Co(II) / Co(III) (Sakamoto-Arnold and Johnson, 1987), Fe(II) / Fe(III) 

(Seitz and Hercules, 1972), Mn(II) / Mn(IV) (Doi et al., 2004)).  In order to induce luminol 

chemiluminescence, a reduced metal e.g. Fe(II) (Equations 3.01 to 3.03) or for H2O2 analysis 

Co(II) (Equation 3.04) (held in the luminol reagent) is oxidised.  These oxidation reactions 

produce hydroxyl and superoxide radicals.  Fe(II) will oxidise when mixed with the luminol 

reagent within several hundred milliseconds (King et al., 1995; Rose and Waite, 2001). 

−•++ +→+ 2
3

2
2 OFeOFe      Eqn. 3.01  

22
3

2
2 2 OHFeHOFe +→++ ++−•+

   Eqn. 3.02  

−•++ ++→+ OHOHFeOHFe 3
22

2
   Eqn. 3.03  

( )
+−••

↓

• +→→→
•

OHOOHOHOH
OHIICo

OH

3222

22

2   Eqn. 3.04  

 

The following luminol reaction sequence (Figure 3.01) is adapted from Rose and Waite, 

(2001) and Merenyi et al. (1990).  The radicals produced from the metal oxidation react with the 

luminol negative ion, held in an alkaline medium, forming a luminol negative radical; either 

through primary or one electron oxidation (Figure 3.01, stage 1). 

 

 

 

 



    

 

The luminol negative 

to form the alpha-hydroxy-

stage 2a) occurs for luminol that is present as a monoanion (L

superoxide to the αhhp intermediate. 

 

    

 

The second pathway (Figure 3.01, stage 2b) can act on both the monoanion and 

undissociated forms of the luminol negative radical and requires a secondary oxidant, again for 

instance OH•.  The diazaquin

(L•–, LH•) or more slowly from the reaction of the luminol monoanion with molecular oxygen 

(Merenyi et al., 1990).  Diazaquinone then reacts with monodissociated hydrogen peroxide 

(HO2
-) to form the αhhp intermediate.
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     Figure 3.01, stage 1

The luminol negative radicals, (L•–, LH•) can then pass through one of two mechanisms 

-hydroperoxide (αhhp) intermediate.  The first pathway (Figure 3.01, 

stage 2a) occurs for luminol that is present as a monoanion (L•–), and involves the oxidation by 

hhp intermediate.  

 

     Figure 3.01, stage 2a

The second pathway (Figure 3.01, stage 2b) can act on both the monoanion and 

undissociated forms of the luminol negative radical and requires a secondary oxidant, again for 

.  The diazaquinone (L) forms by either rapid recombination of the luminol radicals 

) or more slowly from the reaction of the luminol monoanion with molecular oxygen 

.  Diazaquinone then reacts with monodissociated hydrogen peroxide 

hhp intermediate. 
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The second pathway (Figure 3.01, stage 2b) can act on both the monoanion and 

undissociated forms of the luminol negative radical and requires a secondary oxidant, again for 

one (L) forms by either rapid recombination of the luminol radicals 

) or more slowly from the reaction of the luminol monoanion with molecular oxygen 

.  Diazaquinone then reacts with monodissociated hydrogen peroxide 



    

 

The formation of the 

al., 1990).  The αhhp intermediate

These forms then decompose to aminophthalate and N

is only the decomposition of the monoanion to its ground state which leads to the excitation and 

chemiluminescence (Eriksen et al., 1981

 

    

 

 

3.01.01 Hardware 

 

Intensity of luminol chemiluminescence measurements were measured on either a 

Hamamatsu (Iwata City, Japan) 124

counting tube.  The photon multiplier tube (PMT) 

voltage; photons captured on an electrified grid impart energy

increase in voltage is then measured. 

(DGH) (New Hampshire, USA)
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     Figure 3.01, stage 

formation of the αhhp is the key stage in luminol chemiluminescence 

hhp intermediate deprotonates to either an undissociated or monoanioin

These forms then decompose to aminophthalate and N2 gas (Figure 3.01, stage 3).  However, it 

is only the decomposition of the monoanion to its ground state which leads to the excitation and 

Eriksen et al., 1981; Merenyi et al., 1990; Uchida et al., 2004

     Figure 3.01, stage 3

Hardware Configuration 

Intensity of luminol chemiluminescence measurements were measured on either a 

Hamamatsu (Iwata City, Japan) 124-06 photon multiplier tube or a Hamamatsu 135

The photon multiplier tube (PMT) measures the luminescence

voltage; photons captured on an electrified grid impart energy to that grid

increase in voltage is then measured.  The voltage passes to a DGH D1000 interface module

DGH) (New Hampshire, USA) this converts the voltage to an ASCII readable format for the pc 

 

Figure 3.01, stage 2b  

hhp is the key stage in luminol chemiluminescence (Merenyi et 

deprotonates to either an undissociated or monoanioin forms.  

gas (Figure 3.01, stage 3).  However, it 

is only the decomposition of the monoanion to its ground state which leads to the excitation and 

Uchida et al., 2004). 

 

Figure 3.01, stage 3  

Intensity of luminol chemiluminescence measurements were measured on either a 

06 photon multiplier tube or a Hamamatsu 135-11 photon 

scence as a change in 

to that grid, the subsequent 

The voltage passes to a DGH D1000 interface module 

ASCII readable format for the pc 
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running Windows XP.  The photon counting tube (PCT) counts the number of photons and 

passes this directly to the control pc through an RS232 port.  The sensitivity of the PMT is set 

manually; the constant voltage across the grid can be from 1 to 1250 mV.  The control software 

was written by the computing support staff in the school of Environmental Science at the 

University of East Anglia; coding was in Microsoft’s Visual Basic 2008.  Peak heights were 

used during the initial system testing and development.  When the system was operational and 

understood and the software had undergone further development, work continued using peak 

area.  Peak area is less sensitive to the system spiking and changes to the peak form due to aging 

of peristaltic pump tubing.  It is therefore a more robust indication of the chemical reaction. 

 
The photon tube housing is a solid uPVC block; this holds the tube perpendicular to a 

glass spiral flow-cell.  To prevent light contamination a black plastic (photographic plate) bag 

surrounds the block and tube.  The lower half of the bag and where the two inlet and single 

outlets enter the bag are covered with black gaffer tape for approximately 20 cm.  1 mm id 

Teflon tubing is used throughout the flow injection system except on the waste outlet, which is 

of 3 mm id.  Connectors are PTFE and supplied by Omnifit (Diba industries, Cambridge, GBR).  

Reagent, sample and carrier pump tubes are made from Tygon ST, Upchurch Scientific 

(Washington State, USA) and their flow rates are controlled by a Rainin 8 channel peristaltic 

pump (California, USA).  The switching valve is a VICI - Valco Instruments Co. Inc. (Texas, 

USA) 10 way cheminert microelectric valve actuator with control module.  The FIA-CL 

hardware set up for the dual analysis of analytes with a reagent carrier (Figure 3.02) is based on 

that of King (2000). 

 

 
Figure 3.02.  FIA, hardware configuration 
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3.01.02 Valve Configuration 

 

Analysing single analytes on the FIA-Cl system allows two plumbing configurations on 

the VICI load / inject valve.  The configurations (Figure 3.03) are that of King et al. (1995), and 

that demonstrated at IFM-GEOMAR (COST735 funded STSM) by Dr. Peter Croot, based on 

the set up for H2O2 analysis by Yuan and Shiller (1999), except with an increased holding loop.  

The difference between configurations is where the sample and reagent mix.  The fast kinetics 

of Fe(II) oxidation when encountering the high pH luminol reagent suggest favouring  the King 

over the Croot set up.  This is as mixing within the flow cell occurs directly under the PMT, 

where as with the Croot set up mixing commences prior to the flow cell.  However, if a 

sufficiently large volume of reagent / sample (approximately 700 µL) is used for iron (II) 

analysis then this negates the problem of the early reagent sample mixing and the loss of some 

signal which could be encountered with the Croot set up. The King configuration mixes sample 

and reagent within the flow cell.  In the Croot configuration the reagent passes into the sample 

flow stream prior to full mixing in the flow cell.  The Croot configuration has more flexibility 

than the King system because either an aliquot of reagent passes into a sample flow stream or 

the sample passes into a reagent flow stream.  This flexibility is useful if there are only small 

quantities of sample available.  The configuration of the valves does have some relationship to 

the analyte under consideration.  The formation of the hydroxide radical during iron (II) 

oxidation has millisecond kinetics at the pH of the luminol reagent, pH > 10, (King, 2000). 

 

 

Figure 3.03.  King et al. (1995) (top) and Croot load (left) /inject (right) valve configurations. 
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3.01.03 Luminol Recipe 

 

The luminol reagent requires an alkaline buffer.  Various buffers have been used, KOH – 

H3BO3 (King et al., 1995; O'Sullivan et al., 1995; Seitz and Hercules, 1972), NaOH (de Jong et 

al., 1998), NH4OH (King, 2000; Rose and Waite, 2001), Na2CO3 (Bowie et al., 1998) and 

K2CO3 (Croot and Laan, 2002).  The main buffer used in this work was K2CO3 (Croot and Laan, 

2002) with some tests carried out using a NH4OH buffer (King, 2000).  The key to obtaining 

interference-free fluorescence is optimisation of the pH when the luminol reagent and sample 

are mixed.  Optimum fluorescence of the mixed sample and reagent occur at approximately    

pH 10.5 to 11.0 for fresh water (O'Sullivan et al., 1995; Seitz and Hercules, 1972) and for 

seawater at pH 9.9 (O'Sullivan et al., 1995), though this is also dependant on the valve set up. 

 

3.02  Hydrogen Peroxide Analysis 

 

The analysis of H2O2 compared to iron (II) is less susceptible to contamination and 

standards are relatively stable.  For these reasons, H2O2 analyses were used whilst developing 

the FIA-Cl system and understanding how the system worked with trials on both the PMT and 

the PCT.  The FIA-Cl method for measuring H2O2 with luminol is based on H2O2 oxidising 

cobalt (II) which is held in the alkaline luminol solution.  The oxidation of Co(II) by hydrogen 

peroxide (see Section 3.01 Eqn. 3.04) produces hydroxide and superoxide radicals which then 

cause the oxidation of the luminol (Figure 3.01).  Cobalt (II) is used as this is the most sensitive 

reduced species in a redox pairing to H2O2, the method was first applied to seawater by Yuan 

and Shiller (1999).  Their luminol reagent consisted of 0.65 mM Luminol in 0.1 M NaCO3
 

adjusted to pH 10.15 with 2 M HCl.  A Co(II) solution produced from its sulphate salt was 

added to the luminol reagent to achieve a final concentration of 60 µM. 

 

3.02.01 H2O2 Standards 

 

The H2O2 stock and sodium thiosulphate for its standardisation where measured 

titrametrically as per Vogel (1989).  The concentration of the 6 % H2O2 stock was 2.63 M.  

Primary and working standards were produced through serial dilutions into weighed, dark aged, 

UPW.  The primary standard was stored in a brown polyethylene bottle at 4°C for up to one 

week.  Working standards were produced on the day of use.  During development H2O2 

standards were periodically checked.  The technique follows that of Baga et al. (1988) where 

H2O2 is used to reduce copper (II) in the presence of excess 2,9-dimethyl-1,10-phenanthroline 

(DMP) (Equation 3.05) with the addition of  0.1 M phosphate buffer to the samples as suggested 
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by Kosaka et al. (1998).  The copper (I)-DMP complex is determined spectrophotometrically at 

454 nm. 

( ) +++ ++→++ HODMPCuOHDMPCu 2242 2222
2

 Eqn. 3.05  

 

The DMP solution is made by dissolving 1 g of DMP in 100 mL ethanol; this is stored in 

an amber glass bottle at 4°C.  A 0.01 M Cu(II)SO4 solution was made by dissolving copper(II) 

sulphate pentahydrate in ultra pure water (UPW).  The 0.1 M phosphate buffer was made by 

combining K2HPO4 and NaH2PO4 in equal molar quantities and titrating with either 0.5 M 

H2SO4 or1 M NaOH to achieve pH 7.  The method involves combining 1 mL of 0.01 M 

Cu(II)SO4 and1 mL of the ethanoic DMP solution in a 10 mL volumetric flask, these are then 

followed by 1 mL of 0.1 M phosphate buffer and a volume of H2O2 primary standard, volume 

made up with UPW. 

 

A comparisons between Baga et al. (1988) (Equation 3.06) the adapted phosphate buffer 

version of Kosaka et al. (1998) (Equation 3.07) and through the serial dilution of the stock 

(Table 3.01) showed results were within 3 %.   This result suggests that the serial dilutions were 

accurate with an operational error of ~3 % during dilutions and that this method can be used for 

the production of working standards with out the requirement for permanent checks. 

[ ]
V

AOH
1500

45422 ∆=
       Eqn. 3.06  

[ ]( )10022454
VOHA ε=∆       Eqn. 3.07  

∆A454 is the difference between the absorbance of the blank and the sample, V is the volume of 

working standard, ε, the molar extinction coefficient - calculated as the slope of the calibration 

based on the volumes of working standard used and their absorbance.  The Baga et al. (1988) 

equation has ɛ as 1500.mol-1.cm-1 implicit within its calculation. 

 
Table 3.01.  Measured and calculated concentrations for H2O2 working standards 

 measured RSD 
µM % 

Baga et al., 1988 97.6 0.41 
Kosaka et al., 1998 100.4 0.4 
serial dilutions 102.5 0.39 
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3.02.02 H2O2 Development 

 
Production of a first calibration curve was aimed at H2O2 seawater concentrations, 

Atlantic surface waters, < 30  – 123 nM, (Steigenberger and Croot, 2008).  Figure 3.04 shows an 

example trace produced from the PMT, with the inset showing the calibration curve obtained 

(based on linear response).  The standard range and correlation indicate that the basic system 

was capable of measuring H2O2 concentrations between the 10 s to 100 s nM. 

 

 
Figure 3.04.  H2O2 calibration in aged UPW; standards 0, 41, 82, 165 and 412 nM.  PMT trace 
using Croot plumbing, (trace lifted directly from the software).  Sample and reagent flow rates 
1.1 mL min-1, sensitivity 1250 mV, call rate 500 ms 
 

 

Within the H2O2 calibration the sensitivity between UPW based standards and the blank 

was low.  Following Yuan and Shiller (1999) and Croot and Laan (2002) the luminol reagent 

was held at a pH of 10.2.  However, the optimum pH for the luminol in the analysis of H2O2, as 

it follows the same mechanism as that for the analysis of iron (II) is approximately pH 11 (Seitz 

and Hercules, 1972).  When the luminol reagent mixes with a pH 8 medium sample its pH will 

decrease.  Therefore, the pH of the luminol reagent should be sufficiently high that when it 

mixes with seawater the decrease should bring the pH to that for optimum chemiluminescence, 

pH 11.  Figure 3.05 shows how chemiluminescence increases for a 60 nM H2O2 seawater 

standard as the pH of the luminol reagent increases.  Standards measured at pH < 10.6 were 

affected most by fluctuations in the PMT baseline (0.96 ± 0.32), suggesting the sensitivity was 

poor.  At pH >11.2, the peaks tended to merge with one another.  pH 11.2 reagent gave the 
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highest sensitivity without the merging of the peaks.  Standards in aged seawater produced 

chemiluminescence signals an order of magnitude lower than those in aged UPW. 

 

 
Figure 3.05.  pH sensitivity of luminol reagent for H2O2 analysis.  Error bars are the standard 
deviations of 8 repeat samples.  Solid horizontal line is the mean baseline for the analyses. 
 

 

Yuan and Shiller (1999) measured a concentration of 30 nM H2O2 in fresh Milli-Q 

water, when left in the dark overnight oxidation reactions lead to the decay of this hydrogen 

peroxide.  When operational, the system attempted to measure H2O2 in dark aged UPW and 

North Sea seawater via standard additions.  For both attempts, measurements were below the 

limit of detections (LOD), 1.3 nM and 2.3 nM respectively.  Limits of detection as calculated 

from 3xσ of the blank signal are dependant on the luminol reagent, strength and pH, and the 

matrix of the analyte and are therefore specific to each batch of luminol produced and the 

medium under consideration. 

 

3.02.03 Blank Signal 

 

The FIA-Cl signal is made up of five parts (Croot and Laan, 2002; Yuan and Shiller, 

1999): Electronic noise (BE), light emission from sample media (BW), light emission from 

reagent (BR), light emission from reagent reactions with seawater components (BSW) other than 

analytes and the signal attributed to analytes (SA).  The baseline comprises of BE + BW; with the 

PMT this is dependant on the sensitivity set by the voltage.  For example the baseline reading 
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was around 0.96 ± 0.32 counts per 0.5 seconds, this signal is constant for standards and samples.  

The blank signal BR + BSW is specific to each reagent batch, sample medium and plumbing 

configuration (external or internal flow cell mixing), this is given as a fluorescence count above 

the baseline; SA is corrected for this value.  The blank is therefore the fluorescence caused 

through a combination of the experimental media (without addition of analytes, though there 

may be some latent concentration) and the luminol reagent.  The blank signal can be measured 

for every standard analysed (n=2 for five standards during calibrations in experimental work) 

and also as a blank value itself through a continued analysis of the sample medium.  The 

standard deviation of the repeated analyses of the blank signal is that used to calculate the LOD.  

As the LOD and blank are media specific they can only be given for each experiment (Chapters 

5 – 7). 

 

3.03  Iron (II) Analysis 

 

The iron (II) luminol chemiluminescence measures the soluble (aquo) and organically 

complexed iron (II) (Rose and Waite, 2002).  Organically complexed iron (II) should be present 

in the system for longer due to its slower oxidation rates (Emmenegger et al., 1998), however, it 

is not totally clear whether the total proportion of iron (II) which is organically complexed 

(King, 1998) is also being measured.  The primary mechanism by which luminol 

chemiluminescence is produced in the presence of iron (II) is due to its oxidation by oxygen, 

following the Haber-Weiss mechanism (Equations 3.08 to 3.11), as proposed by King et al. 

(1995).  The by-products of the iron (II) oxidation, the hydroxide radical and the superoxide ion, 

are those that act on the luminol to produce its eventual chemiluminescence and not the iron (II) 

itself. 

( ) ( ) −•+→+ 22 OIIIFeOIIFe     Eqn. 3.08  

( ) ( ) 222 2 OHIIIFeHOIIFe +→++ +−•
  Eqn. 3.09  

( ) ( ) −• ++→+ OHOHIIIFeOHIIFe 22   Eqn. 3.10  

( ) ( ) −• +→+ OHIIIFeOHIIFe     Eqn. 3.11  

 

3.03.01 Iron (II) Interferences 

 

Primary transition metal cations which can interfere with the Fe(II) – luminol 

luminescence are; Co(II), Cu(I), Mn(II), Ti(II), V(IV), Zn(II) (Klopf and Nieman, 1983; 

O'Sullivan et al., 1995; Seitz and Hercules, 1972).  With a mixed sample / reagent pH greater 
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than pH 9 this favours the iron (II) – luminol luminescence over other reduced metals, Co(II) 

and Mn(II) (O'Sullivan et al., 1995; Xiao et al., 2002).  Ussher et al. (2009) found that it is 

Co(II) and V(IV) which are the main interferences.  However, the concentration of cobalt is 

generally low enough in seawater not to be problematic, average concentration 0.02 nmol kg-1 

(Bruland, 1983).  A concentration of 1 µM Co(II) would produce an equivalent Fe(II) 

concentration of 45 nM.  V(IV) which has a seawater concentration, 30 – 40 nM (Jeandel et al., 

1987) would be included in the blank signal (Bsw).  Increasing the concentration of luminol, to 

greater than 1 mM allows it to compete more effectively for the iron (II) which is being oxidised 

by copper (II) (Equation 3.12) and MnO2 (Equation 3.13) (O'Sullivan et al., 1995) which forms 

and precipitates at seawater pH > 9.5; this concentration of luminol was applied by Hansard and 

Landing (2009). 

( ) ( ) ( ) ( )IIIFeICuIIFeIICu +⇔+    Eqn. 3.12  

( ) ( ) ( ) OHIIIFeIIMnIIFeHMnO 22 2224 ++⇔++ +
 Eqn. 3.13  

 

King (2000) found that the relationship between iron (II) concentration and 

chemiluminescence intensity was attributed solely to iron (II) concentrations from 1 nM to        

1 µM.  Whilst Rose and Waite (2002) found that chemiluminescence solely due to iron (II) 

concentration could only be wholly attributed to iron (II) concentrations from 1 to 32 nM.  

Organic material can affect luminol chemiluminescence by adsorption of the luminescent signal, 

competing for radical intermediates and complexing the iron (II) (O'Sullivan et al., 1995).  

However, slopes of seawater calibrations with and without organic material were still the same 

(O'Sullivan et al., 1995).  King et al. (1995) found no effect of hydrogen peroxide at 

concentrations up to 1 µM, whilst Rose and Waite (2001) found that hydrogen peroxide 

concentrations greater than 100 nM affected iron (II)-luminol luminescence. 

 

The concentration of the luminol reagent for iron (II) analyses was set to 1.5 mM.  This 

concentration is three times the concentration of Yuan and Shiller (1999) and King et al. (1995) 

and twice that of Croot and Laan (2002), but closer to that of Hansard and Landing (2009),        

1 mM.  Seitz and Hercules (1972) used 0.4 mM luminol but state that 5 mM luminol gave the 

best response.  The reason for the increased concentration of luminol was work by O'Sullivan et 

al. (1995) suggesting that at higher (> 1.0 mM) luminol concentrations there is less effect in 

measuring H2O2 and as such can be used to measure iron (II) in higher peroxide waters. 
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3.03.02 Iron (II) Analysis in Acidified UPW 

 

Measurements of pre-acidified (in-house double quart-distilled HNO3) iron (II) in UPW 

commenced with the plumbing following that of King (2000) (Figure 3.03).  The iron (II) 

standards were produced from dilutions into UPW at pH 1.6 from an iron (II) sulphate stock 

solution produced by weighing the appropriate amount and combining with pH 1.6 UPW.  At 

pH 1.6 the iron (II) will remain in this reduced form whilst in solution, however, new stocks 

were produced monthly.  The initial luminol reagent recipe followed that of Dr. Peter Croot,       

0.07 mM luminol in 0.05 mM K2CO3 except with no addition of tri-ethylene tetramine (TETA) 

which is used for the removal of Fe(II) during Fe(III) analysis; this recipe was provided whilst 

undertaking a COST735 sponsored visit at IFM-GEOMAR.  Following the work of O'Sullivan 

et al. (1995) the concentration of the luminol reagent was subsequently increased to 1.5 mM to 

prevent chemiluminescence from residual redox pairs, hydrogen peroxide and to allow it to out 

compete Mg(OH)2 for iron (II) during its precipitation at pH > 9.5.  The initial pH of the reagent 

was 9.3 and the standards at pH 1.6 before buffering to pH 4.6 (Fe(II) half-life >7days) with      

2 M ammonium acetate (trace metal clean, Fisher, Seastar).   

 

Calibration curves for iron (II) in UPW buffered to pH 4.6 were produced using batches 

of luminol reagent aged for different lengths of time (Figure 3.06), and measured on the PCT.  

The calibration curves distinctly show the non linear response for calibrations over extended 

calibration ranges (0–100 nM) compared to those over shorter ranges (0–25 nM) (Croot and 

Laan, 2002; King et al., 1995).  The plots also show how luminol chemiluminescence varies 

between similar batches, this has also been attributed to differently aged luminol (Hansard and 

Landing, 2009; Rose and Waite, 2003a; Yuan and Shiller, 1999).  Croot (personal communiqué) 

suggested leaving the reagent for 24 hrs prior to use and this time frame was used in future 

works. 

 

 

 

 

 

 

 

 

 

 



Figure 3.06.  Repeat calibration curves for iron (II) in UPW.  Diamonds were analysed using the 
same luminol reagent (aged 1 week) where as circles were measured using a newer (aged 24 
hrs) luminol reagent.  The error bars are the standard deviations of 4 repeat analy
 

 

The iron (II) calibrations

to the 0 – 100 nM range.  The change in slope between calibration ranges suggest as earlier with 

the H2O2 that the response is non

linear and curve-linear 0 – 

results agree with King et al. 

and Waite (2001) and Seitz and Hercules 

analysis of Antarctic seawater, due to the non linearity of the iron (II) calibration they kept their 

calibration range as small as possible to allow for a liner correlation.  

King et al. (1995) and Croot (personal communiqué) 

linear unless there is a small range in the standards.  

their H2O2 system up to 300 nM.  The differences in the range of the linear response may also be 

attributed to the experimental set

of mixing of the reagent and sample.

 

The rate at which data were 

this computational side the FIA software was obtaining data from the PCT at c.500 ms.  The 

Croot set up would obtain data every 50 ms, the fastest at which the PCT undertakes data 

acquisition.  The faster acquisition provides better analytical reproducibility through an increase 

in the accuracy of the peak form.  Enhanced reproducibility lends itself to greater precision in 

the calibrations.  The reproducibility was questioned on closer inspection of the 

which shows intense shoulders on each peak (Figure 3.07).  The PMT minimum call rate is 
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Repeat calibration curves for iron (II) in UPW.  Diamonds were analysed using the 
same luminol reagent (aged 1 week) where as circles were measured using a newer (aged 24 
hrs) luminol reagent.  The error bars are the standard deviations of 4 repeat analy

The iron (II) calibrations, Figure 3.06, show a change of slope from the 0 

100 nM range.  The change in slope between calibration ranges suggest as earlier with 

that the response is non-linear and is so for Fe(II) from ~> 20 nM. 

 25 nM calibration are 0.978 and 0.983 respectively.  The curve

results agree with King et al. (1995), linear response up to approximately 12 nM and also Ro
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attributed to the experimental set-up used; the photon counter, flow cell and dynamics and point 
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same luminol reagent (aged 1 week) where as circles were measured using a newer (aged 24 
hrs) luminol reagent.  The error bars are the standard deviations of 4 repeat analyses.  
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in the accuracy of the peak form.  Enhanced reproducibility lends itself to greater precision in 

the calibrations.  The reproducibility was questioned on closer inspection of the peak form, 

which shows intense shoulders on each peak (Figure 3.07).  The PMT minimum call rate is    
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500 ms and it was due to this limit that the rate remained at 500 ms which detracted from the 

sensitivity of the peak form, however, the smoothing effect removed the peak shoulders. 

 

 
Figure 3.07.  PCT measured trace of a repeat 10 nM Fe(II) standard.  The trace sample shows 
intense shoulders on the peak. 
 

 

Measuring iron (II) standards buffered to pH 4.6 had precisions > 10% RSD.  The poor 

precision was due to a dual peak forming (Figure 3.08); for each analysis a sharp intense peak 

developed followed by a smaller but broader peak.  The dual peaks were not considered 

problematic, their magnitude was.  The Croot iron (II) analysis also exhibited a distinct fore 

peak before a much larger second peak attributed to the iron.  The trough between the two peaks 

in the Croot lab was negative whereas the FIA-Cl system here stayed positive.  The fore peak 

was due to the production of CO2 when the alkaline luminol reagent aliquot mixes with the 

acidic sample; the change in pH produces CO2 from the carbonate present in the system.  The 

chemiluminescence of luminol by CO2 has been seen by Xiao et al. (2002). 
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Figure 3.08.  Dual peak formation during analysis of an acidified Fe(II) standard. 
 

 

Configuration changes, reagent loop volume, load and inject timings, and pump speed, 

and altering the plumbing from reagent injection (Croot) to a carrier system (King, 2000), did 

not affect the formation of a pre peak nor its magnitude.  To prevent the dual peaks the sample 

analyses pH was elevated so there was less CO2 formation at the reagent-sample interface.  

Using pH 6 (Fe(II) half-life 7 days) buffered seawater standards the relative size of the pre peak 

dropped to a similar height as the aft peak.  Therefore, as sample pH increases the pre-peak 

decreases, however, above a certain pH the Fe(II) would oxidise to Fe(III) too quickly to be 

analysed. 

 

Calibrations in pH 6, UPW and seawater from 0 – 100 nM at 20 nM increments (Figure 

3.09) resulted in expected non-linear response, therefore a second order polynomial was fitted 

(Hopkinson and Barbeau, 2007; Rose and Waite, 2001) using information derived from the aft 

peak.  When the system was applied to seawater the double peaks were not present.  This would 

suggest that a residual radical within the processing of ultra pure water causes or enhances this 

pre-peak or that the seawater buffering capacity itself helps prevent the formation of CO2. 

 

 

 

 

 

 

 

 



Figure 3.09.  Comparison of UPW (diamonds, dotted line) and seawater (circles, constant line) 
Fe(II) calibrations.  Error bars are the standard deviations of five continuous analyses of the 
standard. 
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intermediate  (Rose and Waite, 2001

incorporated into components of the blank signal (Section 3.02.03).

 

3.03.03 Discrete Iron (II) Measurement

 

With no certified reference

undertaken on samples with specified total iron concentrations

of matrix and previous history of the sample

standard additions must be used 

and Waite, 2002).  The National Research Council of Canada CRMs

ultra pure HNO3.  The freshwater CRM is 

1844 +/- 90 nM, this was diluted 100

analyses the measured concentration was 1618 +/
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Comparison of UPW (diamonds, dotted line) and seawater (circles, constant line) 
(II) calibrations.  Error bars are the standard deviations of five continuous analyses of the 

One caveat with a curve-linear fit for a standard addition calibration is

based on 3 x sigma of the calculated error on the zero addition standard 

Miller and Miller, 1993).  The LOD (Figure 3.09) thus calculated for UPW was 

and for seawater, 11 nM, RSD 7%.   The comparison in Figure 3.

and or differences in the pH reduced sensitivity to approximately a 

fifth, a phenomenon also seen with the analysis of H2O2.  With respect to the se

he change can be either through a suppression of the signal or an increase in the non

producing luminol chemiluminescence, greater formation of the undissociated 

Rose and Waite, 2001).  The effect seawater and its constituents has is 

incorporated into components of the blank signal (Section 3.02.03). 

Discrete Iron (II) Measurement 

reference material (CRM) available for iron (II), analysis was 

undertaken on samples with specified total iron concentrations held at pH 1.6

of matrix and previous history of the sample (Rose and Waite, 2003a; Rose and Waite, 2001

standard additions must be used (Croot and Laan, 2002; Hopkinson and Barbeau, 2007

The National Research Council of Canada CRMs, are held at pH 1.6 using 

The freshwater CRM is SLRS-4, it has a total iron concentration 

was diluted 100-fold into UPW buffered to pH 6.  From three replicate 

analyses the measured concentration was 1618 +/- 128 nM giving an 88 ± 7 % recovery
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available for iron (II), analysis was 

held at pH 1.6.  Due to the effect 

Rose and Waite, 2001) 

Hopkinson and Barbeau, 2007; Rose 

re held at pH 1.6 using 

total iron concentration               

into UPW buffered to pH 6.  From three replicate 

128 nM giving an 88 ± 7 % recovery, 



assuming a linear response (Figure 3.10

even at pH 1.6, the 0.2 µm 

of iron, held inside fine clays and as stable Fe(III) solids, which would not be measured 

by FIA-Cl (de Jong et al., 1998

 

Figure 3.10.  SLRS-4 standard addition calibrations.  T
was 1618 +/- 128 nM. 
 

 

The standard addition method was successful for the SLRS

seawater CRM, CASS-4, total iron

concentration obtained was 11.8 +/

 

Figure 3.11.  CASS-4 standard addition 
11.8 +/- 2 nM. 
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assuming a linear response (Figure 3.10).  The reason for this relatively low recovery is that 

even at pH 1.6, the 0.2 µm filtered CRM can still contain a highly refractory proportion 

of iron, held inside fine clays and as stable Fe(III) solids, which would not be measured 

de Jong et al., 1998). 

standard addition calibrations.  The subsequent concentratio

addition method was successful for the SLRS-4 and was applied to the 

4, total iron, 12.8 ± 1.0 nM.  The CASS-4 was analysed 

concentration obtained was 11.8 +/- 2 nM giving a 92 ± 16 % recovery 

standard addition calibration.  The subsequent concentration achieved was 

The reason for this relatively low recovery is that 

filtered CRM can still contain a highly refractory proportion 

of iron, held inside fine clays and as stable Fe(III) solids, which would not be measured 

 
he subsequent concentration achieved 

4 and was applied to the 

analysed undiluted.  The 

 (Figure 3.11). 

 
he subsequent concentration achieved was 
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FIA-Cl can only analyse discrete samples using standard additions, when it is used as a 

tool for total iron analyses.  The reasons that standard additions are required are:  Differences in 

the pH of the sample and standard; the latent ability of the sample to cause fluorescence (this is 

through the composition of the sample prior to acidification and the changes which occur with 

respect to production of, especially superoxide, when the sample pH is altered) (Rose and Waite, 

2001); direct matrix effects between sample and standard for example calcium and magnesium 

ions at seawater concentrations suppressing chemiluminescence (Bowie et al., 1998), and that a 

portion of the iron is still refractory (de Jong et al., 1998).  To overcome the refractory element 

of the iron the analysis must be combined with the sulphite reduction method (Bowie et al., 

1998).  A blank was not calculated during the analysis of the CRMs, however, should this be 

repeated the signal attributed to the blank can be calculated by repeating the lowest 

concentration standard addition and using this standard deviation as an assessment of the blank. 

 

3.03.04 Chelex-100 Cleaned Seawater 

 

The aged North Sea seawater being used would produce a signal (measured through 

standard additions) of 7 nM.  To see if this signal was due to latent iron (II) or other potential 

interfering metal redox pairs the water was passed through a Na+ form Chelex-100 column.  

Figure 3.12 compares aged 0.22 µm filtered seawater (control) with the same water that has both 

freshly passed through a Chelex-100 column and one which had been aged (24 h) after passage 

through a column.  The freshly exchanged seawater produced the greatest signal – removal of 

weakly bound divalent ions can have the effect of altering the redox potential of the medium 

with an increase in relatively short lived oxidants which could potentially cause luminol 

chemiluminescence.  Comparing the control and the 24 h aged exchanged seawater there is a 12 

% decrease in the signal, though they do agree within error (n=4).  The change in equivalent 

Fe(II) equated to ~ 0.9 nM.  Due to the large volumes required for experiments and subsequent 

treatments with humic materials and waste culture water the small relative change in the blank 

due to the cleaning of the seawater was acceptable and therefore there was no continuation of 

the cleaning of the seawater. 
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Figure 3.12.  Comparison of Chelex-100 cleaned seawater.  Error bars are the standard deviation 
of 4 repeat samples. 
 

 

3.03.05 Real Time Iron (II) Calibrations 

 

To quantify real time measurements accurately the sample and standard would have to 

be at the same pH and from within the same medium.  As future experiments were to be 

conducted at natural seawater pH, the production of an iron (II) calibration curve would be at 

approximately pH 8.1, ~25ºC, giving a half-life of iron (II) of around 2 minutes (Millero et al., 

1987).  Calibrations needed to be undertaken to minimise the time between injection of iron to 

the standard media and analysis of the standard and incorporate the fact that during transit time 

(standard to luminescence) there is iron (II) oxidation.  The second problem was solved as the 

Teflon tubing and pump speeds were the same as those within the experiment therefore a 

calibration would take into account the loss of iron (II) through oxidation over the transit time. 

 

The transit time from the sample bottle, containing seawater, to the FIA-Cl mixing cell, 

at a flow rate of 0.13 +/- 0.01 ml s-1, was 19 s.  Calibrations for real time iron required that a 

chemiluminescence peak appear at a set point in the analytical cycle and that it was repeatable.  

One analytical cycle took 44 s, the iron (II) measurement commenced 22 s into a cycle, the iron 

peaks on a signal trace would then appear at 22+(44*n) s, example shown in Figure 3.13.  Work 

on measuring the appearance of the most prominent Fe(II) peak started by injecting small 

volume additions, 5 – 20 µL, of a working standard into the bottle containing seawater.  A 

constant stream of seawater was being removed from the bottle and sent to the FIA-Cl mixing 

cell.  The volume of the sample residing in the bottle at the point of working standard addition 

was required to calculate the concentration of the actual standard; this volume was calculated 

through the flow rate of the peristaltic pump.  At 19 s (transit time) prior to mixing of the 
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standard and luminol reagent in the mixing cell the highest peaks formed were those second and 

third post injection.  This indicated that insufficient mixing time was allowed in the standard 

bottle to achieve an equilibrium Fe(II) concentration.  By using the 19 s prior to mixing of the 

sample and reagent as the bench mark, working standards were injected 19 ±10 s prior to 

mixing.  At 24 s prior to mixing of standard and reagents all first peaks were consistently greater 

in area and height than the second peaks indicating that this was the optimum point for injection 

of the standard.  If the point of injection was greater than 24 s prior to mixing then there would 

have been greater oxidation of Fe(II) in the standard.  Repeat measurements of a 10.4 nM 

standard for precision gave an RSD of 6 % (n = 5).  The time for injection prior to analyses was 

set at 24 s.  This timing was true for both the reagent injection following the method of Croot 

and also using a carrier solution as with the method of King. 

 

 
Figure 3.13.  PMT trace for Fe(II) in seawater.  The standard injection is of 9.9 nM at 86 s.  tinj 
indicates the time at which the iron (II) standard is spiked. 
 

 

3.03.06 Iron (II) Sensitivity 

 

The FIA-Cl could analyse continuous samples in seawater though signals were low.  A 

strong signal needed to be robust against fluctuations in the baseline and show the highest 

sensitivity from the zero addition standard to the peak following addition of Fe(II).  

Measurements of real time Fe(II) have been conducted with the pH of the mixed luminol reagent 

at 10.3 (Rose and Waite, 2001), 10.2 (King et al., 1995) or 10.1 (Croot and Laan, 2002).  Bowie 

et al., (1998) worked with a reagent at pH 12.2, samples at pH 5 and a reaction pH of 10.4; 
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Klopf and Nieman (1983) worked with a reaction pH of 10.3, Ussher et al. (2009) used a pH 

11.8 reagent.  Work by Seitz and Hercules (1972) showed that the optimum pH of the luminol 

for iron (II) analysis is pH 11.  A 5 nM iron (II) standard was measured with changes to the 1.5 

mM luminol reagent from pH 10.2 – 11.9, Figure 3.14.  pH 10.2 reagents failed to produce a 

peak greater than the 0 nM standard, indicating the mixed sample reagent pH was to low.  What 

was required was an appreciable signal above the baseline and which had the highest sensitivity 

over the blank and did not bring the mixed reagent sample to a point where there was large 

potential for Mg(OH)2 precipitation.  At pH 11.2 the signal was sufficiently large, that the 

baseline accounted for less than 2 % of the signal and the percentage change from the 0 nM 

standard to the 5 nM standard is in the region of a 150 % increase.  Reagents at pH 10.8 / 11 had 

slightly better sensitivity but > 3 % of their signal was the baseline and fluctuations there in.  

Reagents at a pH between 11.2 and 11.6 showed similar sensitivities to the pH 11.2 reagent, and 

above 11.6 the sensitivity decreased.  The decrease in sensitivity would indicate that a 

mechanism with in the mixed sample reagent is decreasing the chemiluminescence, potentially 

the affect of Mg(OH)2 precipitation.  As the sensitivities were similar from pH 11.2 to 11.6, a 

pH 11.2 reagent was chosen as this would produce the lowest pH of the mixed sample and 

reagent with the lowest potential for precipitation. 

 

 

Figure 3.14.  Reactivity of luminol reagent for Fe(II) due to reagent pH.   Signal is due to 
mixing with a 5 nM iron (II) seawater standard.  Black diamonds and solid line show the peak 
height achieved following an addition of 5 nM iron (II) to seawater.  Red circles with dotted line 
show the peak height of the 0 nM standard.  The black line is the baseline reading, 0.96 counts. 
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3.04  Quasi-Simultaneous Analysis of Two Analytes 

 

The FIA-Cl system could measure both hydrogen peroxide and iron (II) in seawater; 

further development went on to test its ability to quasi-simultaneously analyse these analytes.  

The key factor was the change in the plumbing configuration of the load – inject valve, shown in 

Figure 3.15.  The system still allowed a choice of methods to enable analysis, either that 

followed by King et al. (1995), using a carrier to mix the sample and reagent directly in the flow 

cell, or as with Croot, the reagent is passed into the sample flow stream prior to arrival at the 

flow cell.  With the change in valve plumbing a series of tests where conducted to enable the 

optimum analyses without interference from the previous sample.  The valve switch timing was 

altered in line with changes in the peristaltic pump speed, changes to the peristaltic pump tubing 

to smaller sample and larger reagent internal diameters (id) and changes in the reagent volume 

injected (valve loop size) into the carrier / sample stream.  The final configuration was a valve 

switching of 22 s between each analysis at a pump speed of 16 rpm.  Tygon ST pump tubing 

(Upchurch Scientific, Washington State, USA) was used for the sample / carrier and had an id of 

2.79 mm and a flow rate of 6.9 ml min-1 at 16 rpm.  The reagent tubing had an id of 1.52 mm 

giving a flow rate of 2.7 ml min-1.  Figure 3.16 shows a quasi-simultaneous, blank trace for 

hydrogen peroxide and iron (II) from within seawater.  

 

 
Figure 3.15.  Load/inject valve configuration for dual analysis using a single valve. Left - iron 
(II) luminol reagent injection into a carrier or sample stream and right - H2O2 luminol reagent 
injection into carrier or sample stream.  
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Figure 3.16.  Dual analysis seawater trace.  Taller peaks are due to H2O2 and the shorter peaks 
are for iron (II).  The first hydrogen peroxide peak is larger then the rest due to luminol reagent 
activation by external light sources as it sits in the valve loop before analysis starts. 
 

 

 For the real time measurements, standard calibrations were to be used for both hydrogen 

peroxide and Fe(II).  The matrix of the sample and standards were to be the same and therefore 

did not require the use of standard additions.  The Fe(II) could be calibrated following the 

method developed based on the timing of the sample injection.  H2O2 standards are stable over 

hour time scales; however, for consistency the same calibration method based on the timings for 

both Fe(II) and H2O2 was used.  With the system able to analyse quasi simultaneously and the 

output could be calibrated it was then used as an analytical tool for real time measurements.  

Blank and LOD measurements are dependant on the matrix of the sample and all calibrations for 

experiments were undertaken in the same medium as the experiment.  The 1.5 mM luminol 

(Sigma Aldrich, Luminol 98 %) solution was buffered with 0.08 M K2CO3 (Fisher), sonicated 

for 5 minutes, and aged for 24 hours at 4ºC.  After 24 hours the pH is adjusted to 11.2 with 2 M 

HCl (Fisher), the luminol reagent for H2O2 analysis is spiked to 6 µM with Co(II) and the 

reagents are placed in a water bath to speed their equilibrium to the laboratory ambient air 

temperature.  The luminol reagent was produced by combining ~0.203 g luminol with ~8.25 g of 

K2CO3 into a brown polypropylene container and adding 750 mL UPW. 

 

 

 

 

 

 



55 

 

 

 

 

Chapter Four 

 

 

Time Series of Trace Metals in a Lacustrine Surface Microlayer 
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4.00  Introduction 

 

 In Chapter Four work carried out on a seasonal sampling of a freshwater surface 

microlayer (FSML) for nominally ‘dissolved’ trace metals is presented.  This is the first known 

work to measure through a seasonal progression the concentrations of dissolved trace metals in 

the surface microlayer of an aquatic system and relate these to the underlying water through the 

calculation of enrichment factors.  The <0.2 µm filtered fraction will compose of:  Free metal 

ions, inorganic ion pairs, complexes and organo-metallic compounds, chelated organic 

compounds, metal species in highly dispersed colloids and metal species adsorbed onto colloids; 

whereas the > 0.2 µm fraction should contain precipitates, organic particles and in situ detrital 

material (Stumm and Morgan, 1996). 

 

The particulate phase (>0.45 µm) of trace metals has been shown to be enriched in 

marine (Barker and Zeitlin, 1972; Brugmann et al., 1992; Cuong et al., 2008; Grotti et al., 2001; 

Hamilton and Clifton, 1979; Narvekar and Singbal, 1993), estuarine (Trojanowski and 

Antonowicz, 2011) and freshwater microlayers (Antonowicz and Trojanowski, 2010).  

However, enrichment factors in the dissolved fraction (<0.45 µm) (collected by roller) suggest 

that this fraction is potentially at the same concentration as in the underlying water (ULW) 

(Cuong et al., 2008) or enriched for manganese, iron and cobalt (Brugmann et al., 1992).  The 

surface microlayer has been described as a gelatinous layer (Wurl and Holmes, 2008) made up 

of organic surface active substances (SAS) (Hunter and Liss, 1981) that are stable at the 

microlayer.  SAS comprises various organic compounds derived from cell death and can act to 

bind trace metals (Strmecki et al., 2010).  With the formation of complexes and the migration of 

SAS through the water column there can also be a flux of trace metals, for instance copper, to 

the microlayer (Plavsic et al., 2007; Shine and Wallace, 1996).  As productivity increases so to 

does the concentration of coloured dissolved organic matter (CDOM).  CDOM is formed by 

bacterial reworking of dissolved organic carbon which can be both allochthonous and 

autochthonous (Blough and Del Vecchio, 2002).  CDOM is the initial point of photochemical 

production of superoxide (Voelker et al., 1997) which is involved in the redox cycling of trace 

metals.  Therefore, with an increase in CDOM in the microlayer (Hortnagl et al., 2010) which 

absorbs at > 280 nm (Carlson, 1982) the surface microlayer could theoretically be an enhanced 

region of redox activity compared to the ULW. 

 

With an enriched particulate phase and little attenuation of UV light (<0.1% absorption) 

at the microlayer (Plane et al., 1997), combined with an increase in the concentrations of organic 

material e.g. Duce et al. (1972) and Wurl et al. (2009), the possibility exists of a reduction of 
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trace metals into the soluble phase through the photochemical excitation of the elevated 

concentrations of organic material.  Subsequent cycling of metals into the colloidal phase 

through sorption by organic material (Hunter, 1980a) and there release by a photochemical 

ligand to metal charge transfer from for example iron (hydr)oxides (Faust and Zepp, 1993; 

Waite and Morel, 1984) or organically complexed, e.g. Fe(III) (Barbeau, 2006; Barbeau et al., 

2001) could sustain an enrichment in the microlayer in the < 0.2 µm filtered fraction.  These 

processes, in order to produce a net effect of enrichment, must be faster than the transformation 

or loss of material, primarily through redox reactions, e.g. re-oxidation of Fe(II) to an Fe(III) 

solid phase.  With the production of a particulate phase, its subsequent aggregation acts as a 

removal mechanism for trace metals (Mopper et al., 1995; Zhou et al., 1998) through 

gravitational settling from the microlayer. 

 

4.01  Sampling Devices 

 

Two sampling materials were chosen for their characteristic hydrophobicity which 

should reflect the organic gelatinous microlayer.  These were a borosilicate glass (plate sampler) 

and a Teflon® derivative (screen sampler – polytetrafluoroethylene (PTFE) frame and 

ethylenetetrafluoroethylene (ETFE) mesh).  The aim of the study is to measure the dissolved 

fraction.  Within this fraction there is the potential for metals to adsorb onto a glass surface and 

be retained in the microporous surface; this dependence is based on the ability of the metal to be 

hydrolysed (Batley and Gardner, 1977).  Teflon will also adsorb inorganic metal-ligand 

complexes, primarily oxy-hydroxides (Belzile et al., 1989).  This is due probably to the 

existence of a negative surface charge, comprising hydroxyl ions sorbed by either Van der 

Waals forces or hydrogen bonding (Batley and Gardner, 1977).  Belzile et al. (1989) suggest 

that this can occur for both iron and manganese.  It should be noted that the results of Belzile et 

al. (1989) were based on a Teflon® plate left for 10 weeks in lake sediments to allow for a 

measurable quantity to be collected.  Teflon is not known to be appreciably contaminated by 

trace metals and will not truly adsorb dissolved species (Ashton and Chan, 1987). 

 

The glass plate has been shown to have an affinity for hydrophobic amino acids, 

phytoplankton derived detrital matter, fatty acids from bacteria and higher land plants and 

dissolved carbohydrates (Harvey and Burzell, 1972; Momzikoff et al., 2004).  Work with a 

Teflon plate has shown that this material is suitable for lipids (Kjelleberg et al., 1979) and 

should therefore have similar organic sampling characteristics as the glass plate.  Conversely a 

Teflon screen used to sample an artificial laboratory microlayer was found to show poor 

recoveries for organic material (fatty acid, oleic acid) based on 14C or 3H activity (van Vleet and 
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Williams, 1980); the authors used a methanol rinse to remove the sample.  The rinse, to remove 

/ clean the plate between samples, is important for organic material as residual left between each 

dip may affect subsequent samples.  The effect of the build-up of either hydrophobic or 

hydrophilic material on the sampler and the effect these have on the collected sample is partially 

limited by the mechanical aspect of each sampler.  Plate samples after continuous dips will build 

up layers of residual material.  The physical removal mechanism of scraping the surface with a 

Teflon strip will remove some of this retained sample but at the molecular level will have no 

affect.  Using a methanol rinse to remove the sample requires an extra step in the sampling 

protocol, increasing the potential to contaminate the sample in the field.  With a methanol rinse 

the sorption sites are re-exposed and hence there would be a requirement to recondition the 

sampler.  The screen sampler uses surface tension to capture sample within the voids of the 

mesh, held by surface tension.  The release of sample is through a gentle agitation to the screen.  

As long as the surface tension of the sample is not drastically compromised, which may happen 

with large concentrations of SAS, then that sample collected should be representative of the 

microlayer.  If there is loss onto adsorption sites on the large surface area of the screen, this loss 

should be minimal as the screen is immersed in the water first and pulled through the microlayer 

hence these sorption sites will be filled when in the water. 

 

Carlson (1982) suggest that inter-comparisons of surface microlayer data collected 

separately by two methods, e.g. plate and screen, was inadvisable as the thickness of the 

microlayer collected would be different.  However, the authors also found that the composition 

of a variety of organic constituents (DOC, dissolved UV-absorbing phenolic materials, 

chlorophyll-a (chlα), adenosine tri-phosphate and POC and PON) did not show a bias to the 

sampling device and differences could be explained by depth of sample taken.  Over the 

integrated depths, the plate sampler has traditionally been shown to retrieve a shallower sample 

than a screen sampler. 

 

The act of conditioning, repeated use of the sampler prior to retrieval of the first sample 

should decrease the loss of sample through adsorption onto the sampling material.  Considering 

the effect of the loss of ferric ions to (non-equilibrated) different materials it was found that on 

glass there was a loss of ~8% in 1 hour and for PTFE it was ~15% in 1 hour following an 

addition of 1.34 nM Fetot of which 0.7 nM was the 55Fe radioisotope (Fischer et al., 2007).  This 

rate of loss for a readily hydrolysable ion on the two sampler materials, which were 

unconditioned, was low enough in the first hour so that with a conditioning of the material and 

retention times of the sample on the sampler in the order of 30s the losses should be negligible. 

 



4.02  Methods 

 

4.02.01 Sample Site

 

The collection of surface microlayer samples was undertaken within a series of 

collaborations examining the UEA broad.  The UEA Broad (Figure 4.01) is a manmade (quarry) 

temperate lake, which measures approximately 700 m long and be

The littoral zone extends for about 1 m before the bottom sharply drops to a depth of between 4 

to 6 m.  It is in close proximity to the R

than by fluctuations in the ground

communiqué).  There is a culvert on the western end of the lake, which is a point source of 

water, mainly used to allow the lake to become the overflow reservoir from wetlands at that end 

of the lake.  There is also a small inlet pipe at the eastern end of the lake, which receives surface 

run off from a nearby road.  The water sources to the lake are; these point sources, precipitation, 

and overland and ground water flow.  The ground water flow is 

the year, (Kettle et al. in press).

 

Figure 4.01.  Location of the UEA Broad and mooring position (grey cross and circle).  Grey 
areas are university buildings and green areas are vegetation.
 

 

To the north of the lake there are large concrete structures, which comprise the 

accommodation and teaching facilities of the University of East Anglia.  Run

buildings is directed through drains.  Any surface run off would not reach the lake
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The collection of surface microlayer samples was undertaken within a series of 

collaborations examining the UEA broad.  The UEA Broad (Figure 4.01) is a manmade (quarry) 
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run off from a nearby road.  The water sources to the lake are; these point sources, precipitation, 

and overland and ground water flow.  The ground water flow is the major flux during most of 

the year, (Kettle et al. in press). 

Figure 4.01.  Location of the UEA Broad and mooring position (grey cross and circle).  Grey 
areas are university buildings and green areas are vegetation. 

To the north of the lake there are large concrete structures, which comprise the 

accommodation and teaching facilities of the University of East Anglia.  Run

buildings is directed through drains.  Any surface run off would not reach the lake

The collection of surface microlayer samples was undertaken within a series of 

collaborations examining the UEA broad.  The UEA Broad (Figure 4.01) is a manmade (quarry) 

tween 70 and 150 m wide.  

The littoral zone extends for about 1 m before the bottom sharply drops to a depth of between 4 

iver Yare but is not directly affected by the river other 

water and as an overflow reservoir (Jamie Kettle, personal 

communiqué).  There is a culvert on the western end of the lake, which is a point source of 

water, mainly used to allow the lake to become the overflow reservoir from wetlands at that end 

ake.  There is also a small inlet pipe at the eastern end of the lake, which receives surface 

run off from a nearby road.  The water sources to the lake are; these point sources, precipitation, 

the major flux during most of 

 

Figure 4.01.  Location of the UEA Broad and mooring position (grey cross and circle).  Grey 

To the north of the lake there are large concrete structures, which comprise the 

accommodation and teaching facilities of the University of East Anglia.  Run-off from these 

buildings is directed through drains.  Any surface run off would not reach the lake as it would 
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instead be taken as groundwater recharge as it flows over the greater than 300 m of grassed soil 

between structures and the lake.  The near surrounding land to the east, south and west are 

woodlands, whilst it is primarily grass to the north.  The shoreline of the lake is a surround of 

trees.  This lake was chosen as a study site due to ease of access from the university.  Sampling 

was initially undertaken at the north shore.  Following integration of the project with other work 

sampling was from a small dinghy, the position of which is shown in Figure 4.01.  The mooring 

location of the sample site is 30 m from the shoreline, with a water depth of approximately     

5.2 m. 

 

4.02.02 Sampling 

 

 Nine sampling missions for trace metals were undertaken from January through to 

August 2008.  Microlayer samples were collected using a glass plate and a Teflon screen.  ULW 

samples were taken from a depth of 10 cm directly into a bottle whilst wearing powder free PVC 

gloves.  When possible microlayer sampling was usually conducted at approximately the same 

time on each mission, this was between 11:00 and 13:00.  Only the last six sampling missions 

had a corroboration of their measurements through the measurement of a fresh water certified 

reference material from the Natural Research Council Canada, SLRS-4 (see Section 5.04); the 

results from the first three sampling missions were calculated through an application of a 

correction factor between results from the fourth sampling mission, which was analysed under 

two different ICP-MS analytical set-ups, see Appendices, A4.01. 

 

Surface microlayer samples were collected by the glass plate (Harvey and Burzell, 

1972), Figure 4.02, and screen (Garrett, 1965), Figure 4.03.  All samples were collected 

windward of the dinghy; this prevented contamination from the dinghy itself and allowed for a 

quicker reformation of the microlayer at the point of sampling.  The glass plate is passed 

through the microlayer at an acute angle towards the underlying water; it is then turned 

perpendicular to the microlayer and withdrawn back through it.  The plate is held in the air to 

allow retained water to drain off.  The rate of removal of the plate and time of drain are user 

selective.  On average, removal time was around 2s, giving a withdrawal rate of 0.15 m s-1 for 

the 30 cm section of the plate used.  Drain time for the plate was 10 s.  A Teflon squeegee was 

used to remove the microlayer adhering to the plate.  A PTFE plate was trialled in place of the 

glass plate.  However, the quantity of sample collected, approximately 2 mL or less per dip, 

meant it was not feasible due to the time required to collect a reasonable size of sample, 100 mL 

or more.  With the glass plate it would take approximately 40 minutes to collect two 140 mL 

samples. 
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The screen sampler device (Figure 4.03) was adapted from that of Garrett (1965): the 

frame and handles were made from PTFE whilst the mesh was made from ETFE, with nylon 

bolts (recessed into the frame) holding the sections together (PTFE and ETFE supplied by 

Plastok ltd, Birkenhead, UK).  The ETFE 230 mesh, with 36 µm diameter thread, 75 µm 

aperture with 45.7% open space, was built into the 394.5 by 340.5 mm, PTFE frame.  When 

sampling the screen was inserted at an acute angle to the surface; it was then withdrawn slowly 

through and parallel to the microlayer.  The screen would then be turned to approximately 60° 

for 10 s to allow water sitting on the mesh and around the fame to drain.  The screen was then 

positioned over the waiting vessel and sample allowed to drain from the screen. 

 

 For both microlayer sampling techniques the depth of the microlayer sample collected is 

calculated by:  (i) volume collected, (mm3) (obtained by weighing the sample) divided by the 

surface area of the plate (mm2) to provide the depth or (ii) volume collected (mm3) divided by 

the internal surface area of the screen corrected for its available open space (mm2).  Organic 

material can affect the density of the sample collected however the change in density due to this 

affect was considered minimal and not incorporated into the change from weight to volume.  

Enrichment factors of dissolved organic carbon (DOC) in a marine SML range can range from 

1.2 to 1.9 (Gasparovic et al., 1998).  The actual measured concentrations in the SML for these 

EF were from 1.67 to 2.83 mg L-1 with their corresponding ULW DOC concentrations ranging 

from 1.21 to 1.85 mg L-1 in a non slick SML (Gasparovic et al., 1998).  DOC in non slick SML 

samples is generally four times the concentration of particulate organic carbon (POC) 

(Gasparovic et al., 1998; Stolle et al., 2010; Williams et al., 1986).  Higher enrichments have 

been seen in slick specific sites (Stolle et al., 2010) with slicks also tending to have higher POC 

concentrations to DOC concentrations (Stolle et al., 2010).  In general, DOC EF are < 2, 

(Gasparovic et al., 1998; Stolle et al., 2010; Williams et al., 1986) .  Assuming SML maximum 

concentrations of DOC at 10 mg L-1 then in a 100 mL of sample there would be ~ 1 x 10-6 g per 

100 g of sample.  The conversion from weight to volume involving a difference in density due 

to DOC in the SML would then be small with respect to the actual physical sampling of the 

microlayer. 

 

 

 

 

 

 

 



Figure 4.02.  Adhesion of the
(black oblong with diagonal lines)
 

Figure 4.03.  ETFE screen surface microlayer sampler

 

 

4.03  Ancillary Parameters

 

Meteorological data originated from the website 

weather station is 2.7 km NNW

During sampling, ancillary data were gathered to 

column was profiled for temperature, 

Inc., Ohio, USA).  Measurements w

lake bed.  The dissolved oxygen (DO) and pH were calibrated prior to each sampling mission:  

DO with air saturated ultra pure water and the pH using standard NIST buffers at pH 4.02 and 

7.00.  The specified sensitivity of the YSI 556 is:

Dissolved oxygen, (mg L

 Temperature is accurate from 
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Figure 4.02.  Adhesion of the organic acid hydrophobic microlayer (red spheres) to a glass plate 
ack oblong with diagonal lines) 

ETFE screen surface microlayer sampler 

Ancillary Parameters 

ata originated from the website www.wunderground.com;

weather station is 2.7 km NNW (latitude N 52.643 °, longitude: E 1.236 °) 

During sampling, ancillary data were gathered to characterise the water column.  The water 

column was profiled for temperature, oxygen and pH using a YSI 556 multi

easurements were taken from the surface, ~0.1 m, and every 0.5 m to the 

The dissolved oxygen (DO) and pH were calibrated prior to each sampling mission:  

rated ultra pure water and the pH using standard NIST buffers at pH 4.02 and 

7.00.  The specified sensitivity of the YSI 556 is: 

Dissolved oxygen, (mg L-1) 0 – 20 mg L-1 ± 2 %, with a resolution of 0.01 mg L

Temperature is accurate from -5 to 45 °C, ± 0.15 °C with a resolution of 0.1 °C.  

 

organic acid hydrophobic microlayer (red spheres) to a glass plate 

 

www.wunderground.com; the nearest 

E 1.236 °) of the sample site. 

rise the water column.  The water 

YSI 556 multi-probe system, (YSI 

1 m, and every 0.5 m to the 

The dissolved oxygen (DO) and pH were calibrated prior to each sampling mission:  

rated ultra pure water and the pH using standard NIST buffers at pH 4.02 and 

± 2 %, with a resolution of 0.01 mg L-1.  

0.15 °C with a resolution of 0.1 °C.    
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pH, range 0 to 14 with an accuracy of 0.2 and a resolution of 0.01. 

Accompanying these data were water samples collected from 1, 2, 3 and 4 m deep, taken by 

means of a Niskin bottle on a line, and analysed for nutrients, chlα and CDOM. 

 

4.03.01 Meteorological Data 

 

 The meteorological data: insolation, temperature, wind speed and wind direction are 

shown in Figure 4.04  There is a caveat within the meteorological data that the conditions 

recorded at the weather station may not have been those at the sampling site.  Although 

meteorological data were available at 15 minute intervals, only those which coincided with the 

30 minutes prior to and during microlayer sampling are used.  The interval used is based on 

work by Hunter (1980b) who adopted a residence time of 10 minutes for particulate matter in a 

North Sea microlayer. 

 

Insolation and temperature (Figure 4.04) are important factors in controlling 

stratification and the subsequent affect this may have on the biology of the system.  From 

January to April the insolation is relatively low (150 – 470 W m-2) combined with low air 

temperatures (6 – 10 °C).  Insolation increases from April to May, 210 – 960 W m-2 whilst air 

temperature increases from 9 to 25 °C.  From May until July the mean insolation decreases for 

the sampling period.  However, the range bars in late May, June and August indicate heavy 

passing cloud cover.  Maximum air temperature in May then decreases to mid July, showing a 

summer minimum of 15 °C, and then increases by ~ 5 °C in August.  Temperature can have a 

physical affect on the structure of the microlayer, a drop of 4 °C can see an increase in the 

thickness of the microlayer by some 12 % (Harvey, 1966). 
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Figure 4.04.  Meteorological conditions for the 30 minutes preceding and during sampling.  The 
graphs show the mean and ranges of the data. 
 

 

The wind speeds for the sampling missions are in Figure 4.04.  The mean wind speed 

was 13.4 km h-1.  The UEA Broad is sheltered and therefore wind speed may not have an 

adverse affect on the formation of the microlayer, though it has been noted that wind speeds 

greater than 10.8 km h-1 can limit the formation of slicks (Liss and Duce, 1997).  On only two 

occasions were the average wind speeds during sampling less than 10.8 km h-1, these were in 

February and March, both 5 km h-1.  Due to the surroundings and shape of the lake a wind 

shadow (3 – 5 times greater than the height of the trees, assuming tree height of ~ 10 m) should 

prevent winds from the north and south affecting the lake.  From April through to June the wind 

is predominantly from the east (Figure 4.04) with average wind speeds lower than the mean, 

13.4 km h-1; from June the wind is predominantly from the south-south-west (Figure 4.04) with 

average winds speeds around the mean.  From June onwards there is the potential that the 

combination of direction and speed may have an adverse effect on the formation of the 

microlayer. 

 



4.03.02 Physiochemical Parameters

 

 As with the meteorological data there is a higher temporal sampling resolution

temperature, dissolved oxygen and pH

consideration is only given to those data 

missions.  The in situ data are presented in 
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Figure 4.05.  Seasonal progression of, temperature, 
through the water column 
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Physiochemical Parameters 

meteorological data there is a higher temporal sampling resolution

temperature, dissolved oxygen and pH, approximately fortnightly in this case, 

consideration is only given to those data which coincided with the microlayer sampling 

in situ data are presented in Figure 4.05. 

4.05.  Seasonal progression of, temperature, oxygen and pH, at depths, 
 

meteorological data there is a higher temporal sampling resolution for the 

fortnightly in this case, however, 

coincided with the microlayer sampling 

 

 

 

 
and pH, at depths, 0.1 – 5 m, 
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January to late March shows a mixed water column (no stratification), with temperatures 

between 4 and 7 ºC (Figure 4.05).  The mixing can be attributed to cool day time air 

temperatures (6 – 10 ºC) combined with the influx of ground water at ~ 5 °C (Kettle et al. in 

press).  From late March temperature stratification begins and continues through to July.  The 

greatest difference between surface and deep waters is in May (~ 10 °C), from warm surface 

waters at 0.1 - 2 m depth (20 °C) to cool bottom waters at 5 m depth (10 °C).  From late May 

until July there is an increase in temperature of the water at all depths, with the difference in 

temperature from the surface waters to 4 m decreasing over this time. 

 

 DO from January through to early March exhibits little variation with depth (Figure 

4.05).  The lake system shows an increase in the DO concentration (14 – 18 mg L-1) and 

subsequent decline (18 – 11 mg L-1) over the remainder of the sampling period for surface 

depths, ≤ 2m.  The onset of stratification in late March has DO concentrations in the deep waters 

> 2 m diverging, with concentrations decreasing with depth.  At the point of maximum 

temperature stratification, (May, maximum air temperature, 25 ºC), there is a large divergence 

between surface and deep water with 4 and 5 m depths exhibiting anoxia.  At this point there is 

also an increase in concentration of the 1 and 2 m deep above that in the surface water (0.1 m).  

From late March through to June, there is a super-saturation (> 100 % oxygen) occurring in the 

surface layers (< 2m), with a maximum of 176 % in May, on occasions levels were measured at 

over 200 % saturation (data not shown).  Similar super-saturations have been recorded in surface 

waters of Lake Kinneret in Israel, these were attributed to high phytoplankton standing stock 

and low wind driven turbulence (Yacobi et al., 1993).  From May onwards there is a decrease in 

the DO concentration in the Broadwater at all depths, coinciding with cooler air temperatures 

(15 – 20 ºC).  Over this period there is a gradient of decreasing oxygen with depth; 0.1 – 2m, 

show a difference of ~ 2 mg L-1, with water at 3m depth attaining anoxia in June.  The system 

then converges for depths shallower than 3m to around 8 mg L-1 in July from the high of          

18 mg L-1 in May. 

 

The changes in concentration of DO can be attributed to three affects.  Temperature 

controls the solubility of oxygen, as temperature increases solubility decreases so therefore those 

waters in contact with the atmosphere will have higher oxygen concentrations in winter than in 

summer.  This can be seen when comparing winter (January to early March) to summer surface 

concentrations (late May to July).  Within the temperature seasonal controlled cycle there are the 

underlying effects of photosynthesis increasing concentration as phytoplankton standing stock 

increases and respiration decreasing concentration through the biological oxygen demand 

(BOD).  The change in DO over the winter (January to early March) when air temperatures are 
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relatively stable ~ 7ºC could be attributed to a bloom of phytoplankton which is then removed 

by an oxygen consuming organism.  The effect of the BOD outstripping the production of 

oxygen is seen from April onwards in deep waters ≥3m which have low and anoxic levels of DO 

compared to the surface waters.  With roughly stable surface water temperatures the DO 

decrease from June onwards, this decrease can be suggestive of a gradual loss in the oxygen 

production mechanism or that there is an increase in the BOD in these waters. 

 

 In January and February there is a decreasing gradient of pH with depth (Figure 4.05).  

The difference with depth over this period reaches a maximum in February coinciding with the 

DO maximum (~18 mg L-1).  During March the water column pH converges to around pH 7.3 

and subsequently the pH at depths are lower than the surface pH.  Surface (0.1 – 2 m) pH shows 

a difference of around 0.1 pH units, and these depths have an increase in pH from pH 7.3 to 7.7 

from April to late May and then decrease back to pH 7.3 in July.  Bottom waters, < 4 m have a 

decrease from pH 7.3 to 6.4, and subsequently increase through to July (pH 6.7) with a 

difference of ~-0.2 pH units between 4 and 5 m.  At 3 m the pH is variable and fluctuates by 

~0.2 units around pH 7. 

 

 One of the main controlling factors of the pH of water is the concentration of CO2.  Like 

oxygen, CO2 solubility decreases with temperature.  Due to the atmospheric concentration of 

CO2 unbuffered water at equilibrium with the atmosphere will be at around pH 5.  In the 

Broadwater from January to early March the decreasing gradient with depth of pH can be 

attributed to the atmospheric CO2 dissolving in the surface waters.  Over this period the water 

column is not stratified so therefore there is a mechanism in the deeper waters utilising CO2 and 

hence increasing the pH.  From May onwards the difference between shallow <2 m and deep 

waters >4 m can be attributed to the affect of biology.  Surface stratified waters contain 

phytoplankton (Figure 4.06) which consumes CO2 during photosynthesis, resulting in an 

increase in the pH and deep waters with increased BOD producing CO2 through bacterial 

respiration, with lower phytoplankton standing stock and a decrease in the pH. 

 

 

 

 

 

 

 

 



4.03.03 Chlorophyll

 

 The chlα seasonal depth profiles are shown 

the calculated mean of three separate extractions (300 mL each) of one sam

each depth. 

 

Figure 4.06.  Seasonal progression of chl
bars are the standard deviation of three repeat samples.
 

 

 From January to February, there is an increase in chl

This subsequently decreases 

stratification surface waters (1 and 2 m) have higher concentrations of c

Early May shows a surface water mixing event in the oxygen profile

concurrent turn over in the chl

This mixing is not seen in the temperature profi

greatest stratification between surface and deep waters.  This would suggest that the 

phytoplankton which was at 1 and 2m were 

loss mechanism for phytoplankton 

slightly deeper water due to the higher insolation (Figure 4.04)

significantly altered over this period.  

event and through the remainder of the year

around 10 µg L-1. 
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Chlorophyll -a 

seasonal depth profiles are shown in Figure 4.06.  The 

calculated mean of three separate extractions (300 mL each) of one sam

.  Seasonal progression of chlα at depths, 1 – 4 m, through the water column
iation of three repeat samples. 

From January to February, there is an increase in chlα of ~ 50 µ

decreases by ~ 30 µg L-1 into early March.  Late March with the onset of 

stratification surface waters (1 and 2 m) have higher concentrations of c

May shows a surface water mixing event in the oxygen profile (Figure 4.05)

concurrent turn over in the chlα; concentrations at 3 and 4 m were greater than at 1 and 2 m.

This mixing is not seen in the temperature profile (Figure 4.05) instead it shows the point of 

greatest stratification between surface and deep waters.  This would suggest that the 

phytoplankton which was at 1 and 2m were either, removed between March and May; a primary 

loss mechanism for phytoplankton is through its grazing by zooplankton

slightly deeper water due to the higher insolation (Figure 4.04).  At 3 and 4 m chl

significantly altered over this period.  From late March onwards, over the shallow water mixing 

through the remainder of the year, water at 3 m has higher chl

.  The chlα concentrations are 

calculated mean of three separate extractions (300 mL each) of one sample (1 L) taken at 

 
, through the water column.  Error 

µg L-1, for all depths.  

early March.  Late March with the onset of 

stratification surface waters (1 and 2 m) have higher concentrations of chlα than deeper waters.  

(Figure 4.05) with a 

greater than at 1 and 2 m.  

le (Figure 4.05) instead it shows the point of 

greatest stratification between surface and deep waters.  This would suggest that the 

removed between March and May; a primary 

is through its grazing by zooplankton or migrated to the 

.  At 3 and 4 m chlα was not 

From late March onwards, over the shallow water mixing 

higher chlα than 4 m water by 
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Following the mixing, in late May chlα tends to decrease with depth.  June shows a large 

difference between surface and bottom waters before an event in July decreases surface water 

concentrations whilst increasing bottom water concentrations.  A personal communiqué from  

Dr Claire Hughes provided some insight into the speciation of the phytoplankton of the broad 

through the year.  During the first third of the time series there was a diatom bloom, which was 

rapidly grazed down.  This bloom coincides with the decreasing gradient of pH with depth 

(Figure 4.05).  Following the diatom bloom the blue-green algae become the dominant species 

(late May to August).  The broad as a whole is phosphate limited (Dr Claire Hughes personal 

communiqué) and this has the affect of low growth rates in the blue-green algae.  In the broad it 

is the combination of stratification, light limitation and anoxia which influence the chlα 

distribution. 

 

The switch in the gradient to higher pH in surface waters corresponds to the end of the 

diatom bloom and the beginning of temperature induced stratification.  With the diatom bloom 

the photosynthetic biomass was greater in the deeper waters with photosynthesis greater than 

respiration whereas surface waters were equilibrating with atmospheric CO2.  From March 

onwards the deep waters have a low photosynthetic biomass, BOD increases with the fall out of 

detrital material into the stratified waters with the subsequent decrease in pH due to bacterial 

respiration. 

 

4.03.04 SML Depth 

 

The average thickness of the microlayer sample for the plate and screen samples were, 

respectively 58 ± 9 (n = 18) µm (range 43 – 76 µm) and 338 ± 59 (n = 18) µm (range 257 – 564 

µm), with 45.7% void space in the mesh.  On average, each plate dip recovered ~10 mL whilst 

the screen recovered ~21 mL of microlayer sample.  Screen samples recovered on average a 

depth of microlayer 4.5 times greater than the plate.  During plate sampling the repeat sample 

collected a microlayer 9 to 18 % thinner than the first sample.  The screen repeat sample was not 

as consistent with the difference in the depth of the repeat sample from 18 % thinner to 29 % 

thicker.  Figure 4.07 shows the percentage difference from repeat one to two for both samplers.  

With microlayer work the thinner the sample collected the more representative this sample 

should be of the microlayer.  A specific point of interest is that in early May.  During this 

sampling mission the chlα was at its lowest concentrations in 1 and 2 m samples, 18 mg L-1, 

correspondingly both the plate and screen replicate samples showed the greatest difference for 

thinner repeat samples, ~18% thinner.  It must also be noted that the variation in the replicate 
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screen sample may also be due to operator.  Screen samples were collected by the second person 

in the dinghy, whilst all plate samples were collected by the author of this work. 

 

 
Figure 4.07.  Percentage depth difference from first to second repeat sample.  Number in 
brackets refers to the 2008 Julian day. 
 

 

Figure 4.08 shows a visual comparison of the thickness of the microlayer sampled.  The 

comparison is by means of a box plot; this introduces four sets of statistics.  The median value is 

represented by the central horizontal line within the inter-quartile range (25th – 75th percentile) 

as the black box; the mean value is represented by the black cross.  The extent of the data that 

lies within ± 2.7 standard deviations (p = 99.3 %) are encompassed by the error bars; error bars 

end at the minimum / maximum value within 2.7σ.  Outliers, > ±2.7σ, are represented by the red 

crosses. 
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Figure 4.08. Comparison of microlayer sampling depths for replicates and the combine data.  
See text for explanation of the variables shown in the plot. 
 

 

The depths of the microlayer samples are consistent with previous works studying trace 

metals in the particulate phase, though in the marine environment.  Depths collected using the 

plate and screen techniques were: nylon screen: 250 – 450 µm (Brugmann et al., 1992), 200 – 

400 µm (Hardy and Cleary, 1992),  440 µm (Mignon and Nicolas, 1998); acrylic and polythene 

screen 212 µm (Narvekar and Singbal, 1993); glass plates have sampled depths 30 – 55 µm 

(Hardy and Cleary, 1992) and 30 – 60 µm (Hardy et al., 1987). 

 

4.04  Trace Metals Analysis 

 

Of the sampling missions only the last six missions had a validation of the ICP-MS analytical 

technique for aluminium, manganese, iron, copper, cobalt and arsenic, through a successful 

recovery of the certified reference material SLRS-4 (see Chapter 2, Table 2.03, analytes 

highlighted on black).  Before analysis sample containers were weighed to derive the volume of 

sample collected from each microlayer technique.  Samples were then filtered through an acid 

washed 0.2 µm Whatman nuclepore polycarbonate filter held in a polysulfonate filtration unit.  

The first ~ 30 mL of each sample was used to rinse the filtration unit and condition the filter 

before being discarded.  Between samples the filtration unit was rinsed three times with ultra 

pure water.  The remaining filtrate was then stored acidified (< pH 2) with double distilled 

HNO3 in the dark prior to analyses on the ICP-MS at a 1:2 dilution with calibration by means of 

standard additions; for each standard addition the actual sample was analysed twice.  During 

each measurement of the sample on the ICP-MS the actual zero addition standard was measured 

twice, once at the beginning and once at the end of the standard addition series.  The mean 
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percentage difference between these duplicate analyses based on the counts achieved at the ICP-

MS detector is given in Table 4.01; on occasions there are large differences between the 

duplicate analyses and this was due to low concentration samples.  As both analyses were used 

in the fitting of the standard addition calibration this difference is incorporated into the 

calculated analytical error of the measurement based on the fit of the  standard addition 

calibration as per Miller and Miller (1993).  Except for the dilutions, standard additions and 

ICP-MS sampling of samples all handling of samples was carried out in a class 100 laminar 

flow cupboard. 

 

Table 4.01.  Mean percentage difference between all duplicate analyses of broadwater samples. 

 mean minimum maximum 
Al 1.1 0.01 9.5 
Mn 1.0 0.03 6.9 
56Fe 1.9 0.02 26 
Co 2.8 0.1 32 
63Cu 1.9 0.03 8.7 
As 1.3 0.01 6.3 

 

 

4.05  Results 

 

The concentrations for the dissolved: aluminium, manganese, iron, cobalt, copper and 

arsenic, for all samples are given in the Appendices, section A4.02, Table A4.05.  The error on 

the measurements is derived from the fit of the standard addition calibration series for each 

sample.  For the first three sampling missions the concentrations for aluminium, manganese and 

iron were calculated through a correction based on the repeat analysis of one set of samples 

through two different ICP-MS analytical protocols, the description of this correction is given in 

the Appendices section A4.01. 

 

4.05.01 Temporal Progression of Dissolved Trace Metals  

 

The seasonal progression of the measured concentrations of the dissolved fractions from 

plate and screen sampled microlayer and the ULW are presented in Figure 4.09.  The variation 

in the location and nature of lakes do not easily allow for a comparison of the concentrations of 

trace metals.  Due to the unique suite of measurements there are also no directly comparable 

surface microlayer data sets.  Where possible the concentrations of the samples have been 

compared to an appropriate depth (< ~ 0.2 m) freshwater sample also measuring the dissolved 

fraction using an ICP-MS; these were taken from Lake Biwa, Japan (Sugiyama et al., 2005).  If 
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values are not available then the samples are compared to appropriate marine surface microlayer 

concentrations again measured as a ‘dissolved’ fraction on an ICP-MS (Cuong et al., 2008). 

 

Aluminium (Figure 4.09) sample concentrations range between 200 and 700 nM.  

Significant features (though not represented by all samples at once) include a weak increase in 

concentrations until late March.  All samples then decrease to a low in early May before 

showing a recovery in their concentrations until June/July followed by an overall decrease in 

concentration into August. 

 

 The manganese (Figure 4.09) samples have elevated concentrations in January 2008 at 

all depths.  As the year progresses the concentration in all samples tends to decrease; ULW, 92 

down to 5 nM; plate 41 down to 2 nM and screen 29 down to 5 nM.  The low end and overall 

range of the manganese results are similar to the Lake Biwa freshwater dissolved fraction, 

manganese mean, 4.3 nM, range 0.7 – 710 nM (Sugiyama et al., 2005).  The Broadwater 

samples collected in August show slightly increased concentrations over those from the 

preceding two months.  With respect to the measurement of total Manganese, across a seasonal 

range of surface microlayer and ULW concentrations from Lake Jasień, Northern Poland, are 

between 273 – 5880 nM (15 and 323 µg dm-3 (Antonowicz and Trojanowski, 2010)). 

 

Iron concentrations (Figure 4.09) range between 30 and 550 nM, with the lowest 

concentrations tending to be derived from plate samples.  The ULW sample from February 

measured at 556 nM, compared with its corresponding SML samples measuring below 100 nM.  

Though not statistically proven as an outlier, due to the concentration range of iron in all the 

ULW samples, this ULW sample shows all the characteristics of being contaminated, especially 

when assessed against the concentration of iron in its corresponding SML samples.  The 

difference in concentrations may be an artefact of contamination due to the magnitude of the 

difference in relation to other sample pairs, though this sample has not been shown to be an 

outlier.  These results show higher concentrations in the dissolved fraction than those from Lake 

Biwa, Japan (Sugiyama et al., 2005), mean 44.7 nM, range 4 – 68 nM.  From January to 

February microlayer samples decrease in concentration whilst the ULW sample increase in 

concentration.  From May onwards all samples show a similar pattern, an increase in their 

concentrations from early to late May, then a decrease until July, before concentrations increase 

into August. 

 

 

 



Al  

 

Fe 

 

Cu 

Figure 4.09.  2008 Seasonal progression of ‘dissolved’ trace
crosses, plate 1 – red (dash
circles, screen 1 – grey (dash
and open diamonds. 
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As 

Figure 4.09.  2008 Seasonal progression of ‘dissolved’ trace metals.  ULW 
red (dash-dot) line and shaded circles,  plate 2 – red (dotted) line and open 
grey (dash-dot) line and shaded diamonds, and  screen 2 

 

 

 

metals.  ULW – black line with 
red (dotted) line and open 

dot) line and shaded diamonds, and  screen 2 – grey (dotted) line 
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 Cobalt concentrations generally decrease in all samples from April through to July,        

< 2 nM to ~ 1 nM.  Screen samples continue to decrease to 0.9 nM in August whilst ULW and 

plate samples show a marked increase in concentration, maximum measured concentration of 

4.2 nM in the ULW in August. 

 

Copper (Figure 4.09) concentrations range between 3 and 38 nM.  These samples are 

slightly elevated with respect to those from Lake Biwa, average 9 nM, range of all samples 6 – 

15 nM (Sugiyama et al., 2005).   The low end of these concentrations are similar to work carried 

out on a coastal marine microlayer with a glass roller (n=2, 2 replicates) 4.2 – 11.3 nM (Cuong 

et al., 2008).  The time series pattern shows elevated concentrations in March, which then 

decrease in May before increasing in concentration to a high in June.  From June onwards the 

concentrations in all samples tend to decrease. 

 

 Arsenic (Figure 4.09) values range between 8 and 15 nM, these values are similar to 

those measured by Cuong et al. (2008), 4.5 – 15.9 nM, in a coastal marine microlayer.  The 

concentrations decrease from April to May and then at all depths show an increase in 

concentration as the year proceeds. 

 

4.05.02 Wilcoxon Test 

 

A Wilcoxon signed rank test (Wilcoxon, 1945) was used to assess whether there was 

statistical significance between the sample groups and therefore allow for a reliable assessment 

of the degree to which there is potential enrichment within the microlayer.  The test is non-

parametric and therefore no underlying assumption is required about the population, though it is 

expected to show a normal distribution.  The assumption of normal distribution is required to 

take the Wilcoxon test one stage further and statistically relate the differences between the 

population means.  However, the Wilcoxon test itself, due to the ranking of the pairs does not 

require a normal distribution as it is based on the ranking of pairs and as long as both data show 

the same population distribution then this distribution is not problematic. 

 

The test was applied as non-directional as no assumption was made as to implicit 

differences in either the sampling technique or the samples.  Using the null hypothesis that the 

difference between the groups is random a series of tests were applied: 

 1. Between replicate microlayer samples taken with the same technique – can the 

replicates be combined?  i.e. sample one and two show random changes in concentration and 

therefore they are in fact a repeat sample. 
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 2. Between combined replicate plate and screen samples – indicating either 

differences between sample depth or technique. 

 3. Between the ULW and combined replicate samples – assessment of enrichment 

of the microlayer. 

 4. Finally, between the ULW and separately the first and second replicate plate and 

screen samples. 

 

A calculation for the test involves first finding the difference between pairs in population 

A and B; absolute difference is then ranked and those ranks are multiplied by the sign of the 

difference.  The sum of the signed difference then provides the Wilcoxon rank-sum test statistic, 

W.  A z-ratio, z, can then be calculated and this will indicate how significant the difference from 

the mean, W is.  Populations with n < 10 can not be used to calculate the z-ratio as the 

distribution is too small to allow an approximation to a normal distribution.  As such, the values 

of W for n < 10 were compared to Table 4.02. 

 

Table 4.02.  Critical values of +/-W for small samples (n < 10) using a non-directional test 
(http://faculty.vassar.edu/lowry/ch12a.html (26th January 2011)). 

α 0.05 0.02 0.01 
n -- -- -- -- 
5 15 -- -- -- 
6 17 21 -- -- 
7 22 24 28 -- 
8 26 30 34 36 
9 29 35 39 43 

 

 

The calculation of z (populations, n > 10) requires a calculation of the standard deviation 

of W (Equation 4.01). There is also the assumption that the mean of the signed differences (µW), 

should the null hypothesis be correct, equals zero, i.e. if the differences between the ranks is 

random, then there is an equal quantity of negative and positive values and these are normally 

distributed so when summed equal zero.  The calculation of z is shown in Equation 4.02.  A 

±0.5 correction is applied as there could be a tied rank within the calculation of W and the test 

uses whole integers. 

( )( )
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z is compared against a table of critical values to provide the appropriate probability that the 

differences between samples A and B are random.  The comparison was made to an online table 

- http://faculty.vassar.edu/lowry/wilcoxon.html which also provided the resultant probability, p, 

for the null hypothesis.  All tests were conducted following the removal of concentration outliers 

(highlighted in red in Table A4.05). 

 

4.05.02.01 Wilcoxon Test Results 

 

The first test compared replicate microlayer samples taken by the same sampling device.  

Two elements from different samplers indicated through the test that their differences were 

statistically a non-random difference.  These where the aluminium screen samples W =26, n =7, 

p = 0.02, and manganese plate samples W = 28, n =7, p = 0.02.  All other analytes using the 

same sampling technique indicated a random spread of results between repeat samples. 

 

The second test was between combined repeat microlayer samples.  This test was also 

conducted using aluminium measurements as sampled with the screen and manganese 

measurements as sampled with the plate, even though the previous statistical test suggested that 

these were different.  The reason for using both sets of repeat data then provides a higher 

number of data points (two per sample) allowing for a more robust test of the data as the number 

of values used is doubled allowing for a better approximation to a normal distribution.  The 

results from these tests are shown in Table 4.03.  The sign of W indicates the direction of the 

difference.  If W is positive than group A values are greater than group B values, in this case 

plate samples would tend to have higher concentration than screen samples.  Should W be 

negative than in this case plate samples would tend to have lower concentrations than screen 

samples.  Those elements which showed a high probability that their differences in 

concentration were not random and that the plate samples measured higher than the screen 

samples were manganese (96%) and arsenic (98%).  Iron shows a high probability (99 %) that 

the differences between the samplers are not random and that the screen samples have a higher 

concentration than the plate samples.  Aluminium and copper both have a greater than 50 % 

chance that the samples are random and as such do not show either a preference for the sampler 

or depth of microlayer collected.  As the number of samples is small and from an environmental 

context an assumption may be made that there is a difference between cobalt concentrations as 

sampled by each sampler, though this probability is only 66%, and that cobalt is enriched in 

plate samples compared to screen samples. 
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Table 4.03.  Wilcoxon test results (2) for all plate and screen samples.  The table shows the 
Wilcoxon value, +/-W and test statistic, z and probability of random/non random association. 

 W z n p random 
% probability 
non-random  

 

Al plate vs screen -16 -0.65 12 0.54 46 
Mn plate vs screen 67 2.09 14 0.04 96 
Fe plate vs screen -87 -2.75 14 0.01 99 
Co plate vs screen 22 0.96 11 0.34 66 
Cu plate vs screen -12 -0.56 11 0.61 39 
As plate vs screen 54 2.38 11 0.02 98 

 

 

 The third test measured differences between combined replicate microlayer sampler 

samples and the ULW, Table 4.04.  Aluminium plate and screen and manganese plate samples 

indicate that these concentrations are higher in the microlayer samples than the ULW and would 

be enriched.  The only other analytes to show strong statistically significant relationships are 

iron, plate collected samples and arsenic, screen collected samples, which indicate a depletion of 

each in the microlayer. 

 

Table 4.04.  Wilcoxon test results (3) for a comparison between ULW and combined replicate 
microlayer samples. 

 W z n p random 
% probability 
non-random  

 

Al ULW vs plate -76 2.14 15 0.03 97 
ULW vs screen -112 3.17 15 0.03 97 

 

Mn ULW vs plate -74 1.90 16 0.06 94 
ULW vs screen -18 0.50 15 0.64 36 

 

Fe ULW vs plate 90 2.54 15 0.01 99 
ULW vs screen 46 1.18 16 0.24 76 

 

Co ULW vs plate -28 1.08 12 0.28 72 
ULW vs screen 26 1.13 11 0.26 74 

 

Cu ULW vs plate 20 0.76 12 0.45 55 
ULW vs screen 22 0.96 11 0.34 66 

 

As ULW vs plate 16 0.61 12 0.54 46 
ULW vs screen 46 2.02 11 0.04 96 

 

 

Again, due to the small sample sizes and the fact these are environmental samples, iron 

screen samples indicate that they are depleted in the microlayer, with a probability that these 

results are not random > 76%.  The sign of W for this test corroborates the results from the test 

with the plate and ULW comparison.  Cobalt results are the most difficult to interpret as the 
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chance that the differences between microlayer samples and ULW is not random is > 72%, 

however, plate samples would indicate enrichment whilst screen samples would indicate 

depletion.  The cobalt statistics could therefore be used as an indication that a probability of > 

~75% is required to provide a higher chance of a definitive result, though from the second test 

the cobalt from plate samples is also enriched compared to the screen samples (Table 4.03).  

Except for the cobalt statistics all other elements have a W of the same sign for both sampling 

devices.  The sign of W if in agreement with a statistically proven difference in the same metal 

from the microlayer maybe used as a reassurance factor that the test does show that there is a 

potential for enrichment or depletion even if the probability is not as significant. 

 

The Wilcoxon test suggests that there is an enrichment of aluminium (both) and 

manganese (plate) and a depletion of iron (both) and arsenic (screen) in the microlayer and as 

such allows for the data to be used in the calculation of enrichment factors.  This test has shown 

statistically that there is, on a seasonal scale, either enrichment or not of the dissolved fraction of 

the specified trace metals.  What the test does not provide and actually hides is the variation of 

the concentrations of the metals through the season and when certain metals maybe enriched or 

depleted and this being due to the environmental circumstances. 

 

 The final test was an exercise in whether the results could be de-constructed into a 

specific microlayer sample repeat.  These tests were again conducted on small populations         

n < 10; results are shown in Table 4.05.  Only aluminium was able to show conclusively that 

repeat samples taken with the screen showed enrichment in the microlayer.  Iron though not 

showing depletion in both samples does show that the second plate sample has better correlation 

than the first and it would be this sample that contributes most strongly when the replicates were 

combined in the third test, Table 4.04. 

 

Table 4.05.  Wilcoxon test results (4) for a comparison between ULW and replicate microlayer 
samples 

 W n α 
 

Al ULW vs plate 1 -24 7 0.05 
ULW vs plate 2 -12 8 X 
 

ULW vs screen 1 -26 7 0.02 
ULW vs screen 2 -36 8 0.01 

 

Fe ULW vs plate 1 16 7 X 
ULW vs plate 2 30 8 0.05 
 

ULW vs screen 1 16 8 X 
ULW vs screen 2 8 8 X 
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4.05.03 Enrichment Factors 

 

 An enrichment factor (EF) is the ratio of the concentration of an analyte in the SML to 

that in the ULW, Equation 4.03. 

 

[ ]
[ ]ULW

SML

X

X
EF =

        Eqn. 4.03  

Values above one will indicate enrichment of that analyte in the SML, a value of one indicates 

unity and less than one indicates depletion.  Table 4.06 shows the calculated enrichment factors. 
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Results from the first Wilcoxon test suggest that repeat data from each sampler for each 

sampling mission can be combined.  Combining data does not calculate the mean of repeat one 

and two, but instead calculates the enrichments separately using the same ULW sample, 

therefore a repeat sample.  The enrichment factors for the combined replicate samples are shown 

initially introduced through a series of boxplots, Figure 4.10.  These plots show a simple 

comparison of the screen and plate enrichments compared to unity (the explanation of the 

statistics shown for the boxplot was given earlier, section 4.03.04). 

 

Aluminium (Figure 4.10) in the microlayer is enriched in both the plate and screen 

samples, indicated by the mean and median from both techniques.  The interquartile ranges for 

both samplers also lie above the unity line, with the mean and median values comparatively 

central within the range.  The range of the data for both samplers does however extend below 

the unity line.  These results for combined replicate data agree with the Wilcoxon test (3) that 

there is significant enrichment of aluminium in the microlayer. 

 

The plate sampled microlayer mean and median values for manganese (Figure 4.10) also 

indicate enrichment, or at least unity (screen median value).  However, the plate and screen 

interquartile ranges cross unity, though mean and median values are relatively central within the 

range.  The screen interquartile range is slightly skewed towards enrichment.  The visual 

representation appears in agreement with the Wilcoxon test (3) which indicated significant 

enrichment of the plate samples but no enrichment of the screen samples. 

 

Plate and screen iron (Figure 4.10) median and mean values indicate depletion in the 

microlayer.  The interquartile range does however cross unity for both samplers, more so with 

screen samples.  With both samples the mean and median are relatively central indicating a 

normal distribution.   These results agree with the Wilcoxon test, that the plate is depleted and 

that the screen is also depleted but that due to the range of the screen data it is not as significant. 

 

Cobalt (Figure 4.10) sampled from within the microlayer shows contradictory results in 

the boxplot when comparing between samplers.  Plate sample EFs suggest enrichment with the 

mean, median and the interquartile range in agreement.  However, due to high depletion factors 

for some samples (August, Figure 4.09) the range of the data extends well below unity.  Both 

the screen sampled mean (depletion) and median (unity) and extent of the interquartile range 

tending to depletion suggest that these samples may be depleted but, as with the Wilcoxon test, 

there is not enough evidence to suggest that this is significant or that should it be occurring 

because the number of times it does occur is limited. 
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Figure 4.10.  Comparison of broadwater enrichment factors for combined plate and combined 
screen samples.  Unity with the ULW is indicated by the continuous horizontal line.  See text for 
explanation of the variables shown in the plots. 
 

 

The copper from within microlayer plate samples (Figure 4.10) would indicate depletion 

with the mean and median central of the interquartile range lying below unity.  Screen samples 

as with cobalt are less constrained, with the median lying above unity and the mean below thus 

suggesting that there is little or no difference between these samples and the underlying water.  

The range of the plate data and unconstrained nature of the screen data agree with the low 

probability measured by the Wilcoxon test of non-random differences < 66 %. 
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The microlayer samples containing arsenic (Figure 4.10) have mean and medians values 

indicating depletion of their samples compared to the ULW concentration.  The plate 

interquartile range tends towards enrichment whereas the screen sample interquartile range 

generally lies below unity, indicating the majority of samples do show depletion.  These agree 

with the Wilcoxon test that the screen is depleted but the range of the data for the plate does not 

allow for a significant relationship to be assessed.  Within the arsenic data it should also be 

noted that the interquartile range of enrichment factors is small, ± 0.08. 

 

Using the comparisons from Figure 4.10 combined with the Wilcoxon test results has 

allowed for the suggestion that certain trace metals in their dissolved fraction show enrichment 

(aluminium and manganese) or depletion (iron and arsenic) in the microlayer.  The box plots 

indicate that there is also an argument for using a significance of more than 75 % to indicate 

enrichment or depletion, as there needs to be an appreciable shift in both the mean and median 

values from unity.  The box plots also highlight how the depth of microlayer recovered will 

affect the enrichment.  If the assumption is valid that the thinner the sample collected the more 

representative of the microlayer it is, for dissolved metals, then screen samples should tend more 

towards unity than plate samples.  This would appear valid for manganese, iron, cobalt and 

copper with screen mean and median values closer to unity than plate samples, with aluminium 

tending to show a greater deviation from unity with a shallower microlayer sample.  Also, the 

enrichment factors should fall within a smaller range due to the increased dilution factor 

narrowing the interquartile range.  This is shown by aluminium, manganese, iron and copper. 

 

4.05.03.01 Annual Average EF 

 

Variability is present through the year, as evidenced by the changes in the difference 

between the concentrations of the trace metals in the microlayer and ULW.  However, when the 

EFs were averaged over the year, Table 4.07, this potential variability is lost and the microlayer 

tends to unity with its ULW.  For all analytes, combining their microlayer replicate samples for 

each sampling device indicates that unity is within one standard deviation of both the mean and 

median values of these combined samples.  This then suggests that over a time integrated period 

the dissolved fraction of the specified trace metals resolves to unity with the ULW.  The data in 

this simple form may be over simplified and ignore the implications of the variability due to the 

temporal progression of the water body.  If there is depletion/enrichment within the microlayer 

then for the dissolved fraction of aluminium, manganese, iron, cobalt copper and arsenic this 

occurs within a small range and only on specific occasions would significant (> ± 1 σ) 

enrichment occur. 
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Table 4.07.  Annual average microlayer enrichment factors for combined replicate samples 
through 2008.  * calculation of the manganese enrichments has the outliers (day 87) removed. 

 mean median min max n 
plate 

aluminium 1.3 ± 0.4 1.3 0.55 1.91 15 
manganese* 1.6 ± 1.0 1.4 0.14 3.24 14 
iron 0.7 ± 0.4 0.7 0.07 1.17 15 
cobalt 1.1 ± 0.4 1.1 0.19 1.62 12 
copper 1.0 ± 0.4 1.0 0.18 1.62 12 
arsenic 1.0 ± 0.08 1.0 0.86 1.11 12 

screen 
aluminium 1.3 ± 0.3 1.2 0.93 1.89 15 
manganese* 1.1 ± 0.6 1.0 0.12 2.35 14 
iron 0.9 ± 0.4 0.9 0.17 1.52 16 
cobalt 0.9 ± 0.3 1.0 0.34 1.15 11 
copper 0.9 ± 0.2 1.0 0.66 1.17 11 
arsenic 1.0 ± 0.07 0.9 0.87 1.08 11 

 

 

Based on the information in Table 4.07 a Student’s t-test was used to provide an idea of 

which elements in there dissolved phase have:  i) statistically different mean values from unity, 

EF = 1.0; and ii) which samples have statistically different mean SML sample enrichments or 

depletions.  The equations and results from these tests are in the Appendix, section A4.03. 

Those elements that show significant enrichment in the plate sampled microlayer are:  

Al, p = 99 %, t = 2.7, df = 14 and Mn, p = 97.5 %, t = 2.2, df = 13. 

Only aluminium shows significant enrichment in the screen sampled microlayer:          

Al, p = 99.5 %, t = 3.5, df = 14. 

Iron is the only element to show significant depletion of the plate sample relative to the 

ULW:  Fe, p = 99.5 %, t = -3.3, df = 14. 

Cobalt and arsenic in the screen sampled microlayer also shows significant depletion 

relative to the ULW:  Co, p = 90 %, t = -1.4, df = 11 and As, p = 95 %, t = -2.2, df = 10. 

With respect to whether there is a significant difference between the plate and screen 

sampled microlayers, only two elements show a significant difference:  Manganese is enriched, 

p = 90 %, t = 1.39, df = 26 and iron is depleted, p = 90 %, t = -1.52, df = 30.  As these results do 

not deviate from the assessment using the Wilcoxon test further discussions concentrate on those 

results from the Wilcoxon tests. 
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4.05.04 Temporal Progression of Enrichment Factors 

 

Based on the Wilcoxon test (3) results (Table 4.04), of the six analytes only aluminium 

and manganese are statistically enriched with respect to ULW at 0.1 m in their nominally 

dissolved fraction.  Those analytes which, based on their Wilcoxon test (3) results are depleted, 

are iron and arsenic, whilst cobalt and copper results suggest that they are tending towards unity 

with the ULW.  Work by Cuong et al. (2008) found that the enrichment factors for dissolved 

(<0.45 µm) copper and arsenic in a coastal marine microlayer (~50 µm) were close to unity, an 

EF of 1.0, their results were, copper, EF = 0.9 – 1.2, and arsenic, EF = 0.9 – 1.1, (n=2 with 2 

replicates).  For the Broadwater samples, the seasonal progression of surface microlayer EF of 

the enriched trace metals, aluminium and manganese, is shown in Figure 4.11.  Plate samples 

are presented in black and screen samples in red, repeat one is a solid line whilst repeat two is a 

dashed line.  Mean of the combined repeat data is represented by a thin light grey line, whilst the 

grey box represents ±1σ from this mean.  Error bars are the relative standard deviation. 

 

Al 

  
 

Mn 

  
Figure 4.11.  Seasonal progression of EFs for dissolved elements statistically said to be enriched 
in the surface microlayer.  See text for description of figure. 
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Of the enriched analytes the only discernable trend in EF is that of manganese plate 

samples from early May through to August.  This is an increase in the EF in May followed by a 

steady decline through the remainder of the year, tending towards unity as the season 

progresses.  This coincides with the blue green algae bloom, with the manganese enrichment 

peaking during the initial growth of the blue green algae at 1 and 2 m, chlα increases from 20 to 

55 µg L-1.  As the cyanobacteria population stabilises, (chlα 55 – 65 µg L-1) and then declines 

(chlα 65 to 40 µg L-1) the enrichment of Mn in the microlayer decreases.  The steady decline in 

enrichments is also seen in the screen samples from June onwards.  There is also a consistent 

difference between plate sampled replicate one and two, and screen sampled replicate one and 

two (except in June) with two measuring lower than one.  This is also true for aluminium screen 

and plate samples with one exception, those calculated for February.  This may suggest that a 

dilution of the microlayer is occurring from replicate one to two as the microlayer is removed 

from the sample site. 

 

 Results from Wilcoxon test (3) results (Table 4.04) indicate that iron (plate 99% and 

screen 76% probability) and arsenic (plate 46% and screen 96% probability) are depleted in the 

microlayer.  The seasonal progression of their EF show that there are times of both enrichment 

and depletion (Figure 4.12) therefore the statistical analysis is masking this seasonal variability.   
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As 

  
Figure 4.12.  Seasonal progression of EFs for dissolved elements statistically said to be depleted 
in the surface microlayer.  See text for description of figure. 
 

 

Iron EF for both the plate and screen show similarities in their temporal pattern.  Using 

the progression of the screen samples for the seasonal description; between January (EF 1.2) and 

March (EF 1.5) there was a large decrease in EF, down to 0.2.  This decrease in EF corresponds 

with the diatom bloom in the beginning of the year (maximum chlα in deep waters and 

concentrations increase with depth) then as this is grazed down in March the EF for iron 

indicates enrichment in the microlayer.  Progression of the time series shows a decrease in the 

iron EF, close to unity, as there is the second phytoplankton bloom (blue green algae) in late 

March, with maximum chlα (~ 60 µg L-1) occurring at 1 and 2 m.  To early May, the iron shows 

depletion within the microlayer with chlα highest in the deep waters and lowest (~ 20 µg L-1) in 

the surface waters.  As the cyanobacteria bloom takes off in the surface waters the EF for iron 

increase and these show a point of maximum enrichment occurring in June as the cyanobacteria 

standing stock is at its highest.  There are three pronounced times of depletion of iron in the 

microlayer: the first, in February, coincides with the diatom bloom; the second in May coincides 

with the chlα at 3 and 4 m being greater than that at 1 and 2 m.  The third point occurs at the end 
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of the time series as the blue green algae bloom is declining and chlα at 1 – 3 m are tending 

towards a similar concentration.  The calculated EF for the plate samples during times of 

depletion is similar to those of the screen.  However, the screen samples indicate higher levels of 

enrichment suggesting that changes in iron within the microlayer, with respect to its enrichment, 

are also dependant on the depth of the sample retrieved.  The points of maximum EFs in late 

March and June coincides with the grazing down of the diatom bloom and the point of 

maximum chlα at 1m attributed to the slow growing, blue green algae bloom.  The second point 

of strong depletion in iron (May) in the microlayer coincides with the time manganese indicates 

a strong enrichment in the microlayer. 

 

Arsenic plate EFs show two points of increased enrichment, the first is during May 

whilst the second is in July. The point of maximum enrichment in May is also represented in the 

screen samples.  This point corresponds to a depletion of iron and the point of maximum 

enrichment in manganese plate samples.  During these times the water column has a progression 

from one phytoplankton species to another and the subsequent decline of the second species, 

respectively.  The screen samples from the period of enrichment in May gradually decrease 

through the rest of the year with replicate one always greater than replicate two.  The gradual 

decrease in the enrichments is similar to that in manganese samples over the same period, 

though the arsenic decline precedes that of the manganese.  Plate samples do not show a bias 

between the first and second repeats, whereas the screen samples did, suggesting that this depth 

is being diluted on removal of the microlayer. 

 

Cobalt and copper concentrations when compared using the Wilcoxon test (3), Table 

4.04, did not exhibit a significant tendency toward either depletion or enrichment and as such 

are being termed as at unity with the ULW.  The seasonal progression of the microlayer EFs are 

shown in Figure 4.13 and highlights how the statistical test, with a smaller population does not 

provide a robust result. 
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Co 

  
 

Cu 

  

Figure 4.13.  Seasonal progression of EFs for elements statistically said to be at unity with the 
ULW.  See text for description of figure. 
 

 

Cobalt measured from within the microlayer sampled by the plate is enriched or close to 

unity, except for that in August.  The point of maximum enrichment occurs in late May during 

the growth phase of the blue green algae.  Cobalt from within a shallower microlayer (plate 

samples) like aluminium shows a continued enrichment in the microlayer during April and May, 

when there are large changes in the speciation of phytoplankton in the Broad.  For all, except the 

August plate sample, enrichments in the first replicate are greater than in the second, however, 

none of the two previous statements could be statistically corroborated due to small data sets    

(n =6).  EF and the degree of depletion are generally lower in the screen sampled microlayer.  

The screen sampled microlayer does show a period of enrichment which occurs during the 

growth and stabilisation of the blue green algae, May to June.  Using the first replicate sample in 

both the plate and screen sampled microlayer cobalt EF increase from March to late May.  EFs 

then show a gradual decrease as the season progresses. 
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 Copper EFs for both screen and plate (disregarding plate, replicate two, late March 

sample) have a point of maximum enrichment occurring in late May, during the growth stage for 

the blue green algae.  From this point of maximum enrichment, EFs tend to decrease as the 

season progresses.  For screen samples the first replicate EF is always greater than the second 

replicate.  The difference between plate replicates is not as clear as on three occasions, early 

May, June and August, the calculated EF are similar, whereas other times there is no discernable 

bias. 

 

What the seasonal progressions of EF do show is that within the ±1σ of the mean of the 

combined enrichments there is variability and that the direction of change can be consistent.  

This is shown, for example, in the decrease in EFs from a maximum occurring in May for 

manganese, arsenic, cobalt and copper.  This form coincides with the succession of the blue 

green algae bloom.  There are points of reference that occur, such as the high in enrichment 

factors occurring in May, for manganese (plate), arsenic (both) and copper and cobalt (both) 

whilst there is depleted iron.  In May the chlα is low in the surface (1 and 2 m) concentrations,  

~ 20 µg L-1 whilst at 3 and 4 m it is 55 and 35 µg L-1 respectively.  The water column is also at 

its stage of maximum thermal stratification, prior to the formation of the blue-green algae 

bloom.  Manganese (screen), aluminium (screen) and iron (both) have a high point in 

enrichment occurring in June during the blue green algae bloom.  Chlα concentrations at 1 m are 

~ 63 mg L-1. 

 

4.06  Discussion 

 

 As there has been little published work on the dissolved fraction of trace metals in the 

surface microlayer and none relating to freshwaters much of the following discussion relating to 

oxidation states, speciation and organic complexation is speculative.  Undertaking such 

speciation measurements would have provided a far more robust insight into the processes and 

environmental conditions affecting trace metals in the surface microlayer. 

 

There is an argument for suggesting that the phytoplankton standing stock may affect the 

concentrations of dissolved trace metals within the surface microlayer.  Though not statistically 

proven there are points of correlation between the chlα concentrations at 1m and the EF for the 

dissolved fraction of metals.  Of the metals aluminium does not appear related to the chlα at 1m.  

There is a point of reference occurring as the concentration of chlα decreases from 60 µg L-1 

(late March) to 18 µg L-1 at 1 and 2 m (early May) with a concurrent increase in EF for 

manganese (plate), arsenic (plate and screen) and copper and cobalt (plate and screen) and an 
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increase in the depletion of iron in the surface microlayer.  The progression of the chlα related to 

the blue green algae then increases to a maximum in June, 65 µg L-1, at this point, iron shows 

enrichment in plate and screen samples, arsenic plate samples become depleted, manganese 

screen samples exhibit their maximum enrichment and both cobalt and copper have shown a 

period of enrichment.  The work of Shine and Wallace (1996) indicated that copper can migrate 

to the microlayer with phytoplankton derived SAS and under this theory there is the suggestion 

that as SAS derived from the blue green algae increases it has resulted in increased EF for the 

dissolved fractions for manganese, iron, cobalt and copper. 

 

Sampler Devices / Depth 

 

Though inadvisable to directly compare samples taken using different sampling 

techniques (Carlson, 1982) some information may still be obtained from the result from the 

comparison.  The EF results can indicate that there is a difference in those samples from the 

depth of the microlayer taken or that each sampler may have a bias towards certain fractions of 

material, i.e. preferentially collect hydrophobic organic material or readily adsorb aquo-ions.  

From Wilcoxon test (2) results, Table 4.04, using combined repeat one and two data, aluminium, 

copper and cobalt results suggest that the chance that the depth of the microlayer makes a 

difference towards the enrichment of these analytes is less than 66 %.  For these metals it is 

possible to make one or some of three possible conjectures:  (i) Statistically there is no 

difference in the concentration of these metals between SML depths of ~ 60 µm (plate) and ~ 

330 µm (screen).  (ii) The sampling techniques do not have a bias towards, for instance 

hydrophobic or hydrophilic organic surfactants that compose the two upper most strata of the 

surface microlayer (Hardy, 1997) and may contain trace metal complexes.  (iii) Conversely if 

each sampler has a bias towards hydrophobic or hydrophilic organic material then any organic 

complexation of trace metals there in are at similar relative concentrations. 

 

Manganese, iron and arsenic results, from the Wilcoxon test (2) Table 4.04 indicate that 

there is a statistical difference between the sampling methods.   Manganese and arsenic plate 

samples are consistently higher than their respective screen samples whilst the opposite is true 

for iron.  For manganese the plate sample is enriched compared to the ULW (Table 4.04).  

Arsenic screen samples are depleted with respect to the ULW (Table 4.04).  Their opposing 

sampling devices indicate that there is no significant difference between those concentrations 

and the ULW.  For iron it is the plate samples which show significant depletion compared to the 

ULW.  The screen samples also indicate depletion; the chance that this is non random is 76%.  

The results would indicate that dissolved manganese is concentrated in the upper region of the 
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microlayer, < 60 µm and/or the speciation of the manganese, for instance Mn(II) aquo-ions or 

organically complexed manganese, in the microlayer is biased towards the plate sampler.  As 

manganese is not significantly organically complexed (Sunda, 1984) the assumption can be 

made that it was collected as an inorganic soluble phase.  It is therefore this phase which is 

enriched at < 60 µm and an argument maybe given that the plate sampler may have a preference 

towards the sampling of inorganic soluble ions. 

 

The microlayer is depleted in dissolved iron with this depletion decreasing with depth, 

[Fe]plate < [Fe]screen < [Fe]ULW, suggesting that dissolved iron is removed at the microlayer.  

Conversely both microlayer samplers may not sample the form of dissolved iron which is 

present in the microlayer though this is potentially unlikely.  If the dissolved phase of an 

element is depleted that element must therefore reside within another phase, i.e. particulate.  

Brugmann et al. (1992) found a dissolved phase (<0.45µm) enrichment of iron using a glass 

roller on a marine microlayer, however, over 75% of their total iron was in the particulate form.  

This may then suggest that iron within in the Broadwater microlayers 60 and 300 µm, is within a 

particulate form > 0.2 µm. 

 

Arsenic is interesting in that the difference between the plate and screen is non-random 

(98 %) with plate concentrations higher than their respective screen samples.  However, 

depletion of arsenic, in relation to the ULW, is significant only in screen samples, 96 %, 

corresponding plate statistic is 46%.  Arsenic is also noteworthy in that the range of its EFs was 

far more constrained, EFs 0.86 to 1.11, than the metals.  The results for arsenic may then 

suggest that samplers may collect different forms of arsenic; that the screen samples are being 

diluted by the ULW would not be the case as they mostly show a depletion, for the microlayer to 

be depleted its concentration must be lower than the ULW and therefore any mixing with the 

ULW would increase the EF.  Arsenic may either be organically complexed (Andreae, 1986) or 

within the matrix of particulate ferric oxides (Burnol and Charlet, 2010) or iron oxy-hydroxides 

(Belzile et al., 1989), with dissolved iron also showing depletion in the microlayer.  The plate 

maybe shows a bias towards an inorganic soluble phase as argued in the case for manganese.  

Organically complexed arsenic can be present as phytoplankton excreted mono and 

dimethylarsonic acids (Andreae, 1978), this can account for up to 50 % of  the total arsenic, 

occurring at the height of the phytoplankton growing season (Sohrin et al., 1997).  Arsenic as 

inorganic As(III) (arsenite) in the lake environment accounts for usually 10 – 20 % of the total 

arsenic (Andreae and Froelich, 1984; Barringer et al., 2011) with the remaining as oxidised 

As(V) (arsenite).  This reduced form is present on manganese and iron oxides (Peterson and 

Carpenter, 1983; Scott, 1991).  The probability that plate sampled arsenic is due to random 
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chance is 54 %, yet the sign of the Wicoxon test, W, for test (3) comparing against the ULW, is 

still in agreement with that calculated for the screen samples.  If on occasions there is sufficient 

arsenic in organic form this may be a limiting factor in plate collection.  What cannot be ruled 

out due to the lower relative depletion of arsenic in plate samples is that it has an atmospheric 

source (Majestic et al., 2009).  Assuming a sporadic atmospheric source or a sporadic 

appearance of a SML that can retain a constant atmospheric source than arsenic will 

occasionally be enriched in the shallower microlayer relative to the deeper microlayer.  The key 

factor would then be the loss mechanism, which due to its general depletion can also be assumed 

to be rapid.  The loss mechanism is most probably through the formation of iron and manganese 

colloidal and particulate material and its subsequent settling from the microlayer. 

 

Paradox of Microlayer Removal 

 

The physical sampling of the microlayer has produced a paradox in the results.  Under 

the assumption that following sampling the microlayer is refreshed both vertically and 

horizontally one of these sources is depleted relative to the other and causes a dilution of the 

microlayer at the point of sampling.  Generally the repeat samples have a lower enrichment 

factor than the first sample.  When the microlayer is enriched logically any dilution occurring 

vertically is with the ULW, this then cause the microlayer to be less enriched and hence show a 

lower EF as the results tend to show, Figures 4.11 – 4.13.  However, when the microlayer is 

depleted than any mixing with the higher concentration ULW should result in an increase in the 

EF, which does not tend to occur.  The decrease in EF when the microlayer is depleted would 

indicate the horizontal migration of the microlayer and the mixing of depleted microlayer at the 

sample site decreases the EF.  A third theory is that the water which is diluting the microlayer is 

from a layer directly beneath the microlayer and when the sampled thicknesses of the microlayer 

are removed this layer of water which reforms the microlayer is also depleted but more so than 

the microlayer with respect to the ULW.  This theory would then suggest that the gradient of 

change for dissolved metals through the microlayer stretches further into the water column than 

the screen sampled depth, ~ 330 µm. 

 

Aluminium 

 

Aluminium is not generally thought to be biologically required (Williams, 2002), though 

in seawater it has been shown that phytoplankton can take it up passively (Quiroz-Vazquez et 

al., 2008).  Aluminium can be complexed by humic type materials, though these materials will 

readily swap the aluminium for iron if iron is available (Yang and van den Berg, 2009).  Within 
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a freshwater system aluminium can be in 4 potential forms, which may pass through a 0.2 µm 

filter.  Ionic aluminium, which if present will hydrolyse to a particulate aluminium hydroxyl 

complex, alumina-silicate clays and organically complexed aluminium.  There is the potential 

(though no measurements were made) that fine clay particles may pass through the filter pores.  

If these are present then their stabilisation in the microlayer could be due to the enhanced 

organic material.  Clays have relatively high surface energies and as such are wettable (Hunter, 

1980b) however, this high energy will also cause them to readily adsorb natural organic 

surfactants (Hunter, 1980a) and hence decrease their surface energy.  This is important for those 

particles that are in a shallower depth of microlayer, closer to the air-water interface.  With 

decreasing depth of the microlayer the sorption of hydrophobic and amphipathic (lipid-like 

organic molecule with opposing hydrophobic and hydrophilic moieties) organic material on the 

clays and particulate material becomes less stable.  Particles that are organic rich and have low 

surface energies will have enhanced residence times in the microlayer (Hunter, 1980b). 

 

If the assumption is made that there is some organically complexed aluminium, it has 

been shown that light at 300 nm will photochemically breakdown these organic complexes in 

freshwater and release aluminium into the ionic phase (Kopacek et al., 2005).  With less than 0.1 

% adsorption of light at the microlayer (Plane et al., 1997) UVB (280 – 315 nm) is present with 

which to initiate photochemical activity.  In the ionic phase aluminium will then undergo 

hydrolysis forming a particulate phase which again can adsorb organic material.  Stabilisation of 

fine aluminium particulates by organic material in the microlayer increases relative 

concentrations of 0.2 µm filterable material and hence shows enrichment to underlying water. 

 

The main sources or elements to a lake system are riverine input, groundwater flow, 

overland flow and atmospheric inputs.  As mentioned in section 4.02.01, the broadwater is an 

enclosed system with the main inputs from groundwater flow and atmospheric deposition.  

During thermal stratification of the Broad (late March onwards) the groundwater source of 

material to the microlayer is minimised to diffusion only rates.  Thermal stratification will also 

minimise the effect of groundwater flow at the lake edges as only input to the top layers can 

affect the microlayer.  Particulate material in the microlayer has residence times of c.10 minutes 

(Hunter, 1980b); though laboratory studies have shown increased residence times from 1.5 to 15 

hours for particulate material these were subsequently drastically decreased when a wind (3.6 m 

s-1) was applied to the microcosm (Hardy et al., 1985), the generally low residence times will 

minimise the affect of the groundwater flow as sampling was not undertaken in wet conditions.  

The remaining source of new material is therefore from atmospheric deposition. 
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Aerosol dust is primarily alumina-silicate mineral soil material (Jickells and Spokes, 

2001).  Using the crustal abundances of elements (Wedepohl, 1995) the concentration in the 

dissolved fractions were normalised to aluminium.  The only element in Broadwater samples to 

show a similarity in its relationship to aluminium to that of their crustal abundances is iron 

sampled from within the ULW, Table 4.08.  From within the microlayer there is depletion in the 

ratio of iron to aluminium compared to their crustal abundances.  All other elements showed an 

elevation (2 to 3 orders of magnitude) in their dissolved phase ratio to aluminium compared to 

their crustal abundances. 

 

Table 4.08.  Comparison of dissolved phase mean iron concentration, normalised to aluminium, 
to the average crustal abundance 

 Wedepohl, 1995 ULW % difference SML % difference 
Fe 0.54 0.53 ± 0.31 -2 0.3 ± 0.2 -39 

 

 

The results of the normalisation of iron to aluminium may suggest that in the microlayer 

the enrichment of aluminium has a baseline value which can be attributed to aluminosilicate 

material.  In addition to the aluminosilicate material there are also aluminium hydroxide (Stumm 

and Morgan, 1996) and organically complexed aluminium (Kopacek et al., 2005).  In the ULW 

the relative concentration of the inorganic soluble ions and organically complexed aluminium 

are lower compared to the microlayer.  If aluminium is hydrolysed in the microlayer from 

organically complexed forms (Kopacek et al., 2005) which are photosensitive at UVB 

wavelengths (Yang and van den Berg, 2009), not attenuated at the microlayer (Plane et al., 

1997), this can ultimately produce a colloidal material which will be iron poor in relation to fine 

aluminosilicate minerals.  Whilst in the ULW the ratio of iron to aluminium is tending towards 

average crustal aluminosilicate values (Wedepohl, 1995) with these clays held in suspension by 

the neutralisation of their surface charge as they adsorb surface active substances (Hunter, 

1980a).  The other metals at all depths showed far larger ratios to aluminium than suggested by 

a purely crustal source.  What cannot be delineated is whether their excess is due to 

anthropogenic material deposited at the microlayer or in situ cycling of elements (sourced 

initially from ground and point sources) as no flux measurements (point sources, atmosphere – 

deep waters – sediments) were undertaken.  There is a sparsity of measurements for aluminium 

in the surface microlayer, the only available data set from Narvekar and Singbal (1993), 

measured in the Eastern Arabian Sea, found the dissolved aluminium to be so close to unity they 

only measured the particulate phase with which they found an average EF of 2 with a range 

from 0.9 to 10.8. 

 



98 

Manganese 

 

That the microlayer is a region of enhanced redox activity, due to the combination of 

increased concentrations of organic material and low UV light attenuation (see Section 4.01), 

may be shown by the enrichment of manganese.  Between pH 6-8, Mn(II) aquo ions account for 

more than 95 % of the solution species in freshwater (Davison, 1993); as such the dissolved 

fraction is the major contributor to total Mn.  Mn(II) can be formed by organic reduction 

mediated by humic materials, this occurs in the dark but the rate is increased in the presence of 

light (Spokes and Liss, 1995; Sunda et al., 1983).  Re-oxidation is slow for Mn(II) (Horst and 

Zabel, 1996; Stone and Morgan, 1984), the primary loss mechanisms being particle scavenging 

or precipitation in alkaline conditions (Stumm and Morgan, 1996) or bacterial-mediated 

oxidation (Emerson et al., 1982; Sunda and Huntsman, 1988).  The oxidation of Mn(II) to 

Mn(III/IV) results in a efficient trace metal scavenger, this process has been hypothesised to 

reduce enrichment factors of iron in a marine microlayer (Brugmann et al., 1992).  The 

oxidation of Mn(II) can then be proposed as a mechanism for removal of iron and arsenic 

(Peterson and Carpenter, 1983; Scott, 1991).  With respect to iron the enrichment of manganese 

is interesting as the properties of iron and manganese are similar; they are biologically required 

and redox active but with one major difference: their reduced forms have very different 

oxidation rates, Fe(II)>>Mn(II).  The reduction of MnOX can also be increased through an 

electron transfer to the MnOX from reduced iron (Hem, 1978; Scott, 1991). 

 

 Manganese has been measured from within surface microlayers in primarily a variety of 

marine locations and shows a range of enrichment values.  Grotti et al. (2001) measuring the 

total manganese in Antarctic Ice leads estimated an EF of 4.6.  In the Baltic sea the dissolved 

fraction (< 0.45 µm) of manganese in the microlayer showed an EF of 2.5 (Brugmann et al., 

1992), whereas Hunter (1980b) measuring total manganese in the coastal North Sea measured a 

mean EF of 1.2 (range 0.3 to 2.1).  In a freshwater system Antonowicz and Trojanowski (2010) 

measured seasonal changes in total manganese, with an average EF for plate samples of 2.25 

and for screen samples of 1.69.  The range of EF for dissolved phase manganese in this study, 

for the plate is 0.14 to 3.24 and for the screen is 0.12 to 2.35. 
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Iron 

 

These results are the first known measurements of dissolved iron in a freshwater 

microlayer.  The general depletion of iron in the microlayer observed in this study though 

contrasting the findings of Brugmann et al. (1992), who found EFs of 1.1 in the brackish Baltic 

Sea, were within a similar range.  Where the authors assessed 20 microlayer seawater pairs and 

attributed their low, though enriched, enrichment factors to low air temperature and minimal 

biological activity; hence little formation of organic chelates.  The authors did find that in the 

microlayer > 70 % of the total iron was in the particulate form and attributed this to adsorption 

and co-precipitation with MnOX.  Within an aquatic environment, dissolved iron undergoes 

hydrolysis reactions to form colloidal iron oxy-hydroxides but these are still biologically 

available (Rich and Morel, 1990) and can be retained by an active biological iron recycling 

mechanisms (Hutchins et al., 1993).  The ultimate oxidation rate of iron is dependant on the 

ligands present assuming a well oxygenated system (Millero, 1985).  In freshwater these will 

primarily be carbonate and oxygen as well as organic (Stumm and Morgan, 1996).  Iron-

hydrated ions and Fe(II) complexes are water soluble whereas Fe(III) occurs largely in the 

particulate or colloidal phase (Stumm and Morgan, 1996).  The photoreductive dissolution of 

Fe(III) (oxy)hydroxides decreases rapidly with increasing pH (Sulzberger and Laubscher, 1995; 

Waite and Morel, 1984) whereas organic material has the potential to increase the rate of Fe(III) 

photo-reduction (Waite and Morel, 1984) but, depending on the relative stability of Fe(II) and 

Fe(III) organic complexes, the rate of Fe(II) re-oxidation can be enhanced (Emmenegger et al., 

1998) or slowed (Miles and Brezonik, 1981; Rijkenberg et al., 2008; Shaked et al., 2004; 

Steigenberger et al., 2010).  Such organic complexation needs to be sufficiently fast to out-

compete hydrolysis and precipitation / adsorption reactions (Jickells and Spokes, 2001).  

Though no work has been done on the speciation of iron in the microlayer it can be suggested 

from the results of this study that oxidation of reduced iron is faster than both organic 

complexation and photoreductive dissolution of Fe(III) (hydr)oxides.  This conjecture is based 

on the general depletion of dissolved iron in the microlayer which is a known region of organic 

material enrichment relative to the ULW.  As enrichment of the dissolved iron is not present 

than iron may either be in the colloidal or particulate phase (> 0.2 µm), these can be associated 

with either biological detrital material (Stumm and Morgan, 1996) and also adsorbed onto 

manganese oxides (Brugmann et al., 1992). 

 

If the case were that there was some soluble iron formed through a LMCT of iron 

(hydr)oxides (Faust and Zepp, 1993; Waite and Morel, 1984) or organically complexed Fe(III) 

(Barbeau, 2006; Barbeau et al., 2003) then the corresponding loss mechanism is rapid in respect 



100 

to the formation.  Surface hydrolysis (Stumm and Morgan, 1996) and the subsequent 

flocculation of charged particles could be said to be occurring faster than the sorption of organic 

hydrophobic material which leads to a neutralisation of the surface charge.  Flocculation leads to 

eventual aggregation and is the mechanism for particulate matter removal from the microlayer.  

What may then be seen in the ULW is a remineralisation of this iron.  The formation of soluble 

inorganic iron hydroxides as with the manganese may show an affinity for the plate but due to 

their rapid adsorption on to detrital material their concentrations are lower in the microlayer than 

in the ULW.  Speculatively, the fate of dissolved iron in the SML is due to rapid oxidation and 

scavenging from the microlayer by either organic detrital material or Mn(III/IV).  The inability 

to compare between iron and manganese agrees with Salomons and Baccini (1986) who suggest 

that within a lake system the manganese and iron cycles are practically independent. 

 

 Three previous sets of work have measured iron in the SML and calculated EFs.  The EF 

have been calculated for: total Fe, EF = 7.3 using a roller to sample an Antarctic ice lead (Grotti 

et al., 2001); particulate Fe (> 0.4 µm filtered), EF = 0.8 range 0.6 – 1.3 in the Costal North Sea 

(Hunter, 1980b); and dissolved Fe (< 0.45 µm filtered), EF = 1.1, using a screen to sample in the 

Baltic Sea (Brugmann et al., 1992).  The range for the measurements from this study, EF 0.1 to 

1.2 (Plate) and EF 0.2 to 1.5 (screen) are of a similar range to both those of Brugmann et al. 

(1992) and Hunter (1980b) though the filtered fraction measured is smaller and generally the 

results suggest that there is depletion (Table 4.05, Wilcoxon test 3). 

 

Arsenic 

 

Arsenic oxy-anions can pass through cell membranes along the same pathway as 

phosphate (Mehlorn, 1986); As(V) is a phosphate analog (Sanders and Windom, 1980).  The 

broad is phosphate limited (Claire Hughes personal communiqué) so there is therefore a rapid 

internal cycling of the phosphorous within the system.  If the phytoplankton are actively seeking 

phosphate there is the potential that there is also an increase in the passive uptake of arsenic and 

subsequent excretion of an organically complexed form (Andreae and Klumpp, 1979).  There is 

therefore the potential for a larger concentration of ‘fresh’ organically bound arsenic.  One of 

the two main sources of organic ligands to a lake system is fresh material derived from 

phytoplankton; this has a turn over rate of up to two weeks.  The other source being refractory 

organic matter to which 70 – 80% of the total dissolved organic molecules belong and is the 

result of enzymatic degradation (Stumm and Morgan, 1996).  Inorganic arsenic can be as either 

arsenate or arsenite; arsenite can occur in lake systems through the reductive dissolution of 

MnO2 and ferric (hydr)oxides by arsenate, this occurs for instance on the surface of Mn(III,IV) 
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oxides (Scott, 1991).  After formation of the inner sphere complex electrons are transferred from 

As(III) to the Mn which result in the release of oxidised As(V) and reduced Mn(II) (Scott, 

1991).  The results indicated that the two elements generally depleted in the microlayer were 

arsenic and iron (Figure 4.12; Wilcoxon test 3, Table 4.05), so therefore any mechanism where 

both are removed could be said to be an important process, one such mechanism in the 

scavenging of arsenic into its matrix during the formation of ferric (hydr)oxides (Burnol and 

Charlet, 2010).  The potential for a proportion of arsenic to be bound to ‘fresh’ organic material 

also had interesting implications for the sampling device as explained in Section 4.06.01.  The 

small range in arsenic EF, plate 0.86 – 1.11 and screen 0.87 – 1.08 are similar to the range 

calculated by Cuong et al. (2008) for a coastal microlayer in Singapore, EF 0.9 – 1.1. 

 

Cobalt and Copper 

 

 Both cobalt and copper are essential trace nutrients (Bowen, 1966).  Organic 

complexation can also occur for both cobalt (Nolan et al., 1992) and copper (Shine and Wallace, 

1996).  During the formation of manganese and iron (oxy)-hydroxides both cobalt and copper 

are known to be incorporated into their matrix (Burnol and Charlet, 2010).  Organically 

complexed copper has been seen to migrate to the microlayer with the presence of SAS (Shine 

and Wallace, 1996).  Whilst in an inorganic form copper within in colloidal and / or particulate 

material will be under the influence of gravitational settling.  Therefore, for these metals, these 

processes, migration with SAS to the microlayer and gravitational settling from, maybe 

occurring at similar rates and is why the microlayer is statistically at unity with the underlying 

waters.  However, what could also be postulated is that an atmospheric source for these metals 

to the microlayer is depositing material at a similar rate to the microlayer as they are lost from it.  

Both Hunter (1980b) and Shine and Wallace (1996) suggest that the primary source of copper to 

the microlayer is from the water column.  Enrichments for cobalt and copper occur for the 

screen sampled microlayer during May and June and for the plate sampled microlayer during 

May (Figure 4.13).  During this period the blue green algae is slowly growing and stabilising 

within the surface waters (1 – 2 m, Figure 4.06) this would suggest that the times of enrichment 

for cobalt and copper are affected by phytoplankton production in the water column and the 

subsequent production of phytoplankton derived SAS (Shine and Wallace, 1996). 

 

With respect to published values of calculated EF for cobalt and copper the results from 

this study are in good agreement, even when considering different fractions (Table 4.09).  

However this study was conducted in freshwater whilst all other published values are derived 

from seawater. 
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Table 4.09.  Comparison of cobalt and copper EF to published values. 

Reference sample local sampler fraction EF 

Cobalt 

Brugmann et al. 
(1992) 

Baltic Sea screen 0.45 µm dissolved 1.2 

Pattenden et al. 
(1981) 

North Sea coastal 
waters 

Bubble 
microtome 

total (normalised to 
sodium) 

1.3 - 76 

This study  plate 0.2 µm dissolved 0.2 – 1.6 

 screen 0.2 µm dissolved 0.3 – 1.2 

Copper 

Cuong et al. (2008) Singapore coastal 
waters 

roller 0.45 µm dissolved 0.9 – 1.2 

Grotti et al. (2001) Antarctic ice lead roller total 1.6 

Brugmann et al. 
(1992) 

Baltic Sea screen 0.45 µm dissolved 1.5 

Hunter (1980b) North Sea coastal 
waters 

screen particulate            
(> 0.45 µm) 

0.6 (0.2 - 1.1) 

This study  plate 0.2 µm dissolved 0.2 – 1.6 

 screen 0.2 µm dissolved 0.7 – 1.2 
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4.07  Conclusions 

 

 The above work has measured concentrations of the dissolved fraction (0.2 µm filtered) 

of aluminium, manganese, iron, cobalt, copper and arsenic in a lacustrine surface microlayer and 

related these to a corresponding underlying water sample collected at a depth of 0.1 m.  The 

concentrations have been used to develop a relationship based on the ratio of the measured 

concentrations, termed an enrichment factor.  These enrichment factors can be dependant on the 

microlayer sampling techniques, which remove different thicknesses of microlayer.  Table 4.10 

shows a summary of the enrichment factor relationships for the six metals / metalloids. 

 

Table 4.10.  Summary of the Wilcoxon test relationships between surface microlayer and 
underlying water for the dissolved trace metals considered. 

depth 60 µm Vs 340 µm 60 µm Vs -10 cm 340 µm Vs -10 cm 

samples plate Vs screen plate Vs ULW screen Vs ULW 

Al Unity Enriched Enriched 

Mn Enriched Enriched Unity 

Fe Depleted Depleted Depleted 

Co Unity Unity Unity 

Cu Unity Unity Unity 

As Enriched Unity Depleted 
 

 

Aluminium is enriched compared to the ULW in microlayer thicknesses of 60 and 330 

µm.  There are two reasons:  UVB induced photochemical cycling (Kopacek et al., 2005) from 

organically complexed aluminium (Yang and van den Berg, 2009) and its subsequent formation 

into hydrolysed inorganic soluble ions (Stumm and Morgan, 1996) occurring in the SML.  Due 

to little correlation with the biology of the water column there is the supposition that the 

aluminium is sourced from fine grained alumina-silicate atmospheric dust.  The neutralisation of 

the surface charge of this atmospherically deposited material through the sorption of SAS can 

lead to an enhancement of its residence time in the SML (Hunter, 1980a). 

 

Manganese is enriched in the shallow microlayer < 60µm in depth.  The dissolved phase 

manganese is probably as a Mn(II) aquo-ion (Davison, 1993).  Theoretically there can be 

increases in the concentration of Mn(II) due to the microlayer itself:  Increased photochemical 

oxidation of organic material subsequently increasing the rate of Mn(III/IV) reduction (Spokes 

and Liss, 1995; Sunda et al., 1983).  There is also the possibility of the reduction on Mn(III/IV) 

by reduced iron and arsenic (Scott, 1991), both depleted in the microlayer increasing the Mn(II) 

concentration.  Though a 0.2 µm filtration can be used to physically separate manganese 
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oxidation states (Stone and Morgan, 1984), it is only 90 % efficient and does not preclude the 

presence of dispersed colloidal Mn(III/IV) material. 

Dissolved iron is depleted at all depths in the microlayer and this depletion increases as 

depth of the microlayer decreases.  There appears a strong causal relationship between dissolved 

iron in the microlayer and the succession of biology in the water column. 

 

Cobalt and copper appear close to unity at all depths in the microlayer and with the 

ULW, when they show enrichment this is related to the growth of slow growing cyanobacteria. 

 

Arsenic is depleted in the microlayer at thicknesses of around 330µm.  The paradox of 

the arsenic being depleted in screen sampled thicknesses of microlayer, yet at unity in a plate 

sampled thicknesses of the microlayer may be due to a bias within the sample collected.  

However, a caveat must be suggested in that the use of small number of data, six samples, did 

not allow quantitative statistical calculation. 

 

 For iron and manganese the depletions / enrichments in plate samples are greater than 

screen samples suggesting that depletion / enrichment increase as depth of the microlayer 

decreases.  Barker and Zeitlin (1972) suggested that EF should increase as the thickness of the 

microlayer decreases, less dilution with ULW, and results for manganese would suggest that this 

occurs.  The results suggest that for dissolved iron this does not occur so as the microlayer 

thickness decreases there is an increase in the mechanism converting the dissolved to the 

particulate fraction. 

 

 The results show that there is variability in the dissolved fraction of trace metals in the 

surface microlayer.  This variability can be due to both processes occurring within the water 

column, and in the microlayer itself.  Those within the microlayer are related to the 

mineralisation of reduced species of metals and their subsequent loss from the microlayer on 

and in particulate material. 
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Chapter Five 

 

 

Water-Particle Interactions in a Photochemically Active System 
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5.00  Introduction 

 

This work is the first of three experimental chapters looking at what can affect changes 

in the production and redox cycling of hydrogen peroxide and iron in model marine surface 

microlayers. This chapter is an initial set of trial experiments comparing the formation of 

photochemically active redox species and the affect particulates have on them.  The reason for 

the addition of particles to a system comes from the work in Chapter 4, comparing the 

concentrations of 0.2 µm filtered metals in a freshwater microlayer.  Those results indicated that 

there is an enrichment of dissolved manganese; this is expected to be as Mn(II) as a 0.2 µm 

filtration should remove greater than 90 % of Mn(IV) from the solution, but a depletion of 

dissolved iron.  These elements, similar in their potential for photochemical reduction were 

controlled by different processes.  Mn(II) was hypothesised to be enriched due to the 

photochemical reduction of MnO2 minerals and a subsequent long half life of the Mn(II) aquo 

ion.  Iron on the other hand, following photochemical reduction was depleted due to its 

hydrolysis and subsequent sorption on to colloidal material.  This material then under went fast 

sedimentation from the microlayer and remineralisation in the underlying water, dissolved iron 

concentrations increased with the thickness of the surface microlayer sampled and on into the 

underlying water.  Though there are differences due to the ionic strengths of freshwater and 

seawater the processes these metals undergo are similar.  This work was at an initial stage of 

research with the findings used to define a more comprehensive suite of experiments (Chapter 

Six).  There were two initial aims of these experiments:  i) Produce a photochemically redox 

active analogous sea-surface microlayer system containing hydrogen peroxide and reduced iron 

and manganese.  ii) Induce further reduction of iron and manganese into the soluble phase 

following the addition of an artificial particulate. 

 

This chapter also introduces the experimental method and categorises the light spectrum 

used during these and subsequent experiments.  The experiments used either a natural seawater 

phytoplankton exudate or humic acid combined into 0.2 µm filtered North Sea seawater to 

represent a surface microlayer.  The systems were irradiated to induce the production of H2O2 

and Fe(II) (and potentially Mn(II)) and then a particulate phase was added.  The organics and 

seawater itself were the sources of superoxide and hence H2O2 and the oxidised iron and 

manganese for the production of Fe(II) and Mn(II).  The experiments were formulated from a 

series of published works (see below) looking at both the production of Fe(II) from extracted 

and concentrated natural marine organic (NMO) and the effect that organic material has on the 

oxidation of Fe(II).  This work uses NMO that has not been chemically extracted, though it was 

size fractionated; instead it was freshly obtained from an iron limited phytoplankton culture.  
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The primary difference within these experiments is the addition of the artificial particulates to a 

photochemically active system induced from the NMO.  These experiments also employed a 

quasi-simultaneous Fe(II) – H2O2 analysis system using a single valve, flow injection analysis 

chemiluminescence (FIA-Cl) system with luminol, see Chapter 3. 

 

The experiments were initially based on irradiation experiments of Miller et al. (1995); 

these were the first seawater incubations (with and without added dissolved organic matter 

(DOM)) measuring and kinetically modelling, Fe(II) and H2O2 production.  Though the 

experiments in this work have a higher temporal resolution (44 s compared to 14 minutes for the 

Fe(II) and 44 s compared to 3-5 minutes for the H2O2).  The work was also influenced by 

Meunier et al. (2005) who modelled Fe(II) and H2O2 in marine and freshwater system 

specifically with added extracted NMO; though they compared different size fractions and used 

a kinetic model with a parallel set of organic equations to explain the reactions of Fe(II).  Stone 

and Morgan (1984) measured the light induced organic reduction of MnOX in two stages – 

consecutive dark and light phases.  None of the previous works included an addition of an 

artificial particulate into their photochemically active seawater systems.  The experiments were 

also developed from iron photo-dissolution experiments which included seawater enhanced with 

organic material and additions of iron prior to commencing the incubation of the media with 

artificial particulates.  These experiments are Kuma et al. (1992), additions of 1 and 5 µM 

Fe(III) in the presence of 50 µM various organic substances; Voelker et al.(1997) who used low 

pH seawater with 40 µM lepidocrocite (γ-FeOOH) and 10 mg L-1 Suwannee River fulvic acid 

(SRFA) and Rose and Waite, (2006), additions from 50 up to 1000 nM Fe(III) in the presence of 

SRFA from 0.1 to 5.0 mg L-1.  Particles used in the previous experiments were of a single type 

and experiments concentrated on measuring the change in concentration of reduced iron; 

whereas the following work used mixed metal particulates and the affect they have on an active 

photochemical system.  The experiments also incorporated the work of Sunda and Huntsman 

(1994) and Spokes and Liss (1995) who showed that there is a photochemical reduction of 

MnOx to Mn(II).  To measure the effects of changes brought about by the perturbations, a FIA-

Cl system was used to measure H2O2 and Fe(II) (Chapter 3) and an ICP-MS (Section 2.04.08) 

was used to measure soluble Mn(II).  The analytes, H2O2 and Fe(II) were measurable quasi-

simultaneously, every 44 s, and Mn(II) measured on a longer temporal scale, c. 6 minutes. 

 

There are two caveats within these experiments.  The first is that the effect particulates 

had on the luminol chemiluminescence was not assessed prior to the experiments.  The second is 

more integral to the measurements.  Organic material (O'Sullivan et al., 1995) and superoxide 

can affect the luminol chemiluminescence signal (the superoxide radical reacts with luminol 
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negative ion forming a luminol negative radical, the first step in the formation of alpha-hydroxy-

hydroperoxide (αhhp) intermediate (Merenyi et al., 1990; Rose and Waite, 2001)), however, the 

affect of the organic material is usually incorporated into the calculation of the blank (ie signal 

attributed to seawater components, see Section 3.02.03) whilst the affect of superoxide is 

usually not expected to be relevant; this is as the production of superoxide within the flow cell  

related to the oxidation of Fe(II) at high pH is ~ 100 times greater than in the sample based on 

sample Fe(II) concentrations between 1 and 1000 nM (Rose and Waite, 2001).  The experiments 

utilise UV radiation and as such there will be changes in the composition of the organic material 

through time due to photo- (Del Vecchio and Blough, 2002) or hydroxyl induced oxidation 

(Goldstone et al., 2002; White et al., 2003).  Also, there will be changes in the production of 

superoxide through the photochemical excitation of DOM and the subsequent oxidation of 

oxygen (Micinski et al., 1993) or Fenton like reactions with iron (Voelker and Sedlak, 1995), 

copper (Gray, 1969; Moffett and Zika, 1983) and manganese (Hansard et al., 2011), therefore a 

component of the blank signal can also change over time.  The experiments themselves 

encompassed three stages; a dark, light and particulate stage.  The dark stage itself allows for a 

control to the light stage (identical media though in the dark).  One set of experiments used the 

base media North Sea seawater only, so changes that are different from this system are due to 

the additions of the organic material. 

 

No explicit work was done on the affects of changes of the organic material to the 

chemiluminescence, for this analytical set up the assumption that the changes to the organic 

material would make negligible difference to the blank and that the production of superoxide 

would also have negligible effect on luminescence, which has been cautioned by Rose and 

Waite (2001), had to be used throughout.  Fe(III) (~ 200 nM), Cu(I), Mn(II) (>117 nM) and 

V(IV) have all been shown to strongly affect the luminol based analysis of both H2O2 and Fe(II) 

(O'Sullivan et al., 1995; Seitz and Hercules, 1972; Ussher et al., 2009; Yuan and Shiller, 1999), 

whilst H2O2 itself can affect the chemiluminescence attributed to Fe(II) (O'Sullivan et al., 1995; 

Yuan and Shiller, 1999).  Catalytic reactions of iron by Cu(II) and MnO2 at the pH of the mixed 

sample and reagent can reduce Fe(II) and remove it from the sequence of reactions that induce 

luminol chemiluminescence.  With an increased concentration of the luminol reagent, 1.5 mM 

(O'Sullivan et al. (1995) recommend >500 µM) the interferences due to Cu(II) and MnO2 are 

not strong and the luminol reagent will favour the  superoxide formed during oxygen Fe(II) 

oxidation, due to the fast kinetics of the reactions (O'Sullivan et al., 1995).  H2O2 will affect the 

Fe(II) analysis though this will only occur at concentrations > 100 nM (Rose and Waite, 2001) 

or > 1000 nM (King et al., 1995).  Conversely Fe(II) has been shown to have only minimal 

affect on the luminol chemiluminescence in the presence of H2O2 (Klopf and Nieman, 1983) 
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with Fe(II) affecting the analysis of H2O2 when the H2O2 concentrations are low ~ 2 nM (Yuan 

and Shiller, 1999). 

 

5.01  Experimental Method 

 

5.01.01  Seawater, Reagents, Organics and Particulates 

 

Seawater was collected from a variety of off shore North Sea locations, this had one 

affect on the experiments in that they all did not have the same base material, however, the 

assessment of the experimental blank would include the differences in these samples.  The 

salinity of the various North Sea waters was around 34.5 (Bristow, 2009).  The seawater on 

collection had been filtered through a Whatman GF/F filter and frozen (Bristow, 2009).  

Following defrosting the water was then filtered through a Whatman 0.2 µm track-etched 

polycarbonate filter.  This water was then stored for up to five months in the dark at 4 °C before 

it was refiltered again through a 0.2 µm filter and again stored in the dark for use within the next 

four weeks. 

 

1.5 mM luminol (Sigma Aldrich, Luminol 98 %) solutions buffered with 0.08 M K2CO3 

(Fisher) and aged for 24 hours at 4 ºC was adjusted to pH 11.2 with 2 M HCl (Fisher).  The 

luminol reagent for H2O2 analysis was spiked to 60 µM with Co(II).  The luminol reagent is 

produced by combing ~ 0.203 g luminol with ~ 8.25 g of K2CO3 into a brown polypropylene 

container and adding 750 mL UPW.  The reagent is sonicated for 5 minutes before placing in 

the fridge.  H2O2 and Fe(II) standards were produced by dilution of their appropriate stocks.  

The primary H2O2 standard was made by adding 2 mL of H2O2 stock (Fisher), 2.63 M, into a 

weighed volume of UPW, nominally 50 mL, giving a concentration of ~100 mM.  The primary 

standard was stored in the dark at 4 °C for up to 6 days.  The ~18 µM Fe(II) (Fe(II) sulphate, 

Fisher) stock was produced by combining the required weight into 30 mL UPW acidified to less 

than pH 2 with double quartz distilled (in house) HNO3.  The primary and working standards 

were produced through a serial dilution of this stock.  The Fe(II) stock was renewed every 

month.  The mixed experimental seawater media and UPW, used for the production of H2O2 

standards, were stored in the dark overnight to allow latent H2O2 to decompose and any Fe(II) to 

oxidise.  The limits of detection (LOD) for all the experiments are, for Fe(II), 0.6 ± (σ) 0.5 nM 

(range 0.004 – 1.9 nM, n = 31) and for H2O2, 8 ± (σ) 8 nM (range 0.01 - 34 nM, n =31). 
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 Three organics were used: an aged (>4 months) culture residue from Thalassiosira 

pseudonana grown in F2 medium in a chemostat; a fresh (2-9 days old) culture residue from 

Fragilariopsis cylindrus grown in low iron, Aquil medium and humic acid at concentrations of 

0.5, 1.0 and 2.0 mg L-1 (Sigma).  The Fragilariopsis exudate was obtained as a 0.7 µm filtrate 

and stored in the dark at 4 °C.  The Thalassiosira exudate was used as either a 0.2 µm filtered 

extract (repeat experiments), or as a 2.0 µm filtered extract (light regime comparison 

experiments Chapter 6).  The humic acid stock was either freshly prepared and directly mixed 

with the seawater, resulting in approximately pH 7.4 or the stock was left for 24 hours before 

combining with the seawater, 24 hours before incubation, resulting in a slight decrease in pH of 

approximately 0.2 units to the seawater.  Within humic acids there are large concentrations of 

carboxylates (Averett et al., 1989), on mixing with water these will deprotonate decreasing the 

pH (Fox and Whitesell, 2004).  If this is left over time the carboxylate ions will achieve 

equilibrium.  Small volume additions to seawater will therefore be neutralised by the buffering 

capacity of the seawater again if sufficient time is allowed.  However, this may not occur if there 

is insufficient time between mixing of the humic acid and subsequently combining this within 

the seawater. 

 

 The particulate additions used in the experiments consisted of either single or combined 

artificial particulates containing Fe(III) ferrihydrite, a mixed state manganese (IIII/IV) oxide 

(MnO1.9) and aluminium hydroxide, Al(OH)3.  The iron and manganese phases are both known 

to be photochemically active (Spokes and Liss, 1995; Sulzberger and Laubscher, 1995; Sunda et 

al., 1983; Waite and Morel, 1984).  The Fe(III) phase was produced according to Wells et al. 

(1991).  Briefly, ferric chloride, (FeCl3.6H2O, Sigma-Aldrich (Puriss ACS) was weighed into a 

container and a quantity of UPW was added giving a final iron concentration of 0.4 mM.  This 

was left for an hour in which time the iron polymerises forming a colloidal ferrihydrite.  This 

ferrihydrite is the starting material for naturally occurring crystalline iron oxyhydroxides 

(Crosby et al., 1983).  Taking aliquots of this and heating them for 5 minutes by means of a 

water bath increases their crystalline structure towards goethite (~ 50 °C) and then hematite 

(~90 °C) (Johnston and Lewis, 1983).  The following experiments used ferrihydrite heated to   

50 °C, goethite, FeO(OH), (FERR50) as the iron particulate phase; this particulate is less 

crystalline than the hematite, Fe2O3 (FERR90) and more labile to photochemical reduction 

(Sulzberger and Laubscher, 1995). 

 

 A 1.4 µM MnO1.9 suspension was prepared according to Sunda et al. (1983) and Spokes 

and Liss (1995) by stoichiometrically combining manganese chloride (MnCl2, Sigma), 

potassium permanganate (KMnO4, Sigma) and potassium hydroxide (KOH, Fisher) in a 3:2:4 
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molar ratio, respectively.  Briefly, the method consists of combining KMnO4 and KOH to the 

required concentration and taking a 20 mL aliquot and adding this by means of a burette to 180 

mL MnCl2 solution whilst vigorously stirring.  The pH of the sample is measured over an hour 

and appropriate small volume additions of KOH and HNO3 are used to maintain a neutral pH 

whilst the system is mixing.  The manganese particulate phase should be stable for up to two 

years (van den Berg and Kramer, 1979).  Recoveries of the manganese particulate were tested 

by reducing five 1 mL aliquots by adding them to 9 mL of 1 M oxalic acid (Fisher) filtering 

them and comparing against these against the stock through analysis by an ICP-MS.  The 

resultant recoveries of the four samples were 115, 91, 95 and 96 %.  Using a 0.2 µm filtrate for 

analysis has the effect of removing greater than 90 % of the Mn(IV) particulate from a solution 

allowing physical separation to identify oxidation state (Stone and Morgan, 1984).   

 

The aluminium hydroxide is stable in the neutral to approximately pH 8 range.  Due to 

its amphoteric nature (Baes and Mesmer, 1976; Williams and Frausto da Silva, 1996), as the pH 

decreases and increases the precipitate will dissolve (Furrer and Stumm, 1986). 

 

5.01.02 pH and Temperature 

 

 pH and temperature were measured on a Jenway 3150 pH and temperature meter.  pH 

was measured on the NBS scale (Covington et al., 1983), as such the measurements can be an 

over estimation of the sample medium due to ionic differences from the reference to the test 

solutions.  This uncertainty can be in the order of, or greater than, 0.01 pH units (Dickson, 

1984).  The Jenway 3150 meter has a resolution of 0.01 units with an accuracy of ± 0.02 units 

therefore the error on the meter will incorporate the minimum expected differences.  With 

respect to inter-comparing pH measurements with published values the differences in the liquid 

junction potential for each pH probe can be different (Dickson, 1993) therefore for very accurate 

pH measurements > ± 0.01 this is inadvisable, though with respect to this work an 

intercomparison is not required. 

 

5.01.03 Experimental Setup 

 

The FIA-Cl system including the photon multiplier tube (PMT) was powered up; whilst 

these were warming, ultra pure water (UPW) was ran through the system as a rinse.  The 

reagents and seawater were removed from the fridge.  The luminol reagents were altered to pH 

11.2 and Co(II) (final concentration 6 µM) was added to the H2O2 reagent.  Seawater and 

reagents were then placed in a covered water bath set to the ambient laboratory temperature.  
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When the reagents were at the ambient air temperature they were removed from the water bath.  

At this point the experimental seawater was decanted into a wash bottle for use with the 

standards and into the quartz glass incubation vessel (following UPW and three seawater rinses).  

The incubation vessel was then placed in a plastic bag and re-immersed in the water bath.  The 

bath was at ambient laboratory temperature plus two or three degrees to compensate for the 

additional temperature within the light box, dependant on the number of bulbs being used for 

that experiment. 

 

The test calibrations were then started; these allowed an understanding of how the 

luminol reagents were working on the day and were used to set the sensitivity of the PMT.  The 

test calibrations also gave an idea of what concentrations were being seen in the experiment to 

allow preparation of a comprehensive set of standards for the calibration directly following the 

experiment.  The calibration of the signal for H2O2 was undertaken in the same way as that for 

Fe(II), Section 3.03.05.  Briefly, the calibration minimises the time between addition and 

analyses of a reactive species such as Fe(II).  Between addition and analyses the transit time is 

the same for both the experiment and the calibration, and the experimental medium is the same 

so therefore any reactions taking place are included within the calibration.  As the flow rate of 

the pump tubes is known then the volume of the standard is also known at the point of addition 

of a small volume (~ 10 µL for Fe(II) work) aliquot of the working standard.  Both the standard 

and sample are mixed by means of a Teflon coated magnetic flea.  There are two unaccounted 

differences in the calibration these are; the surface to volume ratios, and the surface absorption 

of the HDPE standard container compared to the quartz glass reaction vessel.  Concerning the 

surface absorption both containers were rinsed three times with the seawater prior to use, this 

should act to decrease the amount of reaction sites within the system.  

 

 With the initial calibration finished, the light box was moved to the laminar flow hood.  

The bulbs had been switched on for at least 30 minutes prior to moving.  The incubation vessel 

was placed in the light box to which a magnetic flea, pH and temperature probe and the Teflon 

tubing from the FIA system were added.  The system was then stirred; the stirring was to such a 

degree that a small vortex would be present at the surface inhibiting migration of hydrophobic 

material to the surface.  As the volume decreased through the experiment so also did the stirring 

rate.  Figure 5.01 is a diagram of the experimental setup.  Two further Teflon tubes were added, 

these were to enable a sampling for the analysis of manganese and for the introduction of the 

particulate phase.  Sub-sampling was undertaken by using a 15 mL syringe.  Initially two 4 mL 

sample aliquots were extracted, these were used to wash the syringe, rinse the 0.2 µm 

polycarbonate filter and then rinse a 15 mL centrifuge tube.  A further 10 mL of sample was 
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then extracted; this was passed through the filter and collected.  This sample was acidified to 

less than pH 2 with (quartz double distilled) HNO3 to enable storage before analysis of 0.2 µm 

filtered manganese (Mn(II)) by the ICP-MS.  On completion of the experiment, there was a 

second calibration, which was used to produce the measured Fe(II) and H2O2 results.  Finally, 

with the calibration finished the FIA system was set to run for an hour with 0.1 M HCl acting as 

a wash. 

 

 

Figure 5.01.  Experimental set up. 
 

 

5.01.04 Light Spectra 

 

The seawater incubations were undertaken in a quartz glass beaker holding 750 mL of 

the model sea surface microlayer.  This was placed inside a light cabinet containing three 

halogen bulbs; from top to bottom these were; a Philips TLD 18W/840 used as the source of 

photosynthetically active radiation (PAR, 400 – 700 nm), a Glassguard F20W/BL350 used as 

the UVA (315 – 400 nm) source and a Reptisun F20T12/REPT used as the UVB (280 – 315 nm) 

source.  The light flux of the bulbs and their combinations was measured using a Macam 

spectroradiometer, model SR9910, measurements were taken from within the quartz glass 

beaker with the sensor facing towards the primary UVA source.  The PAR and UVB bulbs were 

within 5cm (above and below) of the UVA bulb.  Figure 5.02 shows the breakdown by light 

regime for each bulb or combination.  The percentage contributions have been normalised as a 

spectral irradiance through a correction based on the length of the irradiating regime.  Single 
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bulb sources are not purely within their specified regimes and there are some overlaps.  The 

UVB bulb has only ~ 5% UVB light with the remaining irradiance as ~ 20 % UVA and ~ 75 % 

PAR, the proportion of the UVA light in the bulb is in the far UVA, < 360 nm (Figure 5.03).  

The UVA bulb also contains 1 % UVB and 23 % PAR.  The PAR only bulb contains 0.2 % 

UVB and 1% UVA within its regime.  For the initial work a full spectrum incubation was used 

throughout which involved all bulbs; the spectral irradiance was made up of 3 % UVB (1.4 W 

m-2), 32 % UVA (15.2 W m-2) and 65 % PAR (30.1 W m-2). 

 

 
Figure 5.02.  Percentage spectral irradiance for each irradiating regime 
 

 

The light fluxes were compared to the American Society for Testing and Materials, 

terrestrial reference spectra G173-03 (SSI), which is a composite spectrum for all mainland 

USA over the space of a year (Figure 5.03).  With respect to light in the UVB range (290 – 315 

nm) there is approximately twice that received when the UVB bulb is in use.  The Full spectrum, 

UVA+ PAR and UVA irradiating regimes produce good likeness within the UVA range from 

315 – 350 nm.  From their maximum irradiance in the UVA range at ~ 350 nm the irradiating 

regimes decrease to 400 nm whilst the composite measurement increases towards the cross over 

into the visible light range.  The PAR irradiation for combinations and the pure PAR bulb are 

greatly reduced compared to the measured reference spectra. 

 

As well as the measured reference spectra the irradiating regimes were compared to the 

bench mark calculated values of Zepp and Cline (1977) at 40ºN for spring noon (Figure 5.04).  

The Full light spectra provides ~160 % of UV-R and 0.8 % of PAR when compared to these 

values.  In general the incubating regimes provided less than 1% of natural light in the visible 



range but comparatively greater than 100 % 

irradiating regimes containing the UVA source.

 

 
Figure 5.03.  Light spectrum fluxes from 2
starting wavelength for the UVA and PAR wavelengths.
 

 

Figure 5.04.  Percentage comparison of experiment irradiating regimes (y
(blue) and visible (red) light produced by these regimes to modelled 40ºN spring noon values 
from Zepp and Cline (1977
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greater than 100 % of the naturally occurring UV

irradiating regimes containing the UVA source. 

Figure 5.03.  Light spectrum fluxes from 290 nm to 710 nm.  Vertical dashed lines indicate the 
or the UVA and PAR wavelengths. 

Percentage comparison of experiment irradiating regimes (y
(blue) and visible (red) light produced by these regimes to modelled 40ºN spring noon values 

1977).  

naturally occurring UV-R for those 

 

0 nm.  Vertical dashed lines indicate the 

 

Percentage comparison of experiment irradiating regimes (y-axis) for both UV-R 
(blue) and visible (red) light produced by these regimes to modelled 40ºN spring noon values 



5.01.05 Fe(II) Half Life

 

As the experimental work was carried out in quartz glass an assessment was made of the 

half life of Fe(II) in a pure water (Figure 5.05).  The half life measurement would allow for an 

understanding of Fe(II) loss within the experimental environment, they

UPW buffered to pH 7.4 and 8 using 0.1 M NaHCO

Fe(II) held in 2.5 M quartz distilled HCl.  The aim was to measure the rate of loss of Fe(

which would include sorption to and reduction at the surface of the quartz glass and reduction in 

solution in an oxygenated, particulate free water at the pH of seawater.  Figure 5.05 shows the 

loss of Fe(II) at both pH 7.4 and pH 8, additions were of 

The calculated half lives are 824 s (k = 

(k = -5.02 x 106 M-1 s-1, pH 8), the kinetic rates were calculated as per Millero et al. 

are in good agreement with Millero et al

What is shown, as expected, is that the half

FIA-Cl is capable of measuring Fe(II) oxidation from within the experimental environment.

 

 
Figure 5.05.  Fe(II) oxidation and sorption on to quartz glass
on).  The plot assumes luminol chemiluminescence linearity to 
plumbing was used to enable a continuous mixing of sample and reagent in the flow cell.
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Fe(II) Half Life  

As the experimental work was carried out in quartz glass an assessment was made of the 

half life of Fe(II) in a pure water (Figure 5.05).  The half life measurement would allow for an 

understanding of Fe(II) loss within the experimental environment, they 

UPW buffered to pH 7.4 and 8 using 0.1 M NaHCO3 with small volume additions (< 10 

Fe(II) held in 2.5 M quartz distilled HCl.  The aim was to measure the rate of loss of Fe(

which would include sorption to and reduction at the surface of the quartz glass and reduction in 

solution in an oxygenated, particulate free water at the pH of seawater.  Figure 5.05 shows the 

loss of Fe(II) at both pH 7.4 and pH 8, additions were of 226 and 107 nM Fe(II) respectively.  

The calculated half lives are 824 s (k = -8.4 x 105 M-1 s-1, pH 7.4) and 138 s

, pH 8), the kinetic rates were calculated as per Millero et al. 

are in good agreement with Millero et al. (1987); Fe(II) half-life at 25 °C and pH 8, 2 mins.

What is shown, as expected, is that the half-life of Fe(II) decreases as pH increases and that the 

Cl is capable of measuring Fe(II) oxidation from within the experimental environment.

(II) oxidation and sorption on to quartz glass at pH 7.4 and 8, (Lab
luminol chemiluminescence linearity to Fe(II).  King

plumbing was used to enable a continuous mixing of sample and reagent in the flow cell.

As the experimental work was carried out in quartz glass an assessment was made of the 

half life of Fe(II) in a pure water (Figure 5.05).  The half life measurement would allow for an 

 were conducted using 

with small volume additions (< 10 µL) of 

Fe(II) held in 2.5 M quartz distilled HCl.  The aim was to measure the rate of loss of Fe(II) 

which would include sorption to and reduction at the surface of the quartz glass and reduction in 

solution in an oxygenated, particulate free water at the pH of seawater.  Figure 5.05 shows the 

226 and 107 nM Fe(II) respectively.  

, pH 7.4) and 138 s                               

, pH 8), the kinetic rates were calculated as per Millero et al. (1987) and 

life at 25 °C and pH 8, 2 mins.  

Fe(II) decreases as pH increases and that the 

Cl is capable of measuring Fe(II) oxidation from within the experimental environment. 

 

at pH 7.4 and 8, (Laboratory  lights 
King et al. (1995) 

plumbing was used to enable a continuous mixing of sample and reagent in the flow cell. 
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5.02  Experiments 

 

The addition of the particulate phase was carried out for two reasons:  The first was to 

assess the effect an addition of particulates has on a sea-surface microlayer system containing 

photochemically produced H2O2 and Fe(II).  The second was to measure over a short-term the 

photochemical production (if any) of reduced iron and manganese from the particulate.  Within 

each experiment there are three phases, the first is the dark phase and lasts for 600 s; this phase 

of the experiment is only represented by a single point and corresponds to the mean value for the 

phase or the LOD which ever is higher.  The further two phases are the light phase where there 

is a constant illumination of the sea-surface microlayer analogous medium followed by the third 

phase, termed the particulate phase, where there is an addition of the particulates to the medium 

whilst undergoing continued illumination. 

 

The following experiments are in two sets; the first uses phytoplankton exudate, NMO as 

the initiator source of reactive oxygen species which subsequently act in the redox cycling of 

iron and manganese.  The second set uses humic acid as the initiating source.  Experiments were 

carried out in two repeats.  These may not be identical replicates because:  i) There may be a 

change occurring in the organic material through aging in the NMO experiments;  ii) 

experiments were mixed independently so will not be precisely the same and finally,  iii) the 

addition of the particulate phases were not the same on each occasion. 

 

The experimental design for this and the following set of experiments was not rigidly 

governed with respect to the addition of the particulates but was adaptive based on the results of 

the preceding experiments.  The use of up to three particulates simultaneously was intentional as 

in an environmental context the deposition of a single element particulate would likely be 

judged a rare event.  Concentrations of specific particulates were to be increased / decreased 

dependant on the production of reduced iron or manganese from the particulate phase.  Using 

known photo-reducible particulate phases of iron and manganese was required to show that the 

analytical system and experimental time frame were capable of measuring this photo-reduction 

should it occur.  The inclusion of an aluminium particulate phase was of a purely inquisitive 

nature and follows from the argument that the majority of atmospheric deposition is as 

aluminosilicate minerals (Jickells and Spokes, 2001) and therefore the majority of deposition to 

the sea-surface microlayer would contain aluminium.  The changes in the concentration of the 

NMO was initially planned to cover three incremental increases in the concentration of the 

Fragilariopsis cylindrus NMO but was altered to include a mixed NMO due to limited 

availability of the Fragilariopsis cylindrus NMO.  As with the NMO the concentrations of 
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humic acid used was also set to provide results through which changes could be contrasted 

based on increasing concentrations of humic acids; what was not initially factored in was the 

change in pH caused by the use of freshly prepared humic acid stock. 

 

5.02.01 Set 1, NMO Experiments 

 

Table 5.01 shows the particulate additions to the NMO experiments and provides the 

respective LOD for Fe(II) and H2O2.  The LOD are calculated as 3 x σ of the zero concentration 

standard.  In table 5.01 the Fe(II) LOD range over 2 orders of magnitude, 0.024 – 1.4 nM, with a 

mean of 0.6 nM.  One reason for this was the organic material within the experimental media.  

Organic material can suppress the signal attributed to Fe(II) though this is consistent across all 

Fe(II) concentrations (O'Sullivan et al., 1995; Rose and Waite, 2001) and therefore the 

sensitivity of the PMT needs to be increased with the subsequent affect of increasing base line 

noise and decreasing reproducibility.  Conversely if the PMT sensitivity is too low then the 

reproducibility increases as the base line stability increases though the actual sensitivity towards 

the chemiluminescence signal decreases.  The base medium of 0.2 µm filtered North Sea 

seawater had additions of three NMO organics; these were: 

 4.4 % v/v 0.2 µm filtered Fragilariopsis cylindrus (iron limited culture) 

 8.8 % v/v 0.2 µm filtered Fragilariopsis cylindrus (iron limited culture) 

 8.8 % v/v (combined in equal parts) 0.2 µm filtered Fragilariopsis cylindrus (iron 

limited culture) and 0.2 µm filtered Thalassiosira pseudonana. 

 

Table 5.01.  Particulates and LOD for NMO experiments 
Medium experiment 

reference 
Metal total 

particulate 
LOD 

FERR50 MnO1.9 Al(OH)3 Fe(II) H2O2 
nM nM nM mg L-1 nM nM 

0.2 µm filtered  
North Sea seawater 

sw-1 1000 80 200 49.5 0.27 12.1 
sw-2 100 80 200 18.8 0.34 15 

4.4 % v/v Fragilariopsis 
cylindrus 

Fc4.4-1  100   4.7 1.4 2.9 
Fc4.4-2  100   4.7 0.34 0.4 

8.8 % v/v Fragilariopsis 
cylindrus  

Fc8.8-1  1000 100  27.9 0.68 14.2 
Fc8.8-2 1000 100  27.9 0.024 3.9 

4.4 % v/v Fragilariopsis 
& 4.4 % v/v Thalassiosira  

mxd8.8-1  10000 80  23 0.68 14 
mxd8.8-2  10000 80  23 0.75 0.69 
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During the experiments the pH and temperature were monitored (Figure 5.06).  The pH 

in this set of experiments was generally stable in the light phase ± 0.02 units.  The largest 

changes in pH following addition of the particulates was in the mixed NMO experiments (± 0.04 

units following an addition containing 10000 nM FERR50) and in the seawater only experiment, 

sw-1, (+ 0.04 units following an addition containing Al(OH)3).  The mean starting pH for the 

experiments was 8.31 ± 0.05.  Initial starting temperatures were 28.9 ± 0.4 ºC.  Fragilariopsis 

only experiments show a linear temperature increase of ~ 1.5 ºC and ~ 0.7 ºC for both of the   

4.4 % and 8.8% experiments, respectively.  The seawater only experiments show linear changes 

of + 0.5 ºC and - 0.5 ºC for sw-1 and sw-2 respectively.  Based on the temperatures and using 

the oxygen solubility calculation of Weiss (1970) the initial average oxygen concentration for 

these experiments was 194.2 µM kg-1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



120 

  Temperature, ºC   Temperature, ºC  

F
ig

ur
e 

5.
06

.  
pH

 (
bl

ue
 li

ne
 w

ith
 

+
) 

an
d 

te
m

p
er

at
ur

e 
(r

ed
 li

ne
 w

ith
 

o)
 c

ha
ng

e 
fo

r 
N

M
O

 e
xp

er
im

en
ts

. 
 Z

er
o 

se
co

nd
s 

is
 th

e 
po

in
t o

f i
llu

m
in

at
io

n;
 th

e 
ve

rt
ic

al
 g

re
y 

lin
e 

co
rr

es
p

on
ds

 to
 th

e 
in

je
ct

io
n 

of
 

pa
rt

ic
ul

at
es

 (
T

ab
le

 5
.0

1)
.

 

 

4.
4 

%
 v

/v
 F

ra
g

ila
ri

o
p

si
s 

p
lu

s  
4.

4 
%

 v
/v

 T
h

a
la

ss
io

si
ra 

m
xd

8.
8-

1 

 

m
xd

8.
8-

2 

 

tim
e,

 s
ec

on
ds 

 8.
8 

%
 v

/v
 F

ra
g

ila
ri

o
p

si
s 

cy
lin

d
ru

s 
F

c8
.8

-1
 

 

F
c8

.8
-2

 

 

4.
4 

%
 v

/v
 F

ra
g

ila
ri

o
p

si
s 

cy
lin

d
ru

s 
F

c4
.4

-1
 

 

F
c4

.4
-2

 

 

0.
2 

µ
m

 fi
lte

re
d 

N
or

th
 S

ea
 

se
aw

at
e

r 
sw

-1
 

 

sw
-2

 

 
 pH  pH  

 



121 

5.02.02 NMO Results – Light Phase 

 

The results for Fe(II), H2O2 and Mn(II) in the experiments with NMO are presented in 

Figures 5.07 to 5.09, respectively.  The experiments were expected to have low concentrations 

of reduced iron as both the base medium and Thalassiosira NMO had been aged in the dark (c. 4 

months) and the Fragilariopsis was grown under iron limited conditions. 

 

Fe(II) Light Phase 

 

In the light phase (Figure 5.07), five systems had measurable amounts of Fe(II); two of 

these, Fc4.4-2 and Fc8.8-2 NMO experiments show a steady state in place.  The mixed organic 

experiment, mxd8.8-2, shows an increase of ~ 1nM whereas Fc8.8-1 from the single NMO 

experiments shows a decrease of ~ 1 nM, though this is primarily due to two sudden losses in 

concentration occurring at c. 300 and 900 s into the light phase.  Experiment, mxd8.8-1, has a 

sudden increase of ~ 3 nM occurring at 900 s into the light phase with its subsequent loss to 

beneath the LOD (0.75 nM) over the following c. 170 s.  Within the NMO experiment, Fc8.8-2, 

the signal for both Fe(II) and H2O2 suddenly decreases before the addition of the particulates, 

this was attributed to the PMT and not an artefact of the chemistry due to the magnitude and 

direction of change and its simultaneous occurrence in both analytes.  Except for Fc4.4-1 (Fe(II) 

LOD 1.4 nM) all other experiments had Fe(II) LOD < 0.75 nM (Table 5.01), the second 4.4 % 

NMO experiment, Fc4.4-2, with a LOD of 0.34 nM shows that there are large variations in 

concentration occurring for the Fe(II), which were not seen with the higher LOD.  No significant 

change to the Fe(II) occurred within the light phase of the seawater only experiments.  Though 

sw-1 does show a sudden increase of ~ 1.5 nM at c. 1100 s there are no following points to 

indicate an oxidation of this Fe(II), suggesting that this sudden increase may not be caused by 

Fe(II).  There is an increase in Fe(II) at the beginning of the light phase in sw-2, the change of 

concentration is approximately 0.05 nM indicating that only a small potential reducible iron is 

present in the base medium. 

 

H2O2 Light Phase 

 

The light phases (Figure 5.08) of the seawater only experiments show different forms; 

sw-1 has slowing H2O2 production through three stages, sw-2 has a monotonic increase 

throughout the light phase.  The experiments with added NMO generally show a two-stage 

production in their light phases, with the second production stage slower than the first.  H2O2 

production in the 4.4 % NMO experiments is 4 times higher in Fc4.4-1 than in Fc4.4-2; total 
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H2O2 production (10 nM) in Fc4.4-2 is low relative to all other experiments.  Production in the 

8.8 % NMO experiments are similar, though the length of time in stage 1 increases from F8.8-1 

to Fc8.8-2, approximately 100 nM production over c. 200 and 400 s respectively in stage 1 and 

approximately 25 nM production in stage 2 for both experiments.  In the mixed experiments, the 

first stage, comparing between mxd8.8-1 and mxd8.8-2, net production decreases from 60 to 40 

nM, whilst in their second stages both experiments shows an increase of around 25 nM.  H2O2 

LODs were in the range 0.4 – 15 nM, the seawater only experiments had LODs of 12 and 15 nM 

whilst those with added NMO had lower LOD, this was expected as organic material has been 

shown to suppress luminol chemiluminescence (O'Sullivan et al., 1995).  Within the NMO 

experiments the first experiments always had higher LODs (> x 4) than the second experiment 

(Table 5.01). 

 

Mn(II) Light Phase 

 

Mn(II) light phase results are given in Figure 5.09.  Following ICP-MS analysis through 

the standard addition method there is an uncertainty on the calculation of the concentration due 

to the fit of the calibration, this uncertainty was applied to all measurements.  For all 

experiments the changes were greater than this error except for the NMO experiment Fc4.4-2.  

The 0.2 µm filtered manganese ≈ total soluble Mn(II) (Stone and Morgan, 1984) concentrations 

are relatively stable through the light phase.  The results do not indicate that there is either a 

consistent production or loss of Mn(II) in this phase.  In Fc8.8-1 and mxd8.8-1 there were small 

decreases of 5 nM in the light phase, whilst Fc8.8-2 and mxd8.8-2 had slight increases of 7 and 

6 nM, respectively.  The LOD for manganese analysis from the ICP-MS was 1.3 nM.  For the 

seawater only and    4.4 % NMO experiments, changes were close to or less than the LOD. 
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5.02.03 NMO Results – Particulate Phase 

 

 The particulate phases are introduced in order of increasing concentrations of FERR50, 

100, 1000, 10000 nM and end with the particulate phase which included the aluminium 

component.  This order refers to: 4.4 % v/v Fragilariopsis cylindrus (Fc4.4-1 and Fc4.4-2), 8.8 

% v/v Fragilariopsis cylindrus (Fc8.8-1 and Fc8.8-2), 8.8 % v/v mixed in equal parts 

Fragilariopsis and Thalassiosira (mxd8.8-1 and mxd8.8-2), and the seawater only experiments 

(sw-1 and sw-2).  Concentrations were taken up to 10000 nM to see if the elevated 

concentrations could force the system to show a reduction from the particulate phase to the 

soluble phase of either Fe(II) or Mn(II). 

 

100 nM FERR50  

 

 The 4.4 % v/v Fragilariopsis cylindrus experiments had 100 nM FERR50 added to a 

total of 4.7 mg L-1 particulate phase.  The nano-molar concentration addition is inline with that 

used by Rose and Waite (2006) and Spokes and Liss (1995).  The Fe(II) (Figure 5.07) in Fc4.4-2 

is the only system to show an increase in its Fe(II) concentration following a particulate 

addition.  The reason for this would be a photochemical ligand to metal charge transfer (LMCT) 

between sorbed organic material and the FERR50 particulate phase (Waite and Morel, 1984).  

This indicates that with low H2O2 concentrations (< 10 nM) there are measurable values of 

Fe(II) produced through this photochemical mechanism. 

 

Following particulate injection there is an initial spike in H2O2 in Fc4.4-1.  Both 

experiments, Fc4.4-1 and Fc4.4-2, then show a monotonic increase in H2O2 at similar rates to 

that prior to injection.  The differences in the total production of H2O2, Fc4.4-1 to Fc4.4-2, 

suggests that the production of Fe(II) is dependant on the photochemistry occurring prior to the 

addition.  Mn(II) shows an increasing production of 11 and 15 nM respectively for Fc4.4-1 and 

Fc4.4-2.  The rapid increase in Mn(II) may suggest that there is either an addition of Mn(II) 

include within the FERR50 or that within the particulate phase there are reduced metals.  

Reduced metals, for example Fe(II) when they come into inner sphere contact with oxidised 

manganese undergo an electron transfer to the manganese leading to its reduction (Scott, 1991; 

Villinski et al., 2003) with the subsequent oxidation of the donor metal.  If this is occurring then 

this mechanism is slower than the photochemical reduction of iron under low H2O2 

concentrations indicated by the production of Fe(II) in Fc4.4-2. 
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1000 nM FERR50 

 

 The 8.8 % v/v Fragilariopsis cylindrus had 1000 nM FERR50 and 100 nM MnO1.9 to a 

total particulate concentration of 27.9 mg L-1.  The Fe(III) phase is at the maximum 

concentration used by Rose and Waite (2006) but five times less than that used by Kuma et al. 

(1992).  The manganese concentrations are in line with those of Spokes and Liss (1995) who 

used 140 nM (with 0.7 nM as radio labelled) and Sunda et al. (1983) who used 10-8 M 

concentrations (100 % radio labelled).  In Fc8.8-1 there is no apparent direction in the Fe(II) 

trace due to the large amount of noise in the signal, ± 0.5 nM.  Following injection of 

particulates there is a decrease in the H2O2 concentration prior to it returning to a similar 

production rate prior to injection.  In Fc8.8-2, even with the drop in signal prior to injection, 

following injection there follows a production of H2O2 at a similar rate to that prior to injection.  

Except for the initial loss of H2O2 following addition of the particulates the production rates for 

H2O2 do not change, indicating that over the course of the experiment there is no lasting effect 

on the photochemical production of H2O2. 

 

With 100 nM MnO1.9 added there is an initial increase of 35 and then in total 100 nM 

Mn(II) to the system.  Spokes and Liss (1995) and Sunda et al. (1983) following radio labelled 

isotope work measured photochemical reductions of MnO1.9 to Mn(II) in the region of  ~20% in 

6 hrs, with less than 5 % production occurring in the first hour using natural marine humic acids 

(Sunda et al., 1983).  A 100 % reduction of MnO1.9 in the short analytical period, c. 7 minutes 

therefore seems potentially unlikely.  Mn(II) may be present in the FERR50 addition, from the 

100 nM FERR50 additions this may be ~13 nM Mn(II) per addition of 100 nM FERR50 though 

this is unlikely as the specified concentration of Mn within the FeCl3.6H2O is ≤ 0.1 %.  The 

remaining mechanism for the rapid increase in Mn(II) would be the reductive dissolution of 

MnO1.9 (Scott, 1991; Villinski et al., 2003).  With Mn (II) in solution its oxidation will occur, 

however, its kinetics with oxygen are slow in seawater (Horst and Zabel, 1996; Stone and 

Morgan, 1984).  The extent of this experiment do not allow for a suggestion of oxidation 

occurring. 

 

10000 nM FERR50 

 

 The 8.8 % v/v combined Fragilariopsis and Thalassiosira NMO had an addition of 

10000 nM Fe (III) and 80 nM MnO1.9 to 23 mg L-1.  On injection, both mxd8.8-1 and mxd8.8-2 

show a sudden increase in Fe(II), 1.7 and 1 nM, respectively.  That this increase could be due to 

residual Fe(II) within the FERR50 cannot be ruled out, the specified Fe(II) content of the 
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FeCl3.6H2O is 0.002% which equates to 0.2 nM but the effective change to the concentration of 

Fe(II) in the FERR50 following processing was unmeasured.  In mxd8.8-1 the concentration of 

Fe(II) then falls to below the LOD, 0.68 nM.  In mxd8.8-2 there is a loss of Fe(II) for the 

following c. 800 s, which is set against the gradual production seen in the light phase.  The H2O2 

also shows a sudden increase in production of ~ 12 and 50 nM for mxd8.8-1 and mxd8.8-2, 

respectively.  Following the sudden increase there is a reduction in H2O2 concentration for both 

experiments over the next c. 800 s.  This reduction was also seen in the NMO experiment  

Fc8.8-1, though not to the same extent.  H2O2 and Fe(II) follow similar trends in mxd8.8-2 

suggesting that there is a link between their net losses.  With a decrease in H2O2 to around 25 

nM in both mixed organic experiments there then follows a net production of H2O2 for the 

remainder of the experiment.  With a decrease in H2O2 the remaining primary Fe(II) oxidants 

are oxygen, and superoxide and hydroxide radicals.  One or more of these is therefore is in 

excess and acting to oxidise the Fe(II). 

 

FERR50 with 80 nM MnO1.9 and 200 nM Al(OH)3 

 

 Only one set of experiments had aluminium included in the particulate phase addition, 

these were the 0.2 µm filtered North Sea seawater only systems.  The H2O2 traces react 

singularly to the particulate phase with a sudden decrease in concentration in both experiments, 

sw-1 and sw-2.  The only difference between these experiments and those with NMO was the 

inclusion of the aluminium in the particulate addition.  The two seawater experiments had 

different total concentrations of particulates added, 49.5 and 18.8 mg L-1 for sw-1 and sw-2 

respectively.  Due to the order of magnitude difference in the FERR50 concentrations (sw-1 

1000 nM and sw-2 100 nM) the difference in the results cannot be due purely to the 

concentrations of the particulates.  Al(OH)3 is stable at the experimental pH and not 

photochemically active.  However, there is the possibility, as seen with the manganese 

particulate phase, that there was a change on combining the aluminium to an acidic FERR50 

(pH 5.4), and this resulted in an ionisation of the Al(OH)3 to Al(OH)2
+ (Baes and Mesmer, 1976; 

Williams and Frausto da Silva, 1996).  This will then lend itself to the idea that during the 

hydrolysis of the aluminium, Fe(II) will be scavenged into the aluminium hydroxide matrix 

(Bertsch et al., 1989).  This then removes a production mechanism from within the catalysed 

dismutation of O2
•- and through the formation of the aluminium particulate phase the increased 

surface area will increase the rate of catalytic decomposition of H2O2 leading to the sudden 

decrease in H2O2. 
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5.02.04 Set 2, Humic Acid Experiments 

 

 The following set of results compares between different concentrations of humic acid, 

0.5 and 2.0 mg L-1, combined into 0.2 µm filtered North Sea seawater.  The humic acid 

experiments are not directly comparable as they have a different pH; 2.0 mg L-1 is at ~ pH 7.4 

and 0.5 mg L-1 is at pH 8.1.  The difference in the pH from the 2.0 to the 0.5 mg L-1 humic acid 

experiments was due to the use of a freshly prepared humic acid stock in the 2.0 mg L-1 humic 

acid experiment, and the length of time that the medium was left to equilibrate.  The 0.5 mg L-1 

humic acid experiment was given time (18-24 hrs) to buffer itself following the addition.  A 

freshly prepared stock was used to spike seawater to 2.0 mg L-1, the stock was added 2 hours 

before the experiment, this decreased the pH to 7.4, whereas an aged (24 hours) stock was used 

to spike the seawater in the 0.5 mg L-1 experiments, 18 – 24 hours before the experiment, 

leading to a decrease of approximately 0.2 pH units.  

 

 The experiment sets, 0.5 and 2.0 mg L-1 humic acid also have a difference in the time of 

injection of the particulates.  The point of injection into the experiment increased from 1200 s to 

2220 s (post illumination) for the 2.0 mg L-1 humic acid experiments.  The later point of 

injection was to allow the H2O2 and Fe(II) systems to represent the direction of their net 

production / loss in the light stage or attain a steady-state.  The particulates used for the humic 

acid experiments are given in Table 5.02.  The pH (Figure 5.10) was relatively stable over the 

first c. 1200 s for all experiments, then it increased by ~ 0.15 units for the first two experiments 

in both sets, whilst in the third experiment of the 0.5 mg L-1 set it increased by around 0.5 units.  

The changes in pH are around four times greater than in the NMO experiments and all show an 

increase in the pH suggesting that the photolysis of the humic acid over the course of the 

experiments may act to increase the pH.  Temperature changes (Figure 5.10) during the light 

stage for the experiments were in the range ± 0.3 °C except for the first 2.0 mg L-1 humic acid 

experiment, which had a change of - 0.6 °C.  Over the particulate phase, temperatures increased 

by 0.5 ºC for the first and third experiments in the 0.5 mg L-1 set whilst the other experiments 

were relatively stable.  The average starting temperature for these experiments was 28 ± 0.7 °C, 

(n = 5) giving an approximate initial oxygen concentration of 197 µM kg-1. 
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 LODs (Table 5.02) for the 0.5 mg L-1 humic acid experiments are around 0.09 and 10 

nM for Fe(II) and H2O2, respectively.  For the lower pH, higher concentration humic acid 

experiments the LODs is ~ 0.28 nM for the Fe(II) whilst for the H2O2 there is a large difference 

between the two experiments.  The first 2.0 mg L-1 humic acid experiment has a high LOD as 

the PMT sensitivity was increased to compensate for the suppression of signal caused by the 

increased concentration of organics. 

 

Table 5.02.  Particulates and LOD for humic acid experiments. 
0.2 µm filtered North 
Sea seawater plus … 

experiment 
reference 

metal total 
particulate 

LOD 
FERR50 MnO1.9 Fe(II) H2O2 

nM nM mg L-1 nM nM 
0.5 mg L-1 Humic acid HA0.5-1  90 5.2 0.12 10 
 HA0.5-2 100  6.6 0.05 11 
 HA0.5-3 400 300 22.4 0.11 10 
2.0 mg L-1 Humic acid HA2.0-1 500 300 24.8 0.3 34 
 HA2.0-2 100 300 12 0.26 1.5 
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Figure 5.10.  pH (blue line with +) and temperature (red line with o) change for humic acid 
experiments.  Zero seconds corresponds to point of illumination; the vertical grey line 
corresponds to the injection of particulates (Table 5.02).  
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5.02.05 Humic Acid Results – Light Phase 

 

Fe(II) Light Phase 

 

Both humic acid systems showed a production of Fe(II) during the light phase, Figure 

5.11.  That there is Fe(II) production is consistent with the presence of high concentrations of 

photosensitive carboxylate/iron complexes found in humic substances (Averett et al., 1989), 

with these able to directly reduce Fe(OH)2
+ to Fe(II) (Skogerboe and Wilson, 1981).  The Fe(II) 

traces have three stages, an initial stage showing a rapid production, ~ 1 nM for all 0.5 mg L-1 

experiments over the first 300 s.  For the 2.0 mg L-1 system the initial production of Fe(II) is 

also over c. 300 s and the concentration increases are approximately 4 and 2 nM for the first and 

second experiments.  The second stage is a quasi steady-state Fe(II) concentration; this is longer 

in the first experiment than in the second and third 0.5 mg L-1 experiments.  The ending of the 

second stage in the 2.0 mg L-1 experiments is indicated by a sudden loss of Fe(II) before the 

system enters a continuous, linear loss of Fe(II). 

 

H2O2 Light Phase 

 

As with the previous set of experiments containing NMO (Figure 5.08) the H2O2 traces 

in the humic acid experiments (Figure 5.12) show a two stage production.  There is an initial 

rapid net production (first 300 – 400 s) which then tends to a slower net production.  In the 

longer light phase of the 2.0 mg L-1 experiments both experiments show a loss in the 

concentration of H2O2 c. 1200 – 1800 s after illumination, this is more pronounced in the second 

experiment.  The loss in H2O2 is seen for the first time, due to the point of particulate injection 

to this experiments occurring c. 1000 s later.  A net loss for H2O2 indicates that the H2O2 sinks 

have increased or that the production mechanisms have decreased, or a combination of both. 

 

Changes in concentration over time and concentrations achieved for H2O2 in the light 

phases of each set of NMO repeat experiments showed there were differences and these were 

probably due to the aging of the NMO.  The light phase in the humic acid experiments show a 

repeatability in their H2O2 and Fe(II) traces.  With respect to the H2O2, the 0.5 mg L-1 humic 

acid, pH 8.1 experiments, over the first c. 400 s after illumination, all experiments have an 

increase in concentration of 92 ± 7 nM and then until the point of addition of the particulate 

phase a total increase in concentration of 118 ± 1 nM.  The 2.0 mg L-1 humic acid, pH 7.4 

experiments, over the first 400 s has an increase in concentration of 121 ± 5 nM and up until the 

point of a net loss in production (transition point) an increase of 155 ± 5 nM H2O2.  Lengthening 
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the time between illumination and injection of the particulates has allowed the 2.0 mg L-1 humic 

acid experiment to show a definite trend with respect to the changes in concentration of H2O2 

and Fe(II).  For the 2.0 mg L-1 experiments this is a loss of H2O2 within the system, however this 

case may not be true for either the NMO experiments or the 0.5 mg L-1 humic acid experiments.  

That these systems have yet to attain either a steady state or show that the system can tend 

towards a constant production / loss may have an unknown affect on the addition of the 

particulates as the underlying photochemical system is still in flux.  Secondly, if the light phase 

of the experiment has not achieved a steady state (whether this is as a constant H2O2 production 

and steady-state Fe(II)) then potential model calculations of the system would be inherently 

flawed. 

 

Mn(II) Light Phase 

 

 Mn(II) concentrations are stable throughout the light phase for all the humic acid 

experiments, with changes of generally ± 2 nM, Figure 5.13.  The one exception is the second 

experiment in the 0.5 mg L-1 set; this has an increase of 7 nM in the first 5 minutes followed by 

a loss of 11 nM during the remaining light phase. 
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Figure 5.11.  Fe(II) traces from humic acid experiments.  Zero seconds corresponds to point of 
illumination; the vertical grey line corresponds to the injection of particulates (Table 5.02).  Red 
points are data within the calibration range whereas blue points are those outside of the 
calibration range (<LOD or >concentration highest standard).  All values have a calculated 
error; this is represented as a light grey envelope around the data. 
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Figure 5.12.  H2O2 traces from the Humic Acid experiments.  Zero seconds corresponds to point 
of illumination; the vertical grey line corresponds to the injection of particulates (Table 5.02).  
All values have a calculated error; this is represented as a light grey envelope around the data. 
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Figure 5.13.  Mn(II) traces from humic acid experiments.  Zero seconds corresponds to point of 
illumination; the vertical grey line corresponds to the injection of particulates (Table 5.01).  All 
values have a calculated error; this is represented as a light grey envelope around the data. 
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5.02.06 Humic Acid Results – Particulate Phase  

 

 An initial aim of these experiments was to see, that on addition of an artificial particulate 

to an analogous photo-chemically active sea-surface microlayer a reduced soluble phase would 

be produced.  From the experiments containing NMO it was noted that changes seen in the 

Fe(II) and H2O2 could also be due to changes in the organic material as it ages when in storage.  

Humic acid was then used for further experiments as the potential for this to alter during storage 

was lower and would provide a material that would allow for better reproducibility.  Each of the 

five humic acid experiments also had a different particulate phase added (Table 5.02).  In the 

NMO experiment, Fc4.4-2, there was iron photochemical reduction from the 100 nM addition of 

FERR50, therefore further FERR50 additions were kept with the range of 100 – 500 nM.  

Aluminium was not included in the particulate phase due to the effects seen on the H2O2 

(seawater only experiments Figure 5.08) and its potential for removing Fe(II) from the 

experiment (Bertsch et al., 1989). 

 

0.5 mg L-1 Humic Acids with 90 nM MnO1.9 

 

 On addition of particulates containing MnO1.9, the NMO experiments had shown 

increases in the Mn (II) concentration (Figure 5.09) equal to and above the concentration of the 

manganese addition.  Only HA0.5-1 (Figure 5.13), had an addition of purely MnO1.9, this was to 

a concentration of 90 nM and a particulate concentration of 6.2 mg L-1.  The Mn (II) increased 

from the light phase concentration of 20 nM up to 100 nM Mn (II) post injection.  Over the  

1800 s of the particulate phase the Mn (II) concentration decreased by 50 nM, indicating 

oxidation of Mn (II).  H2O2 (Figure 5.12) and Fe(II) (Figure 5.11) systems show a general net 

decrease in production, however, the Fe(II) is not a continuous loss from the system.  The Fe(II) 

shows a sudden increase followed by a rapid loss which leads first into a single production and 

loss cycle before the concentration of Fe(II) falls beneath the LOD, 0.12 nM.  This suggests that 

the addition of only MnO1.9 causes an uncoupling of the photochemical cycling of Fe(II) and 

H2O2 and this is linked to first the reduction of the MnO1.9 particulate phase and than its re-

oxidation. 

 

0.5 mg L-1 Humic Acids with 100 nM Fe (III) 

 

 The second 0.5 mg L-1 humic acid experiment had an addition of 100 nM Fe (III), total 

particulate concentration 5.2 mg L-1.  Directly after injection both the Fe(II) (Figure 5.11) and 

H2O2 (Figure 5.12) traces show a small increase in their net production above their respective 
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directions.  From the NMO experiments Fc 4.4-1 (Figure 5.07) also with the same concentration 

of FERR50 added, had a small measurable increase in H2O2 though no change was measured in 

the Fe(II) for this experiment.  Within the HA0.5-2 experiment at c. 2800 s there is a net 

increase in H2O2 production.  At the same time, the Fe(II) appears to enter a steady-state.  For 

excess H2O2 to be produced there is a requirement for the rate of O2
•- dismutation to increase 

suggesting the experiment has reverted back to catalysed O2
•- dismutation, or that a loss 

mechanism decreases, for example the removal of Fe(II) or other reduced metals by competing 

reactions.  The Mn(II) post injection of particulates increases by 4 nM.  For the 4.4 % NMO 

experiments with the same concentration of Fe(III) there was an increase in Mn(II) of 

approximately 13 nM.  The concentrations of Fe(II) prior to injection of the FERR50 to 100 nM 

is approximately 0.8 nM in HA0.5-2 (Figure 5.11) and in the 4.4% NMO experiments (Figure 

5.07) the Fe(II) is approximately 1 nM.  The differences in H2O2 concentration are however 

larger, ~ 120 nM in the 0.5 mg L-1 experiment compared to ~ 50 nM or less in the 4.4 % NMO 

experiments, the factor of two difference in the concentrations of H2O2 may then be the cause of 

the different increases in concentration of Mn(II) – the higher the H2O2 concentration prior to 

injection of the FERR50 the lower the production of Mn(II) from within the experimental 

medium. 

 

0.5 mg L-1 Humic Acids with 300 nM MnO1.9 and 400 nM Fe(III) 

 

 The third 0.5 mg L-1 humic acid, HA0.5-3, experiment had a combined addition of 300 

nM MnO1.9 and 400 nM FERR50 to a total concentration of 6.6 mg L-1.  Fe(II) is initially 

unchanged from the light phase before a sudden increase in concentration of ~ 1 nM, this is 

followed by, decreasing in concentration, production and loss cycles, before the Fe(II) 

concentration falls below the LOD, 0.11 nM.  There is a net loss in the H2O2 for c. 300 s.  

Following this loss, the system then transitions into a net production.  The changes in the H2O2 

system may be attributed to both the manganese and FERR50.  As HA0.5-1 indicated, the 

manganese particulate phase can produce a net loss in H2O2 and as HA0.5-2 indicated after       

c. 800 s there is a net production increase with FERR50.  The net production increase would 

indicate the production mechanism, increased catalytic superoxide dismutation, for H2O2 is 

slower then the loss through reductive dissolution of the MnOx and is more important over 

longer time scales. 

 

 

 

 



139 

2.0 mg L-1 Humic Acids with 500 nM Fe(III) and 300 nM MnO1.9 

 

For the first 2.0 mg L-1 humic acid experiment on addition of the particulate phase there 

is a drop in Fe(II) of ~ 1 nM within 88 s.  All further measurements were beneath the LOD, 0.3 

nM.  The H2O2 shows a near linear decrease in concentration.  Mn(II) concentrations increase 

from 16 to 151 nM, approximately 50% of the addition of MnOx; some of this increase,~ 37 nM 

is then oxidised in the following 5 minutes. 

 

2.0 mg L-1 Humic Acids with 100 nM Fe(III) and 300 nM MnO1.9 

 

 The second 2.0 mg L-1 humic acid experiment has Fe(II) concentrations just prior to 

addition very close to the LOD, 0.26 nM.  Following addition all subsequent changes to the 

Fe(II) are beneath the LOD.  As with the first 2.0 mg L-1 experiment there is a net loss in H2O2 

at an apparent greater rate than in the light phase, though this is less than the first experiment 

indicating it is the concentration of Fe(III) as well as the presence of MnOx which affects the 

rate of H2O2 loss.  With the shortened particulate phase the experiments were unable to show 

whether there would be an increase in Fe(II) production after c. 800 s as seen in the 0.5 mg L-1 

experiments. 

 

5.03  Discussion 

 

5.03.01 Light Phase  

 

Fe(II) 

 

The three primary mechanisms for the production of Fe(II) in sunlight waters are: the 

reduction of Fe(III) by superoxide (Emmenegger et al., 2001; Goldstone and Voelker, 2000; 

Voelker and Sedlak, 1995) and H2O2 (Barb et al., 1951; Weiss, 1935) and a photochemical 

LMCT.  The initial rapid increase in Fe(II) in the humic acid experiments (Figure 5.13) may be 

due to the photochemical LMCT at the surface of iron (hydr)oxides (Faust and Hoigne, 1989; 

Faust and Zepp, 1993; Waite and Morel, 1984) or from organically complexed Fe(III) (Barbeau, 

2006; Barbeau et al., 2001).  Natural marine organic material is important as it determines the 

overall rate of Fe(II) oxidation (Craig et al., 2008).  Organic complexes of iron retain their 

solubility and prevent hydrolysis (Rose and Waite, 2003a).  For Fe(II), its rate of complexation 

with natural organic material is slower than that for Fe(III) organic complexation and the 
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complexes are less thermodynamically stable (Rose and Waite, 2003a).  The initial stage of 

rapid Fe(II) production is not seen in the NMO experiments (Figure 5.07) except for a slight 

increase in mxd8.8-2.  Either, the NMO does not possess the organic complex that can rapidly 

photochemically reduce iron (III) for the initial stage or that the comparative concentrations to 

the humic acid are low.  The assumption that they do not possess this rapid organic-Fe(III) 

complex may be valid as the NMO are from iron limited or aged (> 4 months) culture residues.  

This complex may then either be in very low concentrations with respect to the total available 

iron concentrations of the NMO or available iron is in a semi-refractory state and will not form 

these organic-complexes when mixed with the organic.  If the iron is as an aged hydroxide then 

the photo-reductive dissolution is on time scales of one hour or more (Wells and Mayer, 1991) 

so may not play a major role in initial changes seen.  Within the initial stage there is a large 

production of O2
•- as evidenced by the formation of H2O2 in both the NMO (Figure 5.08) and 

humic acid (Figure 5.12) experiments.  Superoxide oxidation of Fe(II) is four to five orders of 

magnitude faster than that by O2 (Fujii et al., 2010) with the presence of humic substances 

decreasing Fe(II) oxidation by O2 (Miles and Brezonik, 1981).  Usually the low O2
•- 

concentrations in the marine environment, pico-molar steady state concentrations (Goldstone 

and Voelker, 2000; Heller and Croot, 2010b), would not mean that superoxide is a primary 

oxidant, of Fe(II); however, the inferred rapid production of H2O2 may indicate high 

concentrations of superoxide in the initial phases. 

 

The loss of Fe(II) following initial production in the humic acid experiments (Figure 

5.11) implies that either the oxidation of Fe(II) is occurring at a greater rate or that the LMCT 

has decreased compared to the NMO experiments (Figure 5.07).  In the NMO experiments the 

systems with measurements above the LOD suggest a steady-state is in place.  For a steady-state 

Fe(II) concentration to occur then the rate of reduction of organically and inorganically 

complexed Fe(III) must be the same as the oxidation of Fe(II) and its complexes and organic 

stabilisation of Fe(II).  Phytoplankton NMO have been shown to increase the half life of Fe(II) 

in seawater (Kuma et al., 1995; Rijkenberg et al., 2008; Steigenberger et al., 2010).  Within the 

NMO experiments (Figure 5.07) for a steady state either the organically complexed Fe(II) is 

photochemically stable or there is a rapid cycling between the organically complexed Fe(III) to 

Fe(II) and back again.  Organic Fe(III) complexes, such as those with carboxylate ligands, are 

more photochemically labile than aquo complexes (Rush et al., 1990; Sedlak and Hoigne, 1993) 

leading to an increased cycling of Fe(II) and this apparent steady-state.  The form of the Fe(II) 

traces in the humic acid experiments (Figure 5.11) and the changes in concentrations over the 

three stages, especially those of the 0.5 mg L-1 experiments, show how using a known organic 

material, that is not liable to change through aging in storage such as the NMO, can produce 
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better reproducibility within the light phase of the experiments.  The loss of Fe(II) can also be 

increased through its oxidation by Cu(II) (Moffett and Zika, 1983). 

 

H2O2 

 

H2O2 is primarily formed following the dismutation of photochemically produced O2
•- 

(King et al., 1995; Micinski et al., 1993; Petasne and Zika, 1987; Voelker et al., 1997; Voelker 

and Sedlak, 1995).  The formation is usually catalysed by organic material and dissolved metal 

ions, but will continue uncatalysed when the superoxide concentration is in excess of these 

(O'Sullivan et al., 2005), though this is slow above pH 8 (Zafiriou, 1990).  The initial light phase 

H2O2 production can therefore be attributed to the catalysed O2
•- dismutation.  The initial phase 

of the humic acid experiments with a high photo-production of reduced iron and presumably 

other metals such as copper (Witt et al., 2007) can act to enhance the production of O2
•- with the 

effect of potentially forming a direct replacement for any H2O2 lost through its oxidation of 

reduced metals.  The HO• radical produced from the oxidation of Fe(II) and other reduced 

metals by H2O2 will be scavenged by organic material.  This organic intermediate formed from 

this reaction can reduce O2 to O2
•– with its subsequent reaction with Fe(II) producing H2O2 

(Voelker and Sulzberger, 1996).  However OH• can also oxidise Fe(II) (Barb et al., 1951) and 

there is also the possibility that with an organic reducing agent present Fe(II) may be 

regenerated from Fe(III) (Voelker and Sulzberger, 1996).  The combination of catalysed 

superoxide formation and the organic intermediate oxidation of O2 can lead to the rapid initial 

phase increase in H2O2 if sufficient reduced metals are present through a photo-chemical LMCT 

of organically complexed Fe(III) (Barbeau, 2006; Barbeau et al., 2001). 

 

The second stage with a slower increase in H2O2 would suggest that the catalyst 

concentrations have decreased and increases in H2O2 concentration are due primarily to the 

uncatalysed dismutation of O2
•-.  The extended light phase in the 2.0 mg L-1 experiments (Figure 

5.12) show that there is an eventual loss of H2O2 at ~ pH 7.4.  H2O2 has a long half life, at its 

lowest it will be 5 hrs or more in productive tropical seawater (Moore et al., 1993) though rates 

of photodecomposition increase in irradiation experiments compared to the natural environment 

(Petasne and Zika, 1987).  H2O2 photodecomposition in natural seawater runs at ~5 % of the 

production rate, however, it is dependant on the rate of photoreductants produced with the 

primary mechanism being the oxidation of Fe(II) by H2O2 (Moffett and Zafiriou, 1993).  To 

decrease the concentration of H2O2 would require a sink.  H2O2 at elevated concentrations (> 

100 nM (Gonzalez-Davila et al., 2006; Moffett and Zika, 1983)) and temperature (~> 25 ºC) 

outcompetes oxygen for Fe(II) and Cu(I) (Croot and Laan, 2002; Millero and Sotolongo, 1989; 
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Moffett and Zika, 1987; Voelker and Sulzberger, 1996).  It is the pH 7.4 / 2.0 mg L-1 humic acid 

system which show a definite loss of H2O2 from the system (Figure 5.12).  These experiments 

have higher concentrations of Fe(II), 2 to 4 times, compared to the pH 8.1, 0.5 mg L-1 humic 

acid experiments (Figure 5.11) and therefore the circumstances of the increased concentrations 

of Fe(II) combined with the lower pH indicates that the H2O2 is outcompeting O2 for the 

oxidation of Fe(II) and this is known to occur in organic free seawater at < pH 7.5 (Gonzalez-

Davila et al., 2006). 

 

Mn(II) 

 

Changes in the light phase concentrations of Mn(II) in either the NMO (Figure 5.09) or 

humic acid (Figure 5.13) experiments were inconclusive in proving (under experimental 

constraints) the photochemical production of Mn(II) from within the media.  This was not 

unexpected as previous works (Spokes and Liss, 1995; Sunda et al., 1983) required an addition 

of artificial MnO1.9 particulates that have photochemical reduction rates 5-6 times faster than 

MnOx produced through bacterial oxidation of manganese (Sunda and Huntsman, 1994) to show 

measurable changes, whilst using radioactive tracers, in Mn(II). 

 

5.03.02 Particulate Phase 

 

Fe(III) Additions Only 

 

Three experiments had single additions, to 100 nM, of iron in the form of FERR50, these 

were; Fc4.4-1 and Fc4.4-2 (Figures 5.07 – 5.09) and HA0.5-2 (Figures 5.11 -5.13).  From these 

3 experiments the Fe(II) (Figure 5.07) in Fc4.4-2 is the only system to show a continuous 

increase of Fe(II) following a particulate addition.  This experiment is also unique in that the 

measured concentration of H2O2 was low, < 10 nM (LOD 0.4 nM) prior to and post addition.  

What may have contributed to low photochemical production of H2O2 (Figure 5.08) (Fe(II) was 

in a steady state) was the aging of the fresh organic material (4 days) combined with the low 

concentration addition (4.4 % v/v).  The increase in Fe(II) following addition could be through 

either photo-reduction of the particulate phase (Waite and Morel, 1984; Wells and Mayer, 1991) 

or by an organic LMCT on surface complexed Fe(III) (Barbeau, 2006; Barbeau et al., 2001).  

For a steady state these reduction mechanisms are occurring at a similar rate to the Fe(II) 

oxidation by O2.  The low concentrations of H2O2, ~ 10 nM, in the system ruling this out as the 

primary oxidant (Gonzalez-Davila et al.(2006) suggest H2O2 concentrations > 125 nM, in 

organic free seawater, are when it will outcompete O2 for Fe(II) at ~ pH 8.2) of Fe(II) at the 
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experimental temperature (28.4 ºC).  The changes in the Mn(II) seen for additions of 100 nM 

FERR50 suggest that the redox chemistry relating to manganese is not straight forward.  The 

specified concentration of manganese is ≤ 0.1 % of the FERR50 and with initial Mn(II) 

increases in the particulate phase of + 4 nM, HA0.5-2 (Figure 5.13) or ~13 nM, Fc4.4-1 and 

Fc4.4-2 NMO experiments (Figure 5.09), which are greater than the concentration of 

manganese, the remaining source of manganese is the base seawater itself.  The H2O2 

concentrations prior to injection of the particulates are different for the three experiments.  In 

Fc4.4-1 and Fc4.4-2 NMO experiments (Figure 5.08) the final concentrations in the light phase 

are 50 and 5 nM, respectively, whilst in HA0.5-2 the final light phase concentration of H2O2 is ~ 

110 nM.  The production of reduced manganese is therefore apparently independent of the H2O2 

concentration with respect to the NMO experiments.  On addition of the particulates there is 

some form of perturbation in the experiments and this leads to a reduction mechanism for 

manganese which was not present within the light phase.  One proposed mechanism would be 

the photo-reduction of Fe(III) at the surface of the FERR50 (Sulzberger and Laubscher, 1995),  

the Fe(II) is re-oxidised or organically complexed still at the surface of the FERR50, re-

oxidation occurs faster at the surface then when Fe(II) is in solution (Hem, 1977; Sulzberger and 

Laubscher, 1995).  Even with faster surface re-oxidation rates of Fe(II), there are still elevated 

levels of Fe(II); when these reduced ions come into inner-sphere contact with MnOx it than 

undergoes a reductive dissolution (Hem, 1978; Scott, 1991) increasing the concentration of 

Mn(II).  That the NMO experiments reduce more manganese than the 0.5 mg L-1 humic acid 

experiment may be due to a greater formation of Fe(II) organic complexes.  That the 

experiments do not show an increase in Fe(II) unless there are low concentrations of H2O2 

would indicate that this photo-reduction of surface Fe(III) and reductive dissolution of MnOx is 

occurring rapidly (greater than a 44 s analytical cycle) in the presence of higher concentrations 

of H2O2. 

 

Combined Additions 

 

The addition of the10000 nM FERR50 particulate phase to the combined NMO 

experiments, mxd8.8-1 and mxd8.8-2, had the affect of decoupling the cycling of Fe(II) (Figure 

5.07) and H2O2 (Figure 5.08).  Following an initial increase (over c. 80 s) in both Fe(II) and 

H2O2 – photochemical LMCT at the surface of iron (hydr)oxides (Faust and Hoigne, 1989; 

Faust and Zepp, 1993; Waite and Morel, 1984) or from organically complexed Fe(III) (Barbeau, 

2006; Barbeau et al., 2001) increasing Fe(II); whilst the continued photo-excitation of organic 

chromophores subsequently reduces O2 to O2
•- (Petasne and Zika, 1987) with its catalysed 

dismutation, in the presence of excess Fe(II), forming H2O2 (O'Sullivan et al., 2005).  For a loss 
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of analytes within the system which was actively showing H2O2 production and Fe(II) in a 

steady state during the light phase means that the loss factors become dominant on addition of 

the particulates.  The proposed now dominant mechanism within the experiments which is 

acting to decrease H2O2 is the reverse Fenton reaction (Barb et al., 1951) (Equation 5.01) with 

Fe(II) being favoured as the reductant over other reduced metals (Moffett and Zika, 1987). 

( ) ( ) −++→+ OHOHIIIFeOHIIFe 22    Eqn. 5.01  

 

The concentrations of H2O2 attained prior to injection of the10000 nM FERR50 into the 

combined NMO experiments (Figure 5.08), mxd8.8-1 and mxd8.8-2 are ~ 100 and 70 nM, 

respectively.  These H2O2 concentrations are similar to the average seawater concentration, 100 

nM (Moffett and Zika, 1983) or experimentally calculated concentration, 125 nM (Gonzalez-

Davila et al., 2006) limit on when H2O2 becomes the primary oxidant of Fe(II) in warm waters 

(Millero and Sotolongo, 1989; Moffett and Zika, 1987).  These results suggest that with the 

NMO the H2O2 concentration need only be above 25 nM for it to react with the Fe(OH)+ ion 

(Millero and Sotolongo, 1989) or with the NMO Fe(II) ligand.  With the reverse Fenton reaction 

as the dominant H2O2 reaction decreasing the Fe(II) and assuming there is no change in the 

photochemical reduction of iron and organic material, forming O2
•-, then the products of the 

photochemical reactions are being utilised elsewhere.  The half-life of H2O2, has also be shown 

to increase on the filtration of a sample indicating the presence of particulate material can act to 

shorten its half life (Moore et al., 1993; Petasne and Zika, 1987). 

 

With a decrease in H2O2 to around 25 nM (Figure 5.08) in mxd8.8-1 and mxd8.8-2, the 

remaining primary Fe(II) oxidants are oxygen, and the superoxide and hydroxide radicals.  One 

or more of these is therefore in excess and acting to oxidise the Fe(II) (Figure 5.07).  For 

measurable photoreductive dissolution of Fe(III) from the particulate phase to occur the Fe(II) 

formed must detach from the interface, if this does not occur the rate of Fe(II) oxidation by O2 

(and potentially also H2O2) at the interface is faster than in solution (Hem, 1977; Hem, 1978; 

Sulzberger and Laubscher, 1995).  Assuming there is no reductive dissolution due to the 

addition of MnO1.9; changes in the 8.8 % NMO experiments with only 1000 nM FERR50 did 

not show a similar loss of Fe(II) (Figure 5.07) with the same concentration addition of MnO1.9 

(except a small decrease in H2O2 in Fc8.8-2), then it is the addition of 10000 nM FERR50 which 

causes the loss in both analytes.  For Fe(II) this could be due to the increased surface area 

increasing the potential for surface sorption of Fe(II) and its hydrolysis to Fe(III).  The addition 

of 1000 nM FERR50 (8.8 % NMO experiments) was inconclusive in respect to a change from a 

steady state in the Fe(II) (Figure 5.08).  The addition of FERR50 may then be said to have an 

affect on the type of Fe(II) complex present.  If it is an organic complex that retards the 
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oxidation of Fe(II) by O2 and H2O2, producing a quasi steady-state Fe(II) (Miller et al., 2009) 

than the stability of this complex may be decreased with the addition of the particulate phase, 

i.e. forming a competition between organic complexation and surface hydrolysis of Fe(II) as 

proposed by Jickells and Spokes (2001).  Ruling out changes in H2O2 concentration during the 

10000 nM FERR50 (Figure 5.08) due to the MnO1.9 does not suggest that there is a reaction 

occurring between the addition of MnO1.9 and H2O2.  The increase in Mn(II), ~ 90 nM, (Figure 

5.09) on injection of particulates may be through both organically mediated reductive 

dissolution (Stone and Morgan, 1984), and Fe(II) reduction of manganese oxides (Equation 

5.02) (Grassian, 2005; Hem, 1978).  With MnO1.9 present in the experiment this will also 

catalytic increase the rate of H2O2 decomposition (Kohler et al., 1975). 

 

H2O2 in the 10000 nM FERR50, combined NMO experiment (Figure 5.08) particulate 

phase after its initial decrease in concentration shows the beginning of a second phase 

production of H2O2; this is also seen in HA0.5-2 and HA0.5-3.  For this to occur the loss 

mechanism seen preceding this production must be minimised and for an increased rate of 

production there must be the catalytic dismutation of the O2
•- (O'Sullivan et al., 2005).  What is 

of interest in mxd8.8-2 with 10000 nM FERR50 (Figure 5.07 & 5.08) and HA0.5-2 (Figure 5.11 

& 5.12), is a simultaneous production of Fe(II) and H2O2.  If it was the surface sites on the 

FERR50 where rapid oxidation of Fe(II) occurs and these have now been minimised or that the 

photochemical production of Fe(II) has entered an ongoing cycling through organic 

complexation then the continued organic LMCT (Barbeau, 2006; Barbeau et al., 2001) could 

account for the further production of Fe(II).  For excess H2O2 to be produced there is a 

requirement for the superoxide dismutation to increase.  LMCT are reducing Fe(III) at the same 

rate as its oxidation leading to a steady state in that part of the system.  The superoxide is in 

excess of the reduced metals and organic material leading to uncatalysed dismutation 

(O'Sullivan et al., 2005) forming H2O2 as well as catalysed dismutation (King et al., 1995; 

Micinski et al., 1993; Petasne and Zika, 1987; Voelker et al., 1997; Voelker and Sedlak, 1995) 

and a net increase in production.  The net production increase would indicate that as a 

production mechanism, increased catalytic superoxide dismutation, for H2O2 is potentially 

slower than its loss through the catalytic reduction by MnO1.9 (Kohler et al., 1975), though it 

may be important on longer time scales.  However, reductive dissolution may become more 

important with continuous inputs of MnOX.  What the 2.0 mg L-1, pH 7.4 experiments suggest is 

that the concentration of FERR50 does play a role in the rate of loss of H2O2 (Figure 5.12) and 

this is related to the concentration of Fe(III).  There were lower concentrations of FERR50, 100 

nM compared to 500 nM, from HA2.0-1 to HA2.0-2, but the MnO1.9 concentrations were kept 



146 

the same.  With lower concentrations of FERR50 the rate of loss of H2O2 on the particulate 

phase decreased. 

 

MnOX  Addition Only 

 

MnO2 is a strong catalyst in the decomposition of H2O2 (Kohler et al., 1975).  That it is 

capable of reductive dissolution is seen in HA0.5-1 (Figure 5.12) with an addition of 90 nM 

MnO1.9 only.  The H2O2 following addition of the particulate decreases from ~120 to 75 nM 

(Figure 5.12), whilst the increase in Mn(II) (90 nM) occurs within the first 5 minutes following 

addition of the particulate (Figure 5.13).  The change in the Fe(II) (Figure 5.11) in the 

particulate phase for this experiment has decreasing concentration production and loss cycles.  

The first cycle increases by > 2nM Fe(II) following addition of the particulates.  If H2O2 is 

reacting with both Fe(II) and MnO1.9 then as it decreases to below ~ 100 nM, there is a short net 

production of Fe(II) (~ 1 nM), with the subsequent loss due to other oxidants, e.g. O2.  The 

initial increase in the particulate phase of Mn(II) (Figure 5.13) for this experiment also suggests 

that reactions within the particulate phase which may reduce the MnO1.9 when it is mixed with 

the FERR50 were minimal; within the particulate phase there are reduced metals (FERR50 at 

pH 5.4) which when in inner sphere contact result in electrons being transferred to the MnO1.9 

leading to its reduction (Hem, 1978; Scott, 1991).  This is one hypothesis as why there was large 

increases of Mn(II) in the NMO experiments.  If the Mn(II) is being oxidised by H2O2 than 

Fe(II) will be hydrolysed and lost through sorption onto the particulate post formation of MnO2 

(Brugmann et al., 1992).  This outer-sphere bound Fe(III) undergoing photochemical reduction 

(Faust and Hoigne, 1989; Faust and Zepp, 1993; Waite and Morel, 1984) or LMCT which may 

account for the decreasing cyclic behaviour of Fe(II) in HA0.5-1 and HA0.5-3 (Figure 5.11) 

with MnO1.9 in their particulate additions. 

 

Al(OH)3 Additions 

 

The aluminium hydroxide was produced as Al(OH)3 though on its mixing with the 

FERR50, at pH 5.4, underwent ionisation to Al(OH)2
+ (Stumm and Morgan, 1996; Williams and 

Frausto da Silva, 1996).  A positively charged aluminium hydroxide when added to water cause 

the coagulation of dissolved organic carbon (DOC) (presence indicated through the production 

of H2O2) leading to a sudden loss mechanism for both Fe(II) and H2O2 in the seawater only 

systems (Urban et al., 1990). 
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5.03.03 Organic Material 

 

NMO 

 

The sequential experiments (Figures 5.07 and 5.08) with increasing concentrations of 

NMO, 0.2 µm filtrate from Fragilariopsis cylindrus exudates, suggest that the organic material 

is being degraded over time, probably through bacterial reworking whilst in storage, and this 

affected the production of H2O2 during each experiment, Fc4.4-1, Fc4.4-2, Fc8.8-1 and Fc8.8-2 

(Figure 5.08).  Final H2O2 concentration achieved in the 4.4 % experiment drops from ~60 

(NMO 2 days old) to ~ 5 nM (NMO 4 days old) H2O2, Fc4.4-1 and Fc4.4-2 respectively.  

Though the final concentrations of H2O2 attained in the 8.8 % NMO experiments are similar ~ 

150 nM, Fc8.8-1 (NMO 5 days old) has a rapid increase up to ~ 125 nM in the first 80 s and 

then gradually increases to ~150 nM, whereas Fc8.8-2 (NMO 6 days old) has a two stage, 

gradual slowing of production up to 150 nM.  This is interesting, as bacterial reworking of 

phytoplankton exudates forms CDOM (Rochelle-Newall and Fisher, 2002) the initiating 

chromophore for photochemical superoxide production (Petasne and Zika, 1987).  On mixing 

the long term aged (4 months) NMO, from Thalassiosira pseudonana, with the fresh NMO 

(now 8 and 9 days old), the maximum H2O2 concentrations decrease, mxd8.8-1 ~ 100 nM, 

mxd8.8-2 ~ 70 nM.  The initial stage net production also decreases from 60 to 40 nM for 

mxd8.8-1 to mxd8.8-2 with large differences after c. 200 s.  With storage time scales of greater 

than 60 days less than 5 % of the original phytoplankton produced material will remain and > 60 

% of this will be a semi-refractory low molecular weight (LMW) material (Hama et al., 2004).  

With an expected stable, aged organic, the changes in the 8.8 % mixed experiments would 

suggest that this is due to the aging of the ‘fresh’ Fragilariopsis and not the Thalassiosira.  

Fe(II) quasi steady-states were generally seen in the NMO experiments (Figure 5.07 light phase) 

and this may be due to formation of a slow photochemically reactive organic Fe(II) (Miller et 

al., 2009; Rose and Waite, 2003a).  Meunier et al. (2005) found that it was the LMW fraction 

that allowed Fe(II) to achieve a steady-state and high molecular weight (HMW) had greater net 

H2O2 production rates.  From their modelling work they also found that terrestrially derived 

organic material, such as humic materials, had higher photochemical reactivity towards Fe(II) 

than NMO. 
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Humic Acid 

 

Humic materials have similar characteristics as CDOM and contain large concentrations 

of carboxylate ions able to form metal complexes (Averett et al., 1989).  The carboxylate 

complexes can act in two ways in the photochemical LMCT of Fe(III) to Fe(II).  They can 

directly complex Fe(III) with the subsequent photo-reduction to Fe(II) and an organic radical 

(Voelker et al., 1997); with oxygen present the organic radical formed will reduce O2 to O2
•-.  

The second way is the formation of surface Fe(III) carboxylate complexes on Fe(III) 

(oxy)hydroxides and their subsequent LMCT (Faust and Hoigne, 1989; Faust and Zepp, 1993; 

Waite and Morel, 1984), however the rate of oxidation of Fe(II) on the surface is faster than in 

solution (Hem, 1977).  That the humic acid experiments (Figure 5.11) show an initial rapid 

production not seen in the NMO (Figure 5.07) experiments would suggest that these carboxylate 

complexes act rapidly when photo-excited.  The subsequent losses would suggest that the 

formation of organic Fe(II) complexes keeping the Fe(II) in a quasi-steady state (Miller et al., 

2009; Rose and Waite, 2003a) is minimal with humic acid (Figure 5.11) compared to the NMO 

experiments (Figure 5.07).  Contrasting humic acid experiments contained different 

concentrations, 0.5 and 2.0 mg L-1, and were at different pHs, 8.1 and 7.4, and therefore do not 

allow for a direct comparison.  Changes seen in the concentration of Fe(II) (Figure 5.11) may be 

due to either factor.  However, the similarities in their forms suggest that the reactions that the 

photochemically labile fractions undergo are essentially the same.  The H2O2 (Figure 5.12) also 

shows similar light phase forms; a comparison can be suggested as the concentrations attained 

are higher with higher concentrations of organics as also seen in the NMO experiments. 

 

5.04 Conclusions 

 

There were two initial aims of these experiments:  i) Produce a photochemically redox 

active analogous sea-surface microlayer system containing hydrogen peroxide and reduced iron 

and manganese.  ii)  Test if the system following addition of an artificial particulate acts to 

reduce some or all of the particulate phase to a soluble phase.  With respect to the first aim the 

experimental set-up was successful in quasi-simultaneously measuring the production through 

photochemical initiation of Fe(II) and H2O2, though non was seen for Mn(II).  Though a 

reduction of a particulate phase was seen for MnO1.9, the results for FERR50 were inconclusive.  

With respect to the MnO1.9 particulate phase the rapid reduction seen was not attributed to 

photochemistry but instead it was due to the reactivity / state of the system on addition of the 

particulates. 
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The experiments introduced three factors for consideration in the photochemistry of 

analogous sea-surface microlayers: an organic component, a light phase and a particulate phase.  

Of the three, the two most closely linked were the organic component and the light phase.  The 

combination of these factors showed different production stages in H2O2 and Fe(II) on initiating 

the incubation and differences in form from NMO to the humic acid experiments; these were 

due to age and concentration.  H2O2 and Fe(II) became coupled within the light phase, showing 

similar trends during the humic acid experiments and the 8.8 % combined NMO experiments; 

rapid initial production and then the subsequent oxidation of Fe(II) due to the high concentration 

of H2O2.  The systems were also coupled as under the experimental conditions, temperatures > 

22ºC, H2O2 is the primary and favoured oxidant of Fe(II) in all except one experiment.  It was 

therefore decided, that further research was to be undertaken on those reactions within the light 

phase and due to better reproducibility of those experiments containing humic acids, these were 

to be central to these experiments. 

 

With respect to the particulate phase the variations in the additions were too great for a 

real consensus of the results, though they do appear dependent on the H2O2 in the light phase – 

tentative conclusion from one experiment.  With the longer light phase the experiments tend 

towards a steady-state / net production / net loss of the analytes in the system; to add particulates 

to a system that is not in a steady state would also make interpretation of those results more 

difficult.  Due to the small time scales of the experiments it was difficult to assess what could be 

long term trends on addition of the particulates, though some conclusions could be made. 

 

 There is production of Fe(II) from FERR50 if the H2O2 concentration is low, ~ 10 nM, 

experiment Fc4.4-2. 

 H2O2 at concentrations above 25 nM is the apparent primary oxidant of Fe(II) in warm 

waters (> 25 ºC) containing organic material especially when their photochemical productions 

are decoupled by the addition of particulates. 

 LMCT at the surface of particulates producing Fe(II) are a large sink for H2O2 acting to 

decouple the solution phase photo and redox cycles of Fe(II) and H2O2. 

Decoupled systems will realign when the particulate addition sink for the analytes is 

removed. 

Fe(II) sorbed to and oxidised to Fe(III) at the surface of particulates will undergo 

photochemical reduction when the systems are realigned 

 Short lived, c. 2 mins, increases of Fe(II) occur with small concentration additions of 

FERR50 (< 400 nM) to active systems. 
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 The presence of MnO1.9 will decrease H2O2 concentrations faster than uncatalysed 

superoxide dismutation production rates. 

 The oxidation of Mn(II) and the subsequent presence of manganese particulates 

combined with its reductive dissolution can promote cycles of production and loss of Fe(II). 

Single additions of MnO1.9 only have short term (< 800 s) affects on H2O2 if there was a 

corresponding addition of FERR50. 

 

 The hydrogen peroxide is affected by reduced manganese and at lower pH with 

increased organics it will be actively sourced as an oxidant. 

 

Environmental Implications 

 

From within the experiments, more importance should be placed on those with NMO.  

These are representative of materials which may be found in an organically enriched sea surface 

microlayer.  These NMO also show the production of H2O2 is dependant on the age of the 

organic material, though no work was undertaken on very fresh (< 1 hour) NMO material.  The 

addition of particulates to a photochemically active, analogous marine surface microlayer will 

cause a decrease in the H2O2 concentration.  In warm waters with H2O2 acting as the primary 

oxidant this may increase the half-life of reduced Fe(II).  NMOs appear to retain Fe(II) in a 

photochemically stable complex where as humic substances show a rapid photochemical 

reduction of iron, with little stability of the organic complexes subsequently formed, therefore 

differences in half lives of Fe(II) from freshwater to coastal to open ocean microlayers may be 

expected.  The presence of both types of organics (NMO and humics) could contribute to a long-

term presence of reduced iron during the daytime; humic materials producing high 

concentrations and NMO retaining this concentration in a steady state.  If the NMO is not 

available for the formation of Fe(II) organic complexes, due to UV degradation than the Fe(II) 

concentrations would decrease rapidly.  Referring to the previous work on the measurements of 

dissolved species in a freshwater microlayer, the surface microlayer itself may have low 

concentrations of these organics leading to low concentrations of Fe(II) relative to underlying 

water.  Reduction of MnOX is rapid when introduced to an active photochemical system and 

could be a causal effect for elevated concentrations of Mn(II) in freshwater surface microlayers. 
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Chapter Six: 

 

 

Effect of Irradiating Regime on Reactive Oxygen Species and Iron in 

Model Marine Microlayer Systems 
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6.00  Introduction 

 

Cycling of reactive oxygen species (ROS) and iron in seawater can be dependant on the 

light regime of the irradiating radiation (Cooper et al., 1988; Gerringa et al., 2004; Laglera and 

van den Berg, 2007; Rijkenberg et al., 2005; Song et al., 2005).  UV-radiation (UV-R) has 

previously been shown to increase the production of the superoxide radical (O2
•-) (Petasne and 

Zika, 1987) in seawater through the excitation of organic chromophores (Moffett and Zika, 1983) 

with the subsequent dismutation of the O2
•- to hydrogen peroxide, H2O2 (Bielski, 1978).  

Oxidised iron, Fe(III), has also been shown to be photo-reduced when either organically 

complexed (Barbeau, 2006; Barbeau et al., 2001), with > 99.9 % Fe(III) organically complexed 

in seawater (Gledhill and van den Berg, 1994; Rue and Bruland, 1995; Wu and Luther, 1995), or 

via a ligand to metal charge transfer (LMCT) occurring at the surface of iron (hydr)oxides 

(Faust and Hoigne, 1989; Faust and Zepp, 1993; Waite and Morel, 1984).  In cold arctic waters, 

low in chromophoric dissolved organic matter (CDOM), with dissolved iron estimated to be 

around 0.9 ± 0.1 nM, ~ 30 % of Fe(II) production is due to UVB radiation, 35 % due to UVA 

and the remainder due to PAR (Laglera and van den Berg, 2007).  Though photoreactions with 

dissolved inorganic Fe(III) is not significant in waters above pH 6.5 (King et al., 1993), when it 

does occur the photo-reductive dissolution is on hour time scales (Wells and Mayer, 1991).  

With the organic complexes of ferric iron retaining iron in a soluble form, these show a greater 

potential for photo-reduction with irradiation predominantly in the visible / near UV-R range 

(Sima and Makanova, 1997).  However, the type of organic complex can also dictate its photo-

reactivity with those from some estuarine waters showing little reactivity towards UV-R 

production of Fe(II) (Rijkenberg et al., 2006).  The presence of organic material can also affect 

the rate of Fe(II) oxidation, through either inhibition (Miles and Brezonik, 1981; Rijkenberg et 

al., 2008; Shaked et al., 2004; Steigenberger et al., 2010) or enhancement (Santana-Casiano et 

al., 2000). 

 

The disproportionation of O2
•- can be catalysed by redox reactive substances, including 

inorganic (Rush and Bielski, 1985) and organically complexed (Bull et al., 1983) iron; inorganic 

(Zafiriou et al., 1998) and organically complexed (Voelker et al., 2000) copper, other metals 

such as manganese (Hansard et al., 2011) and natural organic material (Goldstone and Voelker, 

2000).  Uncatalysed disproportionation will occur (O'Sullivan et al., 2005), though its rate in 

seawater at pH 8, will be slow (Zafiriou, 1990).  If O2
•- should attain a sufficiently high steady-

state concentration in seawater then it will have a direct affect on the reduction and oxidation of 

metals and set up redox cycles, such as with iron (Miller et al., 1995; Voelker and Sedlak, 1995).  

The disproportionation of O2
•- forms H2O2.  H2O2 in sunlit seawater can attain 10-7 M or higher 
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concentrations (Moffett and Zika, 1983; Moore et al., 1993) where as O2
•- will attain 

concentrations of 10-10 M (Goldstone and Voelker, 2000; Heller and Croot, 2010b).  The half 

life of H2O2 is also far greater than O2
•-, minimum of 5 hrs in productive tropical seawater 

(Moore et al., 1993) compared to a maximum for O2
•- in Antarctic waters of c. 194 s  and from 

purely uncatalysed dismutation of O2
•- in coastal waters, the half-life can range from 5 – 20 

minutes (Petasne and Zika, 1987).  H2O2 will act as the primary oxidant in competition with di-

oxygen at temperatures of  ~ 20 ºC or more and at concentrations exceeding > 50 to 125 nM 

(Croot and Laan, 2002; Gonzalez-Davila et al., 2006; Millero and Sotolongo, 1989; Moffett and 

Zika, 1987; Santana-Casiano et al., 2006; Voelker and Sulzberger, 1996).  However, unlike O2
•-, 

H2O2 in seawater has not yet been shown to produce a redox cycle, though H2O2 reduction of 

Fe(III) would occur in seawater if the pH is reduced to approximately pH 7 (Moffett and Zika, 

1987). 

 

The following series of experiments compares the photochemistry of the ROS, H2O2, 

and iron between different irradiating regimes, UVB (280 – 315 nm), UVA (315 – 400 nm) and 

photosynthetically active radiation (PAR, 400 – 700 nm) in model seawater microlayers.  These 

results were than modelled with the aim of producing kinetic constants related to the production 

and cycling of, H2O2 and reduced iron, Fe(II).  This work assesses the effect irradiating 

wavelength has on the production and loss rates of H2O2 and Fe(II) over a c. 3000 s incubation, 

in which time the primary analytes, H2O2 and Fe(II) can achieve either a steady-state or net loss 

/ production.  The comparisons using irradiating regime required to some degree a consistency 

in the magnitude and form of the cycles of H2O2 and Fe(II), therefore the organic material used 

in the analogous microlayer systems were chosen for their storage stability over time.  The 

experimental systems include humic acid at 1.0 and 2.0 mg L-1 and a 2.0 µm filtered, aged (> 5 

months) natural marine organic (NMO) obtained from a culture of Thalassiosira pseudonana 

added to 11% v/v to the base media, 0.2 µm filtered North Sea seawater.  Set 1 of these 

experiments considers only the light phase of those experiments conducted in Chapter 5 using 

0.2 µm filtered NMO.  The results from the experiments can be examined in two respects.  The 

first is an assessment of the affect the irradiating regime has on the sea-surface microlayer (SML) 

and the second is a comparison of how the photo-reactivity of H2O2 and Fe(II) changes with 

depth due to preferential absorption of UV-R with depth (Figure 6.01). 
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Figure 6.01.  Comparison of seawater 10 % irradiance depths for UVB and UVA from Tedetti 
and Sempre (2006).  Values are average depths with error bars indicating the range of the 
authors collated data. 
 

 

6.01  Materials and Methods 

 

The materials used, experimental method and the description of irradiating lamps were 

presented previously in Chapter 5.  Table 6.01 shows the irradiance produced during each set of 

experiments.  What must be noted as a possible experimental artefact is that the Full and UVA + 

PAR spectrums both utilise multiple bulbs.  There is therefore the possibility that results seen 

may be due more to the total energy received rather than only the irradiating regime.  However, 

this argument can still be used in an interpretation of the data as a depth dependent study from 

Full spectrum to UVA+PAR to PAR as wavelengths removed are those which are preferentially 

absorbed as depth increases from the surface microlayer. 

 
Table 6.01.  Irradiance values for light regime experiments, with comparisons to certain 
published experiments. 
band width 280 – 315 nm 315 – 400 nm 400 – 700 nm total 

experiment 
energy received  

W m-2 W m-2 W m-2 W m-2 
UVB 1.1 3.8 15.5 20.4 
Full 1.4 15.2 30.1 46.7 
UVA+PAR 0.2 11.7 14 25.9 
UVA 0.2 13.4 3.9 17.5 
PAR 0.02 0.1 11.6 11.7 
Steigenberger et al.(2010) 0.3 17.6 3.8 21.7 
Meunier et al. (2005), solar simulator  1.0 kW m-2 
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6.02  Numerical Model 

 

A numerical model describing the concentrations of H2O2, O2
•-, OH•, Fe(II) and Fe(III) 

was developed in MATLAB using a stiff ordinary differential equation solver (ODE 15s).  A 

Stiff solver is required when the range in the time dependant changes of the model parameters 

are large and small changes in one may have large effects on the stability of other parameters, 

thus affecting the overall stability of the attempted solution.  This for example can be due to the 

differences in the model concentrations of say OH• and Fe(III), concentration differences are 

over six orders of magnitude, but small changes in the concentration of the OH• will have large 

effects on the time dependant concentration of the Fe(III). 

 

The resultant time dependant changes in model H2O2 and Fe(II) were then fitted to the 

experimental observations for the changes in concentrations of H2O2 and Fe(II) from each 

experiment.  The corresponding model reactions are shown in Table 6.02 with a visual 

representation of the model in Figure 6.02.  The model initially utilised ideas from Miller et al. 

(1995) and Steigenberger et al. (2010), and it also included a suite of similar reactions to Rose 

and Waite (2002), Meunier et al. (2005) and Santana-Casiano et al. (2006).  The model differs 

from Miller et al. (1995) in four ways: it includes the hydroxyl radical oxidation of Fe(II); all 

Fe(III) is involved in photo-reduction rather than a specific Fe(III)-L; it also includes O2
•- photo-

production and a sink term for O2
•-.  The hydroxyl radical oxidation of Fe(II) and the general 

O2
•- sink term are also included above that of the Steigenberger et al. (2010) model.  Meunier et 

al. (2005) and Rose and Waite (2002) models both differentiate between inorganic and 

organically complexed iron with Meunier et al.(2005) implicitly giving an O2
•- sink term and 

Rose and Waite (2002) measuring an estimated copper concentration as one of the O2
•- sinks, 

though both systems include Fe(II) oxidation by the hydroxyl radical. 
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Table 6.02.  Model equations involved in the cycle of reactive oxygen species and redox cycling 
of iron. 

 reference 
R1 productsIIFeIIIFe +→+ )()( ην  kRED   s-1 fitting parameter 1 
R2 productsOCDOMO +→++ −•

22 ην  kCDOM   M s-1 fitting parameter 2 
 
R3(a) )()( 22 IIIFeOIIFeO +→+ −•

 kO2 M-1 s-1 calculated as per (i) 

R4 )()(2 222 IIIFeOHIIFeHO +→++ +−•
 1.0 x 107   M-1 s-1 (ii) 

R5(b) )()(22 IIIFeOHOHIIFeOH ++→+ −•
 kH2O2 M-1 s-1 calculated as per (iii) 

R6 )()( IIIFeOHIIFeOH +→+ −•  5.0 x 108  M-1 s-1 (iv) 
 
R7 )()( 22 IIFeOIIIFeO +→+−•

 kRO   M-1 s-1 fitting parameter 3 

R8 
)(3)()(3 sOHFeIIIFeOH →+•  2.5 x 104   M-1 s-1 (v) 

 
R9(c) 

2222 22 OOHHO +→+ +−•
 kSOD   M-1 s-1 calcultaed as per (vi) 

R10 
22 OproductssinksO +→+−•
 kSOS   M-1 s-1 fitting parameter 4 

 
(i) Millero et al. (1987)(a);   (ii) Rush and Bielski (1985);   (iii) taken from Miller et al. (1995)(b) 
as per Millero and Sotolongo (1989);   (iv) taken from Rose and Waite (2002)   (v) taken from 
Rose and Waite (2002);   (vi) Zafiriou (1990)(c). 
 
(a) kinetic rate is pH and O2 dependant, the calculation of kO2 (Millero et al., 1987)  is as 
follows, 

log(ka1) = 21.56 – 1545/T, where T is temperature corrected to ºK 
log(ka2) = log(ka1) – 3.29 x I0.5 + 1.52 x I, where the ionic strength is calculated as I = 
19.9201 x S / (1.0 x 103 - 1.00488 x S), where S is salinity in practical salinity units. 
log(ka3) = -1 x log(ka2) + 1.87 x pH, (M-1 s-1) 
kO2 = ka3 x [O2], O2 concentration calculated through temperature and salinity 

dependant. 
 
(b) kinetic rate is pH dependant, the calculation of kH2O2 (Millero and Sotolongo, 1989) is as 
follows, 

log(kb) = -3.04 + 1.0 x pH 
kH2O2 = kb 

 
(c) kinetic rate is pH dependant, the calculation of kSOD (Zafiriou, 1990) is as follows , 

log(kc) = 12.7 – 1.0 x pH 
kSOD = kc 

 

 

 

 

 

 

 

 



Figure 6.02.  Model of combined cycles of reactive oxygen species and iron through photo
reduction and redox reactions.
numbers refer to the corresponding reaction in Table 6.02
 

 

 The model was fitted simultaneously to the H

based on the sum of their sum of squares error (SSE) from the data to the model output.  To 

ensure that there was no bias due to an order of magnitude difference or greater in the 

concentrations of H2O2 and Fe(II) observations were normalised; this was done via their 

maximum values, with these values subsequently used to normalise the model output.  The 

residuals for each stage and the total combined residual calculated from the actual 

concentrations are shown in Table A6.01 and A6.02 in the appendix.   Model fitting was 

initially undertaken manually then completed using the Nelder

Mead, 1965).  To ensure that the results of the Nelder

minimum the results were repeated whilst varying the initial guesses of the fitting parameters.  

The final model fits are not necessarily those which provided the lowest value for the sum of the 

residual sum of squares for both H

normalisation the noise in the H

subsequent fit to the Fe(II) was poor; on these occasions finessing of the fit reverted to manual 

control. 
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Figure 6.02.  Model of combined cycles of reactive oxygen species and iron through photo
reduction and redox reactions.  Red arrows indicate the light induced reduction of iron.
numbers refer to the corresponding reaction in Table 6.02 

The model was fitted simultaneously to the H2O2 and Fe(II) experimental observations 

based on the sum of their sum of squares error (SSE) from the data to the model output.  To 

there was no bias due to an order of magnitude difference or greater in the 

and Fe(II) observations were normalised; this was done via their 

maximum values, with these values subsequently used to normalise the model output.  The 

duals for each stage and the total combined residual calculated from the actual 

concentrations are shown in Table A6.01 and A6.02 in the appendix.   Model fitting was 

initially undertaken manually then completed using the Nelder-Mead algorithm 

.  To ensure that the results of the Nelder-Mead algorithm were not wi

minimum the results were repeated whilst varying the initial guesses of the fitting parameters.  

The final model fits are not necessarily those which provided the lowest value for the sum of the 

residual sum of squares for both H2O2 and Fe(II) fits.  The reason for this was that even with the 

normalisation the noise in the H2O2 data still affected the sum of the residual values, so that the 

subsequent fit to the Fe(II) was poor; on these occasions finessing of the fit reverted to manual 

 

Figure 6.02.  Model of combined cycles of reactive oxygen species and iron through photo-
Red arrows indicate the light induced reduction of iron.  R 

and Fe(II) experimental observations 

based on the sum of their sum of squares error (SSE) from the data to the model output.  To 

there was no bias due to an order of magnitude difference or greater in the 

and Fe(II) observations were normalised; this was done via their 

maximum values, with these values subsequently used to normalise the model output.  The 

duals for each stage and the total combined residual calculated from the actual 

concentrations are shown in Table A6.01 and A6.02 in the appendix.   Model fitting was 

Mead algorithm (Nelder and 

Mead algorithm were not within a local 

minimum the results were repeated whilst varying the initial guesses of the fitting parameters.  

The final model fits are not necessarily those which provided the lowest value for the sum of the 

fits.  The reason for this was that even with the 

data still affected the sum of the residual values, so that the 

subsequent fit to the Fe(II) was poor; on these occasions finessing of the fit reverted to manual 
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 Models were not fitted to the whole data set but instead to set stages of the experiment.  

The transition point between stages was chosen by noting the difference in the gradient of the 

H2O2 data when it was placed on a log scale.  The H2O2 was used to dictate the transition point 

due to its formation being dependant on the production and cycling of the photochemically 

produced O2
•- and under the experimental environmental conditions could be the primary 

oxidant of Fe(II) (Croot and Laan, 2002; Gonzalez-Davila et al., 2006; Millero and Sotolongo, 

1989; Moffett and Zika, 1987; Santana-Casiano et al., 2006; Voelker and Sulzberger, 1996) and 

therefore one of its controlling influences.  The reasoning for the use of different stages is based 

on two theories that are directly dependent of the fitting parameters and a series of model and 

fitting trials.  Complex models, such as those of Meunier et al. (2005) and Rose and Waite (2002) 

allowed for the fitting of all organic reactions, > 7 parameters, to achieve appropriate fits to the 

data.  Whereas simple models such as Miller et al. (1995) and Steigenberger et al. (2010) only 

used 2 or 3 fitting parameters, these, when applied to the experimental data, where unable to 

constrain the model to the experimental results.  Fitting trials using extensive MATLAB toolbox 

applications, GlobalSearch and MultiSearch with different fitting algorithms did not provide a 

good simultaneous fit to both analytes, though the fit to H2O2 was superior to the Fe(II) fit, 

again due to the noise in the signal.  Closer inspection of the work by Meunier et al. (2005) 

shows that their H2O2 fit is not so good in their seawater experiments, whilst Steigenberger et al. 

(2010) model their H2O2 data as a curve through two data points!  Due to the large array of 

experiments to undertake a fitting to the resultant model erred towards a simple model with four 

fitting parameters.  The third stage of the experiments termed the constant stage, could be 

judged to be the most environmentally applicable as the experimental system has undergone in 

essence a warming up period. 

 

The fitting parameters are: (i) the photochemical reduction of Fe(III) and Fe(III) species 

since their concentrations were not measured they are not explicitly prescribed in the model; (ii) 

reduction of oxygen to O2
•- through photo-reduction of organic material (concentration and type 

unknown); (iii) O2
•- reduction of Fe(III) (species and concentration unknown) and (iv) a sink 

term for O2
•- – unknown concentrations of other metal ions.  Copper (Zafiriou et al., 1998) and 

manganese (Hansard et al., 2011) are known to react with O2
•- and an oxidative process can 

occur through organic material (Goldstone and Voelker, 2000).  The theories for why the system 

should be split into stages is due to the choice of the fitting parameters; three of these parameters 

are directly related to the cycling of O2
•-, which itself is the primary source of H2O2.  (i) H2O2 

production is from both catalysed and uncatalysed dismutation of O2
•-.  Therefore the rate of 

H2O2 production is dependant on both trace metals and organic material; as the concentrations 

of these catalysts change so to does the type and therefore rate of O2
•- dismutation, suggesting 
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the potential for two sets of kinetic values.  (ii) Production of O2
•- and the potential for retaining 

reduced iron in a steady-state are dependant on the organic material present.  Due to UV 

radiation affecting the type of organic material through photo-bleaching (Goldstone et al., 2002; 

Micinski et al., 1993; Miller et al., 1995; Rijkenberg et al., 2005; Rose and Waite, 2003b) this 

will change through the course of the experiment. 

 

 Initial Fe(III) concentrations for each experiment which were used in the model were 

assumed to be equal to the total iron concentration of the medium prior to commencing the 

experiment.  The analysis of the samples for total iron (Table 6.03) was undertaken on an ICP-

MS using 1:40 dilutions and standard additions.  The corresponding recovery of the National 

Research Council of Canada, certified reference material, CASS-5, specified concentration, 25.8 

± 2.0 nM, was 106% and was measured at 28 ± 4 nM (n =3), 15 % RSD.  The blank was 

measured at 14.8 ± 0.09 nM with a corresponding limit of detection (3 x σ of 3 ultra pure waters) 

of 0.3 nM. 

 

Table 6.03.  Total iron concentrations of experimental media 
medium nM 
0.2 µm filtered North Sea seawater 134 
4.4 % v/v Fragilariopsis cylindrus 134 
8.8 % v/v Fragilariopsis cylindrus 134 
4.4 % v/v Fragilariopsis plus 4.4 % v/v Thalassiosira 254 
11 % 2.0 µm filtered Thalassiosira pseudonana 679 
1.0 mg L-1 humic acid 287 
2.0 mg L-1 humic acid 301 

 

 

6.03  Experimental Results 

 

Four sets of experimental results are presented in the following section.  The first set is 

the light phase results from the experiments incubated under a Full spectrum regime described 

in the previous chapter.  The further three sets compare different irradiating regimes on the 

photochemical initiated production of H2O2 and Fe(II) in model marine surface microlayers.  To 

represent the sea-surface microlayer the three experiments have additions of organic material as 

follows; an aged (> 5 months) 2.0 µm filtered NMO taken from Thalassiosira and humic acid 

added to a concentration of 1 and 2 mg L-1. 
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6.03.01 Set 1:  0.2 µm Filtered NMO, Full Spectrum Experiments 

 

The pH, temperature and LOD for these experiments were discussed in Chapter 5, 

Section 5.02.01. 

 

Stage times 

 

 To enable modelling of the results each experiment had to be split into respective stages.  

Experimental NMO light stage times for the repeat experiments (Figure 6.03) show the extent to 

which the reactivity of the initiating chromophore for superoxide production changes whilst the 

NMO is within storage.  Within the NMO experiments the second 4.4 % NMO experiment is 

singular in that there was low H2O2 concentrations < 6 nM, and as such there could have been a 

choice of fitting the model as a single intermediate stage; if this was done then there is 

consistency between each NMO replicate.  Of the eight experiments in Figure 6.03, only the 

first seawater experiment showed an initial, rapid production an increase of ~ 40 nM within the 

first analytical cycle of 44 s.  If only a single model was fitted to the second 4.4 % NMO 

experiment then both sets of Fragilariopsis NMO experiments show an increase in the length of 

the intermediate stage from repeat one to two.  The transition point between stages in the mixed 

NMO experiments occurs at a similar time for both experiments.  The experiments of Miller et 

al. (1995) and Meunier et al. (2005) do not have an initial rapid H2O2 production; however, their 

experiments were conducted using concentrated, size fractionated DOM:  HMW < 0.2 µm 

(Miller et al., 1995) and LMW < 1 kDa and HMW < 0.45 µm (Meunier et al., 2005).  The 

intermediate stage is that governed by the curve in the log plot of the H2O2 data before the 

systems shift to one of three states; (i) steady-state, (ii) net production, (iii) net loss.  

Experiments with no initial rapid production are therefore the two stages of a log plot.  That 

these NMO experiments using 0.2 µm filtered NMO do not show a rapid initial H2O2 production 

is consistent with the findings of the near constant production using HMW (< 0.2 or < 0.45 µm 

filtered) organic material (Meunier et al., 2005; Miller et al., 1995). 
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Figure 6.03.  Stage timings for the NMO experiments undertaken with  Full spectrum incubation. 

 

 

H2O2 apparent rates 

 

H2O2 apparent production rates for the NMO experiments are shown in Table 6.04.  For 

those experiments containing NMO, the apparent production rates, for both stages, decrease 

from the first to the second repeat with the second 8.8 % NMO experiment showing a loss of 

H2O2.  Photochemical H2O2 apparent production rates have been determined in the Atlantic and 

Antarctic waters; they range from 0.2 to 11 nM h-1, (Gerringa et al., 2004; Yocis et al., 2000; 

Yuan and Shiller, 2001).  Higher production rates are expected with an increase in temperature.  

With a difference of ~ 25 °C between incubating temperatures and Antarctic seawater, and using 

as per Yocis et al. (2000) an estimated correction of +0.2 nM h-1 °C-1 provides an additional 5 

nM h-1 though this still does not account for the production rates in the experiment.  Generally 

the apparent production rates in the intermediate stage are 3 – 21 times greater than in the 

constant production stage.  The differences from the intermediate to the constant production 

stage may be due to the change from catalysed (Bull et al., 1983; Goldstone and Voelker, 2000; 

Hansard et al., 2011; Rush and Bielski, 1985; Voelker et al., 2000; Zafiriou et al., 1998) to 

uncatalysed (O'Sullivan et al., 2005) O2
•- dismutation, or that both are occurring, but the rate of 

catalysed dismutation has decreased.  When the apparent production rates for the constant stage 

are compared to Moore et al. (1993), with H2O2 production rates of between 24 – 134 nM h-1, 

from a study in the Caribbean, influenced by high DOM inputs, they are in good agreement.  

That only the constant stage can achieve reasonable apparent rates would suggest that the 
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experiments can be compared to environmental contexts, but the systems require an initiation 

period to achieve these apparent rates. 

 

Table 6.04.  NMO experiments H2O2 apparent stage rates.  NC – none calculated.  * low H2O2 
production in the experiment.  Fc – Fragilariopsis cylindrus. 

experiment H2O2                            
apparent stage rates (nM h-1) 

initial intermediate constant 
sw – (1) 3118 579 97 
sw – (2) NC NC 159 
4.4% Fc – (1) NC 283 63 
4.4% Fc – (2)* NC 31* 5* 
8.8% Fc – (1) NC 1402 -2 
8.8% Fc – (2) NC 676 32 
8.8% mixed – (1) NC 975 131 
8.8% mixed – (2) NC 795 46 

 

 

Results with Model Fits 

 

Figure 6.04 shows the results from the NMO Full spectrum experiments combined with 

the fitted model data.  Represented in Figure 6.04 are the data that are within the calibration 

range (< LOD or > concentration highest standard) in red and those outside of this range in blue.  

The data are surrounded by a grey envelope which is calculated for each point based on the error 

from the calibration calculation.  There are three model parameters shown: the corresponding 

H2O2 and Fe(II) models are thick black lines and the model O2
•- output is a thin black line. 
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 0.2 µm filtered North Sea seawater 4.4 % v/v Fragilariopsis cylindrus 
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Figure 6.04.a.  NMO, Full spectrum incubation experiments with model fits.  See text for 
explanation of parameters 
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 8.8 % v/v Fragilariopsis cylindrus 4.4 % v/v Fragilariopsis plus 4.4 % v/v 
Thalassiosira 
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Figure 6.04.b.  NMO, Full spectrum incubation experiments with model fits.  See text for 
explanation of parameters 
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H2O2 

 

The experiments with added NMO show a two-stage production in their light stages, 

with the second production stage slower than the first, as indicated by the apparent production 

rates (Table 6.04).  H2O2 overall production in the 4.4 % NMO experiments is 4 times higher in 

repeat 1 than repeat 2; total H2O2 production (10 nM) in the second 4.4 % NMO experiment is 

low relative to all other experiments.  Total production in the 8.8 % NMO experiments are 

similar, though the length of time in stage 1 increases from repeat 1 to 2, with a concurrent 

decrease in the apparent production rates, approximately 100 nM H2O2 produced over c. 300 

and 600 s, respectively.  In the mixed NMO experiments, the first stage, comparing between 

repeats 1 and 2, net production decreases from 60 to 40 nM, whilst in their second stages both 

experiments show an increase of around 25 nM.  H2O2 LODs were in the range 0.4 – 15 nM.  

The seawater only experiments had LODs of 12 and 15 nM whilst those with added NMO had 

lower LOD. 

 

H2O2 is primarily formed following the dismutation of photochemically produced O2
•- 

(King et al., 1995; Micinski et al., 1993; Petasne and Zika, 1987; Voelker et al., 1997; Voelker 

and Sedlak, 1995).  The formation is usually catalysed by organic material and dissolved metal 

ions, but will continue uncatalysed when the O2
•- concentration is in excess of these (O'Sullivan 

et al., 2005), though this is slow above pH 8 (Zafiriou, 1990).  That there is minimal change 

from a steady-state concentration of Fe(II) or indeed any production (seawater only 

experiments) would indicate that the initial / intermediate stage H2O2 production could be 

attributed to the catalytic affect of species other than Fe(II).  These can include; organic material 

(Goldstone and Voelker, 2000) and / or other reduced metals such as copper (Voelker et al., 

2000; Zafiriou et al., 1998) and manganese (Hansard et al., 2011).  The combination of the 

catalysed superoxide formation and the organic intermediate reduction of O2 leading to, in the 

intermediate stage, relatively high apparent rates of H2O2 production (Table 6.04). 

 

Fe(II) 

 

Four experiments show consistent measurements of Fe(II), repeats 2 of the 4.4% and 

8.8% NMO experiments, these show a steady-state in place.  Repeat 2 in the mixed experiment 

shows an increase of ~ 1nM where as repeat 1 in the 8.8 % NMO experiment shows a decrease 

of ~ 1 nM, though this decreases is through two sudden losses in concentration occurring at c. 

300 s and 900 s into the experiment.  No significant change to the Fe(II) occurred within the 

seawater only experiments.  That there was no change was anticipated and was probably due to 
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the reactivity of iron (oxy)hydroxides especially to O2
•- deceasing with aging (Fujii et al., 2006).  

The mechanisms for the production of Fe(II) in sunlight waters are:  The reduction of Fe(III) by 

superoxide (Emmenegger et al., 2001; Goldstone and Voelker, 2000; Voelker and Sedlak, 1995) 

and H2O2 (Barb et al., 1951; Weiss, 1935), or a photochemical ligand to metal charge transfer 

(LMCT) of iron (hydr)oxides (Faust and Hoigne, 1989; Faust and Zepp, 1993; Waite and Morel, 

1984) or from organically complexed Fe(III) (Barbeau, 2006; Barbeau et al., 2001).  Natural 

marine organic material is important as it determines the overall rate of Fe(II) oxidation (Craig 

et al., 2008).  Organic complexes of iron retain their solubility and prevent hydrolysis (Rose and 

Waite, 2003a).  For Fe(II), its rate of complexation with natural organic material is slower than 

that for Fe(III) organic complexation and the complexes are less thermodynamically stable 

(Rose and Waite, 2003a).  None of the NMO experiments explicitly show a consistent loss of 

Fe(II) but instead those systems with measurements above the LOD suggest a steady-state 

concentration is in place.  For a steady-state Fe(II) concentration to occur the rate of reduction of 

organically and inorganically complexed Fe(III) must be the same as the oxidation rate of Fe(II) 

and its complexes and organic stabilisation of Fe(II).  Phytoplankton exudate NMO have been 

shown to increase the half life of Fe(II) in seawater (Kuma et al., 1995; Rijkenberg et al., 2008; 

Steigenberger et al., 2010).  Within the NMO experiments for a steady-state, either the 

organically complexed Fe(II) is photochemically stable or there is a rapid cycling between the 

organically complexed Fe(III) to Fe(II) and back again.  Organic Fe(III) complexes, such as 

those with carboxylate ligands, are more photochemically labile than aquo complexes (Rush et 

al., 1990; Sedlak and Hoigne, 1993) leading to an increased cycling of Fe(II) and a potential 

mechanism for the apparent steady-states. 
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6.03.02 Set 2:  11 % v/v 2.0 µm Filtered Thalassiosira pseudonana, Light 

Regime Comparison Experiments 

 

pH & Temperature 

 

Changes in pH and temperature for the light regime comparison experiments containing 

11% v/v Thalassiosira NMO are shown in Figure 6.05.  The pHs for these experiments were 

generally similar; average initial pH 8.14, range pH 8.13 – 8.16.  The starting temperatures were 

relatively poorly constrained for this set of experiments, range 22.8 to 28.7 ºC.  This equates to 

initial O2 concentrations, assuming equilibrium with the atmosphere, ranging between 194.8 to          

214.9 µM kg-1, using the solubility data of Weiss (1970).  pH tends to decrease over the first 300 

– 900 s following illumination.  After this time, the Full spectrum experiment shows a gradual 

increase in pH for the remainder of the experiment; the UVA experiment shows a gradual 

decrease in pH whilst the pH in the remaining experiments is relatively constant.  Temperatures 

within the UVB (24.4ºC), UVA+PAR (25.3ºC) and PAR (24.3ºC) remain relatively stable for 

the first 1500 s and then decrease by ~ 0.4 ºC for the latter half of those experiments.  The 

stability of the temperature over the first 1500s in these experiments would suggest that the 

change in the measured pH is not caused by changes in temperature.  The Full spectrum 

experiment with an initial temperature of 28.7 ºC decreases linearly over the course of the 

experiment by 2.3ºC, this change equates to an increase in oxygen due to the temperature 

change of ~ 12.7 µM kg-1.  The UVA only experiment has a near linear increase in temperature 

from 22.8 to 23.9 ºC, the change in temperature equates to a decrease in oxygen concentration 

due to temperature of ~ 6.2 µM kg-1. 
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Figure 6.05.  pH (blue line with +) and temperature (red line with o) change for the 11 % v/v 2.0 
µm Filtered Thalassiosira pseudonana experiments 
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Stage Times 

 

For the comparison Thalassiosira NMO experiments the stage times are shown in Figure 

6.06.  The initial stage from these experiments has a rapid H2O2 production, which was not seen 

with additions of only HMW NMO material (<0.2 µm filtered).  Within the Thalassiosira NMO 

experiments those containing UVB also had a concurrent rapid, initial Fe(II) production.  This 

would indicate that the initial Fe(II) rapid production is due to UVB when using 2.0 µm filtered 

NMO.  The length of time, based on the H2O2, in the initial stage appears influenced by the total 

UVA light received; the more UVA light the shorter the initial stage with no production seen at 

all within the PAR experiment.  The experiments of Miller et al. (1995) and Meunier et al. (2005) 

do not have an initial rapid H2O2 production and this may be due to the use of HMW < 0.2 µm 

(Miller et al., 1995) and LMW < 1 kDa and HMW < 0.45 µm (Meunier et al., 2005) material, 

whereas a 2.0 µm filtered NMO was used throughout the NMO light regime comparison 

experiments.  This would again suggest, as with the Fe(II) that the initial rapid stage of H2O2 

production in the NMO experiments is due to a > 0.2µm fraction in the aged NMO.  The 

intermediate stage is that governed by the curve in the log plot of the H2O2 data before the 

systems shift to one of three states; (i) steady-state, (ii) net production, (iii) net loss.  Due to the 

UVB only system entering a net loss in H2O2 for the final c. 800 s of the experiment, the 

intermediate stage result is not directly comparable as it encompasses the point of inflection in 

the log plot and the time of net H2O2 production prior to loss in the system.  The other 

experiments containing either a large proportion of UVA or PAR only, all show a continuous 

net production of H2O2 in the final stage; this suggests that to ensure a continued net production 

there must be specific wavelength set effecting the H2O2 production.  As the UVB system 

contains a large proportion of PAR (UVB(PAR) > PAR(PAR)) and only far UVA (< 360 nm), this 

continued net production would have to be due to the UVA radiation > 360 nm.  UVB is also the 

major environmental wavelength that decomposes organic material to LMW constituents 

(Kieber et al., 1990; Mopper et al., 1991). 

 

 

 

 

 

 

 

 

 



 
Figure 6.06.  11 % v/v 2.0 µm filtered 
 

 

H2O2 Apparent Rates 

 

H2O2 apparent production rates for the 

6.05.  Those NMO systems containing

the apparent production rate of H

and UVA received decreases.  The calculated apparent results for all stages are comparable to 

the calculated rates of Moore et al. 

24 – 134 nM h-1.  The Full spectrum apparent 

order of magnitude less than in the mixed NMO Full spectrum experiment (Table 6.04), 

the constant stage is of a similar rate to the second repeat mixed NMO experiment.

comparison is difficult to assess further as the 0.2 µm filtered fraction only contained a v/v 4.4 % 

whereas the 2.0 µm filtered fraction was added to 11 % v/v

 

Table 6.05.  11 % v/v 2.0 µm Filtered 
H2O2 apparent stage rates.  NC 

experiment 

UVB 
Full 
UVA + PAR 
UVA 
PAR 
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Figure 6.06.  11 % v/v 2.0 µm filtered Thalassiosira pseudonana NMO stage times

apparent production rates for the Thalassiosira experiments are shown in Table 

6.05.  Those NMO systems containing a majority of UVA in their irradiating spectra show how 

the apparent production rate of H2O2 decreases, for all stages, as the amount of the total light 

and UVA received decreases.  The calculated apparent results for all stages are comparable to 

ulated rates of Moore et al. (1993) with apparent production rates between 

.  The Full spectrum apparent production rates in the intermediate stage are an 

order of magnitude less than in the mixed NMO Full spectrum experiment (Table 6.04), 

the constant stage is of a similar rate to the second repeat mixed NMO experiment.

comparison is difficult to assess further as the 0.2 µm filtered fraction only contained a v/v 4.4 % 

whereas the 2.0 µm filtered fraction was added to 11 % v/v. 

Table 6.05.  11 % v/v 2.0 µm Filtered Thalassiosira pseudonana NMO experiments: LODs and 
apparent stage rates.  NC – none calculated. 

 LOD  H2O2                            
apparent stage rates (nM hH2O2 Fe(II) 

nM nM initial intermediate
1.3 0.31 107 49 
4.8 0.44 193 76 

 1.2 0.14 128 58 
0.01 0.91 118 11 
2.5 0.64 NC 0 

 

NMO stage times 

experiments are shown in Table 

a majority of UVA in their irradiating spectra show how 

decreases, for all stages, as the amount of the total light 

and UVA received decreases.  The calculated apparent results for all stages are comparable to 

with apparent production rates between                    

rates in the intermediate stage are an 

order of magnitude less than in the mixed NMO Full spectrum experiment (Table 6.04), whereas 

the constant stage is of a similar rate to the second repeat mixed NMO experiment.  This 

comparison is difficult to assess further as the 0.2 µm filtered fraction only contained a v/v 4.4 % 

NMO experiments: LODs and 

                            
apparent stage rates (nM h-1) 

intermediate constant 
-8 
46 
26 
24 
22 
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Limits of Detection 

 

Table 6.05 also provided the LOD for each analyte for the light regime comparison 

NMO experiments with 11 % Thalassiosira.  LOD were calculated based on 3 x σ of the sea-

surface microlayer analogous material only - blank.  The blank signal is made up of all potential 

reactants of luminol from within the experimental media that induce chemiluminescence, except 

the analytes.  The H2O2 LODs are all below 5 nM, this is an order of magnitude greater than 

those of Yuan and Shiller (1999) however, this LOD was low enough not to impact on the 

modelling of the changes seen within the experiments.  The Fe(II) LODs are all below 1 nM and 

again are generally sufficient to see initial changes within the experiments.  Calibration of the 

Fe(II) data was similar to that of Meunier et al. (2005) who also produced a calibration curve 

within identical experimental media directly after their experimental runs; their Fe(II) LOD was 

0.2 nM. 

 

Results with Model Fits 

 

H2O2 and Fe(II) results with their model fits are shown in Figure 6.07.  O2
•- and hence 

H2O2 production is seemingly influenced by both UVA and UVB and these may affect different 

organic initiating sources.  The reasoning for invoking different initiating sources is based on the 

total H2O2 concentrations attained from those experiments without UVB, UVA+PAR and UVA 

only.  These experiments have approximately 4 times more UVA and 5 times less UVB in their 

irradiating regimes than the UVB experiment and attain similar H2O2 concentrations.  The UVB 

experiment also shows after c. 2400s of illumination a net loss in H2O2 whilst those containing 

substantially more UVA do not show a net loss.  However, bleaching of the organic material 

(Goldstone et al., 2002) by UVB cannot be ruled out, though the Full spectrum experiment, 

which also contains UVB, does not show a net loss in H2O2.  The stage at which there is net loss 

in H2O2 during the UVB experiment occurs prior to a point of net loss in the Fe(II) data; a lag 

that has been seen in previous experimental work (Rose and Waite, 2003b).   
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Figure 6.07.  11 % v/v 2.0 µm filtered Thalassiosira pseudonana NMO experimental results 
(concentration in nanomolar) with model fits.  See text for explanation of colours and lines. 
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What also cannot be ruled out is that as H2O2 net production decreases in the UVB 

experiment there is a possible strong sink mechanism for H2O2,which is required due to its long 

half-life, > 5 hrs (Moore et al., 1993).  A potential sink for H2O2 which will also decrease the 

concentration of Fe(II) would be model reaction 5, (Equation 6.01 below).  A second potential 

sink would be increased photodecomposition of organic material due to the UVB.  Conversely 

the experiments containing UVB eventually show a constant production of Fe(II) and this would 

agree with Laglera and van den Berg (2007) who show an increase in the half-life of Fe(II) as 

the irradiating wavelength decreases.  The previous chapters work also suggested that reactions 

on particulate surfaces could decrease the concentration of H2O2. 

)()(22 IIIFeOHOHIIFeOH ++→+ −•
   Eqn. 6.01  

 

Within the modelling of the data, the kinetics for this reaction, Equation 6.01 (Millero 

and Sotolongo, 1989), were kept constant, but this may not be the case as there may be catalytic 

processes occurring.  Further sinks for H2O2 may be a similar reductive reaction as equation 

6.01 but with reduced copper.  Subsequent oxidation of Fe(II) may also occur through the 

reductive dissolution of oxidised copper (Moffett and Zika, 1983) and manganese (Grassian, 

2005; Hem, 1978). 

 

The 11% NMO results based on Fe(II) can be categorised into three groups.  The first 

group contains UVB in its irradiating spectrum and show a rapid initial production which then 

moves into a constant net production – UVB and Full spectrum experiments.  The second group 

are those experiments with their UV-R in the predominantly UVA range, these show oscillating 

production and loss cycles.  Maximum concentrations occur approximately half-way through 

these UVA experiments.  Except for the Full spectrum experiment the remaining experiments 

containing UVA tend towards a net loss of Fe(II), though this is curtailed by the termination of 

the experiments.  There are four measurable peaks (pairs of data) above the Fe(II) LOD, 0.64 

nM in the PAR experiment suggesting there is some Fe(II) production but it is not significant 

when compared to irradiating regimes containing UVA and UVB.  The result for the PAR only 

experiment would also suggest that the changes seen in the UVB experiment are due primarily 

to the UVB and not to the 15.5 W m-2 PAR within its irradiating spectrum.  The PAR within the 

irradiating regimes, UVB, Full and PAR experiments, is less than 1 % of that in the natural 

environment, based on the calculations of Zepp and Cline (1977).  Thus the experiments cannot 

rule out the photo-production of Fe(II) from light within the visible light regime; with ~ 35 % of 

Fe(II) photo-production in Arctic waters attributed to PAR (Laglera and van den Berg, 2007) 
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As explained earlier, model fitting was carried out on H2O2 stage times and was 

simultaneously constrained by both H2O2 and Fe(II) observations.  As these functions of the fit 

are based around the H2O2 stage times and the relative changes in H2O2 concentration are larger 

than those in Fe(II) concentration, the fits are generally better for H2O2.  The resulting Fe(II) fits 

suggests that for the developed model there are either insufficient fitting parameters to achieve a 

good fit for both constraints and / or that the model is incomplete with respect to the cycling of 

Fe(II).  H2O2 model fits are generally good, though they cannot achieve the general curvature of 

the data, they do tend to stay within the error envelopes of the data.  Fe(II) model fits for those 

systems containing UVB are poor.  The model was initially developed from a series of models 

that assume the continued oxidation of Fe(II) and its loss from the system.  This loss of Fe(II) 

the model can show but it cannot be forced (as it stands) to show a continued net production, nor 

a relatively (in terms of the model) slow initial Fe(II) production.  The model also has difficulty 

in representing the oscillatory production / loss behaviour of Fe(II) in the irradiating regimes 

controlled by UVA.  However it takes a reasonable mid point following the initial production in 

each stage. 
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6.03.03 Set 3:  1.0 mg L-1 Humic Acid at ~ pH 8.3, Light Regime 

Comparison Experiments 

 

pH & Temperature 

 

The initial temperature and pH of the 1.0 mg L-1 humic acid experiments were generally 

similar between experiments.  The starting pH for the experiments ranged between pH 8.27- 8.3 

whilst initial temperatures were within ± 1 ºC of 25.4 ºC.  Changes in pH and temperature for 

each experiment are shown in Figure 6.08.  pH generally decreases over the first 900 – 1200 s of 

illumination for all except the Full spectrum experiment.  Following this decrease experiments 

generally show a constant pH after this time.  The initial decrease in pH for these experiments 

last 300 - 600 s longer then those in the NMO (Figure 6.05) experiments.  The decreasing order 

for the change in pH over the first third of the experiment of the 1.0 mg L-1 humic acid 

experiments, is Full > UVA+PAR > UVA, with changes to the UVB and PAR experiments 

similar.  This is the same order as initial pH changes during the NMO experiments, suggesting 

there is a potential reaction which can decrease pH and is based on the total UVA received.  

Temperatures were generally stable throughout the light stage of the experiments, except for the 

UVB only experiment which decreased by ~ 1 ºC over the full term, 3000 s and the Full 

spectrum experiment which increased by ~ 0.4 ºC over the last 2400 s.  The average initial 

starting temperature, 25.4 ºC, allows for an approximate calculation for the concentration of O2, 

205.6 µM kg-1, based on the methodology of Weiss (1970). 

 

LOD for both H2O2 and Fe(II) in the 1.0 mg L-1 humic acid experiments (Table 6.06) are 

higher by around a factor of 2 when compared to those from the NMO experiments (Table 6.05) 

at a similar pH. 
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Figure 6.08.  pH (blue line with +) and temperature (red line with o) change for the 1.0 mg L-1 
humic acid experiments. 



Stage Times 

 

Stage timings for the 1.0 mg L

initial stage is different to the rapid production seen in the 2.0 µm filtered NMO experiments; 
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Figure 6.09.  1.0 mg L-1 humic acid stage 
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Stage timings for the 1.0 mg L-1 humic acid experiments are shown in Figure 6.09.  The 

initial stage is different to the rapid production seen in the 2.0 µm filtered NMO experiments; 

rather it appears that there is a lag in the system before production of H2

ental LOD, ~ 6 nM.  The H2O2 experimental data from (Meunier et al., 2005

increase in the rate of production of H2O2 after c. 5 minutes, the initial stage in the 1.0 mg L

humic acid experiments lasts c. 300s.  Unlike the NMO experiments (Figure 6.07) the fastest 

in the intermediate stage for the 1.0 mg L-1 experiments

the UVA+PAR experiment the change from intermediate to constant stage occurs at a similar 

. 900 s into the experiment. 

humic acid stage times 

The apparent production of H2O2 from the 1.0 mg L-1 humic acid experiments is 

dependant on the light regime.  H2O2 concentrations achieved by the end of the experiment 

decrease based on the irradiating regime, the order for the decrease in total concentration 

 UVA+PAR > UVA > UVB >> PAR.  This result suggests that the irradiating 

production of H2O2 is the UVA range, and it is this which produces the 

greatest concentration of H2O2.  The experiments indicate that as depth from the microlayer 

production should decrease based on humic acids as the initiating chromophore

The calculation of apparent rates (Table 6.06) is not perfect, as the transition point between 

stages may coincide with a spike or dip and this will affect the calculation.  However, they do 

give an idea if the experiments are showing similarities to an environmental context.  The 

humic acid experiments are shown in Figure 6.09.  The 

initial stage is different to the rapid production seen in the 2.0 µm filtered NMO experiments; 

2O2 increases above the 

Meunier et al., 2005) show an 

after c. 5 minutes, the initial stage in the 1.0 mg L-1 

c. 300s.  Unlike the NMO experiments (Figure 6.07) the fastest 

experiments.  Except for 

the UVA+PAR experiment the change from intermediate to constant stage occurs at a similar 

 

humic acid experiments is 

concentrations achieved by the end of the experiment 

decrease based on the irradiating regime, the order for the decrease in total concentration 

 UVA+PAR > UVA > UVB >> PAR.  This result suggests that the irradiating 

is the UVA range, and it is this which produces the 

.  The experiments indicate that as depth from the microlayer 

production should decrease based on humic acids as the initiating chromophores.  

The calculation of apparent rates (Table 6.06) is not perfect, as the transition point between 

stages may coincide with a spike or dip and this will affect the calculation.  However, they do 

n environmental context.  The 
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apparent rates in the initial stage of these experiments are examples of apparent rates that are 

skewed by a sudden change; this is as at the end of this stage in the Full and UVA only 

experiments, where there are increases in H2O2.  The 1.0 mg L-1 humic acid experiments have 

approximately two times higher H2O2 apparent production rates compared to the 11% 2.0 µm 

filtered NMO experiments.  The intermediate rates in the 1.0 mg L-1 humic acid experiments are 

of a similar range, 127 – 199 nM h-1, to the initial stage in the 2.0 µm filtered NMO experiments, 

107 – 193 nM h-1, and relate mainly to those irradiating regime containing a large proportion of 

UV-R. 

 

Table 6.06.  1.0 mg L-1 humic acid experiments: LODs and H2O2 apparent stage rates.  NC – 
none calculated. 

experiment  LOD  H2O2                            
apparent stage rates (nM h-1) H2O2 Fe(II) 

nM nM initial intermediate constant 
UVB 8.1 1.0 0 127 49 
Full 5.6 1.7 80 166 97 
UVA + PAR 6.7 1.7 0 199 57 
UVA 3.4 0.67 107 164 69 
PAR 7.2 0.68 NC 0 1 

cold water, Yocis et al. (2000)  range 0.2 – 11 nM h-1 
warm water, Moore et al. (1993)  range 42 – 134 nM h-1 

 

 

Intermediate stage apparent production rates are consistently high in all except the PAR 

experiment which correspondingly has an order of magnitude less UV-R.  The constant stage of 

the experiments all show a net production in H2O2 within the range of apparent rates measured 

in warm tropical seawater affected by dissolved terrestrial (riverine input) organic material 

(Moore et al., 1993).  The constant stage H2O2 apparent production rates for 1.0 mg L-1 humic 

acid in seawater are directly related to the UVA radiation received, Figure 6.10. 

 

 
Figure 6.10.  Relationship between constant stage apparent H2O2 production rates and 
irradiation received in the UVA (315 – 400 nm) range.  
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Results with Model Fits 

 

 The Fe(II) in the 1.0 mg L-1 humic acid experiments show distinct differences related to 

the irradiating regime (Figure 6.11).  The Full and UVA+PAR experiments show a dampening 

oscillatory form before their Fe(II) concentrations fall to below their LODs, 1.7 nM.  In the Full 

spectrum experiment there is a dual frequency oscillation with amplitudes of around 10 and 3 

nM; whilst the UVA+PAR experiment shows a single oscillation of around 2nM, frequency c. 

600s.  Fe(II) has been shown to have an oscillatory behaviour with additions of dissolved 

organic material (DOM) (Rose and Waite, 2003b; Song et al., 2005).  The Fe(II) behaviour in 

the 1.0 mg L-1 experiments could then be attributed to changes in the DOM within the system 

and as this is photo-oxidised, Fe(III) is being reduced through a LMCT, the subsequent Fe(II) is 

then oxidised or organically complexed.  Fe(III) which is subsequently organically complexed 

then goes through the cycle again with the subsequent photo-oxidation of the corresponding 

DOM fraction releasing Fe(II) into the cycle.  Changes in Fe(II) species cannot be differentiated 

with the experimental set up though, inorganic complexes, Fe(CO3), Fe(CO)3(OH)- and FeCl+ 

would form at amounts equal to or greater than the Fe2+ aquo- ion (King, 1998), with Fe(II) 

organic complexes greatly in excess of the inorganic complexes (Nolting et al., 1998; Volker 

and Wolf-Gladrow, 1999) and therefore potentially contributing more to the overall redox 

chemistry than inorganic complexes (Emmenegger et al., 1998).  That the oscillatory behaviour 

of Fe(II) decreases from Full > UVA+PAR > PAR would suggest that this may also occur with 

depth in the surface ocean and that steady-state Fe(II) in shallower waters influenced by 

terrestrial organic material is in fact highly variable. 
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Figure 6.11.  1.0 mg L-1 humic acid experimental results (concentration in nanomolar) with 
model fits.  See text for explanation of colours and lines. 
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Over the first c. 260 s of those experiments containing near UVA (>360 nm) in their 

irradiating regimes, the increases in Fe(II) are faster than in the UVB and PAR only experiments.  

The UVB and PAR experiments show similar forms; gradual increase in Fe(II) before attaining 

a transition from a production to a loss at c. 900 s.  The loss stage then tends towards a steady-

state Fe(II) concentration ~ 2.5 nM.  The UVA experiment attains a maximum Fe(II) 

concentration, 5.8 nM, within c. 600 s; the following loss leads on to a steady-state 

concentration of ~ 2 nM.  A steady-state also occurs after c. 900s in both the UVB and PAR 

experiments.  The contrasting forms of the experiments would indicate that both PAR and UVA 

radiation can affect Fe(II) cycling.  UVA produces an oscillatory behaviour whilst PAR 

produces a gradual increase which then declines to a steady-state.  This would agree with Sima 

and Makanova (1997) that it is near UV-R and visible light which affects the cycling of organic 

ferric iron complexes.  However, there is an apparently synergistic effect occurring in the Full 

spectrum experiment with 1.0 mg L-1 humic acid between UVA and UVB light causing intense 

cycling of Fe(II). 

 

Assuming there is little O2
•- production under PAR due to minimal H2O2 formation 

(achieved modelled O2
•- < 0.5 nM); though it may be the case that in fact there are low 

concentrations of catalysts for O2
•- dismutation.  What can be supposed is that the concentrations 

of Fe(II) seen would then be only due to a photochemical organic LMCT and not a reduction of 

Fe(III) by either O2
•- or H2O2.  That there are similarities between the PAR and UVB 

experimental Fe(II) traces even with the differences in H2O2 production, maximum achieved 

H2O2 concentrations 10 and 60 nM respectively (Figure 6.11), then suggest that the H2O2 

concentration achieved in the UVB experiment is insufficient to greatly affect the redox cycling 

of Fe(II).  That the oscillatory Fe(II) behaviour occurs concurrently with more rapid H2O2 

production, as in the Full, UVA+PAR and UVA experiments, which attain higher 

concentrations, maximum concentrations, 90, 100 and 80 nM respectively,  may then suggest 

that under those experimental conditions involving the UVA influenced production of H2O2, 

there is a coupling of the H2O2 and Fe(II) cycles. 

 

Model fits on the H2O2 data (Figure 6.11) are reasonable, though the model has trouble 

being constrained to the constant increase in the Full spectrum experiment, as the Fe(II) 

generally shows a decrease in concentration.  Due to the oscillating behaviour of Fe(II) in those 

experiments containing UVA, model fits are generally poor.  However, they do represent a mid 

point for the Fe(II) observations but not the variation, as is the case for the PAR experiment.  In 

the PAR experiment the slow initial increase in Fe(II) could not be modelled.  This inability in 

the model is a systematic fault as it was also unable to adapted to the NMO experiments under 
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the influence of UVB radiation (Figure 6.04) which also show an initial linear increasing 

production of Fe(II). 

 

6.03.04 Set 4:  2.0 mg L-1 Humic Acid at ~ pH 7.5, Light Regime 

Comparison Experiments 

 

pH & Temperature 

 

The starting pH for the 2.0 mg L-1 humic acid light regime comparison experiments was 

similar for all but the UVA+PAR experiment; most experiments range between pH 7.56- 7.59 

whilst the UVA+PAR experiments starts at pH 7.32.  Initial temperatures were within ± 0.8 ºC 

of 26.6 ºC.  The O2 starting concentrations from the range of initial temperatures was between 

198.9 – 204.2 µM kg-1 based on the methodology of Weiss (1970).  Changes in pH and 

temperature for each experiment are shown in Figure 6.12.  pH is relatively stable over the first 

c. 900 s of the light phase of the experiments; which was not seen in the previous experiments at 

a higher pH.  After c. 900s the pH then increases for all experiments by between 0.1 and 0.2 pH 

units.  Temperatures were generally stable throughout the experiments for all except the UVA 

only experiment which decreased by ~ 1 ºC over the full term, 3000 s. 
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Figure 6.12.  pH (blue line with +) and temperature (red line with o) change for the 2.0 mg L-1 
humic acid experiments. 



Stage Times 

 

Stage times used to govern the model fits for the 2.0 mg L

shown in Figure 6.13.  The 2.0 mg L

form of the H2O2 results; these correspond to an initial rapid production, an intermediate stage 

and in the case of these experiments the 

Only two previous experiments indicated rapid H

spectrum experiments (Figure 6.04) 

NMO, repeat one.  With respect to the 1.0 mg L

doubling of the humic acid concentration, the second factor within

lower pH medium and this may have had an affect on the production of H

disproportionation of HO2, the conjugate base of O

1987) the rapid increase must instead be related to the catalysed dismutation of O

decreased pH can act to inc

22 minutes (pH 7.5) (Millero et al., 1987

organic material (Millero et al., 2009

from Full > UVB >PAR > UVA+PAR > UVA.

 

Figure 6.13.  2.0 mg L-1 humic acid stage times
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Stage times used to govern the model fits for the 2.0 mg L-1 humic acid experiments are 

shown in Figure 6.13.  The 2.0 mg L-1 humic acid experiments have three stages based on the 

results; these correspond to an initial rapid production, an intermediate stage 

and in the case of these experiments the third stage represents a loss of H

Only two previous experiments indicated rapid H2O2 production, these were NMO 

spectrum experiments (Figure 6.04) - seawater only, repeat one, and the 8.8 % 0.2 µm filtered 

NMO, repeat one.  With respect to the 1.0 mg L-1 humic acid experiments, though there is a 

doubling of the humic acid concentration, the second factor within the experiments was the 

lower pH medium and this may have had an affect on the production of H

, the conjugate base of O2
•-, decreases with decreasing pH 

the rapid increase must instead be related to the catalysed dismutation of O

decreased pH can act to increase the half life of Fe(II) in seawater from 2

Millero et al., 1987).  The lower pH may also alter the dissociation of 

Millero et al., 2009).  Intermediate phases show a decreasing length of time 

from Full > UVB >PAR > UVA+PAR > UVA. 

humic acid stage times 

humic acid experiments are 

humic acid experiments have three stages based on the 

results; these correspond to an initial rapid production, an intermediate stage 

stage represents a loss of H2O2 from the system.  

production, these were NMO Full 

seawater only, repeat one, and the 8.8 % 0.2 µm filtered 

humic acid experiments, though there is a 

the experiments was the 

lower pH medium and this may have had an affect on the production of H2O2.  As the rate of 

, decreases with decreasing pH (Millero, 

the rapid increase must instead be related to the catalysed dismutation of O2
•-.  The 

rease the half life of Fe(II) in seawater from 2 minutes (pH 8.1) to c. 

.  The lower pH may also alter the dissociation of 

.  Intermediate phases show a decreasing length of time 
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H2O2 Apparent Rates 

 

The apparent production rates for the ~ pH 7.5, 2.0 mg L-1 humic acid experiments are 

given on in Table 6.07.  The initial production rates are between ~1000 nM h-1 (UVA+PAR) and 

~2500 nM h-1 (UVB).  These high initial apparent rates can be attributed to the organic catalysed 

dismutation of O2
•- from within humic substances.  This can be primarily through the  redox 

structures, quinone-hydroquinone, (Goldstone and Voelker, 2000), which with a lower pH 7.5, 

compared to pH 8.3, become more reactive.  What is also interesting is the change in order for 

the reactivity of the organic material to the irradiating regime in the intermediate stage; in the 

1.0 mg L-1 experiments, the apparent rates decreased from UVA+PAR > Full ≈ UVA > UVB >> 

PAR where as in the 2.0 mg L-1 experiment the apparent rates decreased from UVB > Full > 

UVA = PAR > UVA+PAR.  In the 1.0 mg L-1 experiments the UVA irradiation induced the 

fastest production of H2O2 whereas in the 2.0 mg L-1 experiments it was the UVB.  With UVB 

light being primarily responsible for the photodecomposition of humic acid based organic 

materials (Kieber et al., 1990; Mopper et al., 1991) it may be that this photodecomposition will 

increase with the lower pH. 

 

Table 6.07.  2.0 mg L-1 humic acid experiments: LODs and H2O2 apparent stage rates. 
experiment  LOD  H2O2 apparent stage rates           

(nM h-1) H2O2 Fe(II) 
nM nM initial intermediate constant 

UVB 0.8 0.54 2521 443 -294 
Full 1.5 0.26 1512 165 -142 
UVA+PAR 18 0.41 1027 129 -40 
UVA 18 0.39 1552 148 -54 
PAR 25 0.39 1552 148 -54 

cold water, Yocis et al. (2000)  range 0.2 – 11 nM h-1 
warm water, Moore et al. (1993)  range 42 – 134 nM h-1 

 

 

Fe(II) LODs from within the 2.0 mg L-1 experiments range between 0.26 – 0.54 nM and 

are comparable to those from within the 2.0 µm filtered NMO experiments (Table 6.05).  The 

H2O2 LODs cover an order of magnitude, those for the UVA+PAR, UVA and PAR experiments 

are around 20 nM.  These are high relative to all other experiments and are due to an increase in 

the sensitivity of the PMT and the affect it has on the stability of the measurement of 

chemiluminescence. 
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Results with Model Fits 

 

 H2O2 experiment results (Figure 6.14) indicate that UVB radiation has a large effect on 

the production of H2O2.  Over the first two stages this irradiating regime promotes the fastest 

apparent production and has the fastest rate of loss in the constant stage (Table 6.07).  What is 

interesting is the antagonistic affect in the Full regime experiment on the production of H2O2 

which also includes the UVB bulb.  With ~ 100 nM less H2O2 produced and a 50 % slower 

apparent rate of loss, the initial pHs for the UVB and Full spectrum experiments are 7.56 and 

7.59 respectively and they both increase by 0.1 and 0.2 pH units respectively, suggesting that the 

difference is not due to the pH.  Therefore there is an effect of near UVA (>360 nm) radiation 

acting to retard the affect of UVB photo-bleaching of humic organic material (Kieber et al., 

1990; Mopper et al., 1991).  With respect to the UVA there is also a synergistic affect with PAR 

as the UVA+PAR experiment does not show a pronounced loss but instead a steady-state in the 

system.  This is contrary to the calculation of apparent H2O2 rates (Table 6.07); the difference 

can be explained by the transition point between stages coinciding with a spike or dip.  The 

lower pH in these experiments has promoted the reactivity of humic acids towards PAR.  There 

is a 2-stage production of H2O2 under the influence of PAR, not seen in either the 1.0 mg L-1 

humic acid, pH 8.3 experiments (Figure 6.07) or the 2.0 µm filtered NMO, pH 8.1 experiments 

(Figure 6.11). 
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Figure 6.14.  2.0 mg L-1 humic acid experimental results (concentration in nanomolar) with 
model fits.  See text for explanation of colours and lines. 
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 All experiments show an initial rapid increase in Fe(II) concurrently with the rapid 

increase in H2O2 (Figure 6.14).  For the UVB incubation this increase is in the region of 1.5 nM 

whereas with the incubations with predominantly UVA radiation this is > 2 nM; the PAR 

experiment has an initial increase of ~ 1.5 nM.  Within the UVA+PAR and PAR only 

experiments there is a phenomena directly after illumination where the Fe(II) concentration 

decreases.  Following the initial increase, there is a short-term stabilisation of Fe(II), which lasts 

the longest in the PAR experiment, c. 1200 s and c. 900s in the UVA+PAR and UVB 

experiments indicating that it is probably light in the visible range acting to retain Fe(II) within 

the experiments, potentially through the cycling of ferric-organic complexes (Sima and 

Makanova, 1997) as also seen with the 1.0 mg L-1 humic acid experiments.  This was not seen in 

the 2.0 µm filtered NMO experiments indicating that the organic molecule involved in the 

cycling of the ferric-organic complexes is either not present or it is at low concentrations in 

those experiments. 

 

The model fits for the initial and intermediate stages for Fe(II) concentrations were 

relatively good.  The model could not be forced to show a slower initial rapid production as with 

previous experiments, but the end of the initial stage was reasonably approximated by the model.  

With respect to the intermediate phase, this was either a fair representation of a mid point, or 

followed the loss of Fe(II) reasonably well as in the Full spectrum experiment.  For the UVA 

and Full spectrum experiment, Fe(II) shows a linear loss from the system in the constant phase.  

For these experiments the model was unable to accurately mimic this rate of loss, instead it 

tended to produce an exponential decline.  Either Fe(II) is being oxidised at a slower rate than 

predicted by the model or there is a production mechanism in place.  The H2O2 observations 

show a loss from the experiments in the constant stage for all except the UVA+PAR experiment; 

this experiment has a corresponding Fe(II) model fit which is a good representation of the 

observations.  The loss of H2O2 during short-term (< 2 h) photo-irradiation experiments has 

been seen in freshwater at pH 6 (Southworth and Voelker, 2003).  For a decreased rate of Fe(II) 

loss coupled with a decrease in the H2O2 concentrations requires a sink for H2O2 which can 

regenerate Fe(II) into the system which is not included within the model.  The proposed 

mechanism for this is the catalytic reduction by H2O2 of Fe(III), Equation 6.02, generalised from 

Barb et al. (1951). 

( ) ( ) +• ++→+ HOOHIIFeOHIIIFe 22     Eqn. 6.02 

 

The initiation for this reaction is a hydroxyl ion induced decomposition of H2O2 - 

equation 6.03 (Barb et al., 1951).  For all experiments pH is seen to increase from c. 900s 

onwards into the experiment.  Equation 6.02 will only occur when the ratio of H2O2 to Fe(II) 
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increases and as shown the 2.0 mg L-1 experiments have produced the highest relative H2O2 

concentrations.  This result suggests that at the experimental pH there is sufficient H2O2 for 

there to be to H2O2 decomposition by the hydroxyl ion.  The presence of reduced copper will 

initially react with H2O2.  However, when this has been preferentially reduced only then will 

equation 6.02 occur and may explain why there is a > 900 s lag with the experiments. 

 2222 HOOHOHOH +→+ −
      Eqn. 6.03 

 

6.04  Model Discussions 

 

Model fitting to the observations of H2O2 and Fe(II) was through four fitting parameters; 

two of these are directly related to the irradiating regime, kCDOM (M s-1) (Equation 6.04) and 

kRED (s-1) (Equation 6.05). 

productsOCDOMO +→++ −•
22 ην      Eqn. 6.04 

productsIIFeIIIFe +→+ )()( ην      Eqn. 6.05 

The further two fitting parameters are related to sink terms for O2
•-, the first being directly 

related to the cycling of iron through the reduction of Fe(III), kRO (M-1 s-1) (Equation 6.06).  The 

second of these incorporates all other sinks for O2
•-; these are related to the cycling of other trace 

metal species and organic material, kSOS (M
-1 s-1) (Equation 6.07).  However, this sink, which 

includes reactions with copper does not include the H2O2 production mechanism through the 

reaction of reduced metals and organic material and O2
•-. 

)()( 22 IIFeOIIIFeO +→+−•
      Eqn. 6.06 

22 OproductskssinO +→+−•
      Eqn. 6.07 

Estimates from model fits for kCDOM ranges from 1.2 x 10-11 M s-1 (Weber et al., 2005) to 

9.5 x 10-10 M s-1 (Meunier et al., 2005), with a range based on a series of fits from 9.2 x 10-12 to 

1.43 x 10-10 M s-1 (Steigenberger et al., 2010). 

 

The first experimentally based calculation for seawater of kRED was, 6.3 x 10-4 s-1 by 

Miller et al. (1995).  From modelling work by Weber et al. (2005) the value was calculated as 

1.53 x 10-5 s-1.  In Arctic waters the apparent production of Fe(II) has been measured between 

9.1 x 10-2 and 5.3 x 10-3 s-1 and decreases as irradiating wavelength decreases (Laglera and van 

den Berg, 2007). 

 

For inorganic and organically complexed Fe(III), kRO has been calculated as  1.5 x 108 

M-1 s-1 and 1.2 x 108 M-1 s 1 respectively (Rose and Waite, 2002) and through model fittings has 
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been estimated at <104 M-1 s-1 (Meunier et al., 2005) or 8.56 x 106 M-1 s-1 (Steigenberger et al., 

2010).  The results from Rose and Waite (2002) suggest that there is little difference between 

the rate of O2
•- reduction of organically and inorganically complexed Fe(III).  However the large 

range > 4 orders of magnitude may be explained by the organic material used - SRFA (Rose and 

Waite, 2002) and ~0.4 µm filtered non specific NMO, HMW organic material (Meunier et al., 

2005) or specifically Phaeodactylum tricornutum exudate (Steigenberger et al., 2010). 

 

The model estimation for kSOS is treated as a second order rate reaction; this is different 

to most other authors.  Steigenberger et al. (2010) did not use a sink for O2
•-, where as Meunier 

et al. (2005) used a first order rate constant, 1.16 s-1, which was estimated from Voelker et al. 

(2000) and Goldstone and Voelker (2000).  Rose and Waite (2002) did invoke a second order 

reaction though this was only with inorganic copper, Cu(I), 2.0 x 109 and Cu(II), 6.6 x 108 M-1 s-

1, with a copper concentration of 0.45 nM.  The reaction with Cu(II) has been measured up to 

1.1 x 1010 M-1 s-1 (Zafiriou et al., 1998).  With respect to Mn(II) its reduction by O2
•- in seawater 

has been estimated to be of the order of 6 x 106 to 1 x 107 M-1 s-1 (Hansard et al., 2011).  With 

only organic material, superoxide dismutation has been calculated in the tropical open ocean and 

ranges between, 1.0 x 104 to 3.5 x 105 M-1 s-1 (Heller and Croot, 2010a).  The primary organic 

constituents in 0.2 µm filtered seawater which have been suggested to induce this dismutation 

are, quinones, glutathione and/or siderophores (Heller and Croot, 2010a).  Coastal humic 

substances have higher first order rates of dismutation of superoxide (Goldstone and Voelker, 

2000) compared to open ocean waters (Heller and Croot, 2010a). 

 

6.04.01 NMO Full Spectrum Experiments Kinetics 

 

kCDOM 

 

 From within the seawater only and 0.2 µm filtered NMO experiments kCDOM 

ranged from 3.3 x 10-10 to 2.9 x 10-7 M s-1 (Figure 6.15).  The ranges in the kCDOM values are 

generally higher than the calculated published values of Weber et al. (2005), Meunier et al. 

(2005) and Steigenberger et al. (2010).  Only the constant stage in the second seawater 

experiment and the second 4.4 % and 8.8 % fresh NMO experiments had kCDOM of a comparable 

magnitude to the published values.  The rate of photochemical O2
•- production decreased for all 

NMO experiments from intermediate to constant stage in the experiments; the rate also 

decreased from the first to the second repeat experiments relative to both stages.  During the 

intermediate stage the rate of production tended to increase with increasing concentration of 

NMO from 4.4 to 8.8 %, and again to an equivalent concentration but with 50 % of the NMO as 
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aged (> 4 months),  this trend in the production rate is also true for the second 4.4% experiment 

with low, <10 nM, production of H2O2.  In the constant stage the first repeat experiments all 

increase in the same order as in the intermediate stage; however, for the second 8.8 % 

experiment the rate of kCDOM is an exception as it decreases from experiment 1 to 2. 

 

 

 

Figure 6.15.  kCDOM rate constants for the 0.2 µm filtered NMO Full spectrum experiments. 

 

CDOM is produced through the bacterial reworking of phytoplankton exudates 

(Rochelle-Newall and Fisher, 2002) and the experimental results suggest that as the fresh NMO 

ages under storage the sensitivity of the organic material towards photochemical oxidation 

decreases.  However, the sensitivity increased when using the mixed NMO, suggesting that a 

lengthened storage time increases the bacterial reworking of the NMO towards a more photo-

reducible material.  The initial bacterial reworking of phytoplankton exudates may not have 

initially formed the requisite CDOM.  The Fragilariopsis cylindrus, grown in a low iron, Aquil 

medium, was grown as an axenic culture and as such the required bacteria should not have been 

present. 

 

Comparing, the first and second experiments, the smallest relative differences occur 

within the mixed experiments; assuming a relatively stable photochemically reactive organic 

material in the aged NMO (Thalassiosira pseudonana) than the difference maybe due to the use 

of the fresh NMO (Fragilariopsis cylindrus).  As a measure of the photo-induced reactivity of 

the organic material towards the reduction of oxygen, the results would suggest that this reaction 

rate decreases with the aging of the organic material, i.e. from repeat one to two.  The reaction 

rate also decreases with the continued irradiation of the sample indicating either the affect of the 

UV photo-bleaching (Micinski et al., 1993; Miller et al., 1995; Rijkenberg et al., 2005; Rose and 
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Waite, 2003b) or the change from HMW to LMW organic material (Hama et al., 2004) on the 

reactivity of the organic material.  The reaction rate for the second seawater experiment is 

within the same order of magnitude, 10-10 M s-1, as the second 8.8 % fresh NMO experiment. 

This again indicates that bacterial reduction of organic material to form HMW organics, suitable 

for photochemical reactivity, may occur on time scales longer than a week, as suggested by 

Hama et al. (2004). 

 

kRED 

 

 With respect to the model fits for Fe(II) they were not as well constrained.  However, in 

terms of the calculation of the sum of squares of the error, residuals, from the observations they 

are generally four to five orders of magnitude lower (Appendix, Table A6.01) than the H2O2 fits.  

In the experiments containing NMO, those with organic material (aged and fresh) to 8.8 % 

indicate that kRED in the repeat experiments is higher (Figure 6.16).  The second 4.4 % 

experiment with low H2O2 production had a lower kRED than in the first experiment; this 

comparison would suggest that the production of H2O2 is related to the production of Fe(II).  

Low H2O2 production subsequently requires lower photo-reduction of Fe(III) to sustain the 

lower H2O2 and Fe(II) steady-states in the experiments (Figure 6.04).  Two experiments did 

however show a slight trend away from a Fe(II) steady-state; these were the second 4.4 % and 

first 8.8 % NMO experiments, showing a slight production and loss respectively. 

 

 

 

Figure 6.16.  kRED rate constants for the 0.2 µm filtered NMO Full spectrum experiments. 
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For a Fe(II) steady-state to be in place requires that either the organic complexation of 

Fe(II) is faster than its oxidation – organic material can either inhibit (Miles and Brezonik, 1981; 

Rijkenberg et al., 2008; Shaked et al., 2004; Steigenberger et al., 2010) or enhance (Santana-

Casiano et al., 2000) this rate of oxidation – or that the photo-chemical cycling between organic 

Fe(III) to Fe(II) is rapid in terms of the analytical timings.  Organic complexes of ferric iron 

retain iron in a soluble form, with these organic complexes showing a greater potential for 

photo-reduction (Sima and Makanova, 1997).  With the 0.2 µm filtered NMO tending to show 

near Fe(II) steady-states and the rate of kRED in the first experiments indicating a lower reactivity 

than in the second experiments, it may be that with fresher organic material it is complexes with 

Fe(II) retaining the Fe(II) in the steady-state whereas as the fresh organic material ages there are 

less complexes with Fe(II) but to compensate the photo-reactivity of the Fe(III) complexes 

increase. 

 

The question arises that with low H2O2 and the required decrease in kRED to require the 

requisite Fe(II) steady-state, is it the reduced rate of oxidation of organically complexed Fe(II) 

(Miles and Brezonik, 1981; Rijkenberg et al., 2008; Shaked et al., 2004; Steigenberger et al., 

2010) by the lower H2O2 concentration or an increased photo-reduction of Fe(III) organic 

complexes?  That it is organically complexed and not inorganic iron species which are 

considered is because the rate of inorganic photo-reduction of Fe(III) is relatively slow 

(Sulzberger and Laubscher, 1995; Wells and Mayer, 1991).  For the constant stage of the 

experiments the second seawater only experiment has the highest rate of photo-chemical 

reduction of Fe(III), for all except the first 4.4 % NMO experiment.  This high photo-reduction 

may be indicative of the findings of Rose and Waite (2002) that there is little difference between 

the photo-reduction rate of organically and inorganic Fe(III), especially if the assumption is 

made that through storage there are lower concentrations of residual organically complexed 

Fe(III) retained in the system.  The intermediate and constant stages in all the NMO experiments 

and the constant stage in the seawater only experiments have calculated kRED values in line with 

those of Miller et al. (1995) 6.3 x 10-4 s-1, and Weber et al. (2005) 1.53 x 10-5 s-1. 

 

kRO 

 

 Under the assumption that available Fe(III) is limited in the redox cycling with O2
•- due 

to aging of the seawater and the Thalassiosira pseudonana; aging acts to reduce the reactivity of 

iron (oxy)hydroxides (Fujii et al., 2006).  Also, because there are low iron concentrations within 

the Fragilariopsis cylindrus organic material, kRO would become important when Fe(II) is in a 

steady-state, and subsequent redox cycling would be initiated from newly organically 
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complexed Fe(III) occurring within the experiment.  kRO is a mechanism for O2
•- to be directly 

involved in the redox cycling of trace metals (Barb et al., 1951), and ultimately decreases the 

O2
•- available for the dismutation to H2O2.  For the fresh NMO experiments (4.4 and 8.8 %) in 

the intermediate phase (Figure 6.17) kRO decreases from the first to the second experiment with 

an order of magnitude difference in the 8.8 % NMO repeat experiments.  The second 4.4 % 

NMO experiment with low H2O2 is the only experiment using fresh NMO which has an increase 

in kRO in the constant phase.  kRO for the seawater only experiments showing both a three stage 

increase in H2O2 or a constant production have similar values for kRO, 7.1 x 103 to                   

8.6 x 103 M-1 s-1, though these are less than those containing NMO, except for the second 8.8 % 

NMO experiment constant stage and are in line with the estimations of Steigenberger et al. 

(2010) 8.56 x 106 M-1 s-1, and Meunier et al. (2005) <104 M-1 s-1. 

 

 

 

Figure 6.17.  kRO rate constants for the 0.2 µm filtered NMO Full spectrum experiments. 

 

 

kSOS 

 

 All other sinks for O2
•- were utilised within the model under the kSOS second order rate 

constant; however, there is a caveat within their use as they do not induce the catalysed 

dismutation of O2
•- to H2O2.  The calculated range of second order reaction values for kSOS is, 

1.7 x 107 to 1.0 x 1010 M-1 s-1 (Figure 6.18).  These calculated values are inline with those for 

O2
•- reactions with inorganic copper species, Cu(I), 2.0 x 109 and Cu(II), 6.6 x 108 M-1 s-1 (Rose 

and Waite, 2002) and 1.1 x 1010 M-1 s-1 (Zafiriou et al., 1998).  For the fresh NMO experiments 

it appears that kSOS decreases with increasing storage time, potentially indicating that the 
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photochemical reactivity of the organic material to a LMCT on Cu(II) to Cu(I) (Moffett and 

Zika, 1983) decreases.  As expected this rate constant had to be increased within the model 

when the observed concentrations of H2O2 were low, as in the second 4.4 % NMO experiment, 

though it was in a similar order of magnitude as the mixed NMO experiment. 

 

 

 

Figure 6.18.  kSOS rate constants for the 0.2 µm filtered NMO Full spectrum experiments. 

 

 

6.04.02 Light Regime Comparisons – kCDOM 

 

11 % v/v 2.0 µm Filtered Thalassiosira pseudonana 

 

 The values for kCDOM in the 2.0 µm filtered Thalassiosira pseudonana combined to 11%, 

NMO experiments shows a distinct trend related to both irradiance and wavelength (Figure 

6.19).  As irradiance decreases from Full spectrum, to UVA+PAR to single light regimes (Table 

6.01) the rate of kCDOM decreases within the intermediate and constant stages.  However, in the 

initial stage the UVA source has a higher production rate than the UVB source indicating that it 

is the UVA during the initial stage affecting the increased production rate.  The UVB 

experiment during the constant stage was the only NMO experiment to indicate an apparent loss 

of H2O2, -8 nM h-1 (Table 6.05); this was with a corresponding production of superoxide at     

1.1 x 10-8 M s-1. 
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Figure 6.19.  kCDOM (M s-1) light regime comparisons. 

 

 

The measured PAR contained approximately 1.5 % of UV-R (0.1 W m-2) and 0.3 % of 

PAR (11.6 W m-2), compared to Zepp and Cline (1977), and was sufficient to enable an 

observed production of H2O2 in the constant stage of the experiment.  The preferred reactant for 

catalysed dismutation of O2
•- is Fe(II) (Fujii et al., 2010).  The Fe(II) concentration in the 

experiment with 2.0 µm filtered NMO and PAR was observed to be low, < LOD of 0.64 nM.  

Under these light conditions and assuming that H2O2 production is due to uncatalysed, slow, 

dismutation of O2
•-, low Fe(II) concentrations, than the apparent production rate for H2O2, over 

the constant stage of this experiment, 22 nM h-1 (Table 6.05), may then be indicative of 

uncatalysed dismutation.  That this rate was similar within also the UVA+PAR and UVA 
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experiment constant stages of O2
•- again suggest that this rate can be dependant on experimental 

conditions.  Interestingly this rate is inline with Yocis et al (2000) (with temperature correction) 

for their measured apparent H2O2 production rates in Antarctic waters low in trace metals and 

organic material.  Comparing the 0.2 µm filtered (mixed) NMO Full spectrum experiment 

(Figure 6.15) and the Full regime experiment (Figure 6.19) utilising 2.0 µm filtered NMO the 

rate of O2
•- production increases by 2 orders of magnitude. 

 

1.0 mg L-1 Humic Acid 

 

Trends in the 1.0 and 2.0 mg L-1 humic acid experiments are not as apparent as that in 

the NMO experiment (Figure 6.19).  In the initial phase of the 1.0 mg L-1 experiment kCDOM 

values are similar for the UVB (5.5 x 10-10 M s-1), UVA+PAR (6.4 x 10-10 M s-1) and UVA (6.4 

x 10-10 M s-1) experiments, and the total energy received was also similar, 20.4, 25.9 and 17.5 W 

m-2, respectively.  The Full spectrum incubation, total energy received 46.7 W m-2, shows the 

fastest initial rate of O2
•- production.  As the majority of irradiance for the Full spectrum 

experiment is in the UVA and PAR ranges it would be the combination of these that affects the 

rate in the initial stage with the light in the UVA range (315 – 400 nm) as the primary energy 

source.  The UVB does contain some UVA, 3.8 W m-2, in the far UVA range < 360 nm. 

 

The PAR experiment (1.0 mg L-1) does not show significant changes in H2O2 above the 

LOD, 7.2 nM.  The rate of kCDOM in the intermediate and constant stages for the PAR only 

experiment is in range of the other experiments.  For a system under the influence of PAR 

radiation this suggests that this is a minimum production rate required to sustain a 

photochemically produced steady-state H2O2 concentration, kCDOM 1 x 10-9 M s-1.  This is one to 

two orders of magnitude lower than the models of Weber et al. (2005), Meunier et al. (2005) and 

Steigenberger et al. (2010). 

 

The 1.0 mg L-1 initial stages apparent production rates should have been 0 nM h-1 for 

H2O2; transition region between stages has the initial stage increasing at the end which distorts 

the calculation of the apparent production rate stage calculations.  The intermediate and constant 

stages do show apparent H2O2 production rates (Table 6.06).  kCDOM for the initial stages, except 

for the Full spectrum experiment, were less than 1 x 10-9 M s-1.  The experiments of note are the 

Full spectrum and UVA+PAR experiments.  The UVA+PAR experiment has the lowest values 

of kCDOM in the intermediate and constant stages, approximately an order of magnitude lower 

than the other experiments, and has the longest time spent in the intermediate stage, c. 1200 s.  

This is approximately twice as long as the UVB, FULL and UVA experiments.  The UVA+PAR 
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experiment with kCDOM set to less than 1 x 10-9 M s-1 was the experiment with the highest 

observed H2O2 concentrations in the 1.0 mg L-1 humic acid experiments.  For the Full spectrum 

experiment, kCDOM, is relatively low, when compared to the differences in the NMO experiment.  

What may be occurring is that UVB, UVA and PAR affect different sections of the organic 

material and antagonistic effects in those experiments with combined irradiating regimes are 

reducing the rate of O2
•- production in the intermediate and constant stages of those experiments.  

Or that the different regimes promote different sinks for O2
•- and this in turn affects the 

production of H2O2.  This antagonistic affect does not occur for UVB and PAR; this is as there 

is a high proportion of PAR within the UVB irradiating regime (Table 6.01).  In general the 

effect of irradiating regime is not as straightforward as the experiment using NMO and appears 

affected by antagonistic effects of irradiating regime on the humic acid. 

 

2.0 mg L-1 Humic Acid 

 

 Initial phase photo-production of O2
•- in the 2.0 mg L-1 experiments tends to decrease as 

UVB decreases (Figure 6.19).  This trend is not straight forward, as the UVA experiment has a 

higher production rate than both the Full and UVA+PAR experiments; this was also seen in the 

intermediate and constant stages of the 1.0 mg L-1 humic acid experiments.  The difference from 

the 1.0 mg L-1 humic acid experiment may be attributed to the lower pH, and the effect this has 

on the reactivity of the humic acids and may be promoting those organic constituents reactive to 

UVB.  The trend is similar within the intermediate phase, however, following its initial rapid 

production rate, kCDOM in the UVA experiments is lower than in both the UVA+PAR and PAR 

experiments.  The model was unable to fit well to the H2O2 and Fe(II) observations in the 

constant production phase of the 2.0 mg L-1 humic acid experiments.  The exception to this was 

the UVA+PAR and to some degree the PAR experiment.  Both of these experiments have a 

steady-state H2O2 concentration in their constant stage which the model was able to represent 

(within the scatter of the observation or calculated error of the observations).  The other three 

experiments show a definite loss of H2O2 which the model was unable to represent.  The values 

of kCDOM for these experiments are given as the maximum estimated value before the model, 

during this stage, predicts further increases in the rate of H2O2 production. 
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6.04.03 Light Regime Comparisons – kRED 

 

11 % v/v 2.0 µm Filtered Thalassiosira pseudonana 

 

 The Fe(II) observations of the 2.0 µm filtered Thalassiosira pseudonana combined to 

11%, NMO experiments can be split into three groups:  Those influenced by UVB, those by 

UVA and finally the PAR experiment.  With respect to the model fits those for the UVA+PAR, 

UVA and PAR experiments are a fair representations of the Fe(II) observations.  The UVB and 

Full spectrum experiments have similar initial stage kRED values (Figure 6.20).  The low kRED 

value for the UVA+PAR experiment in the initial phase may be a value which could indicate for 

that stage the fitting parameters were at a local minimum and not the global minimum; this, in 

part, could be due to the poor fits to the Fe(II) observations. 

 

The initial, intermediate and constant stages indicate similar photo-chemical reduction 

rates, kRED, in the UVB and Full regime experiments, ranging from 7 x 10-5 to 1.2 x 10-4 s-1.  As 

both UVB and UVA decrease so too does kRED, indicating it is these wavebands that are 

influential on kRED.  Compared to the production of O2
•-, which shows a distinct affect with the 

total energy received, with UVA being the primary initiating source, Fe(II) photo-production 

appears related more to UV-R, with UVB the most influential in the rate of reduction.  This 

suggest there should be higher concentrations of Fe(II) in the surface microlayer and near 

surface seawater due to the presence of UVB.  Comparing the UVB and Full spectrum 

experiments, the model results suggests an antagonistic effect between UVB and UVA, as the 

Full spectrum experiment in the intermediate and constant stages indicates lower rates of 

reduction than the purely UVB experiment.  As there is little change in kRED across the three 

stages this suggests that there is little UV-R bleaching of NMO affecting this rate. 
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Figure 6.20.  kRED (s-1) light regime comparisons. 

 

 

1.0 mg L-1 Humic Acid 

 

 Unlike the NMO experiments, it appears that it is the UVA radiation which controls the 

photo-reduction of Fe(III); with higher kRED values in those 1.0 mg L-1 experiments containing 

UVA (Figure 6.20).  In all stages of the 1.0 mg L-1 humic acid experiments, those experiments 

containing significant UVA photo-reduce Fe(III) faster than those with UVB or PAR only.  

Those systems containing a large quantity of UVA in their irradiating regimes, Full spectrum, 

UVA+PAR and UVA experiments also show an oscillating Fe(II) trace.  The model was unable 
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to represent these oscillations, though reasonable midpoint values were achieved.  Oscillations 

in Fe(II) have been shown in laboratory experiments through repeated inputs of organic material 

(Song et al., 2005).  If as proposed for the kCDOM humic acid experiments, that in fact there are 

different organics reacting with different wavelengths, these organics may not be involved in 

kRED as the rate does not show a significant change between stages.  The humic acid appears less 

reactive to UVB compared to the NMO.  That there is some bleaching of the organic material 

(Micinski et al., 1993; Miller et al., 1995; Rijkenberg et al., 2005; Rose and Waite, 2003b) is to 

be expected and it may be this, that when caused by both UVB and UVA, results in the 

oscillatory Fe(II) behaviour.  The intermediate stages of these experiments indicate that the 

UVA+PAR radiation has the strongest affect on kRED.  This agrees with Laglera and van den 

Berg (2007) who estimated that 70% of the apparent production of Fe(II) was due to UVA and 

PAR wavelengths, and also with Sima and Makanova (1997), who suggest that the organic 

complexes of ferric iron show the greater potential for photo-reduction with irradiation 

predominantly in the visible / near UV-R range. 

 

2.0 mg L-1 Humic Acid 

 

 The initial stage kRED values would indicate an enhancement of the antagonistic effect 

occurring in the 1.0 mg L-1 humic acid experiments (Figure 6.20).  With respect to the Fe(II) 

observations in the 2.0 mg L-1 experiments, they show a marked difference in form compared to 

the 1.0 mg L-1 humic acid experiments and NMO experiments without UVB.  UVA irradiation 

of humic acids at a lower pH relative to the 1.0 mg L-1 humic acid experiments induces the 

highest rate of reduction, which decreases as other light regimes are introduced, followed by 

PAR and then UVB, with the antagonistic effect of UVB greater then that for PAR.  As the rate 

of reduction in the initial stage is greater in the UVB then in the Full spectrum and PAR 

experiments then potentially the changes induced to the organic material and probably the 

organically complexed Fe(III) undergoing photo-reduction are again in different complexes. 

 

6.04.04 Light Regime Comparisons – kRO 

 

kRO as a second order rate constant for all the experiments (Figure 6.21) are generally 

between the ranges of Meunier et al. (2005), <104 M-1 s-1 and Steigenberger et al. (2010) 8.56 x 

106 M-1 s-1.  Unlike kCDOM and kRED the reaction rates of the loss terms for O2
•- are not directly 

related to the irradiating regime.  However, assuming that Fe(III) becomes organically 

complexed following its initial photochemical reduction and subsequent oxidation (noting that > 

99.9 % Fe(III) organically complexed in seawater (Gledhill and van den Berg, 1994; Rue and 
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Bruland, 1995; Wu and Luther, 1995)), and as these complexes may alter under different 

irradiating regimes, then there is the potential for the O2
•- rate of reduction to also alter in line 

with the changing complexes. 
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Figure 6.21.  kRO (M-1 s-1) light regime comparisons. 

 

 

11 % v/v 2.0 µm Filtered Thalassiosira pseudonana 

 

With low production rates of O2
•- for the UVB NMO experiment there is a corresponding 

low rate for kRO, (Figure 6.21).  This experiment has high concentration Fe(II) observations, and 
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high values for kRO suggesting that it is kRED and not the redox reaction with O2
•- which is 

producing the Fe(II) for the NMO.  The UVB experimental result is in contrast to the other 

experiments with UV-R, with its order of magnitude lower reaction rate, kRO.  The Full 

spectrum experiment, which shows a continued increase in Fe(II) throughout the experiment 

requires an increased kRO (relative to the other experiments in the same media) in the constant 

stage for the model to represent this.  This suggests that for this experiment and the UVA and 

UVA+PAR with oscillatory Fe(II) traces kRO becomes more important and what may be 

occurring is that the O2
•- and iron are entering redox cycles.  The PAR experiment shows an 

interesting comparison between stages.  Intermediate stage, steady-state H2O2 and gradual loss 

of Fe(II) with a higher rate of kRO, compared to the constant stage with H2O2 production but 

steady-state Fe(II) and a lower kRO.  So to attain a steady-state Fe(II), kRO must decrease and for 

the PAR experiment a steady-state Fe(II) then leads to the O2
•- being utilised elsewhere, as 

indicated by the production of H2O2. 

 

1.0 mg L-1 Humic Acid 

 

 kRO is relatively consistent across the three stages of the 1.0 mg L-1 humic acid 

experiments, ranging between 4.2 x 104 to 2.4 x 105 M-1 s-1, with the higher values related to the 

PAR experiment (Figure 6.21).  The PAR experiment had a low kRED value to allow a modelling 

of the observed Fe(II) production and steady-state for this experiment.  To compensate for this 

low kRED value and knowing that model behaviour requires an increase in Fe(II) to produce an 

increase in H2O2, for the PAR experiment kRO was required to be increased in the model.  This 

suggests that the Fe(III) reacting with O2
•- may not be available or is of limited reactivity for 

photo-chemical reduction under PAR.  kRO is generally constant for the remaining experiments 

containing UV-R and they show initial increases in Fe(II) followed by either a pronounced 

redox cycle or a steady-state.  These experiments tend towards an eventual loss of Fe(II) 

suggesting that an oxidation mechanism is occurring at a faster rate and this initiates within the 

intermediate phase of the experiments. 

 

2.0 mg L-1 Humic Acid 

 

Excluding four exceptions across the three stages, for all the experiments the rate of kRO 

in the 2.0 mg L-1 experiments at pH ~ 7.5 was in the range, 8.3 x 104 to 1.3 x 105 M-1 s-1 (Figure 

6.21).  The exceptions are a low value, 1.5 x 104 M-1 s-1 in the intermediate phase of the UVA 

experiment, with a low corresponding stage kCDOM value and higher values in the constant stage 

for the UVB, UVA+PAR and PAR experiments, all of which have appreciably better model fits 
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(Figure 6.14).  That the range in values for the experiments are similar to the 1.0 mg L-1 humic 

acid experiments at pH 8.1 would indicate that pH has little effect on this rate.  As mentioned in 

relation to the NMO, to attain a steady-state Fe(II) kRO must decrease, the 2.0 mg L-1 constant 

stage has high values of kRO > 1 x 105 M-1 s-1 and it is during this stage of these experiments that 

there is a constant loss of Fe(II) from within the experiments (Figure 6.14). 

 

6.04.05 Light Regime Comparisons – kSOS 

 

11 % v/v 2.0 µm Filtered Thalassiosira pseudonana 

 

Within the constraints of the model, and unlike kRO, kSOS appears directly related to 

kCDOM for the NMO experiments (Figure 6.22).  Table 6.08 shows the normalised ratios of kSOS 

to kCDOM for each experiment and stage; excluding the intermediate stage in the PAR experiment 

with no apparent production of H2O2 and therefore an increased rate value for kSOS, all other 

experiments average a ratio of 1.1 within the range 0.3 to 1.7.  To some degree this may either 

indicate that the major sinks for O2
•- are related to its production mechanism and / or are 

influenced by the irradiating regime.  As the production mechanism is related to the organic 

material then its photo-oxidation either increases the relative sinks by either promoting the 

reduction of trace metals or itself becoming a major sink within the system. 

 

Table 6.08.  Ratio of kSOS : kCDOM for the NMO experiments, normalised to the Full spectrum 
constant stage.  NC – none calculated. 

 initial intermediate Constant 
UVB 1.1 1.7 1.7 
Full 0.7 1.2 1.0 

UVA+PAR 0.3 0.6 1.3 
UVA 0.4 1.7 1.4 
PAR NC 27.3 0.9 

 

 

kSOS values for Full and UVA+PAR experiments are > 1x1010 M-1 s-1 (Figure 6.22), 

which is the value proposed as the rate of reaction for O2
•- and inorganic copper species 

(Zafiriou et al., 1998).  With the reaction with Fe(III) and Fe(II) modelled there are therefore 

other potentially strong sinks remaining.  These sinks may be other redox sensitive trace metals 

or a fraction of the organic material that is greater in size than CDOM.  The estimated reaction 

rate of O2
•- with CDOM is 1.0 x 104 to 3.5 x 105 M-1 s-1 (Heller and Croot, 2010a). 
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Figure 6.22.  kSOS (M

-1 s-1) light regime comparisons. 

 

1.0 mg L-1 Humic Acid 

 

 For the 1.0 mg L-1 humic acid experiments kSOS is less than 1 x 1010 M-1 s-1 (Figure 6.22). 

Within the initial phase kSOS decrease in line with reductions in irradiation from far to near   

UV-R as would be expected with a decrease in the production of Cu(I) from a LMCT of organic 

Cu(II) complexes (Moffett and Zika, 1983).  This change with the irradiating regime would 

suggest that from within the humic acid the sink is photochemically produced and is in range of 

that for reactions of copper with O2
•-. 
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2.0 mg L-1 Humic Acid 

 

 The 2.0 mg L-1 humic acids for the initial and intermediate phases are generally              

< 1 x 1010 M-1 s-1 (Figure 6.22).  Unlike the 1.0 mg L-1 experiments there does not appear to be a 

relationship in the initial phase with light regime and/or UV-R.  Within the constant phase the 

model fits that are slightly better to the Fe(II) observations are from the UVB, UVA+PAR and 

PAR experiments; these have correspondingly lower values for kSOS by one to two orders of 

magnitude compared to the Full spectrum and UVA experiments. 

 

6.04.06 Discussion 

 

 Two different organic materials were used to initiate the production of O2
•-.  Those from 

the NMO would be more representative of marine organic material and to some degree 

autochthonous organic material in a freshwater environment rather than the soil derived humic 

acids.  However, due to the storage, > 60 days, less than 5 % of the original phytoplankton 

exudate remains so if compared to a marine environment it may be more similar to material seen 

in upwelling regions or during the winter overturning in the surface mixed layer.  For this reason 

discussions will concentrate on the NMO experiments when discussing differences within the 

SML and those with depth through the water column.  However, the comparison of humic acids 

at ~ pH 7.5 and pH 8.1, even though the experiments were undertaken with different 

concentrations, may be enlightening.  Within the comparison of pH between experiments it 

should be noted that the humic acids in the lower pH environment would show a lower potential 

to flocculate and ultimately be removed from the system due to their inherent acidity, so these 

experiments may not be as directly comparable to a marine environmental context. 

 

As indicated earlier it would appear that UVB has the greatest effect on the reduction of 

Fe(III) to Fe(II), kRED (Figure 6.17).  The 10 % light level for UVB ranges from approximately  

1 m (near coastal waters) to 10 m (open ocean) (Figure 6.01).  The available UVB for the UVB 

and Full spectrum experiments was 1.1 and 1.4 W m-2 respectively, referring back to the 

comparison of the irradiating regimes and the measured spectrum over mainland USA (Chapter 

5, Figure 5.03) the irradiation is very similar.  This would suggest that within the sea-surface 

microlayer the production mechanism for Fe(II) would be directly related to the available UVB 

irradiation and there should theoretically be an enhancement of Fe(II) within the surface 

microlayer.  This result agrees with Rijkenberg et al. (2005) though, as with Laglera and van den 

Berg (2007), their experiments were conducted in cold waters, < 4 ºC.  Whereas the experiments 

presented here were conducted at > 25 ºC where the primary oxidation mechanism for Fe(II) 



207 

shifts from O2 to H2O2 (Croot and Laan, 2002; Gonzalez-Davila et al., 2006; Millero and 

Sotolongo, 1989; Moffett and Zika, 1987).  The marked difference between the observations of 

Fe(II) under UVB and UVA, i.e. approximately 4 times higher steady-state concentrations, in 

the NMO experiments also suggests the potential for higher Fe(II) concentrations in the SML. 

 

 Both kCDOM and kRED were calculated (NMO experiments) to have decreasing rates as the 

wavelength of UV-R increased (Figure 6.19 and 6.21) from far to near-visible light.  

Intriguingly, kSOS also shows the same trend as kCDOM.  Relating the decrease in UV-R to depth, 

due to preferential absorbance of lower wavelength UV-R as depth increases, would suggest that 

the ultimate effect of the redox cycling of O2
•- may not be as strong with depth due to its 

effective removal mechanism, as indicated by kSOS, showing a near constant ratio to kCDOM 

(Table 6.08).  What the observations do show is UVA and PAR induced redox cycling of Fe(II) 

and this was found in both the NMO and the 1.0 mg L-1 humic acid experiments.  Whether this 

was due to O2
•-, H2O2 (reduction reaction of Fe(III) by H2O2 not used in the model though the 

results in the 2.0 mg L-1 humic acid experiments suggests that this may be occurring) or with 

organic material as suggested by Skogerboe and Wilson (1981) could not be determined with 

the model. 

 

 The effect of pH appeared to be more strongly related to the photo-reactivity of the 

organic material (Millero et al., 2009) rather than increase in the half life of reduced iron 

(Millero et al., 1987).  Humic acids contain a large proportion of carboxylate metal ligands 

(Averett et al., 1989) and as the pH decreases the will achieve a higher equilibrium 

concentration (Fox and Whitesell, 2004).  The increased reactivity of kCDOM (Figure 6.19), seen 

for the lower pH experiments and being attributed to humic acids, are still lower than those for 

NMO and also appear more strongly influenced by UVB.  NMO appears more strongly 

influenced by UVA. 

 

6.05  Conclusions 

 

 The above work is one of the first attempts at directly relating the effect of the irradiating 

regime on kinetic rate constants for certain proposed reactions of ROS and iron.  The estimation 

of the rate constants is based on observations of Fe(II) and H2O2 in seawater incubation 

experiments.  These results can be related to both reactions occurring within the surface 

microlayer and how the rates can change with depth through the water column. 
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Results have shown a range of Fe(II) observations including a continued increase in 

production, oscillatory behaviour and a steady loss of Fe(II) but not as usually measured the 

exponential decay of Fe(II).  The experiments indicate that as depth from the microlayer 

increases, hence UVA decreases, H2O2 production should decrease based on both humic acids 

and aged NMO (2.0 µm filtered) as the initiating chromophores. 

 

Rapid H2O2 production will occur with NMO material > 0.2 µm under the influence of 

UV-R.  UVA light influences this rapid production, this agrees with the results from O’Sullivan 

(2005); the lower the available UVA the slower the rate of this rapid production but the longer 

time over which it will occur.  Only UVB will induce rapid Fe(II) production when using 2.0 

µm filtered NMO.  H2O2 apparent production from aged 2.0 µm filtered NMO will decrease by 

an order of magnitude compared to 0.2 µm filtered fresh NMO.  O2
•- and hence H2O2 production 

appears influenced by UVA and UVB, and these regimes may be affecting different organic 

initiating sources. 

 

UVA will induce periodic oscillations in Fe(II) when irradiating aged NMO and humic 

acid in seawater at its natural pH.  This oscillatory behaviour will decrease as depth in the water 

column increases.  The steady-state Fe(II) in shallow waters influenced by terrestrial organic 

material may in fact be highly variable.  UVB influencing NMO produces a constant production 

of Fe(II); this agrees with Laglera and van den Berg (2007) who show an increase in the half-life 

of Fe(II) as the irradiating wavelength decreases. 

 

There is a synergistic affect between UVA and UVB light occurring with humic acid at 

seawater pH causing intense oscillatory behaviour in Fe(II).  The results suggest it is a 

combination of organic material and H2O2 that controls this oscillatory behaviour.  Short period 

Fe(II) oscillations end when H2O2 increases above ~70 nM, when irradiating humic acid at 

natural seawater pH, whereas longer period Fe(II) oscillations occur with H2O2 concentrations < 

40 nM with NMO.  For NMO a net loss in H2O2 can occur.  When it does it will precede a net 

loss in Fe(II) and this lag has also been seen in previous experimental work (Rose and Waite, 

2003b).  When the pH is reduced this lag does not appear. 

 

With a decrease in pH the influence of UVB increases with respect to the production of 

H2O2 from humic acid initiating chromophores.  UVB light is primarily responsible for the 

photodecomposition of humic acid based organic materials (Kieber et al., 1990; Mopper et al., 

1991).  With increased H2O2 production under UVB the photochemical decomposition of the 

humic substances can induce a loss of H2O2.  At a lower pH an antagonistic affect was seen in 
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the combined UVB and UVA irradiation on the production of H2O2 from humic acid initiating 

chromophores.  Within the microlayer the potential of this antagonistic affect, related to UVB, 

will be limited as there is also a synergistic affect between UVA and PAR which will act to 

retain a steady-state H2O2 in surface waters.  The decreased pH of the 2.0 mg L-1 humic acid 

experiments may have acted to promote the reactivity of humic acids towards PAR.  PAR at 

lower pH will retain Fe(II) within a steady-state with humic acids, potentially through the 

cycling of ferric-organic complexes (Sima and Makanova, 1997).  The ferric-organic complexes 

with respect to the NMO are at low concentration or not present.  The decreased pH results in 

either Fe(II) being oxidised at a slower rate than predicted by the model or there is a production 

mechanism in place.  For a decreased rate of Fe(II) loss coupled with a decrease in the H2O2 

concentration requires a sink for H2O2 which can regenerate Fe(II) into the system.  The 

proposed mechanism for this is the catalytic reduction by H2O2 of Fe(III), this is simplified in 

Equation 6.02, generalised from Barb et al. (1951). 

( ) ( ) +• ++→+ HOOHIIFeOHIIIFe 22     Eqn. 6.02 

 

 H2O2 at warm temperatures has been estimated to be the primary oxidant of Fe(II), when 

H2O2 is in excess of ~ 125 nM (Santana-Casiano et al., 2006).  The results from the 

experimental work suggest that with the addition of organic material the minimum H2O2 

required to become the primary Fe(II) oxidant is in the range 25 to 70 nM. 

 

kCDOM, as a measure of the photo-induced reactivity of organic material towards the 

reduction of oxygen, will decrease with the aging of fresh NMO material.  The rate of 

photochemical O2
•- production also decreases as the length of the irradiation increases when 

using NMO, indicating either the affect of UV photo-bleaching (Micinski et al., 1993; Miller et 

al., 1995; Rijkenberg et al., 2005; Rose and Waite, 2003b) or a change from a HMW to lower 

reactivity LMW organic material (Hama et al., 2004; Meunier et al., 2005).  kCDOM for NMO 

shows a distinct trend related to both irradiance and wavelength.  As total irradiance and UVA 

decreases the rate of kCDOM decreases.  The reactivity of the NMO increases by 2 orders of 

magnitude from the 0.2 µm filtered NMO to the 2.0 µm filtered NMO. 

 

Antagonistic affects occur when irradiating humic acid between UVB and UVA and 

UVA and PAR, these result in reduced rates of O2
•- production.  This may in fact be the affect of 

promoting different sinks for O2
•-, which in turn may be reactive to specific irradiating regimes.  

As pH decreases the rate of kCDOM shows lower reactivity to UVA light and UVB becomes the 

controlling irradiation when incubating humic acids in seawater. 
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As both UVB and UVA decrease so to does kRED indicating it is these wavebands that 

are influential in controlling the reduction of organically complexed Fe(III).  O2
•- production 

showed a distinct correlation with the total energy received, with UVA being the primary 

initiating source.  Fe(II) photo-production on the other hand appears related more to UVB, and 

increasing UVB will result in higher concentrations of Fe(II) in the surface microlayer, though 

there appears to be an antagonistic affect between UVB and UVA on kRED.  However, there 

appears to be little affect on the long term reactivity of the non specific Fe(III) from UV-R.  

When compared to NMO the humic acids show a preferential affect from UVA on kRED. 

 

For NMO the low values for kRO suggest that it is kRED and not the redox reaction with 

O2
•- which is the major production mechanism for Fe(II).  As kRO increases under the influence 

of UVA irradiation there is subsequently an oscillatory behaviour in Fe(II) which suggests that 

as kRO increases O2
•- and iron enter a redox cycle.  Changes in pH have little affect on kRO for 

humic acids.  For Fe(II) to be present in a steady-state, as when influenced by PAR only, then 

kRO must be low; increasing kRO has the overall affect of decreasing Fe(II) concentrations under 

the experimental conditions this is due to the rapid rate of reaction between Fe(II) and H2O2. 

 

kSOS appears directly related to kCDOM for the NMO experiments.  As the production 

mechanism is related to the organic material then its photo-oxidation either increases the relative 

sinks by promoting the reduction of trace metals or itself becomes a major sink within the 

system.  With humic acids the rate of kSOS is similar to the measured reactions with copper 

(1998). 

 

 The experiments took a broad approach with respect to the composition of the 

experimental media analogous to the sea-surface microlayer.  To enable a modelling of this 

broad range of experimental results, and in contrast to published works, ROS were judged to be 

of more importance than Fe(II).  With respect to the range of experimental results the model 

could be said to represent the chemistry of ROS and Fe(II) reasonably well.  This is especially 

true as the model was required to produce both a production and loss of ROS and Fe(II) whilst 

being constrained by two sets of observations.  The model was kept to a simple ROS and Fe(II) 

model with a minimal set of fitting parameters.  Though the model may not have been able to 

represent the Fe(II) observations as well, it did highlight areas of knowledge which are lacking 

with respect to ROS, for example the catalysed dismutation of O2
•- forming H2O2.  What was 

also noted was that as the model fits deteriorate then the relationship of the rate constants 

becomes more subjective.  The resulting Fe(II) fits suggests that for the developed model there 
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are either insufficient fitting parameters to achieve a good fit for both constraints and / or that 

the model is incomplete with respect to the cycling of Fe(II). 
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Chapter Seven 

 

 

Ozone Initiated Cycling of Hydrogen Peroxide and Reduced Iron, in a Batch 

Reactor Containing Seawater 
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7.00  Introduction 

 

Ozone concentration in the tropical Atlantic marine boundary layer is approximately 32 

ppbv (Lee et al., 2009).  Concentrations of ozone above the Atlantic have increased over the last 

30 years (Lelieveld et al., 2004).  The increase in O3 has been between 0.05 and 0.68 ppbv per 

year, but is dependant on latitude (Lelieveld et al., 2004).  The primary cause for O3 rise is 

attributed to the increasing emissions of anthropogenic NOx (Lelieveld et al., 2004), because of 

this, O3 concentrations in the marine boundary layer are expected to rise further in the coming 

centaury.  In seawater O3 decomposition is primarily initiated by iodide (Garland et al., 1980; 

Thompson and Zafiriou, 1983) and natural organic material (NOM) (Hoigne et al., 1985; 

Staehelin and Hoigne, 1985; von Gunten, 2003) at the surface microlayer; it can also be 

potentially decomposed by the hydroxide ion, though this has not been proven in seawater 

(Sehested et al., 1984; Staehelin and Hoigne, 1982; Weiss, 1935).  Except for iodide initiated 

decomposition all other reactions can result in the formation of reactive oxygen species (ROS).  

One of the four possible reactions between ozone and NOM is through a 2-electron transfer (von 

Gunten, 2003); iron that is organically complexed may potentially undergo a ligand to metal 

charge transfer (LMCT) through the 2-electron reaction resulting in a release to the soluble 

phase of reduced iron.  With the formation of ROS there is also the potential for redox cycles to 

be initiated, which will affect the cycling of redox reactive metals, for instance that between 

superoxide, O2
•-, and iron (Barb et al., 1951; Voelker et al., 1997; Voelker and Sulzberger, 

1996). 

 

Ozone itself is not assumed to directly affect metals in seawater due to its high reactivity 

with other components of the seawater:  Reaction rate with iodide is ~1 x 109 M-1 s-1 (Garland et 

al., 1980; Liu et al., 2001), Atlantic surface seawater concentration ~100 nM (Campos et al., 

1996; Campos et al., 1999) and with bromide 2.5 x 102 M-1 s-1 (Clifford and Donaldson, 2007; 

Haag et al., 1982; Liu et al., 2001) average seawater concentration 0.86 mM (Millero, 2006).  O3 

will also react with chloride, though it has a slow rate of reaction, 0.003 M-1 s-1 (maximum), 

(Haag and Hoigne, 1983b; Hoigne et al., 1985), however the high concentration of chloride ion 

in seawater can act as a near permanent sink for ozone (Grguric et al., 1994).  Reactions initiated 

by the products of ozone decomposition are termed advanced oxidation processes (AOP) 

(Hoigne and Bader, 1975; Hoigne and Bader, 1976), the primary advanced oxidant is the 

hydroxide radical (OH•), increasing the O3 decomposition rate. 

 

As well as the inorganic constituents of seawater, NOM will also decompose O3 (Hoigne 

and Bader, 1983a; Hoigne and Bader, 1983b).  von Gunten (2003) suggests that reactions 
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occurring directly between NOM and O3 are generally attributed to double bonds, activated 

aromatic systems, amines and sulphides.  Reactions of NOM with OH• can lead to the formation 

of O2
•-, which reacts with O3, propagating its decomposition (von Gunten, 2003).  What has 

been found is that even using a batch reactor containing seawater (small volumes, 100s mL, with 

constant O3 throughput) there is a near infinite capacity for the reduction of O3 (Garland et al., 

1980). 

 

The four experiments presented in this work are the first such experiments to measure 

quasi-simultaneously production of H2O2 and Fe(II) in seawater with added organic material due 

to the presence of atmospheric O3.  The estimated experimental atmospheric concentrations 

range between 30 and 90 ppbv.  The results may not be truly representative of a marine 

environment due to the use of an enclosed batch reactor.  With an enclosed system the primary 

O3 reactants, especially iodide, will become limited.  However, under certain environmental 

conditions, if there is insufficient surface mixing, or with waters low in NOM and iodide, than at 

the microlayer there will be a change to the rate of ozone oxidation through the formation of 

non-reactive species (McKay et al., 1992) and propagation reactions occurring.  The first of the 

four experiments contained only 0.2 µm filtered North Sea seawater with a corrected headspace 

O3 concentration of 30 ppbv, this was used as the baseline comparison.  The NOM was then 

increased through the addition of 1.0 mg L-1 humic acid (Sigma) with increased head space O3 

concentrations (corrected for reactions with glass) of 45, 68 and          90 ppbv.  For clarity the 

concentration of O3 from the production source will be used throughout to name the four 

experiments and not the corrected values which were used during model calculations. 

 

7.01  Materials and Methods 

 

The analytical method for the experiments is the same as for the previous experiments 

described in Chapters 5 and 6.  For the ozone experiment the quartz glass beaker was placed in a 

larger (5 L) borosilicate glass beaker (covered in black plastic), a blacked out watch glass-plate 

was used as a lid on the 5 L beaker.  The Ozone source (see below), a 2B Technologies Ozone 

Calibration Source tubing and FIA-Cl tubing (Chapter 5) were placed though the beaker spout 

which was then sealed.  All experiments were conducted in the dark so as to prevent any 

photochemical production of O2
•- and Fe(II).  The ozone source was directed over the quartz 

beaker with an initial headspace of ~ 300 mL; by the end of the experiment this had increased to 

~ 800 mL.  There was a large glass surface area in the reaction vessel; the underside of the 

watch glass-plate, the inside of the 5 L beaker and inside and outside of the quartz glass beaker.  

Due to the reactivity of O3 with glass, the concentration of O3 with in the experimental medium 
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would not be that produced by the ozone source.  Tests showed an approximately 50 % loss of 

O3 due to reactions with the glass – headspace O3 during testing was measured using a 2B 

Technologies, Model 205, Ozone Monitor.  An approximately 50 % loss of O3 has also been 

seen previously in a 2 L glass cell (Martino et al., 2009).  The background (laminar flow hood) 

ozone concentration was measured at approximately 27 ± 10 ppbv (n = 21, 3 measurements a 

day over 7 days).  The experimental concentrations applied from the O3 source to the model sea-

surface microlayer material were, 60, 90, 135 and 180 ppbv. 

 

The ozone was produced using 2B Technologies, model 306, Ozone Calibration Source 

(OCZ).  The OCZ can produce ozone in the range 30 – 1000 ppbv with a precision of 2.0 ppbv / 

1% O3 concentration (which ever is highest), at a constant flow rate of 2.5 L min-1.  The ozone is 

produced through the UV (λ 185 nm) photolysis of O2 in the ambient air.  The air used during 

photolysis is initially scrubbed prior to photolysis and then the re-circulated into a scrubbed 

clean air stream to the required concentration. 

 

Total iron concentrations for each experiment were used within the model to represent 

the total Fe(III) concentration prior to commencing the experiment.  The analysis of the 

experimental media for total iron (Table 7.01) was undertaken on an ICP-MS using 1:40 

dilutions and standard additions.  The corresponding recovery of the National Research Council 

of Canada, certified reference material, CASS-5, specified concentration, 25.8 ± 2.0 nM, was 

106% and was measured at 28.0 ± 4.0 nM (n =3), 15 % RSD.  The blank was measured at 14.8 

± 0.09 nM with a corresponding limit of detection (3 x σ of 3 ultra pure waters) of 0.3 nM. 

 

Table 7.01.  Total iron concentrations of experimental media 
medium nM 
0.2 µm filtered North Sea seawater 134 
1.0 mg L-1 humic acid 287 

 

 

7.02  Numerical Model 

 

A numerical model (Table 7.02) was produced comprising of 28 reactions, set within 16 

single order differential equations.  The reaction scheme for reactions of O3 in water was based 

on Westerhoff et al. (1997) and adapted to that as suggested by Lovato et al.(2009) for reactions 

of ozone in basic solutions with the exception of the reaction of Fe(II) and O3.  The results of the 

model were fitted simultaneously to the H2O2 and Fe(II) observations, based on the sum of their 

sum of squares errors (SSE), from the model output to the data.  To ensure that there was no 
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bias, due to an order of magnitude difference or greater in the concentrations of H2O2 and Fe(II), 

they were normalised; this was via their maximum values, with these values subsequently used 

to normalise the model output.  Model fitting was initially undertaken manually then completed 

using the Nelder-Mead algorithm (Nelder and Mead, 1965).  To ensure that the results of the 

Nelder-Mead algorithm were not within a local minimum the fitting was cycled between fitting 

each analyte singly and then both combined.  Results were then checked by applying the results 

from the other experiments and re-analysing these as the initial parameters.  The final model fits 

are not necessarily those which provided the lowest values for the residual of the sum of the SSE 

for both H2O2 and Fe(II) fits, as on occasions a preferential fit to one of the analytes was 

detrimental to the other.  Good model fits were on occasion discarded if on further analyses of 

the model output, looking at all experimental variables, one or more indicated that they were 

unstable, i.e. negative values or very large unsustainable concentrations. 

 

The Henry’s Law constant for the solubility of ozone for ionic media was calculated as 

per Kosak-Channing and Helz (1983), Equation 7.01. 

 19.120.688659.22297ln 11 +−+−= −− TIITK h   Eqn. 7.01  

Where T is the temperature in °K and I is the molar ionic strength.  The molar ionic strength was 

calculated through the salinity by the equation of Millero (1985), Equation 7.02. 

 ( )SS 00488.1100.19201.19 3 −×     Eqn. 7.02  

Where S is the salinity in practical salinity units, in the case of the North Sea seawater, the 

salinity was 34.5, mean value of seawater sampled by Bristow (2009).  The transfer of O3 to the 

seawater in the experiment was not corrected for a depositional velocity which can change due 

to O3 reactions within the seawater.  Deposition velocity of ozone can also increase with stirring 

(Hsu et al., 2002; McKay et al., 1992) and also with an increase in both organic material 

(McKay et al., 1992) and iodide as stated earlier.  The system was instead assumed to be at 

equilibrium with the concentration within the headspace of the reactor, corrected with the 50 % 

reduction of O3 due to reactions with the glass. 
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Table 7.02.  Model equations 
 Equation rate  reference 
 

R1 233 33 OIOIO +→+ −−  1.2 x 109 M-1 s-1 Liu et al. (2001) 

R2 −− +→+ OBrOBrO 23
 1.6 x 102 M-1 s-1 Grguric et al. (1994) 

R3 −− +→+ BrOOBrO 23 2  3.3 x 102 M-1 s-1 

R4 −− +→+ 323 22 BrOOOBrO  1.0 x 102 M-1 s-1 

R5 −− +→+ OClOClO 23
 3.0 x 10-3 M-1 s-1 

R6 −− +→+ ClOOClO 23 2  1.1 x 102 M-1 s-1 

R7 −− +→+ 323 22 ClOOOClO  3.0 x 101 M-1 s-1 
 

R8 223 OHOOHO +→+ −−  7.0 x 101 M-1 s-1 Staehelin and Hoigne 
(1982) R9 −••− +→+ 3223 OHOHOO  2.2 x 106 M-1 s-1 

R10 2323 OOOO +→+ −•−•  1.6 x 109 M-1 s-1 Sehested et al.(1984) 

R11 −•−• ++→+ OHOOHOHO 223  2.5 x 101 s-1 Glaze and Kang (1989) 
 

R12 223 OHOOOH +→+ ••  3.0 x 109 M-1 s-1 Tomiyasu et al. (1985) 

R13 −−•• +→+ OHOOOH 33
 2.5 x 109 M-1 s-1 Tomiyasu et al. (1985) 

R14 −•−• +→+ OHHOHOOH 22
 7.5 x 109 M-1 s-1 Christensen et al. (1982) 

R15 OHHOOHOH 2222 +→+ ••  2.7 x 107 M-1 s-1 Christensen et al. (1982) 

R16 •OH  + sinks →products kOHS s-1 fitting parameter 
 

R17 +→+ −•
23 OONOM products kNOM s-1 fitting parameter 

R18 
222

2
22 OOHO H + →

+−•  kSOD M-1 s-1 calculated as per (i) 

R19 ++ →+
+−•

222
2

22 OOHZO H products 
kPSDO s-1 fitting parameter 

R20 +−•• +⇔ HOHO 22  pKa 4.8  
 

R21 ( ) ( ) productsIIFeIIIFeO +→+3  kRED M-1 s-1 fitting parameter 

R22 ( ) ( )IIFeOIIIFeO +→+−•
22  kRO M-1 s-1 fitting parameter 

R23 ( ) ( ) ( )SOHFeIIIFeOH 33 →+•
 2.5 x 104 M-1 s-1 as per (iv) 

R24 ( ) ( )IIIFeOOHOHIIFeO OH +++ →+ −•
23

2

 5.7 x 105 M-1 s-1 Logager et al.(1992) 

R25 ( ) ( )IIIFeOIIFeO +→+ −•
22  kO2 s-1 calculated as per (ii) 

R26 ( ) )(22
2

2 IIIFeOHIIFeO H + →+
+−•

 
1.0 x 107 M-1 s-1 Rush and Bielski (1985) 

R27 ( ) ( )IIIFeHOOHIIFeOH ++→+ −•
22  kH2O2 M-1 s-1 calculated as per (iii) 

R28 ( ) ( )IIIFeOHIIFeOH +→+ −•
 5.0 x 108 M-1 s-1 Rose and Waite (2002) 

 
(i)  kSOD calculated as per Zafiriou (1990) (a);  (ii)  kO2 calculated as per Millero et al. (1987)(b);  
(iii)  kH2O2 taken from Miller et al. (1995)(c) as per Millero and Sotolongo (1989);  (iv)  Rose and 
Waite (2002) 
 
(a) kinetic rate is pH dependant, the calculation of kSOD (Zafiriou, 1990) is as follows , 

log(ka) = 12.7 – 1.0 x pH 
kSOD = ka 
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(b) kinetic rate is pH and O2 dependant, the calculation of kO2 (Millero et al., 1987)  is as 
follows, 

log(kb1) = 21.56 – 1545/T, where T is temperature corrected to ºK 
log(kb2) = log(kb1) – 3.29 x I0.5 + 1.52 x I, where the ionic strength is calculated as       
I = 19.9201 x S / (1.0 x 103 - 1.00488 x S), where S is salinity in practical salinity units. 
log(kb3) = -1 x log(kb2) + 1.87 x pH, (M-1 s-1) 
kO2 = kb3 x [O2], (s

-1), O2 concentration calculated through temperature and salinity. 
 
(c) kinetic rate is pH dependant, the calculation of kH2O2 (Millero and Sotolongo, 1989) is as 
follows, 

log(kc) = -3.04 + 1.0 x pH 
kH2O2 = kc 

 
Below is a list of the composition of the experimental media wherein the reaction rates of ozone 
and AOP reactions were measured. 
 

Reaction 1:  I- rate measured in pure water at pH 6.7, temperature 25 °C, ionic strength 
0.1 M (various buffers) (Liu et al., 2001). 

Reactions 2 to 7:  Br- and Cl- rates measured at pH 8.0 in NaBr and NaCl solutions, 
respectively, with equivalent bromide and chloride seawater concentrations (Grguric et al., 
1994) 

Reactions 8 and 9:  Rates measured in pure water at pH 10, ionic strength 0.15 M 
(Staehelin and Hoigne, 1982). 

Reaction 10:  Rate measured in pure water between pH 10 to13, temperature 20 °C 
(Sehested et al., 1984). 

Reaction 11:  Rate measured in pure water at pH 7.6 to 7.8, temperature 23 ± 2 °C, with 
bicarbonate concentrations ranging from 0 -6.0 mM (Glaze and Kang, 1989). 

Reactions 12 and 13:  Rates measured in pure water at ~ pH 10, with sodium carbonate 
buffer between 0 and 3.0 mM (Tomiyasu et al., 1985). 

Reactions 14 and 15:  Rates measured in pure water in the pH range 6.8 to 13.8, 
temperature range 14 to 160 °C (Christensen et al., 1982). 
 

7.03  Experimental Results with Model Fits 

 

During the experiments the pH and temperature were monitored (Figure 7.01).  Initial 

pH values for the four experiments ranged from pH 8.19 down to pH 8.12.  pH was generally 

stable through the course of the experiments with changes of less than 0.02 pH units – this 

stability was not seen in the change of irradiation experiments (Chapter 6).  The starting 

experimental temperatures range between 24.7 to 26.3 °C.  The changes in temperature through 

the course of the experiments were less than 0.5 °C.  The experiments with 90 and 180 ppbv O3 

had temperatures linearly decreasing whilst the 60 ppbv O3 experiment had a linear increase in 

temperature; the temperature in the 135 ppbv experiment was stable throughout the experiment.  

Based on the calculation for oxygen solubility, Weiss (1970), and assuming equilibrium with the 



atmosphere, the oxygen concentration for the experiments was between

202.6 µM kg-1. 
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pH
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pH
 

Figure 7.01.  pH (blue line with 
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atmosphere, the oxygen concentration for the experiments was between

time, seconds 
.  pH (blue line with +) and temperature (red line with o) change for experiments.

atmosphere, the oxygen concentration for the experiments was between 208.0 and               

 

tem
perature, °C

 

 

tem
perature, °C

 

 

tem
perature, °C

 

 

tem
perature, °C

 

change for experiments. 
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 The experimental results with model fits are shown in Figure 7.02 for H2O2 and Fe(II) 

and for Fe(II) only, using an expanded axis in Figure 7.03.  Within the Figures the H2O2 

observations are indicated by diamonds and the Fe(II) by circles.  The observations are 

surrounded by a grey envelope which is an error estimate for each point based on the fit of the 

non-linear calibration.  The red line is the H2O2 model output and the blue line is the Fe(II) 

model output.  The black dashed line is the model output for O2
•-.  Zero seconds corresponds to 

the introduction of O3 into the headspace.  All observations which were below the limit of 

detection (LOD), Table 7.03, were treated as being equal to the LOD. 

 

Table 7.03.  Limits of detection for H2O2 and Fe(II) analyses for experiments. 
medium and O3 input concentration Limit of Detection, nM 
 H2O2 Fe(II) 
seawater with 60 ppbv 1.5 1.1 
seawater and 1.0 mg L-1 with 90 ppbv 2 1.9 
seawater and 1.0 mg L-1 with 135 ppbv 1.1 1.3 
seawater and 1.0 mg L-1 with 180 ppbv 7.5 0.04 
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time, seconds 
and Fe(II) observations with model fits.  See text for explanation of Figure.

 

 

 

 

See text for explanation of Figure. 
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Figure 7.03.  Fe(II) observations with model fit.  
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time, seconds 
II) observations with model fit.  See text for explanation of Figure.

 

 

 

 

See text for explanation of Figure. 
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The H2O2 observations indicate a two stage production in those experiments, which 

contain humic acid, 90, 135 and 180 ppbv experiments (Figure 7.02).  This two stage production 

is contrasted against the seawater only which shows an approximate linear increase, 15 up to 60 

nM, in the first 1200 s before the H2O2 observation indicate a steady-state for the remaining   

600 s.  The H2O2 apparent production rate (APR) for the seawater only experiment over the first 

1200s is 105 nM h-1 (Table 7.04).  This APR is comparable to that seen for the photochemical 

production of H2O2 in organic rich seawater in the tropical Atlantic, 24 – 134 nM h-1 (Moore et 

al., 1993).  The change of the H2O2 APR in the 90 and 180 ppbv experiments occurs at c. 1400 s 

and 1000 s, respectively.  There is a change in slope in the 135 ppbv experiment, though this 

occurs later at c. 2150 s.  The H2O2 APR before (APR 1) and after (APR 2) the change in slope 

are given in Table 7.04. 

 

Table 7.04.  H2O2 apparent production rates 
O3 headspace APR 1 APR 2 
ppbv nM h-1 
60 105 -15 
90 13 169 
135 75 330 
180 0 185 

 

 

 Fe(II) in the 60 ppbv experiment shows a straightforward production and loss cycle 

commencing 300 s into the experiment (Figure 7.03).  Maximum Fe(II) obtained is ~ 6 nM 

occurring at c. 1150 s.  The 90 ppbv experiment also shows a single production and loss cycle 

commencing c. 300 s into the experiment; maximum Fe(II) obtained is ~ 10 nM and this occurs 

c. 1400 s into the experiment.  The 135 ppbv experiment has a c. 1000 s lag before Fe(II) 

production commences, the maximum Fe(II) produced is similar to that in the 60 ppbv 

experiment, ~ 6 nM.  Following the Fe(II) production of ~ 6 nM in the 135 ppbv experiment, 

Fe(II) is gradually lost from the system; the last 600 s of the experiment show the concentration 

both gradually decreasing whilst fluctuating around ~ 3 nM.  There is relatively low production 

of Fe(II) in the 180 ppbv experiment, that which does occur is over three cycles.  The first cycle 

occurs at the initial input of O3 to the experiment, and shows a production and loss cycle over 

700 s attaining a concentration of 3 nM.  The second and third cycles commence at 1200 and 

1900 s, and attain 3 and 2 nM Fe(II), respectively. 

 

 That Fe(II) shows decreasing production with increasing O3 may be due to potentially 

three mechanisms;  i) The increased concentrations of O3 in the aqueous phase is available to 

rapidly oxidise the Fe(II).  This may be occurring at a faster rate than that stated in the model, 
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5.7 x 105 M-1 s-1, which was measured at pH 2 (Logager et al., 1992).  This rate may indeed be 

pH dependant as seen with that for O2 (Millero et al., 1987) and H2O2 (Millero and Sotolongo, 

1989).  ii) The model results with the increased concentrations of organic material indicate an 

increase, near doubling concentration of O2
•-.  This higher concentration of superoxide acting to 

oxidise the Fe(II); this theory may also be combined with, iii) a higher production of OH• which 

is also acting to oxidise Fe(II). 

 

It is interesting that the change in H2O2 APR occurs at significant points in the Fe(II) 

observations.  With respect to the seawater only experiment (60 ppbv O3) when the H2O2 

observations indicate a steady-state ~ 55 nM, the Fe(II) observations are showing a loss of Fe(II) 

from the experiment.  The first 1.0 mg L-1 humic acid experiment (90 ppbv) shows a loss of 

Fe(II) from the system commencing around 1400 s.  It is at this point in the experiment that the 

H2O2 observations show an increase in the APR from 51 up to 169 nM h-1.  Increasing the 

atmospheric O3 concentration to 135 ppbv had two affects:  i) APR increases from 13 to 75 and 

169 to 330 nM h-1 for APR 1 and APR 2, respectively; ii) production of Fe(II) does not 

commence until c. 1000 s into the experiment; experiments with 60 and 90 ppbv O3 show Fe(II) 

production occurring after c. 300 s.  The change in APR in the 135 ppbv experiment occurs after 

a production and loss of Fe(II), with the Fe(II) indicating a steady-state / net loss from the 

experiment.  The change in the H2O2 APR in the 180 ppbv experiment (Figure 7.02) occurs in 

line with the start of the second Fe(II) production cycle (Figure 7.03).  

 

Model Fits 

 

 With respect to the H2O2 model fits, the best fits were for the experiments with lower 

concentrations of O3, 60 and 90 ppbv (Figure 7.02).  The same is also the case for the Fe(II) 

model fits (Figure 7.03).  The 135 ppbv model shows a similar Fe(II) form, though it occurs c. 

300 s before the observations.  The corresponding H2O2 fit is poor and the model is unable to 

represent the two consecutive H2O2 APR.  The point of APR change in the model is apparently 

governed by the concentration of iodide.  The rate constant used in the model was  1.2 x 109 M-1 

s-1 (Liu et al., 2001), Garland et al. (1980) estimated a value of 2.0 x 109 M-1 s-1.  These rates 

may in fact be too high or alternately with the higher concentrations of O3 there is some other 

mechanism at work.  The 180 ppbv model fits were unable to represent the oscillatory behaviour 

in the Fe(II) cycle (Figure 7.03), instead only a steady-state was established following an initial 

production of Fe(II).  In the 180 ppbv experiment, the change in the model H2O2 APR occurs 

600 s prior to the observations, with the second stage of H2O2 production lower than the 

observations. 
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To obtain the numerical model fits, 5 fitting parameters were used to alter the form of the 

model.  Fitting parameter rate constants are given in Table 7.05 and compared in Figure 7.04. 

 

Table 7.05.  Calculated rate constants for fitting parameters 

experiment kNOM kPSDO kOHS kRED kRO 
s-1 s-1 s-1 M-1 s-1 M-1 s-1 

60 ppbv 5.0 4.8 x 10-5 8.1 x 10-3 5.3 x 10-2 12 
90 ppbv 19 9.2 x 10-4 5.0 x 10-2 3.3 x 10-2 2.8 x 105 
135 ppbv 6.8 5.0 x 10-4 4.8 x 10-2 2.5 x 10-2 7.6 
180 ppbv 11 3.7 x 10-5 1.6 x 101 5.2 x 10-4 3.1 x 104 
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7.04  Discussion 

 

 The results of the experiments have shown that atmospheric O3 under the correct 

circumstances, and within environmental constraints, can induce a net production of H2O2 and 

Fe(II).  O3 decay in natural waters is characterised by a fast initial decrease followed by a 

second phase where O3 decreases with first order kinetics (von Gunten, 2003).  Part of the 

reason for this is its reactivity with the organic material (Garland et al., 1980; Hoigne and Bader, 

1983a; Hoigne and Bader, 1983b; Joy et al., 1980; von Gunten, 2003) and iodide (Garland et al., 

1980) present.  With respect to dissolved organic carbon (DOC), its decomposition increases 

with increasing atmospheric O3 but at the same time the rate of O3 decomposition also increases 

(Joy et al., 1980).  Joy et al. (1980) discuss DOC, however, the same process could also occur 

with all fractions of NOM.  This increase in O3 decomposition relative to the rate of NOM 

decomposition may be the reason why the forms of the H2O2 observations change as the O3 

concentration increases.  Table 7.06 gives a conceptual idea based on the form of the H2O2 and 

Fe(II) observations as to the predicted changes in the rates of NOM decomposition and O3 

decomposition. 

 

Table 7.06.  NOM and O3 linear and stepwise conceptual decomposition relative rates. 
experiment NOM decomposition O3 decomposition 
60 ppbv slow slow 
90 ppbv medium similar rate to 60 ppbv 
135 ppbv fast faster 
180 ppbv very fast similar rate to 135 ppbv  

 

 

The conceptual idea when applied to the surface microlayer has O3 decomposition 

increasing stepwise whilst NOM decomposition increases linearly.  Whilst there is slow O3 

decomposition, relative to the rate of NOM decomposition, Fe(II) will increase relatively 

quickly from initiation of the O3 source, (60, 90 and 180 ppbv experiments, Figure 7.03),  With 

increased O3 decomposition at higher O3 input rates there is less or low Fe(II) production.  This 

is seen as no Fe(II) production over the first c. 1200 s of the 135 ppbv experiment, and also as 

the O3 increases again (180 ppbv) there is some initial Fe(II) production but the concentration 

produced has decreased. 
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Model 

 

Iodide concentrations were explicitly stated within the model (reaction 1, Table 7.02); 

however, the concentrations were not measured.  The explicit values were initially calculated as 

a model fitting parameter, in a range of 40 to 200 nM, before being implemented as explicit 

values.  Iodide Atlantic and Pacific surface seawater concentrations are approximately 100 and 

200 nM, respectively (Campos et al., 1996; Campos et al., 1999).  Based on an iodide half-life 

of 70 days (Campos et al., 1996) and using an initial assumed concentration of ~ 100 nM 

combined with the length of time the water had been removed from frozen storage, c. 90 days, 

the residual iodide in the seawater only experiment, with 60 ppbv O3, was estimated to be 

around 40 nM.  The sensitivity analysis for the iodide for the three experiments undertaken with 

model marine microlayer experiments (1.0 mg L-1 humic acid) indicated an iodide concentration 

of ~ 170 nM.  The reaction between iodide and O3 does not produce free radicals which either 

accelerate O3 decomposition or take part in AOP (Bichsel and von Gunten, 1999). 

 

Reactions with bromide and chloride have been utilised in the model, reactions 2 to 7 

(Table 7.02), as a known sink mechanism for O3, but do not affect further model reactions.  

With respect to the usual discussions involving O3 deposition to the sea surface seawater 

reactions within OH-, Br- and Cl- are not usually given due to their low relative reactivity or 

concentration with respect to I- and NOM.  The formation of chloride and bromide radicals can 

occur through both direct ozone reactions with bromide (Haag et al., 1982; Liu et al., 2001) and 

chloride (Haag and Hoigne, 1983b) and through AOP reactions with bromide (Haag and 

Hoigne, 1983a; von Gunten and Hoigne, 1994) and chloride (Grebel et al., 2010; Grguric et al., 

1994).  The potential bromide and chloride radicals which are formed following reactions with 

O3 are not considered in this study though the AOP reactions of bromide and chloride in and 

with pure water are well documented (Grebel et al., 2010).  With respect to the formation of 

bromide and chloride radicals which may be formed, reactions involved with OH• are used to 

encompass any potential reactions that the Br• and Cl• may undertake. 

 

As the experimental system is a batch reactor, there are finite concentrations of initial O3 

reactants.  The finite concentration of most importance are the iodide and NOM, as when these 

are exhausted then the reaction between O3 and OH-, which leads to propagation reactions 

(reactions 8 to 16, Table 7.02) become important.  Propagation reactions if they occur in 

seawater can lead to the formation of O2
•- and H2O2.  Involved in the propagation reactions for 

O3 decomposition is the AOP reaction between OH• and O3.  The hydroxide radical is a non-
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specific reactant and as such to mitigate its effect a sink term was applied as a fitting parameter 

(reaction 16, Table 7.01). 

 

With respect to the main emphasis of the model as a system being constrained by 

observations of H2O2 and Fe(II) an important reaction was the production of O2
•- through the 

oxidation of NOM (reaction 17, kNOM Table 7.02).  This reaction encompasses a range of 

reactions.  The first mechanism included is the direct reaction of O3 with NOM; this has been 

shown to occur through four reactions, one of which leads directly to the production of O2
•- (von 

Gunten, 2003).  The second mechanism to be included is due to the reaction between the 

hydroxide radical (formed during O3 decomposition) and NOM, this leads to the formation of 

carbon centred NOM radicals which subsequently reduce O2 to O2
•- (von Gunten, 2003), in a 

similar way to that initiated by the photochemical excitation of CDOM (Blough and Del 

Vecchio, 2002; Goldstone and Voelker, 2000).  Though the reaction rate for NOM with OH• has 

been measured at 2.5 x 104 (mg L-1)-1 s-1 (von Gunten, 2003), the further reactions have not been 

measured.  This reaction rate was also not applied within the model as the concentration of 

NOM in the base seawater was unknown. 

 

Included within the model is a fitting parameter (reaction 19, kPSDO Table 7.02) which 

covers the formation of H2O2 due to the catalysed dismutation of O2
•-  by NOM (Goldstone and 

Voelker, 2000), Cu(I) (Zafiriou et al., 1998) and organically complexed copper (Goldstone and 

Voelker, 2000) and Mn(II) (Hansard et al., 2011) and which also may occur with other redox 

sensitive metals.  This parameter as with the uncatalysed dismutation requires 2 O2
•- molecules 

for every H2O2. 

 

There has been no previous evidence of Fe3+ reduction by O3, though Fe(III) can be 

oxidised by O3 under alkaline conditions to Fe(IV) (Perfiliev et al., 2007).  No work has been 

undertaken on the potential for organically complexed Fe(III) reduction due to a LMCT during 

the two electron oxidation of NOM by O3 (von Gunten, 2003).  Under this hypothesis a fitting 

parameter was applied (reaction 21, kRED Table 7.02).  kRED is first order with respect to the O3 

and Fe(III), with the Fe(III) concentration taken as the measured total iron, Table 7.02.  It must 

be noted that the total iron concentration will not be representative of the actual concentration of 

the species of Fe(III) available, though under an environmental consideration greater than 99 % 

of Fe(III) is complexed by organic ligands (Gledhill and van den Berg, 1994; Rue and Bruland, 

1995; Wu and Luther, 1995). 
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Fe2+ can be oxidised by O3 forming FeO2+ and O2, at pH 0 -2 (Logager et al., 1992).  

FeO2+ is unlikely to be present at the pH of seawater, it would instead be FeOH2+ (Millero et al., 

1995).  The understanding of the reaction sequence in basic solutions for the oxidation of Fe(II) 

is not known, therefore the rate of this reaction (reaction 24, Table 7.02) was taken as the total 

rate as calculated by Logager et al. (1992) for Fe2+ oxidation to Fe3+ under the assumption that 

Fe(II) is in excess of dissolved O3. 

 

kNOM 

 

 Production of O2
•- has been shown in the marine environment through the photochemical 

excitation of organic material, forming organic radicals which subsequently reduce oxygen 

(Goldstone and Voelker, 2000; Zafiriou, 1990).  A similar process can occur with both O3 and 

OH• radicalising organic material (von Gunten, 2003).  kNOM (s-1) encompasses all potential 

mechanism for O2
•- production from the production of NOM radials, Equation sequence 7.03. 

productsOONOM

productsNOMOHorONOM

+→+

+→+
−••

••

22

3
   Eqn. 7.03 

kNOM is first order with respect to O3, whereas O2
•- production is due to organic radical reduction 

of oxygen; organic material concentration unknown and O2 assumed to be at equilibrium with 

the atmosphere.  Across the four experiments kNOM ranges between 5 and 19 s-1.  The seawater 

only experiment, 60 ppbv had the lowest value for kNOM 5 s-1, this is estimated from within aged 

0.2 µm filtered seawater.  The production rate decreases as the concentration of O3 in the 

headspace increases with those experiments containing humic acid. 

 

 If the rate of NOM decomposition increases with increasing concentration of O3 this may 

explain why kPSDO decreases in those experiments with an additional 1.0 mg L-1 humic acid 

(Figure 7.04).  kPSDO would decrease if the rate at which NOM is converted to a non-reactive 

organic (McKay et al., 1992) increases, so removing a proportion of the potential O2
•- 

dismutation catalysts.  As the potential for kPSDO decreases it highlights a failing within the 

model, and is why the model is less able to represent the observations of H2O2 in the 135 and 

180 ppbv experiments.  The primary reactants with O3 in seawater are iodide (Garland et al., 

1980), constant in all three humic acid experiments and NOM (Hoigne et al., 1985; Staehelin 

and Hoigne, 1985; von Gunten, 2003).  The model had no term for the reaction of NOM and O3 

leading to a removal of both from the system; the main reason in modelling terms was that the 

concentration of NOM was not prescribed, kNOM was used as the O2
•- production term.  What a 

variable and finite O3 sink term would do is increase the length of time before the model output 

represents the point of change in H2O2 APRs.  The sink term was assessed, though this was as 
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an iodide sensitivity analysis.  However, due to the requirement of prescribing the iodide 

concentration in the models with a similar medium, the iodide concentrations were kept 

consistent.  A calculation of an O3 sink term in relation to NOM would have large affects on the 

calculation of kNOM and at this was not sufficiently constrained. 

 

kPSDO 

 

 The catalysed dismutation of O2
•- to form H2O2 was assessed through kPSDO.  The 60 and 

180 ppbv experiments indicate low catalytic dismutation relative to the other experiments.  The 

actual relative change in kPSDO between the experiments is low, one order of magnitude.  The 

three experiments with additional humic acid have kPSDO decreasing from 9.2 x 10-4 s-1 (90 

ppbv) to 3.7 x 10-5 s-1 (180 ppbv).  That the 60 and 180 ppbv experiments have a similar kPSDO, 

even with different medium, suggests that there are two different types of chemistry occurring.  

The first, in the aged filtered seawater, may be due to low concentrations of the catalysts.  

Whereas, in the high concentration O3 experiment (180 ppbv), even with the additional organic 

material acting as a potential catalyst, there is a more rapid organic material oxidation leading to 

a non-reactive species (McKay et al., 1992), therefore its catalytic effect is minimised due to the 

higher O3 concentration. 

 

Within the 180 ppbv experiment the actual production of O2
•-, not involved in O3 

decomposition, may also be insufficient to undergo catalytic dismutation, though the rate of O2
•- 

catalytic dismutation is greater than uncatalysed dismutation (O'Sullivan et al., 2005; Zafiriou, 

1990).  The form of the H2O2 observations suggests that the catalytic dismutation is occurring 

later in the experiment as the H2O2 APR increases in the higher concentration O3 experiments 

(90, 135 and 180 ppbv).  O2
•- non-catalytic dismutation will occur when the concentration of 

O2
•- is in excess of the potential catalysts  (Zafiriou, 1990).  However, there still remains the 

possibility that O3 propagation reactions which lead to an increase in O2
•-, are now occurring, 

and this leads to the increased H2O2 for APR 2 (Table 7.04). 

 

 The same theory as that applied to kPSDO can also be applied to kRED as it is a LMCT in 

the organically complexed Fe(III) that induces the release of Fe(II).  With the increase in NOM 

decomposition in conjunction with the increase in O3 there was subsequently less Fe(II) 

production; maximum Fe(II) concentrations achieved were 10, 6 and 3 nM for the 90, 135 and 

180 ppbv experiments, respectively. 
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 The H2O2 observations (Figure 7.02) are in contrast to the results of Staehelin and 

Hoigne (1982) who suggest that H2O2 does not accumulate in ozonized solutions above pH 7.  

Their theory for this is the strong reaction between O3 and the H2O2 conjugate base, the peroxyl 

radical HO2
-, 2.2 x 106 M-1 s-1 (Staehelin and Hoigne, 1982).  However, the results do agree with 

Heikes (1984) who showed H2O2 production, up to pH 6.8, and attributed this to O3 aqueous 

phase reactions and also to reactions with hydrocarbons.  In the model the equilibrium constant 

for H2O2, pKa 11.62 was not used, as such the only HO2
- in the model was through the reaction 

of O3 and OH-, 7.0 x 101 M-1 s-1 (Staehelin and Hoigne, 1982).  The reason that the equilibrium 

constant was not applied within the model was due to the very high reaction rate between OH• 

and HO2
-, 7.5 x 109 M-1 s-1 (Christensen et al., 1982), which has a large detrimental affect on the 

production of H2O2.  Staehelin and Hoigne (1982) assessed ozone decomposition in ‘pure 

water’, whereas in terms of the model the accumulation of H2O2 was within seawater.  H2O2 

accumulation was attributed to the production and subsequent dismutation of O2
•- through;  i) 

ozone oxidation of organic material – the formation of organic radicals leading to the reduction 

of oxygen to O2
•-; and  ii) the presence of reduced metals, if they are in a sufficiently high 

concentration, for example in the redox cycles with Cu(I) (Zafiriou et al., 1998), Fe(II) (Rush 

and Bielski, 1985) and Mn(II) (Hansard et al., 2011).  The change in APR for H2O2 formation 

and subsequent net loss of Fe(II) can also be due to the increase in the concentration of 

hydroxide ions as the threshold limit (NOM decomposition rate) of dissolved humic acid 

moieties controlling O3 reactions (Buffle et al., 2006) has been surpassed. 

 

From the results of the modelling it is still not possible to say what mechanism is 

involved in the change in the APR in the experiments.  There are three potential mechanisms:  i) 

A change in NOM from O3 reactive to O3 non-reactive due to O3 decomposition – as such there 

should probably be a recalculation of the rate constants.  ii) The O3 chemistry has shifted from 

initiation to propagation reactions leading to the formation of ROS, especially O2
•-.  This then 

allows for a higher APR of H2O2, especially in the later half of the higher concentration O3 

experiments – as such the model is unable to be constrained by these reactions.  iii) The catalytic 

dismutation of O2
•- has increased and the concentration of these catalysts are now in excess due 

to O3 decomposition.  H2O2 in the initial stages of the experiments shows little if any 

production.  With highly reactive O3 species available during this stage of the batch reactor 

system it may be suggested that within an environmental context that O3 does not induce the 

production of H2O2 though it can potentially reduce the available iron.  The batch reactor model 

system may occur if there was minimal mixing at the surface microlayer (McKay et al., 1992).  

However, should there be production of H2O2 then this occurs under a specific ratio of O3 

decomposition to NOM decomposition, O3 concentrations of ~ 30 and ~ 68 ppbv for these 
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experiments.  Only when O3 concentrations achieve greater than ~ 68 ppbv will the production 

of reduced iron become limited. 

 

kRED 

 

 kRED is a conceptual construct based on the unproven potential for a LMCT within 

organically complexed Fe(III) as the molecule is reduced by O3, or even OH• leading to the 

production of Fe(II).  This reaction is a first order reaction in respect to both Fe(III) and O3, the 

rates are similar, 5.3, 3.3 and 2.5 x 10-2 M-1 s-1 for the lower concentration O3 experiments, 60, 

90, 135 ppbv, respectively.  These three experiments also have reasonable Fe(II) model fits.  

The 180 ppbv model fit is poor in comparison due to the observations showing an oscillatory 

Fe(II) behaviour.  The model could only produce a steady-state, as such kRED for this experiment 

was estimated to be 5.2 x 10-4 M-1 s-1, two orders of magnitude lower. 

 

The rate of kRED, ~ 3.6 x 10-2 M-1 s-1 (mean value for 60, 90 and 135 ppbv experiments) 

is two to three orders of magnitude higher than the equivalent photochemical reductive 

processes, as estimated by Miller et al. (1995) and Weber et al. (2005), respectively. It is also 

three to four orders of magnitude higher than that estimated by modelling the results from the 

photochemistry experiments, using 0.2 µm filtered seawater only, Section 6.04.01; it is two 

orders of magnitude higher than the mean of the 1.0 mg L-1 humic acid photochemistry 

experiments, 1.1 x 10-4 s-1, Section 6.04.03.  However, kRED is comparable to photochemical 

reduction rates measured in low organic, Arctic waters, 9.1 x 10-2 to 5.3 x 10-3 s-1 (Laglera and 

van den Berg, 2007). 

 

kRO 

 

 kRO is the linking term between the cycles of O2
•-, H2O2  and Fe(II).  The affect of this 

rate constant is that as it increases it not only increases Fe(II), but also leads to an increase in 

H2O2, up to a certain threshold.  The reason for this is the high rate of Fe(II) catalysed H2O2 

production, 1.0 x 107 M-1 s-1 (Rush and Bielski, 1985).  To some degree, kPSDO and kRO should 

show similar forms in their estimations when comparing between experiments; this is under the 

assumption that an amount of kPSDO is due to metal induced catalytic dismutation (Hansard et 

al., 2011; Voelker et al., 2000; Zafiriou et al., 1998).  Both rates show a large increase with the 

addition of organic material, from the 60 to 90 ppbv experiment, however, the relative change in 

kRO with respect to the 135 ppbv experiment does not follow the pattern of the kPSDO rates, 

though this may be an artefact of the poor relative H2O2 fit. 
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The H2O2 observations can be split into two groups, those that indicate H2O2 production 

commencing within the first c. 300 s, (60 and 135 ppbv experiments) and those that do not have 

H2O2 production until after c. 1000s (90 and 180 ppbv).  kRO can also be grouped according to 

the observed grouping; low values of kRO for the 60 and 135 ppbv experiments, 12 and            

7.6 M-1 s-1, respectively, and high values for the 90 and 180 ppbv experiments, 3.8 x 105 and  

3.1 x 104 M-1 s-1, respectively. 

 

 Estimations of kRO within photochemical experiments has a large range, this is due to the 

organic material used.  Estimated rates of kRO for organically complexed Fe(III) are;                  

1.2 x 108 M-1 s 1 (Rose and Waite, 2002) and for non-specific Fe(III),  < 104 M-1 s-1 (Meunier et 

al., 2005) and 8.6 x 106 M-1 s-1 (Steigenberger et al., 2010).  Rose and Waite (2002) suggest that 

there is little difference between the rate of O2
•- reduction of organically and inorganically 

complexed Fe(III).  Previous experimental work involving the same medium as the 60 ppbv 

experiment calculated kRO due to photochemical reactions within the system to be  ~  7.0 x 103 

M-1 s-1 (Section 6.04.01) and with a 1.0 mg L-1 addition ~ 8.1 x 104 M-1 s-1 (Section 6.04.04).  

The resulting estimated kRO for the 60 ppbv experiment 12 M-1 s-1, is two orders of magnitude 

lower than kRO with photochemically produced O2
•- and organic material affected through 

photochemistry.  Except for the 135 ppbv experiment the resultant estimates for kRO,  2.8 x 105 

and 3.1 x 104 M-1 s-1, 90 and 180 ppbv, respectively, are of a similar rate when humic acid was 

included to a concentration of 1.0 mg L-1. 

 

kOHS 

 

 The indiscriminate reactivity of OH• required that a sink term be utilised.  The sink term 

was to prevent this radical controlling the model output, because of its high rate of reactivity, as 

evidenced in reactions 12 to 15 and 28 (Table 7.02) –  ≥ 5.0 x 108 M-1 s-1.  From the 60 ppbv 

experiment to the 90 and 135 ppbv experiments kOHS increases by an order of magnitude.  This 

is attributed to the increased organic material; for the 90 and 135 ppbv experiments kOHS was 

similar, 5.0 x 10-2 and 4.8 x 10-2 s-1, respectively.  In respect to the model kOHS was then 

increased by three orders of magnitude to allow the model solution to better represent the 180 

ppbv observations. 
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7.05  Conclusions 

 

 The results of this chapter show that there is the potential for O3 which impinges on the 

surface microlayer to induce the production of reduced iron and ROS, H2O2 and by analogy O2
•-.  

The experimental media low in iodide and finite organic material may be representative of a sea 

surface microlayer that is undergoing stagnation due to low wind driven mixing.  This may then 

extending the potential for regions where O3 may induce H2O2 and Fe(II) production. 

 

 That kRED and kRO are shown to be of similar rates to that seen within an environmental 

(kRED) and laboratory controlled (kRO) photochemistry context is interesting.  During times of 

decreased photochemistry there exists the potential for the reduction of iron by both direct O3 

reactions and through the formation of O2
•- during night time and polar winters.  Production 

rates were calculated in aged filtered seawater and with additions of humic acid; using fresh 

marine organic material may increase both the H2O2 and Fe(II) production rates. 

 

With sufficiently high atmospheric O3, e.g. double the present concentration above the 

sea surface microlayer, the reactions of O3 at the microlayer may lead to enhanced steady-state 

concentrations of reduced iron. 

 

 Experiments show that relatively small changes in O3 concentration, ~ 15 ppbv, may 

alter the production of H2O2 and Fe(II) at the surface microlayer.  Seasonal O3 concentrations in 

the tropical North Atlantic can range between 23.1 to 40.1 ppbv (Lee et al., 2009). 

 

 Modelling of the lower concentration O3 experiments (60 and 90 ppbv) was good 

considering the required minimisation to two sets of observations.  Due to the potential reaction 

rates of O3 chemistry and NOM changing as O3 concentrations increase the model shows an 

increasing inability to model the observations when higher concentrations of O3 were used.  

With respect to an environmental context, high O3 concentrations are approximately two to three 

times that measured above the tropical Atlantic, concentration 32.1 ppbv (Lee et al., 2009). 
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Due to the physical nature of the surface microlayer and the imposed constraint of trace 

metal analysis, precise measurements of low concentration analytes, the scientific understanding 

of the surface microlayer is limited with respect to processes trace metals undergo therein.  This 

study aimed to increase both knowledge of and especially the perturbations to redox cycles of 

metals within the surface microlayer of aquatic systems.  Direct measurements of the microlayer 

show temporal and spatial variability of its main component, a gelatinous dissolved organic 

material (Wurl and Holmes, 2008).  With a complex matrix the analyses of trace metals is even 

more difficult. 

 

 The work has successfully combined the use of fieldwork and laboratory studies to 

elucidate controlling mechanisms.  These mechanisms are related to the dissolved (0.2 µm 

filtered) fraction of, aluminium, manganese, copper, cobalt and arsenic and specifically relate to 

reactive oxygen species, especially hydrogen peroxide and dissolved / reduced iron.  Though 

field and experimental work were undertaken in fresh and marine waters, respectively, the result 

from each can still aid in the understanding of the other. 

 

 As the first such measurement of the seasonal progression of dissolved metals in an 

aquatic microlayer the fieldwork (Chapter 4) was successful. Freshwater systems are unique in 

their local and environment, where as marine waters are homogenous and pervasive. However, 

the systems follow similar cycles of primary production and physical processes such as 

overturning.  An important message from the results of the seasonal variability in the microlayer 

is that a single or even integrated measurement may not be sufficient to categorically state there 

is enrichment of a specific analyte.  For all elements the results showed that over a seasonally 

averaged cycle, elements tended towards unity with the underlying water.  The time series of 

calculated enrichment factors showed relatively large, yet well constrained variations in 

enrichment with the enrichments factors in good agreement with published values from the 

marine environment, Hunter (1980b) and Cuong et al. (2008).  The dissolved fraction of these 

metals can also show depletion occurring within the microlayer.  What this study did show is 

that the use of enrichment factors may be a gross oversimplification of a system in essence a 

comparison of a mean concentration to an arbitrary depth. 

 

 From using the available literature it was suggested that the reduction of Mn(III / IV) by 

reduced iron and arsenic (Scott, 1991) leading to the production of Mn(II) was an important 

mechanism acting to deplete dissolved iron and arsenic and enrich dissolved manganese in the 

microlayer (Chapter 4).  This theory, especially relating to iron and manganese was shown 

through the addition of a MnO1.9 particulate phase to a photochemically active system leading to 
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a reduction of the particulate phase and a decrease in the available reduced iron (Chapter 5).  

The rate of Mn(II) production was rapid and highlights the importance of using a 

photochemically active system, rather than a system at equilibrium as use by Spokes and Liss 

(1995 ) and Sunda and Huntsman (1988), to initiate the reduction from a particulate phase.  The 

catalysed oxidation of iron by MnO1.9 was also seen to increase the decomposition of hydrogen 

peroxide (Chapter 5).  This rate of decomposition was seen to be faster than the uncatalysed 

dismutation of superoxide, estimated to provide an apparent production of hydrogen peroxide, 

under the experimental constraints of 22 nM h-1 (Chapters 5 and 6); based on the results of 

incubations under PAR and with low reduced iron concentrations. 

 

The experiments also showed that an ionised aluminium particulate phase will have a 

large affect on hydrogen peroxide and iron in the surface microlayer.  During the hydrolysis of 

the aluminium, reduced iron will be scavenged into the aluminium hydroxide matrix (Bertsch et 

al., 1989).  This then removes a production mechanism from within the catalysed dismutation of 

superoxide and through the formation of the stable aluminium particulate phase the increased 

surface area increases the rate of catalytic decomposition of hydrogen peroxide leading to 

decreasing concentrations, as seen in Chapter 5. 

 

Organic material is the primary constituent of the microlayer and to all respects this was 

proven to be of the most importance in both the field and laboratory work.  With respect to the 

fieldwork, all analytes except aluminium were shown to have specific points of either significant 

enrichment or depletion in the microlayer.  These points occurred due to changes in (succession) 

and / or due to times of phytoplankton growth or loss within the UEA Broad; changes in iron 

and manganese could be attributed to succession, an insight not yet published but inferred to in 

the literature (Kuznetsova et al., 2005).  A caveat in the experimental work is that no work was 

carried out in organic free media to acts as controls to both the model microlayer systems and 

the base seawater.  In the laboratory work organic material is used as the initiating material for 

superoxide production both due to photochemistry and through its reduction by ozone and 

hydroxide radicals.  Organic material can also catalyse the dismutation of superoxide to 

hydrogen peroxide.  It is also the source of organically complexed oxidised iron, which will lead 

to the production of reduced iron due to a ligand to metal charge transfer (LMCT), occurring 

due to both photo and ozone induced reduction.  Iron (II) can also be organically complexed 

potentially inhibiting its oxidation. 

 

The experimental work used a range of organic material.  There were two types of 

natural marine organic (NMO); 0.2 µm filtered culture residue from Fragilariopsis cylindrus 
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grown in low iron media and 2.0 µm filtered culture residue from Thalassiosira pseudonana.  

Humic acid was also used at 1.0 and 2.0 mg L-1.  The NMO are more representative of 

autochthonous material and these were judged to be of more importance with respect to an 

environmental context.  The results of the light regime comparison experiments show a strong 

relationship between the 2.0 µm filtered Thalassiosira pseudonana NMO and irradiating 

regime. 

 

There is one failing within the work and this is to explicitly prove that dissolved iron is 

enriched in the microlayer compared to its underlying water.  The result from the time series for 

the mean seasonal enrichment of iron in a freshwater microlayer is in contrast to results of 

laboratory experiments.  Though there are certain times of dissolved iron enrichment in the 

microlayer, generally the results indicated a depletion of dissolved iron.  Laboratory 

experiments utilised two separate sources, light and ozone, to initiate the redox cycling of iron 

with the ROS, hydrogen peroxide and superoxide.  With UVB light and a NMO there are high 

steady-state concentrations of Fe(II) relative to other irradiating regimes.  NMO complexes of 

Fe(III) indicated a preference to UVB induced reduction where as those that initiate superoxide 

production appear to favour UVA (Chapter 5).  Ozone at atmospheric concentrations ranging 

between ~ 30 to ~ 70 ppbv was shown to initiate production of reduced iron and potentially 

extend its half-life within the microlayer.  However, hydrogen peroxide production due to the 

presence of ozone would only occur in either low organic water or when available organics had 

attained a non-reactive status (Buxton et al., 1988). 

 

 Laboratory experiments utilised a simple adaptation to a well trialled analytical method, 

flow injection analysis (FIA) measuring the chemiluminescence of luminol.  The adaptation was 

a re-configuration of the load / inject valve to enable an analysis of two analytes, for this work 

they were hydrogen peroxide and reduced iron.  The system has shown good sensitivity for 

hydrogen peroxide 19 ± 20 nM and for iron (II) 0.7 ± 0.7 nM.  The rate of measurement of the 

analytes was relatively high at one analysis every 22 seconds, allowing for a high temporal 

measurement of the changes in the analytes as they underwent experimental perturbations.  The 

simple adaptation proved successful in the measurement of the analytes and allowed for a more 

robust constraining during the modelling of the results.  However even this rate of analysis may 

have been insufficient to capture the proposed redox changes occurring at the surface of the 

particulate additions (Chapter 5).  Considering all results from the laboratory experiments, what 

would have improved both that and the modelling work would have been more time spent on 

achieving lower limits of detection for Fe(II).  This would have provided remarkable insight into 

the eventual steady state concentrations achieved. 
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 Modelling of the laboratory observations was only conducted on two of the three sets of 

experiments.  Modelling exercises were undertaken on the results of the light regime change 

experiments and on those with changes to the atmospheric ozone, the model was constrained by 

both hydrogen peroxide and iron (II).  From the light regime changes to the ozone experiment 

the basic ROS and Fe(II) model was enhanced.  The primary changes were the addition of the 

catalysed dismutation of superoxide to form hydrogen peroxide, a reaction between hydroxide 

radical and hydrogen peroxide and a sink term for the hydroxide radical.  Results from low pH, 

humic acid experiments suggest that at ~ pH 7.5 or lower, the reduction of Fe(III) by hydrogen 

peroxide should be considered and would therefore be more important to freshwater systems.  

Though the model behaved well with respect to the modelling of the light regime changes it was 

still insufficient to predict the changes seen to the Fe(II).  As the model was simply constrained 

to a minimal series of fitting parameters this may in fact be incorrect and instead a suite of 

reduced iron organic fitting parameters should have been used as per Meunier et al (2005). 

 

The results in Chapter 6 suggest that UVA and UVB will act on different organic groups 

/ molecules in the NMO.  Different organic structures appear to control the production of 

superoxide and hydrogen peroxide, and affect reduced iron through its production by a LMCT 

and through sustaining elevated concentrations of reduced iron through complexation.  The light 

regime comparison results are not straight forward to interpret due to the three stages of 

production – initial stage a warming up period and potentially the estimated kinetic reaction 

rates are unlikely to occur in an environmental context.  The final stage of the light regime 

comparison experiments were those which would be most representative of an environmental 

context, during this stage the apparent production of hydrogen peroxide were in a similar range 

to that which has been seen in organic rich tropical waters (Moore et al., 1993). 

 

 With respect to the 2.0 µm filtered NMO, the production of superoxide is directly related 

to both the total energy received and wavelength, as both the total energy received and 

wavelengths increase from 315 nm, superoxide production decreases.  This then suggests that as 

depth from the microlayer decreases superoxide production also decreases.  However, this 

decreased rate of production is balanced by an increase in the length of time this rate occurs for. 

 

 A synergistic affect within the microlayer will occur between UVB and UVA to produce 

an oscillatory behaviour in reduced iron.  For these warm water experiments the results suggest 

this is due a combination of both the organic material and the concentration of hydrogen 

peroxide.  The periodicity of these oscillations increases as the concentration of hydrogen 

peroxide decreases.  Though both UV-R wavelengths are likely to induce a LMCT in organic 
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material, resulting in the formation of reduced iron at the microlayer, UVB will be the most 

important.  UVB by itself was the only wavelength to induce a rapid production of reduced iron. 

 

 Ozone was shown in Chapter 7 to initiate production of hydrogen peroxide and reduced 

iron as it impinges on the surface microlayer.  The presence of organic material will act to 

inhibit this production whilst conversely it will advance the production of reduced iron.  Ozone 

due to its reactivity is not likely to directly affect any water deeper than the microlayer.  

However, the resulting products of ozone decomposition can potentially be drawn into deeper 

waters.  The Southern Ocean for example with increased UVB and gradually increasing, though 

presently low O3, and lower atmospheric particulate loading may be a region of increasing 

concentrations of iron in the microlayer.  Due to the low temperature, the oxidation kinetics of 

iron would be controlled by O2.  These oxidation rates decrease with organic complexing of 

Fe(II), if suitable organics are present, and could therefore lead to a higher steady-state 

concentration of Fe(II) in the SML. 

 

Reduced iron in both sets of modelled work was related to the concentration and changes 

in hydrogen peroxide.  Both the experiments irradiating marine microlayers, especially with 

UV-R and when there were low active-organics in the atmospheric ozone experiments, show a 

near continuous production of hydrogen peroxide, a major oxidant for reduced iron.  However, 

the addition of a particulate phase, especially containing manganese and aluminium, can act to 

reduce the concentration of hydrogen peroxide, keeping the potential photochemical production 

in check.  This result has interesting connotations, as experiments that look at the production of 

reduced iron from the particulate phase may also need to measure the changes in the primary 

oxidants of iron.  This is due to reactions on the surface of the particulate phase acting to remove 

a primary oxidant and hence increase the apparent production rate of reduced iron due to its 

longer half-life. 

 

 The light regime experiments indicated that hydrogen peroxide and iron (II) are 

controlled by different irradiating regimes, UVB and UVA, respectively.  The ozone 

experiments showed a production of iron (II) even with no equivalent hydrogen peroxide 

production.  These results may suggest that those organic molecules which complex Fe(III) are 

more readily able to undertake a LMCT than undertake the reduction of di-oxygen and hence 

form superoxide.  As these molecules are found in both NMO and humic materials one can 

suggest that the majority of reduced iron in the near surface waters is formed by a LMCT rather 

than from within a redox cycle.  However, there is the potential for redox cycles to be initiated 

especially if the Fe(III) organic complex is newly formed.  The NMO material was one which 
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had been stored at low temperature for many months and would be representative of newly 

upwelled waters or when there is a break down of the seasonal stratification and deep winter 

mixing occurs. 

 

Take Home 

 

Dissolved metals in the microlayer are within a system that is kept in balance and 

controlled through the influence of light on the formation of ROS and the addition of particulate 

material.  Ozone itself would only influence ROS under certain conditions, low organic and 

iodide circumstances.  With respect to reduced iron, it has been shown to have a distinct diel 

cycle in surface waters (Weber et al., 2005), therefore the affect of ozone can be assumed to be 

minimal when UV-R and PAR are present.  What it does not preclude is the effect of ozone over 

night and during polar winters acting to retain a higher than predicted steady state concentration 

of Fe(II). 

 

Future Work 

 

The work undertaken in this thesis can be developed further.  With respect to the 

measurements from within the microlayer this can be advanced through three potential 

mechanisms.  The first would be for a longer time series to be setup.  The second would be to 

measure concentrations of wet and dry atmospheric deposition, deep water and possibly 

groundwater inputs to the system to better constrain the budgets and fluxes.  Finally 

measurements of organic and inorganic species, and the different size fractions would better 

allow for an understanding of the processes occurring in the microlayer. 

 

The simple adaptation to the FIA-Cl method worked very well.  To further enhance these 

style laboratory studies would require specific measurements at a similar temporal scale.  Those 

of most use initially would be oxygen and superoxide.  The system could then be further 

enhanced through the measurements of copper and manganese.  There is a new luminol 

derivative which shows the potential for real time measurement of copper (II), however, this 

requires photo-excitation (Luo et al., 2009).  A derivative of coumarin – umbelliferone, could 

also be used for the real time chemiluminescence measurement of manganese (II) (Watanabe et 

al., 2008).  Development work on both of these chemiluminescence methods could potentially 

allow for a high temporal analytical resolution during their use and be combined into a FIA 

system.  It would also be interesting to compare elements such as arsenic and iron with additions 

of manganese.  Laboratory work on very fresh culture residue of different size fractions could 
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also enlighten the processes seen in the microlayer and aquatic systems.  Under this auspice the 

work could then be applied directly to phytoplankton cultures whilst undergoing short term 

stress, due to say the influence of UVB, or temperature change, or from the light to the dark (or 

vice-versa) or alterations to the atmospheric chemistry.  However, all changes to the 

experimental work must require a careful consideration to the production of chemiluminescence 

by luminol. 

 

 The use of a computer model to represent the observations worked to an extent.  Though 

better iron models have been developed it is the interaction between the metals and the organics 

which is the unknown.  The problem with this side of the work is that by including extra fitting 

parameters their validity decreases as fitting parameters would eventually be controlling fitting 

parameters.  The only solution is to design a full set of experiments modelled at each stage and 

then the model is advanced through the knowledge.  This still leaves the potential unknown of 

changes in the organic through the course of a single experiment and that the model will then 

become a very specific system and have less application to an environmental context. 
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Chapter Four:  Appendix 

 

A4.01 Method of Calculation for the Correction Factor for First Three 

Sampling Missions of 2008 

 

During the sampling of the UEA Broad the analytical protocol on the ICP-MS was 

undergoing refinement.  The final analytical set up as given in Chapter 2, section 2.04.09 

included the analysis of samples retrieved on the 27th March 2008 and 9th May 2008.  These 

samples had previously been analysed as a 1:10 dilution using a standard calibration with and 

without CCT gas.  During these previous analyses samples from the 8th of January, 18th of 

February and 13th of March had also been analysed, however the recovery for the certified 

reference material during these analyses was not as accurate.  A successful attempt was made on 

producing a linear regression between these samples, from the final configuration and the 

previous attempts.  Figure A4.01 shows the linear regression comparison of these data. 

 

Al 

 
Mn 

 
Figure A4.01.  Linear regression comparisons for aluminium and manganese 
 

 

 

 



56Fe 

Figure A4.02.  Linear regression comparison for 
 
 

A Fisher, one tailed, F test was also applied to the data to check the statistical 

significance of the regression; it was also used to 

Table A4.01. 

 

Table A4.01.  Fisher test statistics for comparison of samples analysed using two ICP
configurations. 
 F probability

Aluminium 268 < 0.01, F = 21.2
Manganese 71 < 0.01, F = 21.2
56Iron 82 < 0.01, F = 21.2
 

 Using the standard regression form, y = bx + a, a correction was then applied to the 

from the 8th of January, 18

for these values was calculated through he propagation of errors technique, 

2
.

2
. msrdequ xxerror += , where 

the error for the measured sample.

 

 

 

 

 

 

 

 

 

Table A4.02.  Original measurement and correct

250 

.  Linear regression comparison for iron 

A Fisher, one tailed, F test was also applied to the data to check the statistical 

significance of the regression; it was also used to calculate the error on the linear regression

.  Fisher test statistics for comparison of samples analysed using two ICP

probability degrees of 
freedom      
(n - 2) 

r2 Y 
estimated 
error 

< 0.01, F = 21.2 6 0.98 249
< 0.01, F = 21.2 4 0.95 48 
< 0.01, F = 21.2 4 0.95 100

Using the standard regression form, y = bx + a, a correction was then applied to the 

of January, 18th of February and 13th of March, Tables A4.02 to A 4.04.  The error 

for these values was calculated through he propagation of errors technique, 

, where xequ. is the error equivalent ordinate axis conce

the error for the measured sample. 

.  Original measurement and corrected concentrations for aluminium

 

A Fisher, one tailed, F test was also applied to the data to check the statistical 

calculate the error on the linear regression, 

.  Fisher test statistics for comparison of samples analysed using two ICP-MS 

estimated 
error equivalent 
ordinate axis 
concentration, 
nM 

249 14.9 
 4.1 

100 8.7 

Using the standard regression form, y = bx + a, a correction was then applied to the data 

of March, Tables A4.02 to A 4.04.  The error 

for these values was calculated through he propagation of errors technique, 

is the error equivalent ordinate axis concentration and xmsrd. is 

ed concentrations for aluminium 
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 y = 16.69x – 4182.9 original measured 
concentration 

error corrected 
concentration 

error 

  nM nM nM nM 
8th January 2008, Julian Day 8 

Bulk 183 39 262 42 
Plate (1) 4144 34 499 37 
Plate (2) 1663 37 350 40 
Screen (1) X X X X 
Screen (2) 1028 38 312 41 

18th February 2008, Julian Day 49 
Bulk 508 39 281 42 
Plate (1) 1699 37 352 40 
Plate (2) 3148 35 439 38 
Screen (1) 200 39 263 42 
Screen (2) 705 38 293 41 

13th March 2008, Julian Day 73 
Bulk 533 39 283 42 
Plate (1) X X X X 
Plate (2) X X X X 
Screen (1) 1476 37 339 40 
Screen (2) 908 38 305 41 

 

Table A4.03.  Original measurement and corrected concentrations for manganese 

 y = 11.84x – 51.02 original measured 
concentration 

error corrected 
concentration 

error 

  nM nM nM nM 
8th January 2008 

Bulk 6170 10 526 10 
Plate (1) 7458 9 634 10 
Plate (2) 6584 9 560 10 
Screen (1) X X X X 
Screen (2) 5963 10 508 10 

18th February 2008 
Bulk 1020 13 92 14 
Plate (1) 563 13 52 14 
Plate (2) 106 13 13 14 
Screen (1) 79 13 11 14 
Screen (2) 285 13 28 14 

13th March 2008 
Bulk 413 13 39 14 
Plate (1) X X X X 

Plate (2) X X X X 

Screen (1) 2613 11 225 12 
Screen (2) 407 13 39 14 

 

 

 

 

Table A4.04.  Original measurement and corrected concentrations for iron 
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 y = 11.58x – 231.2 original measured 
concentration 

error corrected 
concentration 

error 

  nM nM nM nM 
8th January 2008 

Bulk 2403 11 228 14 
Plate (1) 10504 9 927 13 
Plate (2) 1856 11 180 14 
Screen (1) X X X X 
Screen (2) 2939 10 274 14 

18th February 2008 
Bulk 6205 12 556 15 
Plate (1) 704 12 81 15 
Plate (2) 132 13 31 15 
Screen (1) 787 12 88 15 
Screen (2) 882 12 96 15 

13th March 2008 
Bulk 930 12 100 15 
Plate (1) 1010 12 107 15 
Plate (2) X X X X 
Screen (1) 1602 11 158 14 
Screen (2) 1555 11 154 14 
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A4.03  Student’s t-test calculations and results 

 

The following section introduces the calculation and results for a Student’s t-test.  There 

are two  tests:  i) HO the statistical probability that a mean sample EF is the same as a system 

value, in this case, unity with a value of 1.0 and ii) or HO the statistical probability that 

comparative data set samples have the same mean.  For these calculations the arithmetic mean 

for plate and screen sampled microlayers for each element are first compared to unity and then 

against each other.  The calculation of t statistics is as per Miller and Miller (1993).with the 

results compared to the statistical tables in Miller and Miller (1993).  All tests were conducted as 

one tailed tests under the presumption that there is enrichment of an analyte in the SML and that 

this increases as the depth of the SML sampled decreases. 

 

( )
σ

µ n
xt ⋅−= 0          Eqn. A4.01 

Where x is the mean, µ0 is the system value, in the case an EF equal to unity, 1.0, n is the 

sample size and σ is the standard deviation of the samples. 

 

Calculation of the t statistic comparing between two sample arithmetic means is given by 

Equation A4.02. 

 

( )

screen

screen

plate

plate

screenplate

nn

xx
t

22 σσ
+

−
=  

 

The results for the first and second tests are provided in the Tables below, Table A4.06 and 

A4.07. 
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Table A4.06.  Student’s t-test comparing sample seasonal EF against unity, 1.0. 
 mean sigma n t df = n-1 P p 
Al plate 1.26 0.37 15 2.7 14 2.65 99 % 

screen 1.26 0.29 15 3.5 14 3.01 99.5 % 
Mn plate 1.57 0.96 14 2.2 13 2.18 97.5 % 

screen 1.14 0.66 13 0.7 12 0.69 75 % 
Fe plate 0.70 0.35 15 -3.3 14 3.01 99.5 % 

screen 0.91 0.41 16 -0.8 15 0.69 75 % 
Co plate 1.05 0.43 12 0.4 11 0.26 60 % 

screen 0.89 0.27 11 -1.4 10 1.38 90 % 
Cu plate 0.95 0.43 12 -0.4 11 0.26 60 % 

screen 0.94 0.18 11 -1.0 10 0.7 75 % 
As plate 0.99 0.08 12 -0.2 11  

screen 0.95 0.07 11 -2.2 10 1.8 95 % 
 

 

Table A4.06.  Student’s t-test comparing sample seasonal EF, plate versus screen. 
 mean sigma n t df = (nP + nS) -1 P p 
Al plate 1.26 0.37 15 -0.03 29 0.26 60 % 

screen 1.26 0.29 15  
Mn plate 1.57 0.96 14 1.39 26 1.31 90 % 

screen 1.14 0.66 13  
Fe plate 0.70 0.35 15 -1.52 30 1.31 90 % 

screen 0.91 0.41 16  
Co plate 1.05 0.43 12 1.09 22 0.69 75 % 

screen 0.89 0.27 11  
Cu plate 0.95 0.43 12 0.04 22 NONE 

screen 0.94 0.18 11  
As plate 0.99 0.08 12 1.32 22 0.69 75 % 

screen 0.95 0.07 11  
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Chapter Six:  Appendix 

 

 Tables of sum of squares error (SSE) concentration residuals for model fits to the 

observations 

 

Table A6.01.  Log(10) SSE, H2O2 residual fits for NMO repeat experiments 
 initial intermediate constant total 
sw -(1) 4.0 5.2 5.5 5.7 
sw -(2) NC NC 5.2 5.2 
Fc 4.4% -(1) NC 3.9 4.6 4.7 
Fc 4.4% -(2) NC 1.3 2.2 2.3 
Fc 8.8% -(1) NC 5.1 5.7 5.8 
Fc 8.8% -(2) NC 5.1 5.5 5.7 
mixed 8.8 % -(1) NC 3.9 5.3 5.3 
mixed 8.8 % -(2) NC 3.8 4.9 4.9 

 
 
Table A6.02.  Log(10) SSE, Fe(II) residual fits for NMO repeat experiments 

 initial intermediate constant total 
sw -(1) -11.48 -4.29 -4.44 -4.06 
sw -(2) NC NC -2.41 -2.41 
Fc 4.4% -(1) NC -1.53 -0.66 -0.60 
Fc 4.4% -(2) NC 0.20 0.32 0.57 
Fc 8.8% -(1) NC -1.26 0.37 0.38 
Fc 8.8% -(2) NC -1.26 -1.79 -1.15 
mixed 8.8 % -(1) NC -4.06 0.99 0.99 
mixed 8.8 % -(2) NC -0.83 0.41 0.44 

 
 
Table A6.03.  Log(10) SSE, H2O2 residual fits for light comparison experiments 

 initial intermediate constant total 

11
 %

 2
.0

 µ
m

 
fil

te
re

d 
N

M
O

 

UVB 3.4 4.5 4.4 4.8 
Full 3.2 4.5 5.0 5.1 
UVA+PAR 3.0 4.1 4.7 4.8 
UVA 3.3 3.8 4.5 4.6 
PAR NC 2.1 3.0 3.1 

 

0.
5 

m
g 

L-1
 

hu
m

ic
 a

ci
d

 UVB 2.5 3.7 5.0 5.0 
Full 1.6 3.8 5.4 5.4 
UVA+PAR 2.1 4.9 5.4 5.5 
UVA 1.9 3.7 5.2 5.3 
PAR NC 2.7 3.3 3.4 

 

2.
0 

m
g 

L-1
 

hu
m

ic
 a

ci
d

 UVB 5.0 5.8 6.1 6.3 
Full 4.8 5.5 5.7 6.0 
UVA +PAR 4.7 5.2 5.6 5.8 
UVA 4.5 5.0 5.7 5.8 
PAR 3.9 4.6 5.1 5.2 
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Table A6.04.  Log(10) SSE, Fe(II) residual fits for light comparison experiments 
 initial intermediate constant total 

11
 %

 2
.0

 µ
m

 
fil

te
re

d 
N

M
O

 

UVB 1.42 1.27 0.87 1.72 
Full 0.80 1.26 1.41 1.70 
UVA+PAR 0.14 0.70 1.00 1.21 
UVA 0.01 0.01 0.92 1.02 
PAR NC 0.50 -1.30 0.50 

 

0.
5 

m
g 

L-1
 

hu
m

ic
 a

ci
d

 UVB -1.09 -0.35 0.98 1.00 
Full 1.32 1.86 2.30 2.47 
UVA+PAR 0.03 1.16 0.23 1.23 
UVA 0.03 0.96 2.02 2.06 
PAR NC 0.70 1.80 1.83 

 

2.
0 

m
g 

L-1
 

hu
m

ic
 a

ci
d

 UVB -0.14 0.19 1.08 1.16 
Full 0.25 -0.36 0.92 1.02 
UVA +PAR 0.80 -0.75 0.16 0.90 
UVA 0.44 -0.95 1.69 1.71 
PAR -0.06 -0.21 1.06 1.11 
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