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Abstract

A “low” horizontal resolution coupled climate model, typical of the Intergovernmental
Panel on Climate Change fourth assessment report simulations, is shown to have serious
systematic errors in the extra-tropical response to El Nifio. A “high” resolution configu-
ration of the same model has a much improved response that is similar to observations.
The errors in the low resolution model are due to an incorrect representation of the atmo-
spheric teleconnection mechanism that controls extra-tropical sea surface temperatures
during El Nifio.

It is demonstrated that a realistic simulation of the extra-tropical response to El Nifio
requires a realistic representation of the atmospheric basic state over the North Pacific. Sea
surface temperature biases are a key influence on the atmospheric basic state, and there-
fore reducing these biases should be a priority in coupled model development. Increased
horizontal resolution in the oceanic model component reduces the mean state sea surface
temperature biases, and produces a more realistic representation of the extra-tropical re-
sponse to El Nifo. Increased horizontal resolution in the atmospheric component alone
does not provide a significant improvement. This suggests that higher resolution in the
oceanic model component is more valuable than increased atmospheric resolution for re-
alistically representing this type of climate variability.

The extra-tropical response to El Nifio in a climate with atmospheric CO, concen-
trations four times greater than the control climate, is weaker and has an altered spatial
signature. Changes to the way Rossby waves are generated over the North Pacific are
shown to be more important than changes to the atmospheric basic state in this climate
change scenario. The change in the extra-tropical response to El Nifio as a response to
CO, forcing is much smaller than the change due to a reduction in horizontal resolution.
This rules out the use of lower resolution coupled models for climate change studies of

this process.
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Chapter 1

Introduction

The climate of a given region is often simply understood as the average weather, and it
is something that affects our day to day lives in many ways. Warming of our climate is
now unequivocal (Trenberth et al.,|2007)), and the impact of such warming could include
physical, economic, social, and ecological effects. Future climate change is a potentially
large problem for humanity, with rising sea levels, decreases in snow and sea ice coverage,
and increase in global drought being a few of the many likely physical impacts. It is
therefore extremely important that we work to understand the science of our climate, and

how it may change in the future.

1.1 The climate system

A more rigorous definition of climate is the statistical description in terms of the mean and
variability of relevant quantities over a period of time ranging from months to thousands
or millions of years (Solomon et al.,2007). In a wider context climate can be understood
as the state of the climate system. The climate system is the term used to describe the
system consisting of the atmosphere, hydrosphere, cryosphere, biosphere, land surface,
and the interactions between them.

The climate system is extremely complex, with each component having internal vari-
ability, and responding to external forcings from the other components. Therefore, in
order to understand the behaviour of the climate and for example the effect of a particular
perturbation such as increased atmospheric carbon dioxide concentrations due to human

activity, it is necessary to consider the climate as a whole system rather than individual
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components.

The climate system contains variability on many spatial and temporal scales. It is
crucial that we have a good understanding of how the climate system works and how the
physical mechanisms determining the variability in the climate system operate, in order
for us to be able to understand the bigger questions such as finding out what the potential

effects of climate change on our climate may be.

1.2 Climate variability and El Nino

The ocean—atmosphere coupled system exhibits many modes of variability. These range
from intra-seasonal modes such as the Madden-Julian Oscillation (MJO; [Madden and
Julian, [1971])), to inter-annual modes such as El Nifio (e.g., \Philander, |1990; Trenberth,
1997 |Clarkel,2008)), and even inter-decadal modes such as the Pacific Decadal Oscillation
(e.g.,Tanimoto et al.,|[1993;|Mantua et al.,|1997;|Allan,|2000). Perhaps the most dominant
mode of climate variability on a global scale is El Nifio, or the El Nifio-Southern Oscil-
lation (ENSO). EI Nifio is characterised by warmer than normal sea surface temperatures
(SSTs) in the eastern Pacific and cooler than normal SSTs in the western Pacific. There is
an opposing anomalous state where the SSTs in the eastern Pacific are colder than normal.
This state is known as La Nifia. The tropical Pacific ocean can be described as being in a
state of oscillation about these two extremes. However, the time period of the oscillation
is not regular, and the amplitude of the El Nifio or La Niifia conditions is subject to much
variation. El Nifio is an important process both locally and remotely. Locally in the east-
ern Pacific, a warming of the SSTs leads to a reduction in biological productivity which
has a large impact on the ecosystem in the region.

In order to understand El Nifio in more detail, it is helpful to understand some of the
basics of tropical atmospheric circulation. In the Pacific Ocean, SSTs are warmer in the
west and cooler in the east. This east-west temperature contrast affects the atmospheric
circulation. Relatively cold, dry air over the eastern Pacific, where SSTs are colder, sinks
to the surface. This air then travels along the equator over increasingly warm SSTs. In the
western Pacific this air is warmed and gathers moisture. The warming of the air causes
it to rise and release energy as the moisture it carries condenses. The air then moves

eastward back across the Pacific to where it began. This simple description of Pacific
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circulation was proposed by |Bjerknes| (1969) and is referred to as the Walker circulation.

Let us now consider the effect of perturbations to the Walker circulation. If the Walker
circulation increases in strength, then the surface easterly winds increase in strength. This
increases upwelling of colder water in the eastern Pacific which in turn will strengthen
the east-west SST contrast and therefore further strengthen the Walker circulation. Con-
versely if the Walker circulation decreases in strength then surface easterly winds at the
equator will be weakened, resulting in a decrease of upwelled colder water in the eastern
Pacific. This produces a reduction in the east-west SST contrast and hence a decrease in
the strength of the Walker circulation. These are both examples of positive feedback sys-
tems, where a perturbation in one direction causes the system to tend more to the direction
of that perturbation. The idea of these positive feedback systems in the Walker circulation
forms the basis for our understanding of El Nifio.

The structure of the Pacific, as with other ocean basins, can be approximated as a
warm surface layer that is heated by solar radiation, overlying a layer of rapid temperature
change (the thermocline) which is on top of a colder deep layer. The action of the easterly
trade winds forces the warm surface water over to the west Pacific. The result of this is
an increase in the depth of the surface layer and hence increased depth of the thermocline
in the west Pacific, and a shallow surface layer that is mixed into the thermocline in the
east Pacific. This results in what is known as the Pacific warm pool in the western Pacific
and the Pacific cold tongue in the eastern Pacific. When an El Nifio event occurs the trade
winds weaken and the surface layer of the ocean must adjust to the reduced strength winds.
The adjustment produces a shallower than normal thermocline in the western Pacific and
a deeper than normal thermocline in the eastern Pacific, and is caused by the propagation
of equatorial Kelvin and Rossby waves (Clarkel 2008)). The net result of this oceanic
adjustment is an eastward shift in the location of the warm pool.

As discussed previously, the ocean and atmosphere act as a coupled system in the
Walker circulation. The strongest atmospheric coupling to the ocean occurs over the Pa-
cific warm pool, in the form of deep convection. When the warm pool moves eastward
during El Nifio the location of this strong coupling also moves eastward. As well as
changes to the Walker circulation, there are significant non-local impacts of the eastward

shift in the Pacific warm pool, these effects are commonly referred to as teleconnections.
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1.2.1 Teleconnections in the climate system

During El Nifio there is anomalous convection over the western tropical Pacific. This
anomalous convection persists through a vertical profile of the tropical atmosphere, im-
plying that vertical motion exists throughout a profile of the tropical troposphere. At the
tropopause this anomalous vertical motion becomes divergent motion. Due to conserva-
tion of angular momentum, this divergent motion leads to rotation in the upper tropo-
sphere. This anomalous vorticity in the upper troposphere generates large perturbations
to the atmospheric circulation known as Rossby waves. Rossby waves are planetary scale
waves, meaning their scale is comparable to the size of the Earth, and that they are ca-
pable of travelling all the way around the globe. A change in the dominant region of
atmosphere—ocean coupling in the tropical Pacific could potentially lead to changes in
atmospheric circulation on a global scale.

In the tropics, where the anomalous convection that drives Rossby waves is produced,
the atmosphere has a baroclinic structure. Convergence at the surface induces cyclonic
circulation, and divergence at the tropopause induces anti-cyclonic circulation, meaning
that the sense of circulation at the surface and in the upper troposphere are opposite. Un-
like the tropical atmosphere, the mid-latitude atmosphere has an equivalent barotropic
vertical structure. This type of vertical structure allows upper tropospheric potential vor-
ticity anomalies associated with Rossby wave propagation to induce a surface circulation
(Hoskins et al., [1985). Simply put, the effect of an equivalent barotropic vertical struc-
ture is that the sense of the circulation in the upper troposphere is the same as that at the
surface. The implication of this in terms of El Nifio teleconnections is that upper tropo-
spheric Rossby wave anomalies are able to induce anomalous circulation at the surface
in the extra-tropics. Surface circulation anomalies can then produce changes in SSTs
through alterations to the surface heat balance.

This particular teleconnection from the tropical ocean, through the atmosphere, to the
extra-tropical ocean is referred to as the atmospheric bridge (e.g., Alexander et al.,2002).
It describes a process whereby tropical SST anomalies are able to indirectly influence
extra-tropical SST anomalies, through interactions with the atmosphere. This is an exam-
ple of an inherently coupled process, and is the process that the majority of this thesis is

dedicated to understanding.
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Generally speaking, climate variability on all scales is a coupled phenomenon involv-
ing complex interactions between the atmosphere and ocean. This implies that numerical
models of individual climate system components are not sufficient to properly study cli-
mate variability. The need to study coupled climate processes such as this is the driving
force behind the development of coupled climate system models. The atmospheric bridge
mechanism involves not only the interaction between the atmosphere and the ocean but
also interactions between small and large spatial scales, that is between convective anoma-
lies in the tropics and the global general circulation. It is therefore likely that this type of
mechanism might be better represented in coupled models with higher horizontal resolu-

tion.

1.3 Coupled climate models

A coupled climate model is a numerical representation of the climate system, that al-
lows the components within the system to interact. This type of model allows two-way
feedback between each of the individual model components. For example atmospheric
circulation is allowed to influence the ocean surface temperature, and in turn the changes
in SST can influence the atmospheric circulation. Processes involving the land surface,
sea ice, and biosphere have important roles to play in the climate system. However, the
focus of this thesis is on the dynamics of the atmosphere and ocean, and their interactions.
Therefore, processes directly involving sea ice, land surface, and biosphere components
of the climate system are not discussed further.

The oceanic and atmospheric components of a climate model solve sets of equations
relevant to the dynamics and thermodynamics of the body of fluid. Typically the equations
are solved on a discretized representation of the globe (or represented as a finite sum of
spectral modes in spectral models). Global grid point models apply a discretization where
the whole surface of the Earth is divided into grid cells and the governing equations are
integrated at each grid point or grid cell interior. The exact locations on the grid where
solutions are found depends on the specific grid configuration.

The smallest feature that can be represented by a model depends on the distance be-
tween neighbouring grid points (or upon the largest retained wavenumber in the case of

spectral models). This idea of what a model can and cannot represent is referred to as
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resolution. When we describe the resolution of a model we are describing the size of the
smallest features the model is able to represent. When we refer to increased or higher
horizontal resolution, we mean that there are more grid points in a given area (or more
wavelengths are retained in spectral models), and therefore the size of the smallest pro-
cess that can be directly represented in the model is smaller. The shortest wave that can be
resolved by finite differencing has a wavelength of 28x where dx is the spacing between
grid points, and therefore spans three grid points. For example, to represent a low pres-
sure system there must be at least one grid point within the low pressure system and one
either side. This is a one dimensional picture, and of course in two dimensions this would
require grid points outside of the feature to the north, south, east, and west. In practical
terms it is preferable to ensure that features of interest are much larger than this minimum
scale in order to represent them in sufficient detail, and of course the resolution required
for this depends upon the scale of the features that are of interest.

Consider the UK Met. Office Hadley Centre model HadCM3, which has a horizontal
resolution of 3.75° x 2.5° in longitude x latitude in the atmosphere. The discretization
of the HadCM3 atmosphere in a sub-domain covering the North Atlantic and Europe is
shown in figure[I.Th. This resolution corresponds to grid points being spaced every 3.75°
in longitude and 2.5° in latitude. The implication of this is that atmospheric feature,
such as a low pressure system, with a spatial scale smaller than 3.75° x 2.5° cannot be
represented directly in the model.

Climate models are very computationally expensive, requiring a large computing re-
source and a lot of time to run. An increase to the horizontal resolution of a model sub-
stantially increases the amount of computing time/power that is needed to integrate the
model. For example, increasing the number of grid points in both the north-south and
east-west directions by a factor of 3 increases the size of the grid by a factor of 9. This
increase is illustrated in figure [I.Tb. This increase in total grid size scales approximately
linearly to the increase in computing time required to integrate the model. It is difficult
to rationalise the large increase in the computing resources required for such a resolution
increase in a coupled climate model without having a good understanding of the effect
of increased resolution. It is not enough to determine if higher resolution produces better

performance, it is also necessary to determine the reason for any performance differences.
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Figure 1.1: Example discretizations on the sphere. The grids are shown only for a sub-domain
of the North Atlantic and Europe in order that their structure appear clearer. The grids are repre-
sentative of the discretization in the atmospheric components of a) HadCM3 (Pope et al., |2000;
Gordon et al.,[2000), and b) HadGEM1 (Johns et al.,[2006).
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If the performance gain is small or not well understood then it may be wise to invest ex-
tra computational resources elsewhere, for example, in additional vertical resolution or
further physics elements.

Since the start of coupled climate modelling, horizontal resolution has competed for
computing time with model physics and other elements, such as number and length of
simulations. However, there has been steady increase in typical horizontal resolution
over time. At the time of the first Intergovernmental Panel on Climate Change (IPCC)
assessment report (Houghton et all [1990) the typical horizontal resolution of coupled
models was 3—-10° in the atmosphere and 2—10° in the ocean. This increased to 3-5° in
the atmosphere and 1-5° in the ocean by the time of the IPCC’s second assessment report
(Houghton et al.,|1995)). The coupled models used for the IPCC’s third assessment report
(TAR; Houghton et al.l|2001)) had typical resolution of 2.5-5° in the atmosphere and 1-4°
in the ocean. Most of the models up to and including those used in the TAR had to make
use of flux correction techniques in order to suppress drift in the coupled system. This
technique provides a way of perturbing the modelled surface heat, water and momentum
fluxes so as to maintain a stable climate. By the time of the IPCC fourth assessment
report (AR4; |Solomon et al.l 2007) typical model resolution and physics had improved
again, this time to a point where most models no longer needed to make flux corrections
in order to maintain a stable climate. The typical resolutions of these models are 2° in the
atmospheric component and 1°in the oceanic component.

The AR4 class models represent the current state of the art in coupled climate mod-
els. However, many coupled models of AR4 resolution suffer from systematic errors in
simulating mean climate and its variability. The double inter-tropical convergence zone
(ITCZ) problem (Mechoso et al.,|1995)), where a persistent ITCZ south of the equator in
the eastern and central equatorial Pacific is produced in addition to the observed ITCZ
north of the equator, is common in AR4 models. This systematic error in simulating the
mean climate in the tropical Pacific affects the location of the Walker circulation and the
simulation of El Nifio. Many AR4 models have an equatorial Pacific cold tongue that
is too equatorially confined and extends too far into the western tropical Pacific. This
implies an unrealistic simulation of coupled heat transfer mechanisms, such as tropical

instability waves (TIWs, |Philander et al.,|1986), in the tropics.
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Increased horizontal resolution in coupled climate models has historically improved
the accuracy of climate simulations (e.g., \Gordon et al., [2000; |Pope and Stratton, 2002}
Johns et al.,|2006). There is a growing body of evidence to show that resolving processes
on scales as small as the oceanic mesoscale in coupled climate models can improve their
ability to realistically represent large-scale mean climate and its variability. For example,
Roberts et al.| (2004) found that increasing the ocean resolution of the UK Met. Office
coupled general circulation model (GCM) in its HadCM3 configuration to 1/3° resulted in
many improvements in the simulation of oceanic circulation.

The AR4 class models are the baseline for comparisons in this work. It seems likely
that further increases from AR4 resolution will produce improved representations of cou-
pled phenomena, particularly those with some dependence on multiple spatial scales such
as the atmospheric bridge mechanism. It is the goal of this thesis to understand in detail

the effect of horizontal resolution on these types of processes.

1.4 Thesis outline

The motivation for this thesis and necessary background information are given in this
chapter. Details of the models and specific model integrations, observational datasets,
and core data analysis methods that are used throughout the study are given in chapter 2]
Chapter [3| assesses the performance of coupled models of both high and low horizontal
resolution with respect to El Nifio and the atmospheric bridge mechanism. The models
and observations are used to further understand the physics of the extra-tropical response
to El Nifio, and thus determine the impact of horizontal resolution on the mechanism. The
core findings of chapter[3|have been published in[Dawson et al| (2011)). Using the analysis
framework built in chapter [3] chapter f] investigates the effect of horizontal resolution
on the modelled extra-tropical response to El Nifio in more detail, through analysis of
model integrations where the resolution of the oceanic and atmospheric components of
the model are varied independently. The work in chapter [5] traces the source of errors in
the representation of the extra-tropical response to El Nifio in the low resolution coupled
model by understanding how atmospheric errors may be caused by the oceanic component
of the modelled coupled system. In chapter[6]an attempt to understand the potential effect

of a warming climate on the dynamics of the extra-tropical response to El Nifio using
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a high resolution climate change simulation is made. The results are discussed within
the framework of the previously developed knowledge of the impact of resolution on this
process. Chapter[7]deviates somewhat from the previous work, and attempts to understand

variability in the North Pacific Ocean on time scales longer than El Nifio.



Chapter 2

Models, datasets, and analysis

methods

This chapter introduces the coupled climate models that are used throughout this thesis,
including details of the model configurations. There is also a discussion of the obser-
vational data sets used for comparison with model results. The core analysis techniques

used to understand the behaviour of the models are then outlined.

2.1 High resolution climate modelling

The overall aim of this study is to determine the effect and potential benefits of increased
horizontal resolution in coupled climate models. For this study we use two coupled cli-
mate models, a next-generation model with high horizontal resolution in both the atmo-
spheric and the oceanic component, and a lower resolution model typical of the coupled
climate forecast models used for the Intergovernmental Panel on Climate Change (IPCC)
fourth assessment report (AR4;|Randall et al.||2007). The novel aspect to this study is that
apart from horizontal resolution, there are as few differences between the two models as
possible. This provides an excellent opportunity to study the effect of increased horizontal

resolution in isolation from other changes.

2.1.1 HiGEM and HadGEM

The models used in this work are those developed as part of the UK High Resolution

Global Environmental Modelling project (UK-HiGEM; Shaffrey et al.,2009) and the UK
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Japan Climate Collaboration (UICC; |Roberts et al.,|2009). The aim of these projects was
to develop a high resolution coupled climate model based on the UK Met Office (UKMO)
coupled climate model HadGEM1 (Johns et al., 2006, Martin et al., 2006} |Ringer et al.,
2006), a model that has been used for contributions to the IPCC AR4. The product of
these projects is the high resolution coupled model HIGEM. HiGEM sets a precedent
for horizontal resolution in a coupled climate model, with resolution of 1.25° x 0.83°
longitude x latitude in the atmosphere and 1/3° x 1/3° in the ocean (including sea ice).
The lower resolution configuration, simply called HadGEM, has the same resolution as
HadGEMI, that being 1.875° x 1.25° in longitude and latitude in the atmosphere, and
1° x 1°, increasing to !/3° meridionally near the equator, in the ocean. The rationale for
the increase in resolution in HIGEM is to be able to better represent small scale features,
such as weather systems in the atmosphere and eddies and steep gradients in the ocean,
and have the ability to resolve the interactions between these small scales features and
the large scale climate. It is believed that the accurate representation of such small scale
features is crucial to producing realistic climate models. For example tropical instability
waves, whose size mean they cannot be properly resolved in a model with equivalent
resolution to HadGEM, are significant in near surface momentum and heat balances both
in the ocean and the atmosphere across the entire tropical Pacific (Willett et al.,[2006).
The atmospheric components of both HIGEM and HadGEM use a non-hydrostatic
dynamical core (Davies et all [2005) formulated on an Arakawa C grid (Haltiner and
Williams, |1980). A semi-Lagrangian integration scheme is used to advect the prognostic
variables. The semi-Lagrangian formulation allows relatively long time steps while re-
taining numerical stability and high accuracy. It also preserves the values of conservative
properties fairly accurately and is therefore particularly useful for an accurate represention
of the advection of water vapour and other trace constituents (Holfon,|2004). The oceanic
component of the models is based on the Bryan-Cox code (Bryan, |[1969; |Cox,|1984) and
is formulated on a spherical latitude-longitude grid. Convergence of the meridians results
in a singularity at the poles, which is treated as a land point. Convergence of the merid-
ians also requires that tracers and baroclinic velocities be Fourier filtered north of 80°N
(Shaffrey et al.,2009). The solution for the external mode (depth integrated velocities) is

found using a linear implicit free surface scheme (Dukowicz and Smith, |1994).
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Moving to higher resolution involved substantial changes to the physical parameter-
isations in HadGEM1. Full descriptions of these changes can be found in |Shaffrey et al.
(2009) and |Roberts et al.|(2009). There are significant improvements to the coupling be-
tween the atmosphere and ocean in HiGEM, in particular the effects of ocean currents on
surface fluxes of moisture, momentum, and heat are included. The parameterisation for
frozen soil run-off is altered to improve the seasonal cycle of land surface moisture and
temperature, and the threshold for activation of the moisture diffusion scheme, which pre-
vents numerical instabilities in the atmospheric component, is increased in HiIGEM since
the higher resolution means the grid point storms this parameterisation is designed to sup-
press are less common. Most of the changes to parameters in the ocean reflect that higher
horizontal resolution enables the use of less explicit numerical dissipation to maintain
numerical stability. The adiabatic mixing scheme of |Gent and McWilliams| (1990) used
in HadGEM1 is turned off or used with very low parameter values in HIGEM. HiGEM
uses the scale selective biharmonic formulation of momentum dissipation rather than the
Laplacian formulation of HadGEM.

There are multiple versions of the HIGEM models. Two versions are used in this
study, version 1.1 and version 1.2. Version 1.1 is an earlier version of the model developed
by the UK-HiGEM project, and was operated as part of the UICC project and run on the
Earth Simulato supercomputer. A version of HadGEM1 that had been improved upon
by the UKMO since the submission of results to the [IPCC AR4 was used as a template
for HIGEM1.1. The later 1.2 version was used by the UK-HiGEM project and run in the
UK at HPCxZ There are some notable differences between these two versions. Eddies
in the HIGEM1.1 ocean are weakly parameterised in the tropics and the mid-latitudes,
with a stronger effect at high latitudes. This eddy parameterisation scheme is turned off in
the HIGEM1.2 oceanic component. There are also differences in the background vertical
diffusivity, and the mixing efficiency and depth scale parameterisations in the ocean mixed
layer model. These differences could potentially mean different behaviours in HIGEM1.1
and HIGEM1.2.

Each of HIGEM1.1 and HIGEM1.2 has an equivalent lower resolution configuration,

those being HadGEM1.1 and HadGEM1.2 respectively. These configurations attempt to

Isee http://www.earthsimulator.org.uk
Zsee hitp://www.hpex.ac.uk
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be as close to the high resolution models as possible in terms of physics. The key differ-
ences between the high and low resolution configurations are in the resolution dependent
parameters. The moisture diffusion parameter for the atmosphere must be decreased to
account for the increased frequency of grid point storms with the HadGEM numerics com-
pared to HIGEM. In the oceanic component the vertical level distribution in the lower res-
olution configurations is the same as that used in HadGEM1. This allows these configura-
tions to use the same bathymetry as HadGEMI1. The vertical level distribution in the high
resolution configuration of the oceanic component is modified to produce a higher order
numerical representation. The lower resolution configurations use the adiabatic mixing
scheme of |Gent and McWilliams| (1990) referred to as the GM scheme, the same scheme
used in HadGEM1. The high resolution configurations both use the adiabatic biharmonic
scheme (biharmonic GM) of |Roberts and Marshall| (1998)), with HIGEM1.1 also operat-
ing the GM scheme with very weak parameter values. The biharmonic adiabatic mixing
scheme is more suited to higher resolution eddy resolving models because it acts strongly
to suppress vorticity gradients at the grid scale but has a weaker effect at larger resolved
scales. It is also necessary to parameterise some basin exchanges in the lower resolution
configurations. Whilst the Red Sea and Persian Gulf entrances are resolved by HIGEM,
they are too small to be resolved in HadGEM, and therefore exchanges with these basins

must be parameterised.

2.2 Observational data

Comparing model simulations to observed data is a key part of this work, allowing us to
determine how realistically a model has performed. The observational fields used in this
study are all from gridded data products. Gridded data products are values of a particular
physical quantity on a grid that is a discretized representation of the globe. A value of
the quantity is provided for every grid cell in the domain (excluding grid cells over land
for oceanic fields) and at every point in the data time series. Gridded fields are usually
produced from more sparse observational data sets (e.g., atmospheric soundings, in situ
measurements) using an interpolation technique. However, since the advent of satellite
remote sensing, interpolation has been relied on much less when producing global gridded

data products. The use of gridded data products ensures the observational data is spatially
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and temporally complete and can be readily compared to the equivalent model output.

2.2.1 Sea surface temperature data

All the observed sea surface temperature data used in this study are from the UK Mete-
orological Office (UKMO) Hadley Centre’s sea ice and sea surface temperature data set
HadISST1.1 (Rayner et al.,2003). This data set consists of a combination of monthly
globally-complete fields of SST and sea ice concentration on a 1° latitude-longitude grid
from 1870 to date. The relatively high resolution and spatial and temporal coverage of
this SST data set makes it ideal for comparing with climate model output. The data is pro-
duced from observations, in-filled using a two stage reduced-space optimal interpolation
(RSOI) technique (Rayner et al.l,2003; Kaplan et al.,|[1997). This method involves recon-
structing large patterns of spatial variability from empirical orthogonal functions (EOFs,
discussed in section[2.3.1)). This has implications on the validity of using EOF analysis to
analyse the variability of the SST field for the full length of the time series, where there
is a risk of recovering patterns of variability used to in-fill the sparse SST observations.
However, this is not an issue when applying EOF analysis to recent portions of the data
set where many in situ observations contribute to the field and the RSOI technique is not

relied upon so heavily. This issue is discussed in detail in chapter[7}

2.2.2 Atmospheric fields

All of the atmospheric fields used in this study are from the NCEP/NCAR Reanalysis
Projec (Kalnay et al.,|1996). This data set is produced using an analysis/forecast model
system to perform data assimilation using past data from 1948 onwards. The result of
this process is a globally and temporally complete data set, with fields available on 17
pressure levels and 28 sigma (model) levels.

The analysis/forecast model assimilates only certain variables. As a consequence, the
influence of observations varies across the output variables. |[Kalnay et al.|(1996) classify
the output fields of the reanalysis into three categories: those that are strongly influenced
by observations, those that are somewhat influenced by observations but will be strongly

influenced by the model, and those that are not influenced by observations at all and are

3Reanalysis data provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their web site
at http:www.cdc.noaa.gov/
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purely model derived. Fields that are strongly influenced by observations include upper
level winds and geopotential. These are fields that tend to vary on spatial scales large
enough so that they can be represented with a good deal of accuracy by assimilation of
relatively sparse observations. Other fields such as precipitation are not assimilated into
the model and thus are entirely based on model parameterisations. It is therefore worth
bearing in mind the level of observational influence when interpreting reanalysis derived
data. Throughout this thesis reanalysis will be referred to as observations, although here
we have noted that strictly this is not the case.

The NCEP/NCAR reanalysis was chosen over the European Centre for Medium-
Range Weather Forecasting (ECMWF) 40 year reanalysis project ERA-40 (Uppala et al.,
2006) primarily because of the longer length of the NCEP/NCAR reanalysis. The hori-
zontal resolution of the ERA-40 reanalysis fields (about 1° latitude-longitude) is greater
than that of the NCEP/NCAR reanalysis (2.5° latitude-longitude), but the benefit of this
improved resolution does not outweigh the benefit of the longer NCEP/NCAR reanalysis
time series. Due to its extended length, data from the new NCEP Twentieth Century Re-
analysis Projec (20CR; |Compo et al.|[2011) is used in chapter This data set uses the
same analysis/forecast model as the NCEP/NCAR Reanalysis but has a temporal coverage

from 1871-2008.

2.3 Data analysis techniques

There are several data analysis techniques that are used heavily throughout this work.
The details of the core methods, empirical orthogonal function analysis, and regression

analysis, are explained in detail here.

2.3.1 Empirical orthogonal function analysis

Empirical Orthogonal Function (EOF) analysis, also known as Principal Component Anal-
ysis (PCA), is a method that extracts mathematical relationships of variability between
many variables. In climate studies these variables are often values of some field (e.g.,

sea surface temperature) at many locations in space, and for multiple times. A complete

420th Century Reanalysis V2 data provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA,
from their Web site at http://www.esrl.noaa.gov/psd/
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discussion of EOF analysis can be found in |Preisendorfer (1988).

The analysis involves finding spatial patterns of coherent variability that exist in the
input data set. These spatial patterns are often referred to as modes of variability. The
spatial patterns are the eigenvectors of the covariance matrix of the input data. The corre-
sponding eigenvalues describe the amount of variance in the input data set that is explained
or accounted for by a particular mode. The temporal evolution of each mode is found by
projecting the input data onto that mode, producing a times series.

A detailed mathematical description of EOF analysis, a discussion of the application
of EOF analysis on large data sets, and relevant procedures for the application and inter-

pretation of EOF analysis are given in appendix [B]

2.3.2 Regression analysis

Regression analysis is a statistical tool that may be used to evaluate the relationship be-
tween one or more independent variables, X,X>,...,X,, and a single dependent variable,
Y. This work uses simple linear regression extensively to understand the linear relation-
ship between one independent variable (a time-series of sea surface temperature) and a
dependent variable at each grid point in the observed or modelled field. This technique
allows the investigation of how the temporal variability of atmospheric and oceanic fields
are related to the variability of sea surface temperature at a particular point in space (or an

area average).

2.3.2.1 Simple Linear Regression

If an exact linear relationship exists between the independent and dependent variables

then this can be expressed in the form of the equation for a straight line,

Y = o+ BX. 2.1)

In reality it is unlikely that the relationships between a given independent and dependent
variable will be exactly linear. Instead the values of & and B are chosen so as to produce
a straight line that best fits the data points in X—Y space. This approach produces a model
of the form

Y =a+px, (2.2)
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Least-Squares Linear Regression
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Figure 2.1: An example of simple linear regression. The diamonds mark observed data points and
the solid line is the line of best fit as given by equation[2.8] The vertical lines show the residuals,
the sum of the squares of which are minimised.

where ¥ is the estimated value of the dependent variable at a given value of the indepen-
dent variable X, and & and ﬁ are the regression coefficients. Here best fit refers to the
least-squares residual approach. This approach requires that the sum of the squared resid-
uals (vertical lines in figure be minimized. Mathematically this requires the solution

of the minimisation problem

n

0(a.B)=Y (vi—a—Bx)’, (2.3)

i=1

where n is the number of observations. The values of o and f that minimize Q are

A Lio (i —X)(vi—Y)

= , (2.4)
P Yy (ii— 33)2
o =y— P, (2.5)

where an overbar indicates the sample mean (e.g., \von Storch and Zwiers, |1999; |Wilks,
2006). The regressions in this work are performed exclusively with anomaly time series,
meaning that both the independent and dependent variables have a mean of zero. This

allows us to use a simplified form for & and ﬁ:

p= L:lx"_y " (2.6)

& =0, 2.7
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and hence replace equation [2.2] with

~
Il

=
>

(2.8)

The best fit line produced using equation [2.8]is shown as the solid line in figure [2.1]

2.3.2.2 Regression Maps

The simple linear regression technique is used to understand the relationship between the
time series of a field at every grid point and a given time series. This involves computing
the regression coefficient, ﬁ, for the dependent time series and the time series at each
grid point in the dependent variable. The resulting grid of regression coefficients can be
visualised as a regression map (e.g., |Kiladis and Weickmann,[1992)). This map allows the
identification of climate signals associated with a given time series.

For example, using gridded vorticity anomalies as the dependent variable and an SST
index representative of the SST variability due to El Nifio as the independent variable al-
lows one to visualise atmospheric circulation signals associated with El Nifio, and hence
to establish links between El Nifio and atmospheric properties in remote locations. How-
ever, it is important to understand that the regression technique does not allow us to di-
rectly establish any type of cause and effect mechanism, it just shows mutual relationships

between time series.






Chapter 3

The North Pacific extra-tropical
response to El Nino in coupled

climate models

This chapter aims to understand the role of horizontal resolution in the simulation of the
extra-tropical response to El Nifio in coupled climate models. The performance of coupled

models at high and lower horizontal resolutions are compared to observations.

3.1 El Nino and the atmospheric bridge

El Nifio is one of the major modes of global climate variability. For coupled models to be
used for both long and short term climate prediction, they must be able to accurately rep-
resent El Niflo. An accurate representation of El Nifio not only requires realistic tropical
SST anomalies, but also an accurate representation of the extra-tropical SST response, as
extra-tropical SSTs are also important in the climate system, with SST gradients influenc-
ing the location of mid-latitude storm tracks (Norris, [2000; |[natsu et al.l 2002} |Brayshaw
et al., 2008). \Deser and Blackmon| (1995) used empirical orthogonal function (EOF)
analysis of observed winter SST anomalies to understand North Pacific El Nifio telecon-
nections. Their EOF 1 pattern is a canonical representation of the spatial distribution of
El Nifio SST anomalies in both the tropical Pacific and the extra-tropical North Pacific.

Tropical SST anomalies during El Nifio lead to convection anomalies in the tropics.
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These convection anomalies lead to anomalous divergence and associated anomalous vor-
ticity in the upper troposphere. These vorticity anomalies drive atmospheric Rossby waves
that affect global atmospheric circulation. These large-scale atmospheric teleconnections
alter the surface energy balance in the extra-tropics, largely due to surface wind speed
anomalies affecting sensible and latent heat fluxes (Deser and Blackmonl (1995}, |Alexan-
der,, |1992a)), but changes in near surface temperature, humidity, and cloud distribution
also have a role to play (Alexander et al.l [2002). The atmosphere acts as a bridge span-
ning from the tropical Pacific to the extra-tropical North Pacific, hence this teleconnection
mechanism is often referred to as the atmospheric bridge.

Most models used for the Intergovernmental Panel on Climate Change (IPCC) fourth
assessment report (AR4) have an inaccurate representation of the meridional extent of
El Nifio SST anomalies in the eastern tropical Pacific, and produce SST anomalies that
extend too far to the west (Randall et al.,|2007)). Another common problem in AR4 models
is the inability to accurately simulate the temporal variation of SSTs during El Nifio, with
variability generally occurring on time scales faster than observed (AchutaRao and Sper-
ber, [2002)). |Navarra et al.| (2008) found that increased atmosphere resolution alone was
unable to eliminate the systematic westward shift of El Nifio SST anomalies in coupled
models. However, it has been shown that high resolution in the atmosphere component
of a coupled model can improve the representation of El Nifio, in particular the tempo-
ral SST variability in the tropics (Guilyardi et al., [2004; Navarra et al., 2008). |Shaffrey
et al.| (2009) found that the simulation of tropical El Nifio SST anomalies is improved
in integrations of HIGEM1.2. The ability of HIGEM1.2 to simulate TIWs improves the
representation of mean climate, which in turn improves the simulation of El Nifio.

In this chapter we will conduct a detailed examination of the differences in the global
simulation of El Nifio between the low resolution model HadGEM1.2 and the high res-
olution model HIGEM1.2. We will build on the preliminary findings of |Shaffrey et al.
(2009), which focused on the core tropical variability of El Nifo, while we focus par-
ticularly on the physical mechanisms involved in the extra-tropical response to El Nifio.
The HIGEM1.2 and HadGEM1.2 models are very similar in parameterisation and con-
figuration; their only difference is the horizontal resolution and accompanying changes

to certain model parameters such as sub-gridscale mixing that need to be made to ensure
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stability. The overall aim is to determine the improvement that can be made by mov-
ing to higher horizontal resolution. This not only means determining if the performance
of the high resolution model is better or worse than the low resolution model, but also
understanding the reasons for any performance differences. Coupled modelling is com-
putationally expensive and increases in horizontal resolution compete for computational
resources with other model improvements, such as increasing the vertical resolution or
addition of further “physics” elements. Hence, it is important that resolution should not

be increased without understanding where and why it is needed.

3.2 Sampling and data analysis

The aim of the work in this chapter is to examine the way in which extra-tropical SSTs in
the North Pacific vary in relation to El Nifio. This problem requires careful consideration
of the data sampling technique, and how the chosen analysis methods will be applied to
the data.

For this study all data fields are first averaged into individual November-March (ND-
JFM) seasonal means. This reflects the tendency for effects of El Nifio both locally in
the tropical Pacific, and in the North Pacific from teleconnections, to be more pronounced
during boreal winter (Philander, [1990). The more standard December-February (DJF)
definition of boreal winter is not particularly well suited to this experiment. It takes the
atmosphere around two weeks to respond to anomalous SSTs in the tropical Pacific, and
then the North Pacific SSTs integrate the forcing from the atmospheric bridge over several
months (Alexander et al., 2002). Hence, the extension of the sampling period is crucial
so as to include both tropical SST variability and the extra-tropical North Pacific SST
response.

A sampling period of 50 NDJFM seasons is used throughout this study. The size
of this sampling period is constrained by both the amount of reliable observed SST data
available and the length of the HIGEM1.2 and HadGEM1.2 integrations. Observed SST
in the tropical Pacific can be considered reliable from the late 1950s onwards. For this
study observed winter seasons from 1957/58-2006/07 are used. The number of years of
model integrations available from both HIGEM1.2 and HadGEM1.2 at the time of the

study is 70 years. Both models experience a significant adjustment period during the first
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20 years of integration. This period is removed and the following 50 years are used for
analysis.

Initially empirical orthogonal function (EOF) analysis is used to understand the spatial
and temporal variability of Pacific SST anomalies associated with El Nifio. EOF analysis
involves the mathematical decomposition of a temporal-spatial data set into distinct modes
of variation. A detailed description of this method is given in chapter[2] A spatial domain
for the EOF analysis is defined as 120°E-100°W, 20°S—60°N. This reflects the necessity
of including the tropical Pacific in order to capture tropical SST variability directly due
to El Nifio, and the North Pacific SST response. This is the same region used by |Deser
and Blackmon| (1993)) in their observational analysis of North Pacific SST variability in
relation to EI Nifio.

The response of the atmosphere to the tropical SST forcing associated with El Nifio
is examined using the linear regression technique described in chapter 2| Maps of atmo-
spheric anomalies are produced by regressing the field onto a suitable SST index. The
SST index used for all regression maps is defined as the time series of the area average
of SST anomaly in the region 178°W-106"W, 6°S—6°N. This is the same region used by
Deser and Blackmon| (1995)). This area is located so as to capture the core tropical SST
variability during El Nifio. this time series will be referred to as the Equatorial Pacific
(EP) index. Regression maps represent the anomaly in response to a 1°C change in the

EP SST index.

3.3 North Pacific SST variability associated with El Niiio

Prior to interpretation of EOF analysis it is essential to determine which EOFs are poten-
tially physically meaningful, and which EOFs are likely to be purely mathematical modes
of variability or noise. The method of North et al.| (1982)is used to determine which
EOFs are degenerate and which could have a physical interpretation. This method is de-
scribed in detail in appendix [B| When an EOF is degenerate, its pattern and those from
neighbouring EOFs are mixed. Attempting to interpret degenerate EOFs is unwise as the
patterns, which may represent independent processes in the underlying dynamics, cannot

be separated.
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Figure 3.1: EOF ecigenvalues and typical errors, expressed as percentage of variance explained,
calculated using the method of |North et al.|(1982). a) HadISST1.1, b) HIGEM1.2, and c) Had-
GEM1.2.

The magnitude of the first 10 eigenvalues, expressed as percentage of variance ex-
plained, along with typical errors calculated using the method of |[North et al.| (1982) for
HadISST1.1, HIGEM1.2, and HadGEM1.2 are shown in figure This clearly shows
that EOF 1 of NDJFM Pacific SST anomaly is not degenerate in any of the data sets, as the
typical error for the first eigenvalue A; is much smaller than the difference A; — A, in all
cases. EOF 2 is also not degenerate for HIGEM1.2, however the size of the typical error
for A, in HadISST1.1 and HadGEM1.2 is comparable to the size of A, — A3. This means
that EOF 2 for HadISST1.1 and HadGEM1.2 should be treated with great caution as the
typical error in EOF 2 will be comparable to the size of EOF 3, and hence the variance of

modes 2 and 3 cannot be separated reliably. The remaining EOFs are also degenerate, the
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implication is that none of the variance after mode 1 can be reliably separated.

Deser and Blackmon| (1995)) show EOF 2 of observed NDJFM Pacific SST anomaly
for northern winters 1951/1952-1991/1992 using data from the Comprehensive Ocean-
Atmosphere Data set (COADS) (Woodruff et al., 1987, |1993). In their analysis EOF 2 is
not shown to be degenerate and is described as a North Pacific mode. Upon analysis of
HadISST 1.1 for this time period, EOF 2 appears to be well separated, in contrast to the
period 1957/58-2006/07, shown in figure This suggests that EOF 2 in HadISST 1.1
is sensitive to the particular time period chosen for the analysis, at least when working
with relatively short high quality observation record.

With EOF 2 of observed SST anomaly being degenerate in our case, analysis based
on EOF 1 will be acceptable, however analysis based on EOF 2 would be unwise since a
comparison with observational data would not be valid, and anything based on EOF 3 or
further would be physically meaningless.

Figure [3.2] shows normalised EOF 1 of NDJFM Pacific SST anomaly for each of
HadISST1.1, HIGEM1.2, and HadGEM1.2. The normalised maps are constructed by
correlation of the principal component time series associated with EOF 1 (PC 1) and
the data time series (columns of the design matrix, equation [B.T). This is a measure
of the spatial localisation of the co-varying part between NDJFM Pacific SST anomaly
and its primary mode of temporal variability, in other words it shows the areas in which
the observed or modelled SST varies in the same way as the centre of action of EOF1.
Correlations that are not significant at the 5% level are marked with hatching. Significance
is determined by a Student’s t-test using the Fisher Z transformation (Wilks, [20006)

1 1+r
Z—-1 , 3.1
2 n<1—r> G-

where r is the Pearson correlation coefficient. Note that since —1 < r < 1 the Z transfor-

mation can be expressed in terms of inverse hyperbolic tangent
Z=tanh 'r. 3.2)

Under the null hypothesis that » = 0 the distribution of Z approximates a Gaussian dis-

tribution with g =0 and 6 = (n— 3)_% where n is the sample size. Testing at the 5%
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Figure 3.2: EOF 1 of northern winter (NDJFM) Pacific SST anomaly normalised by corre-
lation. Correlations not significant at the 5% level are hatched. The contour interval is 0.2.
a) HadISST1.1, b) HIGEM1.2, and ¢) HadGEM1.2.
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significance level produces the significant Z value
Zsis = 1.960, (3.3)

where any Z value satisfying |Z| > Z;, is deemed to be locally significant at the 5% level.
The corresponding significant correlation value can be determined using equation[3.2] For
these EOF calculations n = 50 giving 6 = (50 — 3)7% which yields a critical Z transform
value of 0.286. This corresponds to correlations with absolute value 0.278 or higher.
Therefore any location with a correlation with an absolute value of 0.278 or higher is
deemed to be significant at the 5% level.

EOF 1 of observed NDJFM Pacific SST anomaly (figure[3.2p) shows statistically sig-
nificant warming of the eastern equatorial Pacific cold tongue, and corresponding cooling
in the western Pacific warm pool. This describes the eastward movement of the Pacific
warm pool during El Nifio. The suggestion that EOF 1 shows El Nifio variability can
be confirmed by examining the periodicity of PC 1 and showing that it corresponds to
El Nifio. Figureis a plot of the NINO3 inde and PC 1 for the time period 1957/1958-
2006/2007. The NINO3 index (Trenberth,|1997) is a time series of SST averaged over the
region 5°N-5°S and 150°-90°W and is representative of the core SST variability in the
eastern equatorial Pacific cold tongue during El Nifio. The correlation coefficient between
PC 1 and the NINO3 index is 0.94. Clearly PC 1 is capturing El Nifno very well. This is
suitable confirmation that EOF 1 is a physical, rather than a purely mathematical mode of
variability.

EOF 1 in both HIGEM1.2 and HadGEM1.2 (figures [3.2b and [3.2f) have significant
tropical correlations similar to those of the observations, however the equatorial warming
extends considerably further westward across the Pacific Ocean than is observed. This
pattern of extended warming is commonly noted in many other coupled climate forecast
models (Randall et al., 2007). The core differences between the high and low resolu-
tion models are in the extra-tropical component of El Nifio. This component of El Nifio
is characterised in the observed data set by warming of SSTs along the coast of North

America and south of Japan, and cooling in the central North Pacific.

ININO3 index available from the Climate Prediction Center http://www.cpc.ncep.noaa.gov/data/indices/
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Figure 3.3: Nino3 index (°C, red line), PC 1 for observed NDJFM Pacific SST anomaly (nor-
malized units, blue line), and the EP index (°C, black line) for northern winters of 1957/1958-
2006/2007.

Generally speaking, extra-tropical correlations are weaker in HIGEM1.2 than in ob-
servations; despite this, there are still similarities between HIGEM1.2 and the observa-
tions. There is significant warming along the coast of North America, and cooling in
the central North Pacific. The Western North Pacific region is simulated poorly by Hi-
GEM1.2 with negligible correlations there compared with those of up to 0.6 as seen in the
observations.

HadGEM1.2, like HIGEM1.2, shows considerably weaker correlations in the extra-
tropics, however it also exhibits an almost entirely different extra-tropical pattern. There
are very few areas of significant correlation in the North Pacific compared with observa-
tions. There is a significant warm anomaly in the central Pacific at (150°W, 43°N) in an
area that should show a cool anomaly, and there is no significant anomaly along the North
American coast. There is a small amount of significant warming around the South-East
Asian coast however, like HIGEM1.2, HadGEM1.2 simulates this region rather poorly in
general.

EOF analysis has shown that both high and low resolution coupled models produce
El Nino-like conditions in the tropical Pacific as their primary mode of SST variabil-
ity. The main difference between the high resolution and low resolution models is their
ability to reproduce the correct North Pacific SST response to the tropical El Nifio con-

ditions. This suggests that it is the atmospheric processes that control the North Pacific
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SST response to El Nifio that are failing in HadGEM 1.2, rather than the model’s ability to

simulate El Nifio conditions.

3.4 Atmospheric response to El Nino

The reason for the differences in the extra-tropical SST response to El Niiio in the ob-
servations and the two models is now examined, using the framework of the atmospheric

bridge discussed in section|3.1

3.4.1 Tropical atmospheric forcing during El Nino

During El Nifio the Pacific warm pool moves eastward, driving anomalous convection
in the central tropical Pacific. The latent heat release in this anomalous convection then
forces an upper tropospheric response. The energy used to evaporate water is transported
with the water vapour. When the vapour condenses back to liquid (or solid) form this
energy is released. Here, surface precipitation rate is used as a measure of this vertically
integrated latent heat release. This relationship is valid provided that horizontal advection
of cloud particles between their formation and arrival at the surface is negligible, which is
a reasonable assumption for the large spatial scales considered here.

Bearing in mind the caveats of the reanalysis precipitation field discussed in chapter[2]
it is worth first comparing reanalysis precipitation to a satellite derived product. Regres-
sion maps of precipitation rate anomaly for November—-March for NCEP/NCAR reanal-
ysis and the NOAA Climate Prediction Center (CPC) Merged Analysis of Precipitation
(CMAPEI) are shown in figure Both products show statistically significant positive
precipitation rate anomalies in the central tropical Pacific and negative anomalies in the
western Pacific in the vicinity of the Pacific warm pool. The satellite based precipita-
tion product has considerably larger magnitude anomalies than the reanalysis product, the
largest anomaly in the central tropical Pacific being almost twice the magnitude of that in
the reanalysis. It appears that in this case the reanalysis precipitation under-represents the
anomalous precipitation associated with El Nifio. Although there are clearly differences

between the magnitudes of the reanalysis precipitation and satellite derived precipitation

2CMAP Precipitation data provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their
Web site at http://www.esrl.noaa.gov/psd/
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Figure 3.4: Northern winter (NDJFM) precipitation rate (mm day ') anomaly patterns associated
with a 1 °C departure of the EP index. The contour interval is 0.75 mm day~'. a) NCEP/NCAR
Reanalysis, b) CPC Merged Analysis of Precipitation (CMAP).

measurements, we note that the spatial patterns are consistent between the two.
Regression maps of precipitation rate anomaly for November—March for observations,
HiGEM1.2, and HadGEM1.2 are shown in figure The largest observed precipitation
rate anomalies are in the central tropical Pacific, consistent with an El Nifio. The precipita-
tion rate anomaly patterns produced in both model are distinctly different to observations,
with the largest anomalies situated in the western tropical Pacific. This is likely due to
the greater westward extent of the tropical SST anomalies in both HIGEM1.2 and Had-
GEM1.2. There are slight differences between the precipitation rate anomaly patterns in
HiGEM1.2 and HadGEM1.2. HiGEM1.2 has less of a split inter-tropical convergence

zone (ITCZ). This is because the cold tongue error is not as pronounced in HIGEM1.2 as
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Figure 3.5: Northern winter (NDJFM) precipitation rate (mm day ') anomaly patterns associated
with a 1 °C departure of the EP index. The contour interval is 0.5 mm day~!. a) NCEP/NCAR
Reanalysis, b) HIGEM 1.2, and ¢) HadGEM1.2.
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Vertical Velocity (Pa s™) and Divergent Wind (m s™)
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Figure 3.6: Northern winter (NDJFM) 500 hPa vertical velocity (w; colours, Pa s’l) and 200 hPa
divergent component of wind (arrows, m s~!) anomaly patterns associated with a 1 °C departure of
the EP index. The contour interval is 5x 1073 Pa s~ !, a) NCEP/NCAR Reanalysis, b) HIGEM1.2,
and ¢) HadGEM1.2.
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it is in HadGEM1.2 (Shaffrey et al., 2009)).

Figure [3.6]shows regression maps of vertical velocity (actually ®, the Lagrangian ten-
dency of pressure measured in Pa s~!) anomaly at 500 hPa and the anomalous divergent
component of the wind at 200 hPa. The main centre of anomalous 200 hPa divergence
and 500 hPa vertical velocity in the observations and both models is over the large pre-
cipitation anomaly in the tropics. Hence, in areas where large amounts of latent heat are
being released, there is large scale ascent throughout the troposphere, consistent with the
tropical atmospheric dynamics discussed previously.

There is a difference in the longitude of tropical heating between HIGEM1.2 and
HadGEM1.2, of the order of 5-10°. This change in longitude is small when compared
to the total longitudinal extent of the tropical heating, which is about 40°. The shift
in the longitude of tropical heating between HIGEM1.2 and HadGEM1.2 is also small
when compared to the difference in the longitude of heating between observations and
the models, which is of the order of 25°. As we will show, the extra-tropical response
to El Nifio in HIGEM1.2 is very similar to the observed response even though tropical
heating is shifted approximately 25°W from observations to HIGEM1.2. This suggests
that the relatively small intra-model difference in heating longitude is not likely to be a
major factor in the performance differences between HHIGEM1.2 and HadGEM1.2.

Figures [3.5]and 3.6 provide a clear illustration of the initial stages of the atmospheric
bridge. Latent heat is released in the tropics, air ascends, and there is divergence in the
upper troposphere. It is clear that HHIGEM1.2 and HadGEM1.2 have different patterns
of anomalous precipitation, vertical motion and divergence to the observed atmosphere.
However the initial part of the atmospheric bridge (tropical heating and upper tropospheric
forcing) appears to be similar in the high and low resolution models.

This suggests that the differences in extra-tropical response to El Nifio between Hi-
GEM1.2 and HadGEM1.2 cannot be explained simply in terms of inadequate surface
forcing for that atmospheric bridge. Although there may be some subtle, yet significant
differences in surface forcing, it is also likely that the HadGEM 1.2 atmosphere is behaving

quite differently to that of HIGEM1.2 in order to produce its extra-tropical response.



3.4 Atmospheric response to El Niiio 35

3.4.2 Upper atmospheric circulation response to El Niiio

Regression maps of 200 hPa stream function anomaly for NDJFM for reanalysis data,
high resolution, and low resolution coupled models are shown in figure These show
the upper level circulation anomalies associated with El Nifo. The observations (fig-
ure |3.7p) show a deepened Aleutian low (negative, cyclonic stream function anomaly)
over the North Pacific, this is part of a wave train that originates in the Pacific and extends
across Canada (anticyclonic) and into the North Atlantic (cyclonic). This anomalous wave
train is excited by vorticity anomalies in the upper troposphere induced by anomalous di-
vergence over regions of strong anomalous convection (Sardeshmukh and Hoskins,|1988)).
The wave train has a zonal wavenumber of approximately 4-5.

The extra-tropical circulation structure in HIGEM1.2 is similar to that in the observa-
tions over the Pacific-North American (PNA) region. The wave train is somewhat differ-
ent when it reaches the Atlantic; the anticyclonic anomaly over Canada extends into the
mid-Atlantic, and the cyclonic anomaly is shifted eastward to Scandinavia. In a separate
study, it was found that removing years when large El Nifio events occur from the anal-
ysis of North Atlantic variability in HHIGEM1.2, the spatial pattern of the North Atlantic
Oscillation (NAO) is closer to observations (S. Keeley, personal communication). This
extension into the mid-Atlantic may go some way to explain this result.

The stream function anomalies associated with El Nifo in HadGEM1.2 have a very
different pattern to, and are generally weaker than those in HIGEM1.2 and observations.
The negative stream function anomaly over the North Pacific is slightly westward, at the
date line, compared to that in HIGEM1.2 and observations. The downstream wave train
then shows a much more separated structure that is quite unlike the pattern seen in both
the observations and HiIGEM1.2.

Hence, the upper level circulation anomalies significantly deviate from observed be-
haviour in HadGEM1.2. This suggests that atmospheric Rossby waves that are excited in
the upper troposphere are generated and/or propagate differently in HadGEM1.2 than in
HiGEM1.2 and observations. This will be investigated further in sections[3.5]and 3.6 Be-
fore determining the cause of the difference between the high and low resolution models
it is worthwhile to show that these upper level circulation anomalies do indeed affect the

surface in the extra-tropics, and to understand how these surface anomalies can explain
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Figure 3.7: Northern winter (NDJEM) 200 hPa stream function (m? s~!) anomaly patterns asso-
ciated with a 1 °C departure of the EP index. The contour interval is 10° m? s~!. a) NCEP/NCAR
Reanalysis, b) HIGEM 1.2, and ¢) HadGEM1.2.
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the different extra-tropical SST anomalies seen in HaddGEM1.2.

3.4.3 Surface atmospheric circulation

Figure [3.§] shows regression maps of extra-tropical North Pacific surface wind anomalies
overlaid on SST anomalies for observations, HIGEM1.2, and HadGEM1.2. The sense
of the circulation corresponds well to the 200 hPa stream function anomalies above (fig-
ure [3.7), consistent with the upper tropospheric potential vorticity anomalies inducing
a surface circulation through an approximately equivalent barotropic vertical structure
(e.g.|Hoskins et al.,|1985). The surface wind anomalies in HadGEM1.2 are considerably
weaker than those in HIGEM 1.2, having about half the magnitude. This suggests that any

SST response due to this anomalous surface wind may also be weaker.

3.4.4 Surface energy balance

Previous studies (e.g., |Luksch and von Storch, |[1992; Alexander, (1990, |1992b; |Deser and
Blackmon, 1995} |Alexander et al.,2002)) have shown that the extra-tropical SST response
to El Nifio is controlled by alterations to surface heat fluxes caused by anomalous surface
circulation. In order to understand how surface heat fluxes control the extra-tropical SST

response to El Nifio, the total net upward heat flux Qr is separated into its components:

Or = QOsw +Oww + Qs+ 01, (3.4)

where Qgsw is the flux of shortwave (solar) radiation, Qrw is the flux of longwave (ter-
restrial) radiation, Qg is the sensible (turbulent) heat flux, and Q; is the surf