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Abstract

The development of different computer technologies antivewé methods has contributed
to a large number of applications in the medical visualsafield. Two of the technolo-
gies that have rapidly evolved within the operating theatesknown as augmented reality
and surgical navigation. The former aims to superimposeahtime computer-generated
models on top of images of a real scene acquired by opticatev This results in an
image-enhanced view of the real world. In the case of surg@agation, it allows the
surgeon to identify the location of surgical instruments #re inserted in a patient’s body.
The combination of both technologies is known as image-ecdsurgical navigation, in
which the digitally-reconstructed anatomy of a patienmertaid on real images captured
by optical devices such as an endoscope or a surgical mapesc

This thesis is focused on the importance of the accuracyfiefrdnt stages required to
produce an overlay in an image-enhanced surgical navigayistem targeted to ear, nose
and throat interventions. These stages comprise camedaatiin, registration between
the patient’s real anatomy and its virtual counterpart, snadion tracking. A series of
optimisations are presented that improve the accuracyatf siage based on the use of
a rigid endoscope and a stereoscopic surgical microscapparticular, improvements
are first made to the underlying image-enhanced surgicagaten system, regarding
endoscopic camera calibration, motion tracking and sseauc visualisation. This is
followed by a method to optimise the focal length and consatijy improve the accuracy
of the final calibration error using a pair of cameras coregtd a surgical microscope.
Finally, a technique is introduced to correct the misregtgin between real and virtual
anatomical structures of a patient as observed by the slirgicroscope. This technique
can be used when the problem is caused by accumulated pasitioors produced by a
motion tracking device during the intervention.
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Chapter 1

Introduction

Since the introduction of computing science in the field ofiiome a few decades ago,
the means by which practitioners diagnose and treat diséase changed considerably.
Traditional methods required that doctors learnt surgpoatedures based on information
found in books or a patient’s particular X-ray image data.widays, doctors rely on
technological developments to perform a great number djicairprocedures. These
include the use of robotic arms to execute minuscule movésnehtain visual feedback

from a computer in real-time, and remotely collaborate impearation, among others.

The technological approach of using computer systems iagkeating room is known
as computer-assisted surgery or computer-aided surgerg)G¥ccording to the Inter-
national Society for Computer-Aided Surgery, the range of C&&ompasses all fields
within surgery, as well as biomedical imaging and instrutagon, and digital technol-
ogy employed as an adjunct to imaging in diagnosis, thetagse@and surgery.” [1]. The
main objective of CAS within the operating theatre is aimedygroving precision levels
during the surgical intervention and to shorten operatimes$ and, most importantly, to
reduce patient recovery times. Diverse CAS systems are mguieed according to dif-
ferent surgical phases. The following describe some usesraputer-based techniques

in the operative stages:
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e Pre-operative stage This phase includes an analysis of the patient’s anatomy
around specific areas or the entire body. A set of X-ray coagptwmography
(CT) or magnetic resonance imaging (MRI) scans are obtainddstored in a
database. With the help of a computer, these images can Beéaugenerate three-
dimensional models of a patient’s body. The practitioner avigate within the

representation and plan a surgical procedure.

¢ Intra-operative stageThe patient information is constantly acquired, updatedl a
presented to the doctor during surgery in order to reflectdmanges as the in-
tervention progresses. This stage can be considered asastecntical period
because any failure in the system could lead to serious qoesees in the pa-
tient's health. Time delays and lack of precision are amdmgissues that CAS

applications may present in the operating room.

e Post-operative stagéOnce surgery has finished, the doctor can analyse thesesult
using an up-to-date reconstructed 3D model of the patiehis iew model can
also be compared to other patients’ results to evaluatesttwrery process. Also,
the surgical procedure can be recorded and presented tamhe doctor or to

different practitioners in order to evaluate their perfanoe.

Figure 1.1 illustrates the use of CAS applications in difféi®urgical phases.

There are several technologies that can be used to help erdusalise the patient’s
anatomy in the different operative phases. Virtual reaitir) and augmented reality
(AR) technologies are among the latest advances in the fieNdR|, different virtualisa-
tion levels can be employed to represent three-dimensioodkels [3]. The basic level
displays 3D objects on flat surfaces such as PC monitors, ichvthe user can control a
model through simple devices (i.e. mouse and keyboard) oe rsecialised tools (i.e.
haptic devices). In higher virtualisation levels, the usan be enclosed in an entirely

computer-generated world with no possibility to perceive teal world. This is known

2
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Pre-operativa Intra-operative

Update model

Computer-assisted

= Computer-
assisted
exscution

Post-operative

Patiert Anatomical Computer- :
atlas assisted A )
assessment % b

Figure 1.1: Relation of Computer-Assisted Surgery systems in different operating stages [2].

as a fully-immersive environment. In either level, VR candpeployed to train surgeons
in specific procedures, diagnose and plan a surgical intéoreor evaluate the results

after operation.

Whereas VR exclusively presents virtual models to the usBrcémbines real and
virtual worlds in the same scenario. This is achieved by soqpesing virtual images on
the user’s world view. The enhanced vision allows the usebtain extra information on
screen about specific elements of the real world. In the dasedical applications, visual
cues can be used to assist the practitioner during surgasairtime. Thus, the visual
perception of the patient’'s anatomy can be extended thrtheimsertion of computer-
generated images of bones or organs corresponding to thecsulihese images are
usually extracted in a pre-operative stage by scanning détierg through CT or MRI

modalities.

Surgical navigation (SN) systems are used to provide inddion about the global lo-

cation of surgical tools introduced in the patient’s bodyinigithe intra-operative stage [4].
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Specifically, when a surgeon inserts an instrument, suclm &nhdoscope, the computer
system displays on a computer monitor the exact positioh@fristrument tip with re-

spect to the patient’s anatomical structure. Therefore sifstem allows the surgeon to
guide or navigate a surgical tool through the human body. &Nadso be referred to as

image-guided surgery (IGS).

The combination of AR, also known as image enhancement (Iif), &N systems
yields a technology denominated image-enhanced surcgge@ation (IESN). IESN sys-
tems allow the surgeon to navigate an instrument while \isng superimposed virtual
models on real images. As these virtual models correspomnatémal structures lying
underneath the observed anatomy, it is said that the surgeguires so-called “X-ray
vision” during the intervention. IESN systems are typigaiinployed for minimally inva-
sive surgery (MIS) or surgical operations in which addiéiboptical devices are required

(e.g. surgical microscope).

1.1 Research objective

As in any other computer-assisted application, technologgt be used to extend the
user’s abilities rather than to replace them. Therefor§NEystems are not intended
to make surgeons more competent within the operating #nehitrt to assist them and
improve their medical accuracy during the interventione Tise of an IESN system may
give a surgeon confidence in the procedure. However, th@sangpust confirm that the

accuracy of the system is maintained at all times [5].

One of the factors that influence the success or failure ofE8NI system consists
in the accuracy to overlay real and virtual images throughiog surgical intervention.
The accuracy relies on the technologies employed to acqufvemation from the real

environment and the software methods required to relateetd@leworld with its virtual
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counterpart.

Depending on the particular surgical application, the mmaxn accuracy achieved by
an IESN system will differ due to the observed patient’s amgt In specialties that deal
with organs and soft-tissue areas, the average accuraayebtis within 10 mm [6-10].
This is mainly because these areas are deformed during trention as a result of
respiration and heartbeat. Therefore, shape differemeasoastantly found between pre-
and intra-operative anatomies. In the case of ear, nosehaoat { ENT) procedures, the
target areas involve bony structures and tissue adjaceoties that tend to maintain their
shape throughout the operation. Because there is littlerdifice between the scanned and
real anatomies, higher accuracies in the IESN system aagnelot Specifically, the over-
all accuracy achieved in ENT surgery is in the range of 2 - 3 mir-16]. Nevertheless,
the tolerance error for each particular procedure has toebaled during the interven-

tion [7].

The objective of this thesis is to optimise different aspauftan IESN system that
influence the overlay accuracy between pre- and intra-tigeremages. The research
is focused on surgical interventions for ENT using a sterepi& surgical microscope
and a rigid zero-degree endoscope. A previously develog&NIapplication called

ARView [17] served as the basis for the research describ#dsrthesis.

1.1.1 Targeted ENT procedures

Two particular ENT surgical procedures are targeted amngiatepplications during this
research: sinus surgery and mastoidectomy. The formeivesdhe treatment of si-
nusitis — the inflammation of the sinus cavities surroundimg nose — as a resource
when medication or other treatment options prove to beaaéffe in relieving the symp-

toms [12,13]. Sinus surgery is typically carried out usimgeadoscope that is inserted
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into the nasal openings in order to remove the mucus andttreatause of the illness.
This type of procedure is called endoscopic sinus surgeBSJEIn cases of persistent
symptoms after an endoscopic intervention, a surgicalos@mpe can be used to access
the sinus cavities through incisions on the skin [18]. It tiaessmentioned that, in compar-
ison to an endoscope, the use of a surgical microscope p®adtereoscopic view that
enhances depth perception during the operation. For thsore in some cases surgeons
prefer the use of direct microscopy as the rate of incidemi¢keodisease is comparable

to that of an endoscopic approach [19].

In the case of mastoidectomy, the objective of the intereens to eliminate the in-
fection of the mastoid bone, which is a bone situated betiedear at the base of the
skull. This operation it is often performed when medicai®not effective, as in the case
of sinusitis. The procedure involves the removal of the widgdtone using a special drill
and observed through a surgical microscope. Other reasaregity out mastoidectomy
include providing a path for interventions in the lateralilksuch as the allocation of
hearing implants [20]. The main risks associated to thig tyfpoperation include detect-

ing and avoiding the facial nerve and surrounding jugulams/g1].

It should be noted that other procedures that rely on bomgttres in ENT and skull
base surgery could also find application by this researchs iBhtrue in the case that
the overlay is aimed at rigid-body anatomies, which arerasslto be non-deformable

during the surgical intervention.

1.2 Relevance of the research work and main

contributions

As described previously, the accuracy of an IESN systenerdifbn the type of surgical

procedure and the underlying anatomical structures. Foergé|ESN applications, the
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overlay accuracy between real and virtual models is afteloyethe deformations that oc-
cur in the patient’s anatomy as organs and soft tissues mavwegdthe intervention. The
use of IESN is simplified in surgical specialties where nefednable structures are in-
volved, such as ENT procedures. However, the problem ofrgéng an accurate overlay

between rigid real and virtual anatomical models has nat Baésfactorily solved.

The procedure to superimpose virtual imagery on the vievhefreal world is based
on a workflow that consists of four basic steps: camera dlidor, registration, motion
tracking and visualisation. In the first step, the camera tseapture the view of the sur-
gical scene is calibrated in order to determine its opticapprties and its location in the
real world. This is followed by the registration phase tHagres both the real and virtual
anatomical models, producing an initial static overlaynwssn them. Subsequently, the
camera and/or patient are tracked to reflect their moventemiag the operation. The

final step involves the visualisation of the AR scene throdigplay devices.

The original contributions provided by this research aréniggocused on the opti-
misation of the first two steps in the workflow. The selectidbnhese two steps rely on
the fact that they are the main stages in which the developofemew software-based
methods can improve the accuracy of the overall overlay. @&rgeted to ENT proce-
dures, the different experiments performed throughoatr#search seek to achieve higher
accuracy levels than the accuracy currently obtained bgrgétESN systems. The exper-
iments also aim to evaluate external factors that indepetydaffect the system accuracy
in the stages of camera calibration and intra-operativistragion. As the experiments in-
volve the use of a surgical microscope, the levels of magti6io produced by the optical

device must be taken into consideration.

With respect to the first step of the workflow, a new hybrid teghe is introduced that
combines a photogrammetric calibration procedure for @meeza and a self-calibration

method for a stereo pair of cameras. This hybrid procedime/sloptimising the estima-
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tion of the focal length of the cameras and subsequentlyampg the accuracy of the
calibration in the stereoscopic microscope. A new 3D catibn object is specifically

designed and manufactured for its use in surgical micrgscop

Concerning registration, this research presents a mettatdntina-operatively aligns
virtual and real models when the overlay is affected by aedated tracking errors. The
method uses a similarity metric known as photo-consistématrelies only on the visual
information obtained by the pair of cameras connected tocaastope. Unlike previous
studies based on photo-consistency, the registratiowsiliioe use of magnified views of

volumetric anatomical models instead of full-sized viewpaygonal objects.

Besides the contributions previously described, additisrmak has been carried out
aimed to improve the performance of the IESN system and stiffyrent issues that are
directly related to the overall accuracy. The following Bsmmarises the most relevant

topics among the research work:

e A series of software optimisations are applied to the odahiESN system imple-
mentation. The optimisations include the reduction ofdeasegmentation in 2D
calibration markers used for endoscopy and the visuadisati volumetric models

using stereoscopic display devices.

e An evaluation of the sensitivity of the photogrammetriglmaltion method towards
the detection of 2D markers in the projected calibrationgenand the markers’

positional accuracy on the calibration object.

e A study of the accuracy of an optical tracking device in a vimgKaboratory sce-
nario in comparison with the nominal accuracy provided ®mtanufacturer. Ad-
ditionally, a synchronisation method is introduced to eaghe integrity of the

positional data when camera and patient are tracked at the Siae.

The research presented in this thesis is based on expesicamnied out in a laboratory

8
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setup that simulates a surgical environment. At this stigecollaboration of a medical
team able to evaluate the performance of the IESN system d&s felatively limited.

In order to improve the current research, a series of clirircas could be performed
within the operating theatre as to validate the system acgun a real scenario. This
would allow obtaining immediate feedback from practitimneuring the intervention.
Nevertheless, ethical approval and other requirementd teebe obtained prior to the

evaluation.

1.3 Thesis outline

The present chapter has introduced the subject area oh#tssstand established the re-

search objective. The remaining body of this thesis is éoathin the following chapters:

Chapter 2. Background

The second chapter introduces the reader to the technolumgyrkas augmented re-
ality (AR), including a review of research projects relatedte field of medical AR. A
general study of the hardware components and softwareitpesirequired to generate

an AR environment is also presented.

Chapter 3. General optimisation within the IESN system

This chapter describes the series of optimisations imphadein the IESN system,
including the areas of endoscopic camera calibration,andtacking systems and stereo-

scopic visualisation. An evaluation of optical trackingaacy is also explained.

Chapter 4. Camera calibration

In this chapter, analysis of performance of a camera caitranethod for a single
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camera is presented. In addition, the new hybrid techniguaprove the accuracy of the

calibration error using a stereoscopic surgical microedspntroduced.

Chapter 5. Intra-operative registration

The fifth chapter describes the method for intra-operatggstration between virtual
and real models based on photo-consistency that aims toexmwae alignment errors

produced by a tracking device.

Chapter 6. Conclusions and future work

The last chapter concludes the thesis with a summary of 8eareh work and indi-

cates possible areas that could be further investigated.

10
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Background

2.1 Augmented Reality

Back in 1993, one of the first publications describing the epbof Augmented Reality
(AR) defined it as computer-augmented environments thatgenelectronic systems into
the physical world instead of attempting to replace thenZ] [However, the foundations
of this technology go back to the work of Sutherland in the@$€6n which he developed
a head mounted display (HMD) to overlay graphical inforrmatdirectly on the user’s
vision [23].

AR can be conceived as a hybrid between the real and virtudtilszoMilgram and
Kishino [24] described a virtuality continuum where a redaship exists between the
objects generated by the computer and the physical envennrifthis continuum (shown
in Figure 2.1) presents the different levels in which a user ioteract with genuine and

artificial objects.

Azuma [25] defines an AR system as having three importanurfest The first one
combines real and virtual objects in a real environment. Sdeond property establishes

that it must run in real time and interactively, trying to feem the required actions within

11
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Mixed Reality
(MR)
< >
Real Augmented Augmented Virtual
Environment Reality (AR) Virtuality (AV) Environment

Figure 2.1: Virtuality continuum as described by Milgram and Kishino [24].

a short time delay. The last feature depicts that real artidatiobjects have to be regis-
tered in 3D, which means that they must be properly aligneéd @ach other in order to
create the illusion that both worlds coexist. Different huets to achieve these character-

istics will be described in the following chapters of thigsis.

A large number of applications based on AR have been ressduiring the past
years, all of them aiming at enhancing the visual infornmatioat a user perceives with
the “naked” eye. The following examples present some ARiegiibns in several areas

(for a comprehensive survey of AR based applications theereia referred to [26, 27]):

e Design and manufacturingAR can provide users with real-time visual informa-
tion while performing industrial maintenance. Virtual ioators assist a technician
about the location of components inside an engine or guideusier through the
necessary steps to perform complex maintenance tasks. xeorpée, Riess et
al. [28] present a personal digital assistant (PDA) thabmds video images of a
machine and recognises the device by comparing its feafigr@ast a computer-
aided design (CAD) database. In industrial design, AR cap teeplan the de-
velopment of factory environments by superimposing virtmachinery on the

printed construction layout or directly on the real view loé tassembly floor [29].

e Entertainment Some AR applications have been developed recently witien t
field of computer games and recreation. A video game for R 3 called

“The Eye of Judgment” (www.eyeofjudgment.com) uses a cama#dached to the

12
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game console pointing towards a special table mat. The rgjace printed cards
on the mat and the game superimposes virtual charactershrcasd. During the
game, the characters battle among them and also interdcthétuser's move-
ments. Another example was developed by the company Totaéhsion (www.t-
immersion.com). Their products have been used to enhascalvinteractivity
by overlaying people’s faces while waiting in a theme parkup! In a live con-
cert performed by the rock band Duran Duran, AR was used tegroomputer-
generated avatars next to the lead singer [30]. Visual &sfigere also projected

above the audience in real time throughout the show.

e Education AR based educational systems permit users to learn oloremgkills
without the necessity of totally immersing them in a new smwment, as VR
does. Virtual animated objects superimposed on real abjgt be presented to
the student in order to enhance the perception of how thel.widre technology
can be used together with multimedia web content to dispisyaV information
stored remotely and augment the local real world [31]. O#pglications targeted
at children allow them to play with patterned cubes that skdferent sections
of a larger object in order to build a 3D jigsaw puzzle or n@rra virtual story
based on the position of the different cube faces [32]. Eulical applications
can also be implemented in historical sites such as anciemipBii [33], where
virtual characters can be projected on real scenes to mradbe visitor with a

more realistic experience than traditional audio comnrgnta

Particularly in the field of medicine, AR has proven to be oéajrpotential during
surgery due to the enhanced visual information it providgsractitioners. Convention-
ally, surgeons had to mentally reconstruct a three-dino@asipatient’s anatomy from a
set of 2D X-rays. AR allows them to perceive the imagery io sihd in real time. The

practitioner indirectly visualises the inner anatomy ofaignt through video cameras

13
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Figure 2.2: Examples of AR based SN: (left) placement of virtual ribs on the patient’s body surface,
(right) visual cues locate the organs that are affected by a disease. (Images from Marescaux et
al. [34]).

attached to medical equipment — such as an endoscope ocaurgcroscope — and a
corresponding CT or MRI version of the anatomy is overlaid. sThe superimposition

aims to provide visual clues during the SN procedure. Th@ach is known as AR

based SN or simply as IESN. Figure 2.2 illustrates the useRoimAsurgical procedures.

The use of AR in the operating theatre has been introduceeveral medical disci-
plines over the last years. As described by Shuhaiber [BB]ain surgical specialties

that have adopted this technology are:

Neurosurgery This sub-field has attracted most of the research in IESkB)s The
procedures can employ a stereotactic frame surroundinggéeating area to allow for
the 3D location of specific targets inside the body. Modenore@aches, as described in
the next section, have withdrawn frames for more comfoeta&mvironments. Some of
the interventions within neurosurgery aim to resolve breiemorrhages, skull fractures,

brain tumours and spinal hernias, among others [36, 37].

General surgery It focuses on organs located in the abdomen and deals witielbo
diseases, colon infections, inflammation of the pancreas, ldowever, other patholo-
gies can be covered as well, such as breast cancer. In CASnsydteer and kidney
surgeries have been the most promising procedures wheteofribg research has been

focused [10,38-40]. Itis predominantly based on the usepEroscopic devices, leading

14
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to MIS interventions.

Orthopaedic surgery Orthopaedics is focused on the musculoskeletal or locomot
system. Some research has been performed on fractureimgguatnour removal, min-
imally invasive joint arthroscopy [41] and implant alignntdor knee replacement and
hip resurfacing [42,43]. Current efforts are directed tdaesand enhance the surgeon’s

perceptive capabilities in the operating room [44].

Maxillofacial surgery It concerns the surgical field of diagnosing and correcting
pathologies that affect head, face, neck, mouth and jawsbaded surgery includes tu-
mour resection [45], mandibular joint rectification [46grdal injuries and implants [47],
etc. Virtual anatomical structures can be superimposet®nrsal target in order to guide

the surgeon during bone or splint translocation.

Otorhinolaryngology Also known as ear, nose and throat (ENT) surgery, it dedls wi
the treatment of diseases such as sinusitis, mastoidifikand larynx cancer, etc. Among
the most common surgical applications, AR can be used tetdlsisurgeon in diagnosis,
biopsies, removal of carcinoma and orbital decompresgi8rg0]. IESN in this area has
the advantage of dealing mainly with bony structures, winiabvides a higher level of

accuracy during the intervention as the anatomical shapestdeform over time.

Cardiovascular and thoracic surgeryt involves medical procedures inside the chest
to treat lung cancer, tumours and heart disease, amongsotties based on operating
robots that assist the surgeon in the manipulation of MI&unsents. An example of
a robotic-assisted surgery system is tlzeVinci Surgical System developed by Intuitive
Surgical, Inc. (www.intuitivesurgical.com). This systatiows the surgeon to control
surgical micro-instruments, attached to articulated arfinten an external console. In
IESN, the main difficulty relies on the alignment betweeriual and real models due to
the continuous movement and deformation of heart and luAkough some research

has been carried out during the last years in this specEiltyd3], no real-time application
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has been found in the current literature.

2.2 Previous work in medical AR

The first steps of combining computer-based imagery withseaical procedures were
taken in the 1980’s in the field of neurosurgery. Kelly et &844,[55] developed a medical
AR system in frame-based stereotactic microsurgery forg¢heoval of brain neoplasms.
Soon after, Roberts et al. [56] and Friets et al. [57] intratue related system for the
same specialty, although it was targeted to a framelessattatic microscope. Other
approaches [58, 59] independently applied image-guidedosergical systems to plan
and perform removal or ablation of tumours. The systemsvaltbvisualisation of both

CT and MRI patient data.

Bajura et al. [60] presented an ultrasound-based AR systatratlowed the practi-
tioner to carry out obstetric examinations in a pregnant ewmThe patient’s captured
images were acquired pre-operatively and displayed intne@. However, the system
was only able to show a few ultrasound slices at a low frame r&tate et al. [61] im-
proved the visualisation system by reconstructing thesfetadel in 3D during an off-line
stage. Nevertheless, the research group still faced manjguns due to the technology
available at the time. A few years later, the system was ebeigto a stereo setup [62,63],
allowing real-time ultrasound-guided needle biopsiesgisip-to-date hardware and al-
gorithms to compensate for some previous limitations. gsirhardware configuration
similar to the ultrasound-based approach, Fuchs et al.ifgglemented a visualisation
system for laparoscopic surgery purposes. They employédietwed light pattern that
was projected on the patient’s body in order to extract 30@neal structures. Then,
images corresponding to internal anatomy were superintbosethe real view of the

body surface.
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A research group from King's College London implemented an gyRtem called
MAGI (Microscope-Assisted Guided Interventions) [65—-67Their approach encom-
passed the overlay of 3D structures directly on the optics stiereoscopic surgical mi-
croscope. For this purpose, a semi-transparent lens wagealdaside the microscope
eyepieces. The system was targeted to ENT and neurosuirgiealentions. Aschke et
al. [68] developed a similar idea by connecting special mdisplays to the microscope
optics. However, the system was focused on the intra-dgerplanning stage of neu-
rosurgery. Wrn et al. [45] and Marmulla et al. [69] extended Aschke’s noscope by
using a robotic camera that projected target position imagehe patient’'s body surface.
This projector-based AR system allowed the practitiondoliow the visual cues during

SN directly into the facial surgical area.

More recent research by Caversaccio et al. [70] enhancedutgeal view inside a
single microscope eyepiece. They attached an optical ir@nker to the surgical micro-
scope to read tools and patient’s position during the ietetion. This provided a similar
field of view (FOV) of the scene. Garcet al. [11] continued the research by using infra-
red light-emitting diodes that act as markers during cancafidration and registration
between real and virtual models simultaneously (both teglas will be described in

section 2.4).

Blackwell et al. [71] employed a semi-transparent (halfesiéd) mirror glass to pro-
duce an image overlay by reflecting the images generated mpside-down monitor
located above the glass. The user observes the real patéetneath the mirror, while
perceiving at the same time the overlaid computer-gengiatages. They required a
HMD to show the images onto each eye and a tracking devicectwaehe user’s head
movements. Similarly, Liao et al. [72] uses a half-silvenaidror upon which the virtual
models are projected. The most significant difference af 8ystem is based on the use
of a stereoscopic monitor and lack of user tracking. Thiedrine user of wearing special

equipment that can constrain their movements.
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The project Medarpa (Medical Augmented Reality for Patefn8, 74] introduced a
monoscopic AR window. This system includes a see-throughdicrystal display (LCD)
panel connected to a swivel arm in which the patient’s virstraictures are displayed. Its
main advantage is its ability to place the window around tagept's body. Another
development based on an AR window was introduced by Misckkoet al. [46] which
uses a wireless LCD panel with a connected camera that reczabisnages. It is aimed

at superimposing CT or MRI anatomy for maxilla positioning.

Birkfellner et al. [75, 76] developed a head-mounted opegaliinocular microscope
known as Varioscope AR, which is based on a commercial solufibis system provides
a larger FOV and lower magnification levels in comparison soii@ical microscope due
to the use of miniature VGA (video graphics array) displaise authors claim that this
reduces noise effects and calibration errors usually fdnnhicroscopes. A research
group from Siemens [77, 78] introduced another HMD-basedafRlication. However,
its main difference relies on using an infrared camera h&ddo the HMD device in
order to record the user and tools movements during the guoee All cameras are

synchronised in order to avoid any flicker effect during tbgraentation.

Lapeer et al. [79, 80] presented an AR based training systerolfstetric forceps in
child delivery. The application calculates and diagnosesl¢vel of deformation in the
virtual baby skull as result of the manipulation of real fps. Sielhorst et al. [81] de-
veloped a delivery simulator that allows the user to recauditory and haptic (sensitive)

feedback, as well as visual information during the mediahtng.

In the endoscopic field, Freysinger et al. [48] describedrd@raioperative guidance
system using a viewing wand for sinus surgery. The systemba&asd on a probe at-
tached to a mechanical arm that allowed determining thetippsbf an endoscope tip
inside the patient’'s body. Shahidi et al. [50] presentedraage-enhanced endoscopy sys-

tem for head and neck surgery using a wireless configuratitmwever, their approach
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consisted in displaying corresponding real and virtualgesaside-by-side, instead of fus-
ing them in a single view. Lapeer et al. [13] and Thoranaghattal. [15] introduced

independent AR systems for endoscopic sinus interventeath of them using different
approaches regarding the techniques to overlay the virnadery. The former also pre-
sented an in-depth evaluation of the accuracy obtainedeéogngthods required for image

enhancement.

2.3 Classification of components in AR

Since the introduction of the first AR application, diffeté&chnologies have been devel-
oped in order to enhance the visual perception that a useainsldtom the real world. The
selection of different physical components varies aceqydo the environment require-
ments. However, all AR based systems (regardless of thecapph field) share the same
essential hardware that provides user interaction withvitteal entities. The hardware

components can be broadly divided in two categories:

e Display technologies

e Motion tracking devices

In the following sections the reader will be presented witlogerview of each element

within AR.

2.3.1 Display technologies

Eye sight is the most important sense when perceiving theamaent in an AR appli-
cation. For this reason, the diversity of technologieslaise to visualise the enhanced
world is vast. Shamir et al. [82] presents five classes oflaysgevices based on previous

work in AR, these are:
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Augmented medical imaging devices

This type of equipment aims to merge virtual data on the viéamintra-operative im-
age acquisition device, such as a CT scanner or ultrasoute pib provides intuitive
interfaces to surgeons in order to view hidden structuresaitime while capturing the
patient’s anatomy. Due to the inherent imagery generatethéymedical devices, the
overlay is composed mostly of two-dimensional slices iadtef 3D volumes. An exam-
ple of such method is a camera-augmented fluoroscopic C-arm@Laystem [83, 84].
The system simulates the X-ray view obtained by the capjugguipment according to
the C-arm frame position. This allows the practitioner to diva device to the correct
body part even before taking an actual X-ray, reducing theedd radiation exposure to

the patient.

Augmented optical devices

They provide an enhanced view directly on the images oldanyethe optical surgical

tools, such as microscopes [66, 68]. The solution requirdsext modification of the

oculars and other hardware additions in order to superimgues virtual models on the
real view, which can be presented as a stereo pair or in a roopimsview. As the scan
is performed pre-operatively, the overlay can consist ofi2RAge slices or a complete
3D reconstruction of the organs/bony structures. The mduartage of this approach
relies on using current equipment that surgeons are alraadystomed to. Thus, the
learning curve for the utilisation of this technology is ghim comparison with other

devices. Moreover, the user is not required to look away ftieensurgical target, which
may interrupt the operating workflow. The disadvantage ghaented optical devices is

the difficulty to modify existing surgical tools to enhanbe user’s view.
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AR monitors

The augmented view can be achieved using standard CRT (eathgdube) or LCD
computer monitors, making them the easiest, and perhagh#apest, method to merge
real and synthetic worlds. For a monoscopic view, it is orégessary to capture the
video image and blend it with its virtual counterpart usirgpfiware-based transparency
technique, provided both view perspectives are similamwéi@r, to obtain stereoscopic
vision, special monitors must be used. Such monitors alleptidperception from a pair
of images by diverting each independent view to its corradpay eye. Whereas initial
CRT stereoscopic monitors were too heavy and large for itdruiee operating room,

newer devices based on LCD technology provide an affordaisleibiquitous solution.

The accuracy of stereoscopic displays have been under situth/early 1990’s. Dras-
cic and Milgram [85] firstly pointed out the advantages ofrabscopic video (SV) in
comparison to monoscopic video (MV). Moreover, they dentraed the potential of su-
perimposing stereoscopic graphics (SG) on stereo videgamésSV+SG) for a diversity
of environments such as telemanipulation or microscopy.o€hbt al. [86] and Lapeer
et al. [87] analysed the use of autostereoscopic techndlpich allows stereo vision
without the need to wear any specialised viewing hardwas@nealternative of directly

observing through a pair of stereo microscope eyepieces.

AR window systems

These semi-transparent devices permit a direct visu@rsaf real objects placed behind
them while overlaying synthetic images on the screen. Tipersmposition of virtual
imagery is achieved by using a see-through LCD panel thatersritie virtual objects
on its screen or by reflecting the images from a monitor ontalbdilvered surface. An
example of the latter configuration is a project developetti@tDepartment of Maxillo-

facial surgery at the Technical University in Munich. Thetgyn called ARSyS-Tricorder
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(www.arsys-tricorder.de) aims to provide the user withree¢hdimensional stereoscopic
view of CT anatomical structures. Stetten et al. [88] presegt@in image guidance tech-
nigue for needle biopsy using an AR based ultrasound deviéey attached a small
mirror and a monitor to the ultrasound transducer in ordexvierlay the visual imagery

on the hand-held device.

Head-mounted displays (HMDs)

HMDs have become the most common visualisation device foipAfoses since their
introduction in the 1960’s. There are two different teclugsés for HMDs: video-based
and optical displays. The former capture the real world giginpair of cameras and
overlay the virtual models on small screens in front of thersseyes, blocking the
line-of-sight between operator and real scene. Opticatls®eigh devices employ semi-
transparent mirrors or screens that reflect the projectiom fa pair of monitors. Each
technology has advantages and disadvantages regardingitipay quality, time delay

due to rendering, level of physical constraint for the usenpong others. Rolland and
Fuchs [89] extensively compare optical and video HMDs infidlel of 3D medical visu-

alisation. They acknowledge that each device performs éisé dccording to the type of

application and its requirements.

Head-mounted projective displays (HMPDs) use a pair ofgmtoys that are focused
on a half-silvered mirror located in front of the user’s eydsowever, the computer-
generated projection is not directed towards the viewertdat special retro-reflective
screen. This screen allows augmenting the objects placgerneath and projects back
the virtual imagery to the viewer. Rolland et al. [90, 91] mmtsdifferent applications

using HMPDs for the medical discipline as well as in otheaare

Several other display technologies are currently avalédl AR. For example, virtual

retinal displays (VRDs) project images directly on the usegtina. A low-power laser is
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used to scan the eyes and the pixels that comprise the imegeast inside the eye. The
visual perception is similar to looking at a screen floatimgpace. Projection-based dis-
plays aim to enhance physical objects such as walls or dpsés in order to provide
them with texture and other visual information. This apptogs denominated Spatial
Augmented Reality [92]. However, these AR displays are netgihed for their imple-
mentation in the medical field. An in-depth survey of disglayithin the AR domain is

presented by Bimber and Raskar [93].

2.3.2 Motion tracking devices

Because an AR environment is not static, it is necessary isteeghe movements of
physical entities that permit the user to have a level ofrattvity with the enhanced
world. For this reason, a tracking device is used to detexdifierent individual posi-
tions and orientations performed by each element and totenaia relationship among
them through a global frame coordinate system. The elenreqgtsred to be tracked
in a medical procedure include surgical instruments, aptievices (i.e. endoscope or

microscope) and possibly the patient.

Different technologies can be used in the operating théatrecord the ongoing pose
of objects and subject during the intervention. All of theraypde six degrees of freedom
(DOF) with respect to a reference point: three for transtaind three for rotation. The
main different categories of tracking devices for surgio&trventions are electromag-

netic, electromechanical and optical.

Electromagnetic

This type of motion tracker works by generating an electrgmegic field from a central

transmitter and a set of sensors or receivers attached tabjbet of interest that record
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their relative changing voltage or current. Electromaignieackers can be classified in
three different generations [94]: The first generation —ebla@n alternating current (AC)
technology — has the disadvantage of being highly susdeptibthe interference of
metallic objects or electric equipment. The second geimeraresents lower sensitivity
to interference by employing direct current (DC) transnaissi A third generation of
trackers includes special transmitters that block digtost originating from below the
tracking volume. They also provide more advanced calibnedind processing techniques

to increase their accuracy levels.

The main advantage of electromagnetic motion trackersaistttey do not require a
clear line-of-sight between transmitter and receiversusTtihe sensors can be visibly
obstructed in the environment by other objects. In the césargical procedures, minia-

turised sensors can be introduced inside specific instrteagi within the patient’s body.

Electromagnetic devices for medical applications aresnily manufactured by North-
ern Digital Inc. (www.ndigital.com), Polhemus (www.pothas.com) and Ascension

Technology Corporation (www.ascension-tech.com).

Electromechanical

These trackers are based on a set of jointed appendagegd¢bad position and orien-
tation using sensors, such as potentiometers or encodezach of its joints. When the
limbs are connected to a human body part, they form exoskeddb capture six DOF
movements. However, in the case of medical applicatioresteimechanical arms are

attached to surgical tools to perform robotically assist@dery.

Similar to electromagnetic trackers, electromechanieaia®s have the advantage that
they are not affected by line-of-sight occlusion. Howeveey are restricted to a maxi-

mum physical range of the arm limbs regarding length andiosta A mechanical arm
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can also be obtrusive during the manipulation of instrumémispecific circumstances.
Moreover, an electromechanical tracker can only regisiemtovements of a single ob-

ject.

Optical

Optical trackers employ two or more cameras that recoghisgbse of target objects
through computer vision algorithms. The camera systemuceptvideo images of the
scene and detects a set of active or passive markers attactiedobject of interest [95].
Active markers consist of visible light emitting diodes [RE) or infrared emitting diodes
(IREDSs) that are constantly activated by an electric sigmak electrical current can be
either provided by a main controller box (wired configurajior by the target surgical in-
strument or batteries (wireless set up). Passive markenpigse retro-reflective spheres
that bounce back infrared light projected by the camerash Bative and passive optical
systems require at least three markers in order to locatetsbyvithin a 3D volume, al-
though a fourth marker can be used to increase reliabilitidi#onally, a new generation
of passive trackers use standard camera hardware thanisesdlat target patterns (cir-
cular or user-defined shapes) in the scene [96]. Table 2vida® a list of commercial

vendors, their optical tracking products and the reportedigacy of each system.

The main advantage of optical tracking devices is the acguaahieved by the com-
bination of hardware components and computer vision tegles. However, their main
drawback is the requirement of a clear line-of-sight betwtbe camera system and mark-

ers. Thus, performance can decrease in case of occlusicthéyabjects or individuals.

Similar to AR medical applications, the use of tracking temlbgies in SN systems is
required in order to provide the surgeon with positionahdztdifferent surgical devices
and/or patient during the intervention. The selection gbecsfic tracking technology in

the operating room mainly depends on the requirements a$ubgical procedure. En-
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Accuracy
Company Product Type (mm RMS?)
Northern Digital Inc. hybrid Polaris / Spectra Passive & Active] < 0.35
(www.ndigital.com) Polaris Vicra Passive 0.25
Boulder Innovation
Group, Inc. FlashPoint 5500 Active <0.25
(www.imageguided.com)
easyTrack Active < 0.30
Atracz;t/;IgLC.Com accuTrack Active <0.25
(www. sys.com) infiniTrack Passive < 0.50
Claron Technology Inc MicronTracker2 family Passive <0.35
(www.clarontech.com)
ART. GmbH. ARTtrack / SmARTtrack Passive N.Ot
(www.ar-tracking.de) available

8Root mean square

Table 2.1: Commercial optical tracking devices.

guobahrie et al. [97] described some factors that must bsidered when choosing a
tracking modality, these are: line-of-sight requirememiscuracy of the device and its
update rate, maximum number of entities to be tracked samatiusly, measurement vol-
ume limitations, implementation and running costs, ancegarconditions in the operat-
ing environment. Some examples of commercial SN systemgrasented in Table 2.2,

describing their tracking technology and the surgical gites that they are aimed at.

2.4 Methods in AR

The previous section introduced the hardware componeqtsresl to display a visually-
enhanced world and track the movements of entities in an AMR@mment. However, a
series of software techniques need to be applied in ordaotiupe the overlay between
real and virtual imagery. In this section the reader will beeaduced to the concepts of
each method, although a deeper explanation of theory fdiom$aand algorithms will be

covered in the following chapters of this thesis.
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(www.stereotaxis.com)

Company Product Tracking Surgical
technology specialty
Aesculap A.G OrthoPilot Optical Orthopaedics
(www.orthopilot.com)
Acrobot Co. Ltd. Acrobot Navigator | Electromechanical  Orthopaedics
(www.acrobot.co.uk)
BrainLAB AG VectorVision Obtical Neurosurgery
(www.brainlab.com) Kolibri P ENT
Collin SA . .
. Digipointeur Electromagnetic ENT
(collin.axepartner.com)
Elekta AB . .
(www.elekta.com) SonoWand Invite Optical Neurosurgery
General Electric InstaTrak Electromadanetic Neurosurgery/ENT
(www.gehealthcare.com) ENTrak g ENT
Medtron.lc Ing. . StealthStation Optical and : Several
(medtronicnavigation.com) electomagnetic
Smith &Nephew AchieveCAS Optical Orthopaedics
(www.smith-nephew.com
Stereotaxis, Inc. NIOBE Electromagnetic| Cardiovascular

(www.zimmer.com)

Stryker Nawgatlon. System II Optical Several
(www.stryker.com) eNlite
Zimmer, Inc. ORTHOsoft Optical Orthopaedics

Table 2.2: Examples of commercial SN systems.

Camera calibration

This technique involves the derivation of the true paramnseté one or more cameras

by obtaining visual information from the real world. Becauke parameters can not

be directly measured, a relationship must be establishieeklka features located on 3D

objects and their projections on 2D video images. The paemmef a camera model

can be divided in two categories: external and internaleiel or extrinsic parameters

represent the position and orientation of the device irticgiao a specific point in the

world coordinate system. Internal or intrinsic parametksote the configuration of the

inner optical system and include focal length, scale factutial distortion and optical

centre of the image.
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Different computer vision techniques can be implementepetidorm the calibration
according to the number of cameras attached to the AR baséehsy Once the camera
parameters have been computed, the information is intexgbrgy the AR application
which aligns the virtual world perspective with its real aterpart. This procedure is

usually carried out in a pre-operative stage.

Segmentation

The generation of 3D models from a set of CT or MRI scans can leadltimes with
extra information not required during surgery. The aim @sentation is to find mean-
ingful regions in the volumetric model that represent siieareas without compromising
the dataset quality. A general segmentation method egtsaatctures around a region of

interest, which can include tissue, bones or blood vessels.

In AR based medical applications, segmentation allows@goty out portions of the
virtual data that are not required to match to a real models ¢an involve noisy areas
in the reconstructed volume or extra features of the anatnsiructure. Because the
procedure reduces the number of volume elements (voxetdsa helps to decrease the
number of calculations to be executed in the registratiep.dih some IESN procedures,

segmentation can be regarded as optional or merged witstraigpn.

Registration

Once the segmented model has been obtained, it is requibednt@tched to the patient’s
anatomy. The process can use information obtained fromigdlystructures (known as
natural landmarks) found in both dataset and real modekraditively, fiducial markers
can be attached to the patient during the pre-operative @awdicompare the location of
their real and virtual counterpart in the generated voluiiifee correspondence between

real and virtual landmarks/markers produces a transfeomatatrix that is used to align
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the entities in the AR medical procedure.

Registration can be classified in four categories: manutdrantive, semi-automatic
or automatic. Manual registration allows the user to trateshnd rotate the virtual (target)
model. The interactive approach requests the user for ipgiare attempting to find a
similar pose in the real (source) data set. Semi-automagistration executes the align-
ment automatically and then asks for user feedback. Theraiio method does not need

any user input throughout the process in order to computelitpernent.

Once the techniques of calibration, segmentation andtragjan have been performed,
a static overlay is obtained which comprises the alignedame virtual models. A track-
ing device is then used to capture the dynamic pose of the Istideughout surgery and

update the overlay.

2.5 Summary

In this chapter, a literature survey has been presentedritiates diverse research re-
lated to the use of AR for medical purposes. An introductiomAR technology and
its applications in several surgical specialties has besered. A classification of the
main hardware components that allow an image-enhancedini8M systems was also
described. Additionally, the reader was introduced to thfénsare methods required to
produce an overlay between real and virtual imagery, wharhprise the calibration of
the camera used to acquire images, segmentation of CT or MR] datl registration

between real and virtual models.
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General optimisation within the IESN

system

3.1 Introduction

IESN systems are based on the use of different hardware aceenfand software method-
ologies that aim at visually enhancing the patient’s angtdaring surgery. The integra-
tion of these technologies must rely on a central computglicgiion that generates an
AR environment through managing the information providgdhe external components.
Therefore, the software can be considered as the most iamtoneans of communication

between the SN system and the surgeon in the operating room.

The computer program employed as the basis for this resesadlenominated ARView,
which is an extension of a PC-based medical volume rendeviihgare named 3DView [98];
developed using C++, Microsoft foundation classes (MFC) apdr@L. While 3DView
allows the visualisation and manipulation in real time dinoetric models obtained from

CT or MRI data, ARView extends these features by providing supp IESN functions.

ARView can be used for MIS procedures through the utilisatdd an endoscope or
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for open interventions using a stereoscopic surgical regwpe. Thus, the IESN applica-
tion allows capturing video from a single or a pair of camerassnected to the surgical
devices. The display technology used to present the augoherdw consists of a stereo-
scopic monitor that allows the user to alternate betweeglesiand stereo display mode.
Additionally, the software permits the use of motion traxkidevices during the intra-

operative stage.

Part of the research in this thesis involved the optimisetiadifferent functions within
ARView that contribute to the overall visual augmentatidihis chapter will present the
techniques applied to various aspects of the original IE&esn described by Chen [17].
The following sections focus on several improvements idiggrthe use of ARView as
a SN system for ESS, and 3D stereo visualisation using steopa monitors. Also,
a validation of accuracy of two optical tracking devices.(hybrid Polaris and Polaris

Vicra) in a simulated surgical scenario is investigated.

3.2 Marker detection for endoscopic camera calibration

In order to display real video images in conjunction with gaiter-generated data in AR,
itis necessary to align a virtual camera system with theaaalera device. If the resulting
alignment is correct, a virtual object will be observed fridra same camera position and
angle as the equivalent real object. Although camera edidor will be discussed in
more detail in the next chapter, it is important to menticat #in IESN system requires a
calibration object to relate a set of physical features ¢ ttorresponding projections on

the captured image.

The IESN system for ESS involves a rigid zero-degree engestitat is calibrated by
pointing it towards the calibration object and acquiringihwdeo image through a frame
grabber. The detection of physical features relies on tisggdeof the calibration object,

which comprises a number of squared shapes printed agaawstteasting background
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(b)

Figure 3.1: Physical equipment used in the IESN system for ESS purposes: (a) rigid zero-degree
endoscope with mounted passive optical markers for tracking; (b) planar calibration object as seen
by the endoscope.
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hence forming a 2D grid pattern. Figure 3.1 shows the rigidbsnope and the image of

the calibration pattern as seen by the optical device.

As the captured image can present different noise levelduoed by the internal op-
tical components or other external factors, a Gaussiam {8@] is applied in order to
reduce their unwanted effects. Subsequently, Canny’s edigettbn algorithm [100] is
employed to identify the borders of the squared featureshenptinted pattern. This
produces a binary image, where the background is represégteero values and the
detected edges by non-zero values. The binary image is @sed mput for a region

identification procedure denominatednnected component labellifi01].

The first step in connected component labelling scans theednhary image row by
row and assigns a numerical identificator, or label, for gaxel different than zero. The
value of a label depends on the neighbouring pixels that haee previously labelled, if
any. This is determined by an eight-neighbourhood maskrevbigels can be connected
horizontally, vertically or diagonally. Three differenptions during labelling area) If
all neighbouring pixels have zero values (correspondintpédbackground), a new label
value is assigned to the current pixe);If only one of the pixels in the neighbourhood has
a non-zero label, assign this label value to the current;pcjdf there is more than one
pixel among the neighbours with a label different than zesdect arbitrarily one of the
label values and assign it to the current pixel. In case tleheighbouring labels are dif-
ferent (colliding labels), store the label pair in a sepasitucture known as equivalence

table for subsequent evaluation.

The next step of the procedure involves merging, into theesaagion, the contiguous
edges that have been identified as having colliding labets. tikis reason, the binary
image is scanned a second time, where the label of each pixelnnpared against the
label pairs in the equivalence table. If the pixel label isrfd, its value is replaced with

the lowest element of the pair. At the end of this step, thefgixel labels with the same
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Figure 3.2: Example of segmented figures during the feature detection process, where fractured
regions lead to independent bounding boxes within the same feature marker.

identificator must correspond to individual regions. As dditonal stage, each resulting
region is fitted with a bounding box that provides a graphiegaresentation of a feature

marker during camera calibration.

A problem found during the procedure is that, depending @nirtimge noise level
and the control parameters used to reduce its effects, ie smecumstances the detected
contours can present gaps along the borders. This issuetleadperceptible segmented
regions in the squared shape, which in turn generates indepé bounding boxes for
the same feature as illustrated in Figure 3.2. Although pincblem can be solved by
manually modifying the control parameters using toleraradaes, the overall process to

correct this problem for all segmented features tends tab®ersome.

In order to reduce feature segmentation and, consequéatlyyding box partition-
ing, it was decided to analyse the original implementatibthe connected component

labelling. It was noticed that the two steps of this procedyixel labelling and edge
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Figure 3.3: Example of connected components during feature segmentation. (a) Boundaries of
two squared markers of a calibration pattern and (b) their corresponding pixel labels. (c) Col-
liding label pairs missing in the equivalence table and an extra detected region. (d) Bounding
boxes associated to independent detected regions. (e) Colliding labels detected in the improved
implementation using search filters, and (f) resulting regions with corrected bounding boxes.
merging, were performed on the same data structure usedréotbe input binary image.
This caused incorrect data indexing, which affected thataigighbourhood identifica-
tion and led to data corruption. Figure 3.3 exemplifies thelgabelling applied to the
contours of two squared markers of a calibration patternit Aan be observed in Fig-
ure 3.3(a), the squared marker in the left presents smadl glamg its boundary (top-left
corner and bottom edge); whereas the square in the rightllhedges connected. After

the first scan of the procedure, independent edges are eléteith colliding labels along

the boundaries of both squared markers (Figure 3.3(b))hdrotiginal implementation,
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the eight-neighbourhood mask could not detect the diagomatection between neigh-
bouring pixels such as in the top-left corner of the left squalherefore, the label pair
corresponding to pixel valugdl,3} is not included in the equivalence table presented in
Figure 3.3(c). Because of this, it is not possible to mergeetihge with its respective
neighbour, resulting in an isolated region (shown as cBlevhereas the rest of the label
pairs are merged into two individual regions (circles 1 aphdt2must be mentioned that,
during the second step of the procedure, the comparisorebeteach pixel and the label
pairs is performed sequentially along the entire equivaddable (this is represented by
connection lines among equivalent label pairs). Finalg detected individual regions
(circled numbers 1, 2 and 3) are fitted with bounding boxeshasvs in Figure 3.3(d).
Due to the detected isolated region (circle 3), two boundioges are generated for the

same feature marker in the left.

An optimisation of the original implementation was carrigat. In a first stage, an
additional data structure was used to temporarily storeséteof individual edges with
unique labels that were generated during the first scan. érfsared that the operations
required for image processing did not interfere among tlebres and data integrity was
maintained throughout the procedure. Thus, issues retatdte detection of diagonal
neighbouring pixels (e.g. top-left corner of the left sqp)avere solved. Figure 3.3(e)
shows the diagonal label pajd,3} of the top-left corner included in the equivalence
table. As an additional stage, a dynamic data structure sed as a “search filter” during
the merging of colliding labels. For this purpose, all |abiel the equivalence table with
equal values in the first or second element of each pair wardiced into individual
search filters, as illustrated in the middle of Figure 3.3{d)en, during the second scan
of the procedure, each pixel in the image was compared tcetirels filters rather than to
the entire equivalence table, reducing the number of tat@parisons. Also, each search
filter corresponds exclusively to an individual detecteglor (circled numbers) hence to

a unique bounding box as seen in Figure 3.3(f).
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Furthermore, the partitioning of bounding boxes was alsalysed. It was noticed
that, if the separation between detected regions that ateddo the same squared marker
on the calibration object is lower than a specific threshtild,corresponding bounding
boxes could be merged without affecting the feature deteeccuracy. A final stage was
performed based on an underlying statistical techniquietétkas into account the aspect
ratio of the bounding boxes, as described in [17]. This tephis based on the fact that
bounding boxes that are associated to calibration markare more consistent aspect
ratio and area values in comparison with the bounding boze®sponding to foreign
objects. Therefore, if the aspect ratio and area do not fittlimva certain threshold, the
bounding box can be discarded. This prevents other shapiesiimage that do not belong

to the printed pattern to be identified as possible calibratharkers.

3.2.1 Experiment
Influence of markers segmentation in endoscope calibration

This experiment was aimed at evaluating the influence of seggtion in the detection
of feature markers within the ESS camera calibration. A camspn was carried out by
calibrating the endoscopic camera using the original featietection procedure and the
optimised implementation that reduces fractures on thtepesquares. The accuracy was
assessed by calibrating the endoscope using the wellkskiadh Tsai's algorithm [102].
For this purpose, a relationship is established betweeB@eatures found on the physi-
cal calibration object and the pixel coordinates corregpamnto the centres of the detected
bounding boxes. The error values returned by Tsai’'s methdidate the exactness of the
overall calibration procedure (including marker locdiisa). In addition, a qualitative
evaluation is obtained by overlaying a virtual pattern omithage of the real calibration

object, where the alignment between models reflects thédéaecuracy.

The results obtained by Tsai's method report a mean caliorarror of 1.50 pix-
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els in image coordinates when the feature marker deteatidnde fragmented regions.
Figure 3.4(a) illustrates the detected features in thdcdlon pattern, where their cor-
responding bounding boxes are numbered for easier recagnit can be observed that
several shapes are segmented in two different regions. chhuises the detected marker
centres to be offset from the central points in the real sEgjaspecially at squares number
5 and 7. The effects of the segmentation is shown in Figur@Bid which the resulting
overlay presents a misalignment between the virtual andoegterns, predominantly at
the top-left and bottom-right corners of the grid. In theecaéthe optimised implemen-
tation, the marker centres agree with their respectiverakepoints in the real calibration
object, as illustrated in Figure 3.4(c). The calibratioroeralue decreases to 0.66 pixels
with respect to the original procedure. Also, a better atignt between real and virtual

features is obtained in the final overlay (Figure 3.4(d)).

It must be noted that there is still a slight misalignmentsetn the real calibration
object and its corresponding virtual overlay in Figure 8)4(This is because the rota-
tional angle applied to the calibration object is around ®&h respect to the camera’s
image plane, whereas it has been demonstrated that a pditaton object must be ro-
tated between 30and 45 in order to provide more accurate results [102,103]. Altfiou
the rotational position used in this experiment is not optint has been selected only to
illustrate the influence of marker detection. If a higherlarttad been used, the marker
centres would be more difficult to visualise in the image du@édrspective, especially
in the squares located in the last column of the calibratiich grhe effects of this rota-
tional issue will be further evaluated and discussed in thé chapter concerning camera

calibration.

This experiment demonstrated that segmented regionsturéemarker detection can
affect the final accuracy in camera calibration. Although skgmentation accuracy can

be difficult to assess, its influence can be noticed in thdtiegwverlay between real and
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virtual calibration patterns. Therefore, appropriatelmods to avoid feature segmentation

errors must be validated and tested throughout the impleren procedure.

(d)

Figure 3.4: Comparison of endoscope calibration before and after reduction of feature segmen-
tation. (a) Detection of feature markers when figures on the calibration are fragmented and, (b)
resulting misalignment in the calibration overlay. (c) Marker detection when the segmentation of
features is corrected and its corresponding overlay with aligned patterns (d).
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3.3 Use of an optical tracking device within the IESN

system

Another factor that affects the accuracy of an IESN systastudes the technology used
to track the movements performed by the surgical tools atdrmga Although not exclu-

sively, optical tracking systems are mostly employed witiie operating theatre due to
their high accuracy levels in comparison with other techg@s (see Table 2.1 for a list
of commercial optical tracking devices). Optical trackalso provide the surgeon with

the ability to freely manipulate instruments without beoigrusive.

Two optical tracking devices developed by Northern Didiitel. were used during the
research to track the motion of a dummy patient and surgitadjing devices (endoscope
and microscope), i.e. the hybrid Polaris and Polaris Viéiigyre 3.5). The former is
aimed at general surgical interventions, which requirergelaneasurement volume to
track the tools within its FOV. The volume boundaries fockiag are defined between
140 cm (near plane) and 240 cm (far plane). This volume ilargpugh to cover the full
length of the operating table and the entire patient bodyth@rother hand, Polaris Vicra
has a smaller measurement volume than the hybrid Poladsisatefined between 55.7
and 133.6 cm for the near and far planes, respectively. Thoigris Vicra can be used

for more targeted procedures such as ENT and Head and Neggur

The accuracy specifications provided by the manufactueereported to be< 0.35
mm root mean squared (RMS) error for hybrid Polaris and 0.25fomiPolaris Vicra.
It should be noted that each manufacturer carries out acg@ssessments under con-
trolled laboratory conditions which may not strictly capend to typical working envi-
ronments [104]. Moreover, different protocols and stai@tmeasurements are selected
in order to highlight the product's capabilities. In the e€ad both Polaris, the nominal
accuracy levels are based on a coordinate measuring mg&id) volumetric proto-

col, where optical markers are placed at different locatioside the device’s operational
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<POLARIS
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(b)

Figure 3.5: Optical tracking devices used during the research: (a) hybrid Polaris; (b) Polaris Vicra.

volume. For each position, the difference between the ggalid truth) location and the
coordinates given by the tracking device is computed. Ther3@r vector is then reduced

to a 1D distance error, which is regarded as the overall RMS galue.
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Tracking
Device

Tracked b
Object

Figure 3.6: lllustration of a tracked object that is parallel to the xy-plane of the tracking device.

The accuracy tests based on the CMM protocol involve the daogrof a single op-
tical marker around the volume region. Increasing the nurobenarkers (attached to a
rigid body) can help to increase the reported accuracydeaéthough this depends on the
markers’ layout and their distance to the object’s poinhtdiest (e.g. probe tool tip). As
described by Wiles et al. [105], the accuracy tends to irsgeehen the markers attached
to the rigid body are parallel to the-plane of the Polaris’ volume. Figure 3.6 illustrates a
parallel-aligned tracked object with respect to the traskapordinate system. Following
this approach, Khadem et al. [106] evaluated the accuradjffefrent optical tracking
systems by placing passive optical markers in parallel éxykplane of the camera sen-
sors. Their results showed that the RMS error for all trackiegices was less than 0.11
mm. Nevertheless, during surgery, it is practically implolssto maintain the rigid bodies
parallel to the Polaris’ cameras due to the manipulatioroolst This is also true if the
tracked region of interest (ROI) changes its original daéion during the procedure, or
if the ROI can not be positioned in parallel to the Polarignesas from the beginning
of the operation. In any case, the accuracy levels obtaigethBESN system will differ

from the manufacturer’s specifications.
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3.3.1 Experiment
Accuracy of the tracking device in a laboratory setup

The purpose of this experiment was to evaluate the accufalog three translational com-
ponents reported by the optical tracking devices in a stetieat resembles the placement
of such systems in the operating theatre, i.e. the cameeasaarstrictly parallel to the
surgical area, as shown in Figure 3.7. For this purpose, afgessive markers were
attached to a support that was placed on a measurement bieB8h » 381 mm, which
allows a physical positioning accuracy of 0.05 mm. BecaudgitiyPolaris and Polaris
Vicra have different measurement volume dimensions, tliegdane was located at two
different distances from the centre of the motion trackeoritler to ensure that all data
points were collected within the central measurement veluifhe distances were 195

cm in the case of hybrid Polaris, and 110 cm for Polaris Vicra.

The three translational DOFs were set to zero during irsadéibn and registration of
the first tracked position. Then, the support object was miamund the grid while
recording the ground truth 3D positions and the coordinggperted by the tracking de-
vice. Five readings for each of five positions around the gmde registered, making a
total of 25 data points. The variation of the tracking sigmalvided by the tracking de-
vice for each DOF under static conditions was smoothed wsiingjte impulse response

(FIR) filter in order to reduce signal noise during the assessm

The evaluation involved fitting a plane through the 25 ca#ddata points using eigen-
value decomposition, where the eigenvector with the sisiadiggenvalue represents the
normal to the plane which goes through the centroid of tha pgaints. The average dis-
tance to the fitted plane across all data points was calcukgea measure of tracking
accuracy. This procedure, regarded as an orthogonal destagression plane, is used
to minimise the perpendicular or orthogonal distances ¢oplane when there are error

levels in the measurements of the 3D coordinates. Pantigullae procedure to compute
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Figure 3.7: Typical setup during the intervention in which the tracking device is oriented towards
the surgical area. Patient and tracker coordinates are not aligned.

the plane fitting comprises the following steps:

1. Calculate the centroid:, yo, zo) of then recorded data points

Ly Yiy %5
(3307%72’0) = %;

wheren is the number of points, and=1...n.

2. Create a matriX\/ that includes the difference of each point coordinate to the

centroid, such that:

T1—To Y1 — Yo <1 — 20

Tog —To Y2 — Yo 22— 20

Tp —Lo Yn — Yo 2Zn — 20
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S

Figure 3.8: Eigenvector defined as the normal vector 7 orthogonal to the set of data points (Image
adapted from Schneider and Eberly [108]).

3. Use the singular value decomposition (SVD) method [10¢alculate the eigen-
vector related to the smallest eigenvalue in the matfix= UDV”T, where the
last column ofi’” corresponds to the smallest eigenvalue element in the iggo
matrix D. The resulting eigenvector represents the normak (A B C]") to the

planeP as shown in Figure 3.8.

4. Each point in the data is substituted into the normal4goirm of the plane equa-

tion Az + By + Cz + D = 0, as follows

n

(2

Azn:xi+an:yi+Czn:zi+n~D:0,

— (Azn:CL’Z—I—an:yz—f—Ozn:ZZ)

D = ,
n

whereD is the average distance to the fitted plane used as a meastractang

error.
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The results obtained indicate that the hybrid Polaris pcedwan average error of 1.2
mm (standard deviation S$0.48 mm), while the average error generated by Polaris Vi-
crais 0.80 mm (SB:0.18 mm). These translational errors differ from the maciwfier's
specifications and provide information about the trackioguaacy levels that can be ex-
perienced in a surgical scenario. This proves that the retbgy used for evaluation
greatly influences the device’s precision. Specificallg dlifference in methodologies
relies on the fact that the manufacturer’s protocol meastime positional error of a sin-
gle marker tracked around the operational volume regioere/the positions are parallel
to thexy-plane of the device’s coordinate system. In contrast,gkpgeriment measured
the distance of a set of markers attached to a rigid body usingrthogonal distance
regression plane, where the positions were recorded wili@rcentral tracking volume
and oblique to the Polaris’ coordinate system. The resldts iadicate that the overall

accuracy obtained by the optical trackers can differ amqegific surgical applications.

3.4 Data synchronisation of motion tracking in the IESN

system

As described previously, an IESN system requires trackiagpbsitions of different phys-

ical entities within the operating room (i.e. optical desg¢ surgical instruments and pa-
tient). In the case of the implemented IESN application nieéions are registered by the
optical tracking device based on a set of passive markexstat! to each entity. The data
is then transferred to ARView in order to calculate the dyitampdates corresponding to

the tracked objects.

The procedure used for reading the positional data fromrtwking device is imple-
mented as a thread running concurrently and with the samoetgras other processes,

including video image display and volume rendering. Adbutidlly, the variation in the
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tracking signal obtained from the optical tracking devisesmoothed to reduce noise.
Chen [17] established that using a FIR filter could reduceitirea$fluctuation during the
surgical intervention. In particular, the filter producesautput signak,, based on the

weighted sum of a set of previous tracking data; as follows:

n
Tp = E Wi Tp—i,
=1

wheren is the number of past data samples, and the value of the wejghtchosen as

1/n in order to act as the moving average coefficient.

The disadvantage of using a FIR filter is that it introduceghhevels of latency when
the involved objects are in motion. This is caused by the tieggired to perform the
calculations each time that a new sample is polled from #uking device. An alternative
consists of using a threshold that controls the signal traridbased on a velocity value.
This value is computed as the difference between two cotisegeadings:; andx;_; of
the same tracked object. As described by Chen [17], the poaitchange produced by
signal fluctuation is relatively smaller than the displaeatrgenerated by genuine motion.
Therefore, if the variation between two consecutive regglis higher than the velocity
threshold, the tracking data is considered as a real disprlant of the object and applied
to the corresponding virtual model. Otherwise, the datagarded as noise and can be
ignored. It is important to mention that although the usehef ¥elocity threshold can
produce latency, the generated lag is considerably lovear tihe delay obtained through
the FIR filter. This is because only two consecutive trackialges are taken into account
using the velocity threshold, whereas a larger number dfgsaples are required in the

computation of the FIR filter to perform effectively.

A problem noticed in the implementation of this proceduréhaet, when two objects
were tracked simultaneously, the data obtained from ttokitng device became corrupt.

This issue, in turn, affected the signal filter and causedéehdered volumetric model to
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be displayed intermittently on screen. The source of erias found to lie in the func-
tion employed to maintain a list of class objects that cqoasl to the different tracked
entities. In this function, the calls used to acquire dataifthe motion tracker had over-
lapping time intervals. This caused the software buffer t&saporally stores the tracking

data to be cleared between calls.

In order to ensure that the integrity of the data was maiethint was decided to
implement a synchronisation method in order to control thlés¢hat have access to the
tracking data. The synchronisation mechanism implemewsl based on the use of
semaphores, in which a global variable represented a dtatusThis flag was used to
provide information about the availability of the trackidgta. Thus, the function call
was required to read the flag value before attempting to adbespositional data from
the tracking device. In order to avoid data corruption, thg flalue could only be changed
by the object class that initiated the call. For this reasonadditional variable was used

to register which object class activated the flag.

A further optimisation method used separate data strustiorstore the motion data
corresponding to the different tracked entities. Thesa gttictures replaced the original
software buffer and prevented the tracking data from beleayed between function calls.
Finally, data validation was applied to the signal filter wid an erroneous computation

of the velocity threshold value.

3.4.1 Experiment

Influence of process synchronisation in motion tracking

In this experiment, the influence of thread synchronisadianing motion tracking was as-
sessed. A comparison was performed between the origindharaptimised implementa-

tions that allowed registering simultaneously the moveiiendifferent tracked objects.
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Figure 3.9: Human skull used to simulate a real patient. A set of passive markers are attached to
a mouthpiece to register the skull’'s position over time.

The experimental setup simulated an ESS procedure, whioptses a rigid zero-degree
endoscope (Figure 3.1(a)) and a human skull representiatjenp (Figure 3.9). A set of
passive markers were attached to both entities to detaciibstions. It is worth noting
that this experiment is aimed at evaluating the effects ot@ss synchronisation in the
IESN system, which affects both the hybrid Polaris and FoMicra. As the difference
of tracking performance between the two optical trackingaks does not influence the

results of this experiment, the assessment was based sal#ig use of the Polaris Vicra.

In order to relate the different coordinate systems pdrigito the endoscope and hu-
man skull, the relative transformations between them aebbshed using the following

steps (Figure 3.10):

1. Skull to endoscope - initial

-1
Mgeo = M oMo .

2. Skull to endoscope - in motidthe pre-multiplication with the inverse of the initial

skull-to-endoscope matrix\{. o) is used to set the system to coordinates (0,0,0)
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R} -
Endoscope

Tracking device

xS
Human skull

Figure 3.10: Relative transformation among the coordinate systems used to track simultaneously
an endoscope and a human skull.

before the start of motion):
Mse,i = se,O_l<Me,iMs,i_l)7

where indiceg ands refer to the endoscope and skull coordinate systems, respec

tively.

Both endoscope and human skull were placed on a flat bench atamck of 110
cm from the tracking device, ensuring that all passive nrarkeere located within its
central measurement volume. The three translational casrge corresponding to the
skull position were initialised to zero (using step 2 abov#jus, the endoscope served as
the world reference frame upon which the skull coordinatdesy was related to. How-
ever, the tracked objects were maintained static in ordavaa the influence of external

motions in the evaluation.

For each original and optimised implementation, four ifdimal tests were performed

with different velocity threshold values to smooth the &tidn in the tracking signal. A
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set of 120 frames were recorded to compare the effects ohsynisation during the sig-
nal filtering. Figure 3.11 presents the results of trackiligring with no synchronisation
for the T, translational component of the skull (translations al@hgndT, produced a
similar trend and therefore are not shown). It can be obsefreen the graphs that when
the raw data is obtained from the tracking device (threskoldO) there is a consider-
able variation in the recorded tracked position. Additibnahere are some breaks in the
plotted curves that correspond to corrupted data, whiclsequrently affects the display
of the volumetric model on screen. These breaks become nomi&ant as the veloc-
ity threshold value increments, causing a severe instabiiliring the tracking procedure
when the velocity threshold reaches a value of 0.30. Figur&(8) - 3.12(d) illustrate the
results obtained for the translation aloigusing signal filtering with the synchronisa-
tion method applied. The graphs do not show breaks in theesuiand the variation in

tracking is effectively smoothed when the velocity thrddh@lue increases.

It must be mentioned that the fluctuation of the tracking adiserved in this exper-
iment can be caused by external factors. In particulartihghconditions can affect the
detection of passive markers due to background infrardd pgoduced by some electric
lamps. However, it was noticed that modifying the ambienceihance in the laboratory
setup did not reduce the fluctuation levels of the trackigmal. Another factor could
involve slight vibrations on the floor that affect the steesdis of the tracking device that

stands on a tripod.

The use of a velocity threshold to smooth the signal fluatuedbuld introduce latency
during the movements of tools in the operating theatre. &tipre, this latency may be
acceptable as a surgeon does not tend to move tools whileamsg a ROI, and the

patient shows little or no motion during surgery.

This experiment determined the importance of process sgndation during the reg-

istration of motion tracking when two (and possibly more)eaks are tracked simulta-
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neously. A velocity threshold value was used to smooth tieadinoise received by the

tracking device without perceived latency.
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Figure 3.11: Motion tracking along the T, component with no data synchronisation.
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Figure 3.12: Motion tracking along the T, component with data synchronisation.
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3.5 Stereoscopic visualisation of virtual models in the

IESN system

ARView supports the rendering of a scene as a single view armasr of stereo views for
surgical procedures. A single view, or monoscopic visientargeted to IESN systems
with only one camera (e.g. endoscope). In the case of stésaalisation, surgical de-
vices that have two eyepieces, such as stereoscopic migesccan be used to provide
depth information to the user during the intervention. &becopic visualisation has been
demonstrated to improve the surgeon’s performance whepaned to the use of monoc-
ular vision [109]. In the case of AR based SN systems, Johesah [110] identified
that depth perception can be affected by the manner in weighand virtual models are
presented to the user when the stereo overlay is displayectigion the optics of a stereo
microscope. In particular, if a virtual model that is siehielow a real surface is ren-
dered on top of it, the depth can be incorrectly estimated drnor in depth estimation
can last during the entire surgical procedure or only occesly. This problem can be
reduced if a virtual rendering of the real surface is presgstmultaneously with the vir-
tual model; however, the problem cannot be completely el@d. A temporary solution
could consist in disabling the rendering of virtual modelshe scene when the surgeon
considers that depth estimation in the IESN system is comigsexd. This would allow the
surgeon to regain the appropriate depth perception of #iscene and activate the virtual
rendering when necessary. Alternatively, a video-bas&iNIBystem could be employed
instead of an optical see-through microscope, allowinglimécian to interactively select

the level of blending between virtual and real views durimg intervention.

While the system presented by Johnson et al. [110] enhaneexitheon’s view using
the microscope optics, the presented IESN system is a \ndeed AR application that
requires the use of stereoscopic monitors in order to gémestareo vision. Two types

of stereo devices were used during this research: LCD amosteopic and mirror-based
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(@) (b)
Figure 3.13: Schematic representation of stereoscopic technologies: (a) LCD austostereo-
scopic monitor; (b) Mirror-based stereo monitor (Image adapted from Planar Systems Inc.
http://www.planar3d.com).
monitors. The former is based on internal optical mechasibghind the screen that
do not require the user to wear special viewing devices. Cawialenirror-based stereo
monitors employ a pair of LCD screens positioned in a speoiafiguration and polarised
glasses to produce stereoscopic images. Both types of momitok by displaying hor-
izontally shifted images of the same scene to the left arftt Bges. The brain processes
the visual information acquired by the eyes into a singlegeéimage, creating the illu-
sion of depth. For this reason, the virtual imagery is reedéwice from two independent
viewports that are displayed side by side in a single remtieiedow. Autostereoscopic
monitors project each viewport to alternate pixel columer®ss a mask behind the LCD
screen. The resulting interlaced image is then directedeg@dorresponding left and right
eyes. In the case of mirror-based devices, the renderedwirgdexpanded to two differ-
ent monitors in order to display each viewport on a sepa@tes. A semi-transparent
mirror (or half-mirror) is placed between the screens andiagf polarised glasses filter
the respective images intended for each eye. Figure 3us3rdites the operation of both

stereoscopic technologies.
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Figure 3.14: Comparison of original and improved 3D stereoscopic visualisation (only the case
of autostereoscopic monitor is presented for illustration purposes). The arrows above the LCD
screens in the images on the right column indicate the perceived direction where the 3D model is
projected to.

The underlying implementation in OpenGL involves rendgtine stereo scene from
two virtual cameras that are aligned to the real optical @evby means of camera cal-
ibration. Additionally, a full volumetric model can be dlaged in stereo for inspection
purposes using a set of pre-defined virtual cameras. Althdlg original software im-
plementation seemed to produce an acceptable displaydiegatepth visualisation, the
configuration of the viewports corresponding to the left agtt eyes was considered to
be incorrect. Specifically, the left and right virtual cas®erand viewports were aligned
with the corresponding eye during initialisation (Figuré4ga)). However, when apply-
ing a cross-viewing effect required to produce stereo wisio the stereoscopic monitor,
the cameras exchanged position and were no longer assbtoatiee intended eyes, as
illustrated in Figure 3.14(b). Interestingly, during gtetive observations, it was noticed
that this implementation caused the 3D image to be pushealtisthe back of the mon-

itor (a “pop in” effect).
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In order to correct this issue, the procedure involvedahging the left and right view-
ports to their opposite locations. Similarly, the posiiaorresponding to left and right
virtual cameras were exchanged (Figure 3.14(c)). Althotinghnew configuration ap-
pears to be paradoxical, it conforms to the stereo crosgiwiemethod, where the left
and right virtual cameras are aligned with the correspandser’s eyes. Also, the cam-
eras point towards the desired image viewports as showrnguwr&i3.14(d). Qualitative
observations were performed using a DTl (Dimension Tedagiek Inc.) autostereo-
scopic monitor (Figure 3.15(a)) and a mirror-based Steus/3D monitor by Planar
Systems Inc. (Figure 3.15(b)). The qualitative observetiovolved comparing the orig-
inal implementation and the improved version of the sterepi visualisation methods.
Three different 3D volumetric datasets that were availdibleng the research were used
for visual inspection. The datasets, shown in Figure 3.@tprised an MRI fetus model
with a resolution of 127 x 158 x 125 voxels, a 256 x 256 x 109 MRhhu head, and a
256 x 256 x 374 CT volume of the scanned human skull introducséction 3.4.1. This
allowed evaluating the stereo capabilities of the two Visation methods using different

MRI/CT modalities and volumetric resolutions.

A group of five volunteers from the School of Computing Scienatthe University
of East Anglia participated in the qualitative evaluatiéti.the participants were familiar
with the concepts of medical visualisation and volumetradels. In should be mentioned
that at this stage, no medical practitioners were availtdyléhe system evaluation. The
subjects were presented with the volumetric models loadéependently into ARView
using both the original implementation and the improvedier. The participants were
able to freely rotate the datasets in order to observe theslsiaghatomy from different
angles. No control was imposed regarding the time a useddosipect each of the volu-
metric models; however, it was estimated that the maximuore 8pent was, in average, a

couple of minutes per model.
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2015XLS. Virtual Windowrs

(b)
Figure 3.15: Stereo devices used during this research: (a) LCD autostereoscopic monitor (Di-

mension Technologies Inc.) showing two viewports side by side; (b) Mirror-based stereo monitor
(Planar Systems Inc.) where the two viewports are located on different screens.
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(a) (b) (©)

Figure 3.16: 3D volumetric datasets used for qualitative observations in stereoscopic visualisation:
(a) MRI fetus model; (b) MRI human head; (c) CT human skull.

Based on the observed volumetric models, the participants asked which stereo-
scopic visualisation method provided higher depth infdromaand the perceived direc-
tion where the 3D model was projected to. For all observar)e original implementa-
tion the datasets were perceived as being projected towlaedsack of the stereoscopic
displays and producing low depth information. On the cogtrthe users considered that
the 3D images were displayed towards them using the impreisedlisation method,
which effectively produced the effect of “popping out” oktlscreen and allowed higher

depth perception.

3.6 Summary

This chapter presented a series of optimisations applie@rious aspects of the origi-
nal IESN system. A software optimisation involved the ragucof segmentation error
during the detection of feature markers in ESS camera @diltor, increasing the overall
calibration accuracy. Also, synchronisation between fionccalls that obtain data from
the motion tracking device was implemented. This improvesidystem stability when

a signal filter was applied to two objects tracked simultaisgo A final optimisation
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was based on the stereo visualisation of virtual modelggustiereoscopic monitors. The
modifications provided a correct representation of a stenage that allows the user to

observe a 3D model protruding from the screen.

Additionally, an evaluation of tracking performance comguhthe accuracy of transla-
tional components between two optical tracking devices e-hiybrid Polaris and Polaris
Vicra. The results indicate that, in a setup that simulat®srgical scenario, the accuracy
substantially differs from the values described by the nfecturer. This supports the fact

that the precision of a tracking system relies on the metlogyaused for its assessment.

60



Chapter 4

Camera calibration

4.1 Introduction

A camera can be described as an optical system that is enaioyapture images of the
real world and allow them to be displayed on a variety of outfmvices. From the point
of view of computer vision, a camera is the central tool ugeshitain information of the
surrounding environment that will be analysed. Two of thémgaals in computer vision
are focused o) determining the position of objects in the scene, anhceconstructing

the scene in three dimensions.

These principles of computer vision can be applied to otledddi For example, in
robotics, the path that a robot must follow has to be dynallgicpdated. Video tracking
recognises objects in a set of images and locates theiigosiroughout the video se-
guence. In AR, the understanding of how the optical systenksvalfows replicating the
real camera to accurately superimpose computer-genegedptiics on the acquired real
images. As described by Tuceryan et al. [111], one of thefadhat influence the suc-
cess of blending real and virtual worlds consists in the &wss in modelling the optical

camera used to perceive the real world.
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As it will be described in the following sections, two diféeit methods to compute
camera configuration parameters are available. The firsteaneres special devices that
allow the system to determine where the camera is placedresiect to the real world.
The second method uses detected features in a set of imggesechby a pair of cam-
eras in order to compute their relative orientation. In bodkes, the internal attributes
of the camera(s) are also estimated. The purpose of thigethigpgto demonstrate that
merging the above techniques can improve the accuracy aflif@ation procedure in a

stereoscopic surgical microscope setup.

4.2 Methodology

4.2.1 Camera calibration

The process of calibrating a camera involves mathematidaliermining the parameters
related to the physical characteristics of the opticaleaystDepending on the manufac-
turer specifications, a camera has different features sugraaimum possible resolution,
type of optical lens, number and size of light sensors (knag/charge-coupled devices
or CCDs), among other variables. These parameters proddieeedifresults in the image

guality and projective factors within an AR application.

In order to calculate the projection parameters from pdmtsated in the 3D world
to 2D picture elements on screen,pxels the calibration procedure relies on a camera
simplification model known apinhole cameraor general perspective modeThis ap-
proach considers the camera aperture as a single minuszotenith no lens attached to
it. Thus, the computation can be described as the ideal mggygitween an object and its
representation on an image or retinal plane. Although th@imation does not take
into account possible visual effects produced by lensespthhole model provides the

foundation for camera calibration in computer vision. Fed.1 illustrates the geometry
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of the general perspective model, where a three-dimenigpamat M is projected on the

image pixeln.
y
M
Camera
centre ¢ —— Z
Optical axis

Image plane

Figure 4.1: Geometry of the pinhole camera model (Image adapted from Hartley and Zisser-
man [112]).

The parameters to be determined during camera calibrateodiaded in two cate-

gories [113]:

External parameters: Also known as extrinsic parameters, describe the camera po-
sition in the real world, involving its distance and orierda with respect to a defined
point or set of points in space. These parameters corredpdhé six possible DOFs in
a three-dimensional space: three variables for translationgt,, ¢,, and¢, and three
for rotation around the coordinate axes, r,, andr,. The external parameters can be

represented by a rotation matikand a translation vectdr as follows:

i1 Ti2 T13 [
R = T91 To To3 5 T = ty , (41)
r31 T3 733 2%

where the 3x3 rotation matrix can also be expressed in tefnnstations around the

coordinate axes as:

cosr, cosr, sinr, sinr, cosr, — COSr, Sinr, COSr; Sinr, COSr, + sinr; sinr,
R= cosry sinr,  sinr, sinr, sinr, + cosr, COSr,  COSr; Sinr, sinr, — sinr, cosr,

—sinr, sinr, cosry COSr,, COSry,
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Thus, a 3D point X, Y., Z,,) in a world coordinate system can be described in the

camera coordinate system¥ (, Y,., Z.) by the following notation:

X, Xy
Y. |=R| Y, | +T, 4.2
Ze L

which can be expanded to components as:

Xe=r1uXy +1r12Yy + 1132, + 1,
Yo = ron Xy + rooYy + 132y + 1y

Ze =131 Xy + 132y + 13372, + 1.

Internal parameters: The internal or intrinsic parameters define the optical congmts
that affect how the light is projected inside the camera. ihkernal parameters relate to

the following variables:

e Focal length(f,, f,). Distance from the image plane to the point in which all

projected rays of light converge, called the focal point.

e Skew parametefy). Degree of slant between horizontal and vertical dimerssio

of picture elements on the image plane.

e Principal point(ug, v9). Also known as camera centre, represents the intersection

of the optical axis with the image plane, measured in pixels.

The variablesf, and f, correspond to the focal length measured in millimeters and
multiplied by a pixel scale factor im andy dimensionss, ands, respectively. In prac-
tice, pixels are assumed to be squared and the aspect ratiedres, ands, equal to
1. Therefore, the focal length can be considered as beingahe for both variables

fz = fy, or simply f. Also, the orthogonal skew parameteis zero for current cameras
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Figure 4.2: Geometry of similar triangles in the projective camera model here shown for the Y
coordinate (Image adapted from Hartley and Zisserman [112]).

due to high precision in CCD components. Similar to the extggaeameters, intrinsic

parameters can be defined by a matrix of the form:

J 0 w
K= 0 f Vo
0 0 1

A point in 3D space, expressed in camera coordinates is ndappde 2D image plane

as follows (see Figure 4.2):
|:Xc }/c Zc:|H|:f)Z(_:+u0 fg—i"'vo I

whereuy and v, are the image coordinates of the principal point. Writing &teve

mapping in matrix form using homogeneous coordinates:

Xe
x f 0 u O

Y.
y | =10 f v O

Ze
1 00 1 0

1
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Substituting Eq. 4.2 into the above equation, the projectiba 3D point in world

coordinates to pixel coordinates is described as follows:

Xy
i
Y
y | = KR +KT.
Z
1
1

Here, the internal and external camera matrices can be ocachbinto a 3x4 matrixP

called theprojection matrix whereP = K[R|T].

Radial Distortion

An extra parameter taken into account during camera céliloras the distortion pro-
duced by using imperfect camera lenses. This optical afi@nraffects the projection
of points on the image by expanding or contracting their pregected position, an ef-
fect denominated radial distortion. Radial distortion isedeined by the two following

polynomials:
v = zg(1+ kr?+ kor?)

y = ya(l+ kir® + kor?),
where(z4,yq4) and(z,y) represent the distorted and undistorted image coordimditas

point, respectively. The variablandicates the euclidean distance between a distorted im-

age point and the camera centig, vo), and is calculated as= /(x4 — )% + (ya — vo)2.
The coefficients:; andk, are known respectively as second and fourth-order degeee fa
tors. However, it has been proven that coefficients highem thsecond-order degree can
be neglected during lens correction because their effeitigmistortion is of no consid-

erable importance [102].

Two different radial distortion effects are produced adaayg to the distortion coeffi-
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(a) Barrel distortion (b) Pin-cushion distortion

Figure 4.3: Radial distortion effects.

cientk: a) barrel distortion, which expands the image from the propaccentre (outward
effect) and corresponds to a negative value, lanpin-cushion distortion that contracts
the image projection towards the camera centre (inwarctgféend relates to a positive

distortion coefficient. Figure 4.3 exemplifies the two radiatortion effects.

Although the distortion factor computation is importantctarrect projection aberra-
tion; especially in “fish-eye” systems such as endoscopesgistortion model cannot
be included within the camera calibration matrix. Instea computed as an indepen-
dent non-linear stage. In camera systems with high focgtlewmalues such as surgical

microscopes, the distortion factor tends to be small.

4.2.2 Classification of camera calibration techniques

Camera calibration methods can be broadly categorised waoctasses according to
the nature of physical features located in world space. Aliog to Zhang [114], these

categories can be divided as:

Photogrammetric calibration: This type of method requires the use of a calibration
object with a pre-defined geometry, where a certain numbéatfires on the object are
placed at a known distance from each other. These featusedyusonsist of squares or

circular figures which can be identified through the detectibcorners or by geometric
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centres, also known as centroids. A photogrammetric prreedan use two variants
of calibration objectsplanar gridsandnon-planar objects The former involve a high-
quality pattern printed on a 2D surface, such as a chequetisbaet. The latter contain

geometric features at different depth levels and requir@@momplex construction.

It is worth noting that although a planar grid can be usedtierdetermination of the
camera parameters, it is recommended that the grid is dobeteveen 30and 45 with
respect to the image plane to obtain accurate results [D&2, IThis provides enough
depth information in order to derive the focal length d&pddistance between the calibra-

tion grid and the camera) values.

Self-calibration: Also known as auto-calibration, this technique does notarse
pre-defined calibration object in order to compute the canparameters. Instead, the
procedure involves determining a variety of objects’ feasufound in the real world —
either indoors or outdoors. Features can include edgeserxrand regions of interest,

among others.

Because the position of 3D features are not known in advaatfesaibration requires
using different images of the same scene in order to deripghdaformation. For this
purpose, a set of feature points located on one image mussdeletected on the other
views in order to associate the independent viewpoints. sidiealledcorresponding
pointsprovide the basic input to perform camera calibration. Fegu4 represents a set

of corresponding points on two different views of the sanensc

As described previously, the calculation of the 3x4 praggctnatrix P — compris-
ing the 11 internal and external parameters — defines thessageinformation between
metric world coordinates and 2D image coordinates. Theradge of using a photogram-
metric calibration methods relies dn well-established procedures to recover the cam-
era’s geometry, ang) knowledge about the physical world (with respect to théxcation

object). However, for systems with multiple camera configions, each group of 11 pa-

68



Chapter 4. Camera calibration

Figure 4.4: lllustration of corresponding points on two independent views.

rameters has to be determined independently for each bpewice (e.g. in a stereo

setup, 22 different parameters need to be estimated).

4.2.3 Stereo camera calibration

Stereo calibration involves determining the camera pararsadased on the relationship
between a pair of images. This relationship is achievedutjindhe calculation of a ge-
ometric constraint between two cameras looking at the samees Such constraint is

known asepipolar geometry

The epipolar geometry, shown in Figure 4.5, includes theggnalanes of each cam-
era, where a 3D poinV is projected on the left and right views asandm, respectively.
The line that joins the two camera centt@sand (' is called the baseline, and the inter-
section points between baseline and image planes are egdipdles ¢p andep). The
line between the left epipole and its related image poinhsAn as epipolar linémn (re-
spectivelylm). The epipolar constraint indicates that for a poinin the left image, its

corresponding point: must lie on the epipolar linen and vice versa.
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Figure 4.5: Diagram of epipolar geometry for two cameras (Image adapted from Trucco and
Verri [115]).

Fundamental matrix

The epipolar geometry can be represented algebraicallyspe@al 3x3 matrix known
as thefundamental matrix116]. The fundamental matrik’ encodes the relationship be-
tween the two cameras using only the projective informaftiom a set of corresponding
image points. Thus, the epipolar constraint that is usedgo@ate a point: = [z, y, 1]

to its corresponding point. = [z, 3, 1]7 is defined as:

m’ Fm = 0. (4.3)

The mapping of a point on the left view to its related epipdilae on the right image is
given bylm = Fm, whereadm = FTr represents the mapping between a right point
and its left eplipolar line. In the case of a calibrated setupere the intrinsic camera
matrices are known, a similar representation can be olatdiyesubstitutingF’ by its
counterparessential matrix [117]. However, the corresponding pixels andm are
replaced by pointg andp with respect to the camera coordinate system, known asspoint

in normalised coordinated 12]. Therefore, the epipolar constraint becomes

pTEp =0,
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whereE = [t]« R comprises the translation and rotation between cameréiquusi The

notation[t], is defined as a skew-symmetric matrix:

0 —t. t,
tx=1 t. 0 —t,
—~t, ty 0

Finally, the relationship between the fundamental andreggdematrices given both in-

trinsic camera matrice& and X is the following:

E=K"FK, (4.4)

or in terms of the essential matrix as:

F=KTEK™,

also expanded of the form

F=KTt],RK™".

In practice, the difference between fundamental and essematrices relies on the fact
that the former encodes the internal and external parasieased only on the information
obtained from corresponding image points. On the other hiaedessential matrix cap-
tures only the relative orientation between a pair of casbesed on the known intrinsic

parameters and normalised image points.

Estimation of the fundamental matrix

As described in the previous subsection, the estimatioheofundamental matri¥’ de-

pends on satisfying the epipolar constraint between a pgioiots. Thus, Equation 4.3
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can be expanded as:

fu fiz fis x
{f (0 1} Jor fo2  fo3 y | =0
far faz fa3 1

The calculation involves solving a homogeneous system o&tons from a set of cor-
responding pointsn; «» m;, where at least a minimum of seven correspondences are
required in order to find a solutiom (> 7). A linear equation is established for each pair

of points using the: andy coordinates as coefficients of the form:

Twfi1 + 2y fro + Tfis + 92 for + gy for + Gfoz + 2 fz1 +yfaa + fa3 = 0. (4.5)

If Equation 4.5 is considered as a product between two vedtaran be expressed as

fll
fi2
fis
fa1
tr iy & ogr gy §oxr oy 1| | fn | =0
fas
fa1
fs2
fs3
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For a set ofn corresponding points in two images, a similar number ofdimequations

are obtained of the forr f = 0, where

fin
Tz Tiyr 1t iy G v oy 1 fi2
Af = =0
TnTn TpUn Tn UnTn UnUn Un Tn Yn 1 fa2
[ fs |

Different techniques have been developed in order to daterthe fundamental matrix.
Each method has different implementation complexities sgbitivity to wrong point
localisation. A survey of available methods can be foundhéliterature comparing their
accuracy as well as their advantages and disadvantagesifiid,319]. The following
subsection will introduce the reader to three techniquiestl from the established al-

gorithms.

Linear method

In order to estimate the fundamental matrix by a linear tegthey seven point correspon-
dences can be used to provide enough information about émes¢lowever, in case of
bad point localisation produced by Gaussian noise, the odelehaves erratically. In
practice, eight or more corresponding points are used t@ter@n overdetermined sys-
tem of equations, which allows redundancy of points in cdg@oor point localisation.
The technique, originally introduced by Longuet-HiggiddT], is known as th&-point

algorithm

The 8-point algorithm produces a solution by applying atlsgsiare technique that
finds the eigenvector corresponding to the smallest singalae of matrixA. The com-

putation can be performed through the SVD method [107]. alktofisation of matrixd
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becomesd = UDVT, whereU andV are orthogonal matrices ard is a diagonal ma-
trix with nonnegative values. The last columniof relates to the eigenvector that solves
the least-squares problem by minimising the algebraicr drfy’ | under the constraint

| f| = 1. This eigenvector corresponds to the desired fundameratabm

An extension of the 8-point algorithm consists in normalisihe corresponding points
before solving the system of equations. As Hartley [120hpead out, the lack of unifor-
mity in image coordinates produces instabilities in theodtgm. Specifically, if a pair
of corresponding pixel points: andm lie on image coordinates (100,100,1), the row
of matrix A related to the vector multiplication between them (see Egqua.5) will be
of the order of magnitude (010!, 1¢?, 10¢, 10, 1%, 1%, 1¢%, 1). This affects the
computation of least squares as the difference betweemthesin the linear equation

is notably high.

Point normalisation comprises the translation of the ar@fiimage coordinates from
the left hand corner to the centre of the image. Additionglbint coordinates are scaled
so that their average distance from the image centre is égu&2, which forces corre-
sponding points to have a similar magnitude [115]. Becau#igeaiesulting improvements
and the simplicity of implementation, point normalisatisralso used in other non-linear

algorithms to find the fundamental matrix.

Gradient-based technique

A gradient-based method is an iterative technique thatmegjan initial estimation of the
fundamental matrix in order to find an optimal solution. Aibagpproach for optimisation
involves minimising the residual of Equation 4.3 based @ndbstming >, (! F'm;).

However, this procedure may generate an inaccurate egiimmdie to the fact that the
variance of each point is not always equivalent — an optiritaason for least-squares

methods [119]. In order to overcome this problem, the misation is based on the
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gradient of the fundamental matrix as follows:

ming Z(sz Fm;)?/g?, (4.6)

whereg; = \/l% + 12 + 2 4+ 12 is the gradient of", andl,, [, are the first two compo-
nents of the epipolar lineFri; = [Iy, I, 5], and FTm; = [Iy, I, I5]7. The minimisation
method involves eigen analysis to iteratively compute thedmental matrix through
SVD, as described previously. Each step reduces the résiflauation 4.6 until the
objective function reaches a specific threshold. Similathlinear 8-point algorithm,
gradient-based methods can deal with bad point localisgifoduced by noise. Never-
theless, gradient-based techniques tend to be more aethaat linear algorithms due to

the inherent iterative optimisation.

M-Estimator

M-estimator, where M stands for maximum likelihood, is aht@que that optimises an

initial fundamental matrix by reducing the effect of outie@r improper matches between
a pair of corresponding points. The optimisation is actdeyg calculating the residual

r of each point correspondenéeobtained using the equation = 7! F'm;. A weight

functionw; modifies the effects af; for each correspondence, becoming:
ming Z w; (] Fmg)2.

Among the different proposed weight functions, the oneohticed by Huber [121] is

defined as:
1 |7’1’ S g
wi =19 o/|ri| o<|ri] <30
0 30 < ‘T1|
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in which o is a robust standard deviation that indicates the medianeshbsolute values
of the residuals. This standard deviation estimate is nbthby the formula [118, 119]:
o = 1.4826(1 + 5/(n — p))median; |r;|, where the coefficient.4826 is a constant value
used in the assumption that Gaussian noise corrupts the Spéifically, this constant
corresponds to the median of absolute random values obt&iom a Gaussian normal
distribution that is~ 1/1.4826. The expressioh/(n — p) is used to compensate for the
effect of a small number of data points, wheres related to the size of the data set and

corresponds to the dimension of the parameter vector.

M-estimators are considered as robust methods becausaitheat overcoming out-
liers produced by wrong localisation. Also, their accurackigher in presence of Gaus-
sian noise in comparison with linear methods due to the aritestandard deviation com-

putation.

4.2.4 Estimation of intrinsic parameters in stereo cameras

The fundamental matri¥’ encapsulates a certain number of DOFs that relate to the pos-
sible camera parameters to be calculated. Being a 3x3 horeogematrix with nine
elements, there are only eight independent parametersigetiae projective scale fac-
tor f33, or scalar value, is not a significant parameter. Moreover,determinant of’

is equal to zero (since the determinant[@f, is also zero), which eliminates an extra
parameter [112]. Thus, only seven DOFs are available famasibn in a stereo camera

configuration.

From the seven DOFs, five of them are related to the relatigéipo between cam-
eras. In fact, three correspond to the relative rotationtaedother two to the relative
direction of translation (because of the projective honmegeis condition). Therefore,
the remaining degrees of freedom can be used to estimate utvof @ahe ten intrinsic

camera parameters (five for each camera) in both opticategvi From these intrin-
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sic parameters, pixels can be considered rectangular andate enough to avoid skew
effects. Additionally, Bougnoux [122] demonstrated thatioly self-calibration, the prin-
cipal point can be regarded as lying in the centre of the im#fighese assumptions are
taken into account, the camera parameters can be redudezidornputation of two focal

lengths in the pair of optical devices.

The extraction of focal lengths from two views can be derien different ap-
proaches. One of the first stereo-based techniques waogeddby Hartley [123] using
algebraic manipulations of the fundamental matrix, whicsvgubsequently redefined
based on projective geometry [124]. A more recent methoelgiy Newsam et al. [125]
extends the idea of decomposing the fundamental matrixguD. This technique pro-
vides a linear system of equations in which the pair of foealgthsf and f can be

different. The pseudocode of Newsam’s method is present€dde 4.1.
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1. Compute the SVD of’, written in the form

g1 0 0
F:UDVT:[ul us U3] 0 o2 O [V1 Va V3}T
0 0 1

whereu; andv; represent the columnsof matricesU andV, respectively.
The diagonal matribD contains the non-negative singular valugsndos.

2. Establish the linear system of equations

o7 = (uf f3)%wi + ((u]i3)? + (ujiz)*)ws + ws

0 = (usf3)(uf fs)wr + (ufis)(udis)ws
2

o5 = (ugfs)?wy + ((ugis)® + (ujiz)*)ws + ws

in which f; corresponds to the last column of the fundamental méirik is
a unit vector{0, 0, 1]7, andw; (wherei = 1. .. 3) are the desired variables.

3. Group and solve the previous linear equations in thevatig form

Axr = b,
an a;z 1 w1 o?
a1 Q929 0 Wa = 0
as azp 1 w3 o5
where _ T§ \2 _ Ti \2 Ti \2
an = (u; f3) ary = (uyls)” + (uzls)
azn = (uzf3)(uff;) az = (UlT!S)(Ug'S) _
as = (u3f3)? asz = (uzis)” + (uzis)?

4. The resulting variables,, w, andws relate to the quantities

Wy = —W, W2 = )\Ua w3 = )\7
wherey = f~2 — 1 andv = f2 — 1.

5. Finally, the focal lengths are obtained by working outvthkies

Code 4.1:Pseudocode for Newsam'’s focal length estimation [125].
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Bougnoux [122] developed a closed-form solution to obtaiequal focal lengths
based on a constraint between the camera internal paranstdran imaginary conic
lying on the plane at infinity, known as tlasolute conic The projection of the abso-
lute conic in two views determines an algebraic correspooelevith the epipolar lines.
The resulting polynomial equations are call&dippa equation$112,113] which can be

represented as:
f2 + U(2) UV Uo

Q=KK"= upvg RV v |
Ug Vo 1
[0 u 7, o . L
whereK = { 8 5 110 } is the intrinsic matrix of one camera. The estimation of the

pair of focal lengths is described in Code 4.2.

1. Compute the SVD of the fundamental matdx= U DV ”

2. Obtain the epipole on the left image, which corresponds to the right null
vector of ' (last column of matriX/? that relates to the null singular value of
the fundamental matrix).

3. Similarly, the epipolé on the right image is obtained from the left null vector
of F' (last column of the matrix/ that corresponds to the null singular value).

4. Estimate the focal lengthfor the left camera using the formula:

;- —éT[e] T Fe(cTFTé)
) IFIFT¢

I

. s 100
in which I = 0101, andc = [ug, vy, 1]T and¢ = [dy, 0y, 1]7 are the
principal points related to the left and right camera, retipely.

5. The computation for the second focal lendtis calculated by transposing the
fundamental matrix and inverting the position of the cameawfollows:

o —cT[e] JTFT¢ETFe)
Tle] IFTIFc

Code 4.2:Pseudocode for the estimation of focal length based on Bougnoux’s method [122].
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Another method introduced by Sturm [126] and Sturm et al7[EHms at estimating
identical focal lengths from a pair of cameras. The fundaalenatrix ' is multiplied
by an intermediate matrix with initial values based on assdimtrinsic parameters; the
resulting matrixG is called a semi-calibrated fundamental matrix. The ingdlgteps in

the calculation are described in Code 4.3.

1. Calculate the initial fundamental matrix and obtain thaisealibrated matrix

1 0 0 1 0 wu
G~ | 0 1 0[F|0 1 v
Uo ”lA]O 1 00 1

whereug, vy andyg, vy are the principal points on left and right cameras, re-
spectively.

2. The matrixG is multiplied by an additional scaling matrix in order to \Wan
normalised image coordinates. The scaling has the form

fo 00 fo 00
0 fo O|G| O fo O
0 0 1 0 0 1

in which f, is a scale factor with a value significantly larger (of theesrdf
10%) than the highest expected focal length. The purpose ofaithitional
scaling is to improve the stability and numerical conditngnof the focal
length computation.

3. Calculate the SVD of matrixi (G = UDVT) and construct one quadratic
and two linear equations based on the extracted coefficigntsss, vs1, v32
of matrices/ andV'?, and singular values, ando:

FP(oruziuza(1 — v3)) + o9v31v32(1 — u33)) + us2v31 (T1Uz1V31 + O2uz2v32) = 0

FP(o1v31032(1 — u3)) + oaugruga(l — v3,)) + uz1vs2(01uz1v31 + T2us2Vs2) = 0
ot (= uz) (1 —v3;) — o3 (1 — udy)(1 — v3p)] +

FPloF(udy + v3) — 2u3105,) — 03 (uZy + 03 — 2uZpv3s)] + [oTudiv3; — FuZ3s] = 0

4. Solve any of the previous equations. The obtained focgitkewill be multi-
plied by the inverse of, in order to undo the scaling factor of Step 2.

Code 4.3:Pseudocode for focal length estimation based on Sturm’s technique [126, 127].
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As pointed out by Sturm, the solution is generally obtaingddlving the quadratic

equation. However, the linear equations can be used to fisel ¢& erroneous results.

Although other closed-form solutions have been descrilygtematani and Matsunaga
[128] and Ueshiba [129], their work is restricted to themadtanalysis and do not pro-
vide proof of practical results. Nevertheless, they agréb wther authors about the
significance of avoiding special cases in which the calanadf focal lengths leads to
singularities in the equations. These so-catledenerater critical configurationsrise
when the focal length can not be solved by any means. Gendiehkcconfigurations

occur in the following cases:

1. When the optical axes of the two cameras and the baselirmopl@nar, either by
a) having parallel optical axes @) presenting an isosceles triangle setup in which
the optical axes intersect at a finite point and principahfgoare equidistant from

this point.

2. The plane defined by one optical axis and the baseline,lengdlane defined by

the baseline and the other optical axis are orthogonal.

These critical configurations are illustrated in Figure 4.6

In practice, degenerate configurations produce negativesan the focal lengths in
the case of linear equations, or imaginary complex numbéenwising squared roots to
estimate the solution. As described by Hartley [124] andd{ani et al. [130], a procedure
to assess if there is a critical configuration between thegi@ameras involves determin-
ing whether the epipolar line (e.@n) of one camera passes through the principal point

of the second camera. This can be visually represented urd-&y7

Sturm et al. [126, 127] described a practical method to asoidularities between a
pair of cameras in a stereo setup, specifically in the caseu@lpl optical axes. The

approach involves capturing one image at an arbitrary iposénd tilt slightly the other
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Optical
axis
Optical
axis

Baseline

(a) Parallel optical axes

7

Baseline

(b) Intersection at a finite point

N

Baseline

(c) Planes defined by the baseline and
optical axes are orthogonal

Figure 4.6: Critical configurations which prevent the calculation of focal length.

camera upwards or downwards before taking the second im&ge.results presented
indicate that even a slight elevation angle betweeartl 3 off the base plane produce
favourable results. Additionally, when the convergencglametween optical axes is
around 10 or higher the focal length error decreases considerabiyurgi4.8 represents

the tilt (elevation) and convergence rotations betweee@stpair of cameras.
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principal

/ point

Im

(a) Diagram of the two-camera setup (b) Visual assessment in one view

Figure 4.7: Critical configuration when the epipolar line im of one camera passes through the
principal point of the second one.

Y0

(a) Elevation anglé

(b) Convergence anglesanda’, wherea # o

Figure 4.8: Methods to avoid critical camera configurations as proposed by Sturm et al. [126,127].
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4.2.5 Focal length optimisation in a stereo camera setup

One of the limitations of estimating the focal length thrbugglf-calibration is that, in
order to recover a reliable solution, the effects of radisdaition for each of the cameras
must be corrected. Tordoff and Murray [131] demonstrated ith the case of rotating
cameras, even a low pin-cushion distortion value resultsgterestimated focal lengths,
whereas barrel distortion either produces overestimatadtiies or makes the computa-
tion fail. Moreover, it is customary to fix other internal pareters (e.g. principal point)
in the pair of cameras for the calculation of focal lengths.itAvas described by Vigueras
et al., fixing intrinsic parameters “only makes sense wheitajdistortion is considered.
Otherwise, the use of constant intrinsic parameters is miit flaunded” [132]. There-
fore, a sensible procedure involves “pre-calibrating”reeamera independently through
a photogrammetric technique before calculating the fureddgal matrix and focal length
values. Besides correcting the influence of radial distorttbe obtained pre-calibrated

parameters can be used as ground truth for further analysis.

The pair of focal lengths computed by any of the methods de=sttin Section 4.2.4
can be refined through an optimisation algorithm. As thaahéxtrinsic and intrinsic
camera parameters have already been estimated at thelipratead stage, such knowl-
edge can be included in a cost function in order to improvethation. The cost function
that has been selected relies on a metric known as the Sardigsamce [112], which is a
first-order approximation to a geometric, or reprojectiempr measured in left and right
images. The cost function is defined as:

Z (p! Ep;)?
(Epi)i+ (Epi)s + (ETp:)T + (ETp:)3’

i

(4.7)

where E relates to the essential matrix obtained from Equation #Adtitis based on
the pair of pre-calibrated intrinsic camera matridésand K. p andp represent the

corresponding image points andm in normalised coordinates, which are obtained from
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p =K 'mandp = K, respectively.(Ep;); refers to the square of theth entry

of the vectorEp; (similar for the vectorE”p;). Therefore, the parameters to optimise
involve the intrinsic camera matrices with respect to thie pafocal length values. A
similar cost function has been used by Rodehorst et al. [183Flative pose estimation
in multi-camera scenarios, while Stoyanov et al. [134] eapet the Sampson distance

error for stereo laparoscopy in terms of the fundamentatiraat

The overall procedure for focal length optimisation in aetecamera setup can be

summarised as follows:

1. Calculate the fundamental matrik,, from at least seven corresponding points
on the calibration object, in the left and right images. Thee¢ methods con-
sidered include: linear (8-point algorithm), the gradibased technique and the

M-estimators.

2. Compute the focal length for each of the cameras from theique estimated
fundamental matrix. The self-calibration based methoésqmted are: Newsam

(Code 4.1), Bougnoux (Code 4.2) and Sturm (Code 4.3).

3. The focal lengths obtained can be refined through an ogainon algorithm that
uses the Sampson distance as a cost function, as defined atidgd.7. Two
evolutionary algorithms (i.e. Self-adaptive Differehtiavolution and CODEQ,
described in Appendix B) and the well-known Levenberg-Margtimethod can

be used among the different optimisation methods.

85



Chapter 4. Camera calibration

4.2.6 Camera pre-calibration using a non-coplanar calibration

object

As explained earlier, photogrammetric techniques reghieeuse of a calibration object
with known coordinates in order to estimate the camera patens, while stereo self-
calibration only involves a set of corresponding featurtedifferent depths for the pair
of views. The adopted approach utilised a non-coplanar 3ibration object in order to

perform both pre-calibration and focal length optimisatio

Previous research described in [13,17] comprised an enatuaf single camera cali-
bration between coplanar and non-coplanar calibratiomcdevn an endoscopic surgical
configuration. The non-coplanar calibration object carsi®f a modified pin-art setup
with pins positioned at various depths. In the case of a sakgnicroscope, the mag-
nification level is of a higher degree than the magnificatibtamed by an endoscope.
Because of this, the considerable large dimensions of thecaplanar object designed
for endoscopic use could not be employed in the microscojp s&his issue led to the
creation of a different 3D calibration object, with the posp of reducing its physical

dimensions and improving its precision.

The manufactured calibration object consists of a set afld@t different levels that
provides enough depth information to perform a non-coplanibration procedure. On
top of each block, a circular shape with a contrasting coleas inscribed in order to
be detected at various orientations. Although an altereaolution could involve the
use of squared shapes to detect corners, the current iesoddithe manufacturing de-
vice (3D Zprintef® 450 - Z Corporation) limits the output quality by producingegular
edges. The length and width of the resulting manufacturéddration object (shown in
Figure 4.9) are 24 mm and 19 mm, respectively. In the caseightyehe range of depth
levels varies between 2.5 mm and 12 mm from the base of theraadin object, with a

mean difference of 1.6 mm among contiguous blocks.
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Eigure 4.9: 3D non-coplanar calibration object manufactured with 3D Zprinter© 450 - Z Corpora-
tion.

Based on the current object design, the localisation of Visizakers on the calibra-
tion object is performed through detecting the contoursamfhecircular shape. These
contours are determined by applying a Gaussian filter [9@rder to eliminate image
noise, followed by a Canny’s edge detection algorithm [10@] eonnected component
labelling [101]. Because of the possible inclinations tiet talibration object will be
positioned at, the printed circular markers can be progectethe image as perfect circles
or ellipses. Therefore, a method based on the work by Ho and [28&] is used to detect
circular/elliptical shape centres. The technique workdityarly scanning the image in
two stages, one horizontal and one vertical. Each scan fire@sdntours corresponding
to individual shapes and calculates the middle point batviee extremes of each figure’s
cross section line. A Hough transform line [136] is fittecotingh the set of middle points,
which results in a symmetric vertical.(¢) or horizontal {L2) line that divides the shape
in two equal parts. Finally, the intersection between bgtimraetric lines determines

the central point' of the shape. Figure 4.10 illustrates the procedure to tetigatical
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Figure 4.10: Method to detect the centre of elliptical figures [135].

centres. The calibration object as observed by the micpesbefore and after detecting
marker centres is shown in Figure 4.11. It must be noted thatpme instances, pro-
jective distortions can affect the detection of circularkeas if the disks are not parallel
to the image, causing that the physical and projected air@lliptical centres no longer
coincide. Nevertheless, it has been proved that the comebrof elliptical centres can be
corrected to correspond to disk circle centres even if teksdare not orthogonal to the

image plane [137].

The camera pre-calibration procedure is based on the npllastar algorithm pre-
sented by Tsai [102]. This photogrammetric technique detess the camera parameters
in two steps, which are summarised as follows: The first sgipnates the orientation
and part of the positioril{, and7}) of the camera with respect to the calibration object,
followed by the calculation of the scale factor. These patans are obtained through the
use of a least-squares fitting technique. The second steputemthe focal length value,
along with the distortion coefficients afdd. Finally, all camera parameters are refined
iteratively using a non-linear optimisation method thatiithe best solution between the

projected image points and the spatial points located ondhileration object.
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Figure 4.11: Detection of marker centres on the non-coplanar calibration object: (a) image of
the calibration device as seen by the microscope; (b) detection of elliptical centres, numbered for
easier recognition; (c) overlay of detected centres on the original image of the calibration object,

for illustrative purposes only.
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4.3 Experimental Results

4.3.1 Analysis of single camera calibration

The purpose of this section is to evaluate how the accura2ipafmage marker detection
affects the camera calibration process. The experiments gagried out using a single
camera in order to evaluate the stability of Tsai’s photogreetric algorithm, which pro-
duces the initial camera parameters to be optimised dushetalibration. These tests
also serve to analyse the influence of the rotational posdfahe calibration object for
the estimation of focal length, and consequently, the spoading camera calibration

errors.

Accuracy with respect to image marker detection

For this experiment a black and white camera was connectedd®f the eyepieces of
the surgical microscope, positioned perpendicularly taaaldench. The non-coplanar
calibration object was placed on a rotating gauge that alloweasuring the positional
orientation at different angles with respect to the bencefasa (which in turn is parallel

to the camera image plane). This rotational instrument waslzed to a height gauge
to control the translational distan@é between the calibration object and the microscope
lens (See Figure 4.12). At this stage there is no ground ttath to compare the results
with; however, the intention of the experiment is to evaduiie variation of focal length

and calibration errors based on 2D marker detection atrdiftanclination angles.

A set of ten camera calibrations were performed for eachestomle, which varied
from O to 25 at 5-degree steps. Inclination angles larger than&se excluded because
at those orientations calibration markers went out of foafifecting the localisation of
circular shapes. Table 4.1 shows the mean focal length dimtateon errors based on

the calculation of ellipse centres. Two different calibaterrors are calculated for dis-
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Figure 4.12: Rotational gauge used to control the calibration object inclination.

torted and undistorted image coordinates, measured ispiRethird object calibration
error is based on the difference between nominal 3D marksitipp and its projected
estimation, measured in millimetres (mm). It can be notitted focal length increases
as the orientation angle between the calibration objectaré bench rises as shown in
Figure 4.13. These results are in agreement with the findingsented by Chen [17].
On the other hand, as the inclination becomes higher, aaidor errors in pixels and
millimetres have a tendency to decrease. This proves teat fls an intrinsic relation
between the estimation of focal length and the resultingpcation errors obtained by the
photogrammetric method. Although the manufactured caifin object comprises a set
of markers with different heights, the magnification praddyy the microscope requires

higher depth levels among the physical features. Due te@oufimitations in the fabri-
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Angle Focal length (mm) | Distorted Undistorted Object Error

(degrees) Error (pixels) Error (pixels) | (mm)
0 202.233 {£4.255) | 1.372 =0.129) | 1.381 ¢-0.128)| 0.061 (0.006)
5 228.248 {£6.161) | 1.358 (-0.261) | 1.363 0.262) | 0.060 (-0.012)
10 265.933 (10.717)| 1.109 ¢0.068) | 1.111 ¢-0.068) | 0.049 ¢0.003)
15 283.946 {£11.055) | 1.087 (0.057) | 1.089 (-0.058) | 0.048 ¢-0.003)
20 303.636 {-6.448) | 1.074 -0.081) | 1.073 (-0.081) | 0.047 (-0.004)
25 317.421 £5.070) | 1.074 ¢-0.028) | 1.074 0.028) | 0.047 (0.001)

Table 4.1: Focal length and calibration errors mean and standard deviation (+SD) of single cam-
era calibration at different inclination angles using ellipse centres over ten trials.

340

240
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Figure 4.13: Focal length estimation through detection of ellipse centres.

cation of the 3D device, large depth differences can not hesaed. However, this issue

can be compensated by modifying the angular position of éfibration object.

The relation between focal length and translational dedn was also assessed for
the same inclination angles as described previously. Tédteein Table 4.2 show that
distance valueg, raise as the rotation between camera and calibration oljeeases,
similar to the focal length case. This inherent correlabetween both parameters can
be noticed from the ratig' /7., proving that there exists some compensation between
focal length and the translation along the optical axis. E\mv, this ratio still grows with

respect to the orientation angle.
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| Angle (degs)| Focal lengthf (mm) | T, | fIT, |
0 202.233 {-4.255) | 178.541 {3.473)| 1.133 (0.003)
5 228.248 {-6.161) | 199.160 £5.191)| 1.146 (-0.001)
10 265.933 {10.717) | 229.256 £8.958) | 1.160 (-0.001)
15 283.946 {£11.055) | 242.690 {9.367) | 1.170 ¢-0.002)
20 303.636 (-6.448) | 258.168 (-5.412) | 1.176 (-0.000)
25 317.421 45.070) | 268.983 {4.220)| 1.180 E&0.000)

Table 4.2: Mean and standard deviation (+-SD) values (over ten trials) of focal length, T, distance
and ratio between focal length and 7, at different inclination angles.

In addition, the remaining five DOFs were evaluated with thppse of determining
possible variations in the computed parameters at eachaticn angle. The results
shown in Table 4.3 demonstrate that the values obtainedosrgstent among all slope
angles for parametefS,, 7;,, R, andR.. In the case of the rotational parameigy, the

estimated values correspond to each inclination angleexpp the calibration object.

| Angle (degs)| T, T, | R R, R,
0 -10.253 8.720 173.055 0.841 -0.567
(+0.027) | (+£0.010)| (+£0.106) | (+0.197)| (+0.024)
5 -9.977 8.693 172.905 5.650 -0.705
(+0.058) | (+0.020)| (+£0.179)| (+0.505)| (+0.044)
10 -10.261 8.960 172.601| 10.999 -0.470
(4:0.005) | (+0.006) | (+0.037)| (+0.051)| (+0.019)
15 -11.142 9.232 172.459 | 16.313 0.526
(40.005) | (+0.007)| (+0.065)| (+0.066)| (+0.011)
20 -10.726 9.303 172.308 | 21.133 0.510
(+0.019) | (+0.012)| (+0.073)| (+0.193)| (4:0.027)
25 -10.752 8.957 172.145| 24.689 0.732
(40.007)| (+0.008) | (+0.043) | (:0.040)| (+0.013)

Table 4.3: Mean and standard deviation (+SD) values for five different DOFs in a single camera
calibration at different inclination angles over ten trials.

As observed in the previous tables, a remarkable outpugéisahation in the standard
deviation corresponding to each static position. From &iselts analysed, the value most
affected by such instability is the focal length. A simpleexment was performed to
evaluate the accuracy of the calibration method by acqguaisingle image and perform-

ing several calibrations. The results were constant foradlles in each test (i.e. standard
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deviation equal to zero), which indicates the robustnesbi@itamera calibration algo-

rithm when using the same input image.

Although there is no clear explanation for the variationha tesults among the indi-
vidual calibrations at static poses, a reasonable causiet idgdue to an imperceptible
noise caused by the optical device, which could not be retlbgehe Gaussian filter ap-
plied in the shape detection process. Another reason mahat\ariation of lighting or
thermal conditions during the calibration process. Moeggsubtle vibration of the bench
surface or measuring instruments could affect the postidhe calibration object during
image acquisition. This would cause the captured image sligpetly blurred and affect
the detection of circular/elliptical centres by severadets. It must be mentioned that
all measures have been observed to prevent any kind of exiatarference concerning

ambience luminance and steadiness of the hardware setup.

Effect of projected marker localisation on accuracy

This experiment investigated the influence of marker Ieedion inaccuracies on camera
calibration errors. The set of projected marker points wadfected to Gaussian noise
with 0 mean and three differentstandard deviation levels: 1.0, 0.5 and 0.3 pixels. For
each noise level, ten independent calibrations were choug at the same inclination
angles than the above-mentioned tests. The results weragageand compared to a
ground truth obtained from an initial calibration at eacleotation. Figure 4.14 shows
absolute errors for focal length and calibration error galuAs seen from the plots, there
is no linear relation among the results at different noiselle However, absolute errors
in image (pixels) and object space (mm) follow similar patse[Figures 4.14(b) and
4.14(c)]. Wherv = 0.3, there is less instability during calibration in compan to higher
noise levels, as expected. The effectof 0.3 also decreases when the inclination angle

is higher than 19 especially in terms of the focal length. In the case of thie tzetween
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Figure 4.14: Absolute errors in localisation of image markers under different noise levels.

focal length andl’, [Figure 4.14(d)], a similar decrement is noticed when thodiftion

angle is higher than E0for o = 0.5 ands = 0.3; whereas the absolute error decreases

beyond 15 for all o levels.

Effect of 3D marker localisation on accuracy

Additionally, the localisation of 3D marker points was tgbtunder the effect of noise.
This evaluates the performance of the algorithm in case afi@turate construction of
the calibration object. Gaussian noise with 0 mean and tteeelard deviations of 0.3,

0.1 and 0.05 mm were added to the nominal coordinates of thgrmted model. Similar
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Figure 4.15: Absolute errors in localisation of 3D marker points under different inaccuracy levels.

to preceding experiments, the tests were performed ateliffgpositional angles and the
mean values compared to a calibration ground truth. As seemnfigure 4.15(a) the focal
length error is relatively constant wher= 0.05 at all inclinations, whereas the fluctuation
is greater at higher noise levels. Figures 4.15(b) and @) ¥8épectively show absolute
differences in image and object space errors. Figure 4) 8h(lvs the ratio between focal
length andl’,, which presents a comparable tendency to image space.eageneral

it can be observed that, even at a low noise perturbation imakkers localisation, the

inaccuracy is considerably high.
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The outcomes of the previous two experiments conclude Heatalibration object
must be manufactured at high precision standards in oradat&éon an accurate estimation
of the focal length. Consequently, calibration errors ingeand object space are also

affected by a poor 3D construction even at submillimetréesca

4.3.2 Analysis of stereo camera calibration

It was determined in the previous subsection that focaltlemgthe most affected pa-
rameter in a single camera calibration. Consequently, iR@stmicroscope setup, the
estimation of focal parameters can greatly differ if leftlarght cameras are calibrated
individually, even though both focal lengths are very samih magnitude. This section
aims at evaluating different methods to regularise thelferayth calculation and min-

imise the final calibration errors in a stereoscopic setup.

Three different techniques for the estimation of the funelaral matrix between the
pair of cameras were evaluated; namely linear, gradiesg¢dand M-estimator methods
as described in Section 4.2.3. Additionally, three metHodsomputation of focal length
as proposed by Bougnoux [122], Sturm [126, 127] and Newsars] [d2re also taken

into consideration for the analysis.

Accuracy of focal length estimation in a synthetic environnent

The purpose of this experiment was to evaluate the prec@idacal length computa-
tion against a known ground truth value. A pair of simulatacheras was modelled in
OpenGL with internal parameters similar to the values riegabby Tsai's method [102]
using a single microscope camera. The same external paan{gtinsiation and rota-
tion) in both cameras were used, while the baseline distaaseset to 25 mm in order to

match the physical horizontal separation between micpstnses.
A set of 225 corresponding points was placed in the virtuateplying at different
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Figure 4.16: Schematic representation of a synthetic scenario using a set of points at different
depth distances from a pair of virtual cameras (the points are situated within a bounding box for
illustration purposes). Convergence angle (o) around the optical axis and elevation angle (9) off
the base plane are shown. Baseline distance between cameras is 25 mm.

depth distances from the cameras and within an area thad bewisible on the pair of
viewpoints (see Figure 4.16). Focal lengths with a values®f &m were initially used as
ground truth for left and right cameras. Subsequently, itite focal length was increased
in 5-millimetre steps until reaching 270 mm in order to e@duthe accuracy of the meth-
ods at unequal setups. In addition, convergengeafid elevation {) angles between

the two cameras were modified for each focal length comluinat assess degenerate

configurations in a surgical microscopic environment.

It was noticed that, among the three different approachealtwlate the fundamental
matrix, the variation in the produced results was neglegial this particular synthetic
scenario (the average relative error among the correspgratitries of the fundamental
matrices was of the order d0—!°). Because it was considered that any of the three
methods would provide the same accuracy in the calculatethimental matrix, the linear
method was selected to estimate the relationship betweemthcameras. The selection
was based on the fact that the iterative nature of the othérade would not provide a

considerable degree of improvement to the final results.
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The accuracy of the techniques introduced by Bougnoux, SamdhNewsam was
evaluated based on a percentage error calculated betwegnahind truth focal length
and the value produced by each method at different elevatiohconvergence angles;
where a lower percentage error indicates a higher accuratycal length estimation.
The graphs corresponding to the results obtained by eaepé@mdient method for both
cameras in equal and unequal focal length setups are peesenfppendix A.1. Itis
worth mentioning that at elevation angles betweteartd 2 all methods failed to produce
a result, which indicates a critical configuration. Therefaelevation at those specified

angles are not shown in the graphs.

Bougnoux’s method (Figure A.1) performs consistently whies ¢cameras are only
rotated around the elevation angle, whereas the erroraeesawhen the convergence ro-
tation increments, especially at unequal focal lengthesatt be seen that the best results
are obtained when the convergence rotation between camserasd at 0. Figure A.2
represents percentage errors obtained by Sturm’s teahniuch are considerably high
for unequal focal lengths. This is because the method has desgned for similar fo-
cal values. For such equal configuration, Sturm’s methodegehk a small error during
the different convergence rotations as long as the elavatigle remains low. Finally, the
method introduced by Newsam, illustrated in Figure A.3spras a low error for a°Gele-
vation in the case of similar focal lengths. Interestingitcentage errors slightly increase
as cameras converge arourid Beyond this angle, focal length accuracy is recovered. In
the case of unequal focal lengths, the lowest errors aredfaimost diagonally between

elevation and convergence angles.

The results of this experiment demonstrate the performaheach method during the
recovery of the true focal length in a controlled synthegtup. For all techniques, the
best solutions are found when both cameras have the santésiogih value. Specifically,
the methods by Bougnoux and Newsam estimate accurate valtuag elevation, while

Sturm’s technique does at convergence angles. In the caseqtial focal configurations
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the techniques behave significantly different, althoughddmux’s method maintains a

low error rate at elevation angles.

Focal length optimisation in a pair of real cameras

This experiment investigated the use of different methadgHe calculation of funda-
mental matrix and focal length estimation in a real-caméeaes configuration. The
setup involved a stereoscopic surgical microscope plaoed ftat work bench and two
cameras connected to the microscope eyepieces, whichaedph a parallel position.
It is worth mentioning that this setup leads the self-calilon to fail because the relative

alignment between cameras belongs to a degenerate cotibgura

In order to avoid this critical configuration, it was decidedacquire each individual
image of the calibration object at two different positiorssng the rotational gauge used
in tests 4.3.1 and 4.3.2, which was adapted to provide aa egtation around an ele-
vation axis (Figure 4.17 presents the microscope and oot@tigauge setup). The tests
involved acquiring the left camera image at a still pose &bhanging both convergence
and elevation on the right view. Ten independent focal lemgtimations were executed
for each convergence and elevation positions, within agdrggn O to 30’ in the case of
convergence and®@o 15 for elevation, both at 5-degree steps. Higher inclinatewels

affected the detection of elliptical centres and were ed@tlfrom the evaluation.

For each pair of calibrated images, the obtained focal kenglues were refined
through three different optimisation methods, includiwwg evolutionary algorithms: Self-
adaptive Differential Evolution (SDE) and CODEQ, which aescribed in Appendix B,
and the Levenberg-Marquardt algorithm. Thus, a completduation comprised nine
combinations among the fundamental matrix and focal letgthniques for each op-
timisation algorithm (see Table 4.4). Because self-caiidmnamethods do not provide

information about accuracy errors by themselves, the fioeal lengths were fed back
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Figure 4.17: Stereoscopic surgical microscope and rotational gauge experimental setup.

into the original Tsai's method and a recomputation of cancatibration on both cameras
was carried out (maintaining the other pre-calibratedpetars). This provided a means
to compare the accuracy with respect to the initial calibraerrors. The parameters
used for the optimisation involved a maximum number of 4@@aitions for Levenberg-
Marquardt algorithm, whereas a maximum of 20 generationls aipopulation size of
20 individuals was selected for both evolutionary algangh The tolerance threshold in
the cost function (Equation 4.7) comprised a value @f'¢ for all optimisation meth-
ods based on an initial function value b®8~7". In general, the time taken for the three

optimisation algorithms to refine the focal length paramef&s a couple of seconds.

Among the different elevations, the most favourable casg ot#ained at an eleva-

tion angle of 18, where the absolute difference between Tsai's ground &athmean
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| | Method

e Linear method

Fundamental matrix estimatione M-estimators

e Gradient-based algorithm

e Bougnoux’s method

Focal length estimation | e Sturm’s method

e Newsam’s method

e Levenberg-Marquard

Optimisation algorithm ¢ Self-adaptive Differential Evolution (SDE
e CODEQ

N—r

Table 4.4: List of methods used for the optimisation of the focal length.

image calibration errors is more noticeable. Therefore athalysis of these experiments
is focused at this orientation for the diverse fundamentiirixy, stereo focal length and
optimisation methods. A complete list of graph results Fer éntire set of tested combi-

nations is presented in Appendix A.2.

Figure 4.18 illustrates the image calibration errors mesas$in pixels using the linear
algorithm for fundamental matrix estimation. The top rowresents the Levenberg-
Marquardt (LM) method in left and right cameras. The secawl corresponds to the
SDE optimisation technique, and CODEQ results are shownerbtitom row. It can
be noticed that LM produces unstable results in comparistntive other two methods,
fluctuating above and below Tsai’s ground truth at differealination angles. The results
obtained by both SDE and CODEQ methods are similar. Although left cameras also
show some fluctuation in the accuracy, it is not as pronouseth LM. In the right
camera, image errors decrease almost in parallel with cegp@&sai’s; where the average
accuracy improvement is 0.130 pixels for SDE and 0.136 pif@ CODEQ among all

focal length methods.

Absolute image errors using M-estimators are presentemjuré&4.19. Results shown
in the top row, corresponding to the LM algorithm, indicdtattthere is limited improve-
ment in accuracy for both images as most focal length estimahethods give error

values higher than the ground truth. SDE and CODEQ calibraioors have the same
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trend in accuracy; however CODEQ produces closer resultsagsivalues, especially
in the left camera. Remarkably, there is a break in the cumpeesenting the methods
of Sturm and Newsam at 2®f inclination (convergence) angle, which means that both
techniques failed to estimate a focal length. Although thisot caused by a critical
configuration (e.g. parallel camera setup), it is assumatltttis is produced by certain
instabilities within these algorithms as can be seen framergraphs in Appendix A.2,

where additional breaks appear at different elevatiovemence angles.

The results illustrated in Figure 4.20 show absolute erusiag the gradient-based
method for the fundamental matrix. The outcomes are anabgwthe previous tech-
nigues; however there are no breaks in the plotted curvdssaelevation. Calibration
errors using Bougnoux, Sturm and Newsam’s methods are diosach other when us-
ing CODEQ optimisation than in the case of SDE or LM for the fame&ntal matrix
calculation. An exception is noticed at 3@here they slightly spread out due to the
calibration object being partially out of focus, hence etifeg ellipse centre detection.
The overall accuracy improvement for all focal length metthas less than 0.05 pixels
in the left camera using both SDE and CODEQ, whereas in the c@gimera the mean

improvement is 0.131 pixels using SDE and 0.138 pixels for EQD

The results obtained have shown that there is an improvemeéhé accuracy of the
calibration error as compared to the accuracy obtained bysTimethod, especially for
the right camera. In order to investigate the statistighificance among the estimation
methods (i.e. fundamental matrix and focal length) in bettmeras, it was decided to test
whether there are differences between the means of cabibratror values for each pair
of optimisation methods. For this purpose, a two-tailegst-tvas performed for each pair
of result sets. The null hypothesis is stated as the meanalibfation errors between

each pair being similar and not providing any statisticghgicance.

Because the set of results include a range of different cgemee angles, the statistical
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test involved two inclination levels that correspond rolyghb the positions that provide
a balance between good and bad accuracy errors for the thealdéngth methods. Such
selection avoids bias in the overall evaluation among ttiertigues. In the case of the lin-
ear fundamental matrix the chosen angles wefead 25, for M-estimators the selected

inclinations were at 5and 15, and for the gradient-based method at a&d 25.

Tables A.1 - A.6 in Appendix A.3 present the reader with theutes of the evaluation.
Each table compares the statistical significance for ledtraght cameras, providing the
computed t-value, statistical degrees of freedom (df) agaifecance level (P-value). If
the P-value is found to be less than 0.05 it can be determhadhere is a statistically
significant difference at the corresponding observatianit&an be seen from the tables,
there is little difference between SDE and CODEQ methods grttenthree fundamental
matrix estimation techniques. On the other side, LM siatfly differs from SDE and
CODEQ in the majority of the comparisons, except &t @0the linear method and 15
using the gradient-based method. Although this impliestti@final results at such incli-
nations do not produce a meaningful difference among theaadst it only confirms that

at specific rotations the accuracy errors can be similarlféin@combinations.

The outcomes of this experiment indicate that there is armaugment in the accu-
racy of focal length estimation using self-calibrationhteigjues in a pair of real cam-
eras as compared to the accuracy obtained by Tsai's methoaGysarly for SDE and
CODEQ methods. Among the three algorithms used to computeitidemental matrix,
the gradient-based method provided slightly better regb#n the linear counterpart and
proved to be more stable than the M-estimators method. Thst nmiceable improve-
ment is on the right camera, where a decrease of about 10% ioalibration error is
obtained against the ground truth (Tsai’s method) for albkfdength techniques. In this
regard, the results obtained by the different methods of Boug, Sturm and Newsam

perform similarly when using the CODEQ and gradient-basedegies.
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Table 4.5 shows a summary of the results of the statisticalluation presented in
Appendix A.3. From this statistical evaluation, the nulpbyhesis stating that the ex-
perimental sets are the same can be accepted only in the tése SDE - CODEQ
combination for M-estimators and gradient-based teclesgwhereas in the case of the
linear technique, SDE and CODEQ are found to be different &b lbameras in two dif-
ferent trials. On the other hand, the combinations betwéda 9. M and CODEQ - LM
tend to be statistically different for the linear and graibased methods at the highest
convergence angle of the statistical evaluation, cormegipg to 25. In the case of M-
estimators, the best statistical difference was obtaihgtl &n general, it can be observed
that SDE and CODEQ are statistically similar (central parthef table) and that SDE
and CODEQ statistically differ from LM (top and bottom seasoof the table), largely

obtaining better accuracy of the final calibration erronthiv.

Linear technique M-estimators Gradient-based
Camera | Method 20° 25° 5° 15° 15° 25°
(bad) | (good) | (good) [ (bad) (bad) (good)
Bougnoux N Y Y Y Y Y
Left Sturm Y Y Y Y Y Y
Newsam Y Y Y N Y Y
SDEvsLM Bougnoux| N Y Y Y N Y
Right Sturm N Y Y Y N Y
Newsam N Y Y Y N Y
Bougnoux N N N N N N
Left Sturm N Y N N N N
Newsam Y N N N N N
SDE vs CODEQ Bougnoux| N Y N N N N
Right Sturm N Y N N N N
Newsam Y N N N N N
Bougnoux N Y Y Y Y Y
Left Sturm Y Y Y Y Y Y
Newsam Y Y Y N Y Y
CODEQvs LM Bougnoux| N Y Y Y N Y
Right Sturm N Y Y Y N Y
Newsam N Y Y Y N Y

Table 4.5: Summary of statistically significant results of the hypothesis that two optimisation meth-
ods display different calibration error values using three techniques for fundamental matrix (Linear,
M-estimators and Gradient-based) and three methods for the focal length estimation (Bougnoux,
Sturm and Newsam). Two different convergence angles are shown that roughly correspond to
good accuracy (good) and bad accuracy (bad) in the calibration error values. Full statistical re-
sults are listed in Appendix A.3.
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Figure 4.18: Absolute errors using the linear technigue for fundamental matrix calculation for each
of the three focal length estimation methods (Bougnoux, Sturm and Newsam) compared to the
ground truth (Tsai's method [102]). (Top row) Levenberg-Marquardt, (middle row) SDE, (bottom
row) CODEQ optimisation algorithms. Left and right columns represent image errors (in pixels)

after optimisation on left and right cameras, respectively.
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Figure 4.20: Absolute errors using the gradient-based technique for fundamental matrix calcu-
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108



Chapter 4. Camera calibration

4.4 Summary

This chapter focused on the study of camera calibrationHercialculation of intrinsic

and extrinsic parameters required to superimpose virtnagery in an AR based surgi-
cal guidance scene. Firstly, an analysis of Tsai’'s photogratric calibration in a single
camera was performed using a non-coplanar calibratiorcbldjevas found that the sta-
bility of the algorithm is significantly influenced by the prsion of the object’s physical
construction and the detection of image markers. In additiocal length is the most
affected parameter with respect to external conditiores ottrentation of the calibration

device being one of them.

Secondly, an evaluation of different methods for the edionaof focal length in a
stereoscopic setup was carried out. The purpose was to ieptifme focal length and
consequently improve the accuracy of the final calibrativare The results indicate that
the use of an evolutionary algorithm can decrease the aligadibration errors obtained
by the photogrammetric method when one of the cameras iedbédoout 15around the
elevation axis (tilt) in addition to the convergence raiati This 15 around the elevation
axis presents the most favourable angular position asvigee higher depth information
of the calibration object’s view in combination with the #engence angles. However, by
increasing the elevation angle beyond ithe calibration accuracy is affected as not all
calibration markers can be brought into focus. Among thieht algorithms, the best
combination comprised the use of the gradient-based mdtndde fundamental matrix
and CODEQ optimisation, where the three techniques for thgpotation of focal length
(i.e. Bougnoux, Newsam and Sturm) produced similar resAlsurther improvement to
the overall calibration error could be made by increasimgrttanufacturing accuracy of

the non-coplanar calibration object as to yield sub-pisdibcation errors.
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Intra-operative registration

5.1 Introduction

Registration is a technique with the objective to find a geocator spatial transforma-

tion that aligns two independent models in a scene. The psaseachieved by establish-
ing a correspondence of a set of features on each model atiingatheir position and

orientation into a single frame coordinate system. Redistraan be applied to a variety
of fields such as computer vision, cartography, and mediam®ng others. In AR based
applications, registration aligns the position of a reatelawvith its computer-generated
counterpart in order to visually enhance the scene. In tee 0AIESN systems, the im-
agery involves the scanned anatomy of a patient, using CT or, BiRkerimposed on top

of images captured by an endoscope or surgical microscope.

Registration is typically performed in a pre-operative staffer camera calibration,
resulting in a static overlay between real and virtual medatditionally, a third step re-
quires the use of an external tracking device to record tinawiyc position of the models
throughout surgery. Nevertheless, a problem found in ARas €ach stage introduces

a certain degree of error to the procedure. The combinafidhese errors produce vi-
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sual misalignments between the models. This chapter valldmn a technique to correct

such mismatch in the intra-operative stage of an AR basddraysising a surgical stereo

microscope for ENT surgery.

Image Registration

The process to find an optimum registration between modehtigrdiffers among appli-

cation areas, where different requirements and visuatnmétion are available. However,

the basic approach involves a source model that must be mdp@etarget entity using

the best possible transformation. Zitova and Flusser [@88tribe four main steps found

in the majority of registration methods:

e Feature detection It represents the selection of distinctive charactesstin the

2D or 3D models to be registered. The features can includegdines, edges,
corners, intensity patterns, etc. Although feature daieatan be performed au-
tomatically on images with high level of detail, in the meadi@ield the selection
of features is usually carried out by an expert practitioneo manually selects

anatomical structures.

Feature matching A correspondence between each pair of previously-selecte
features on both models is determined in this step. For thipgse, similarity
measures and control rules must be specified to match unajtgevghile avoiding
possible outliers. Feature matching methods include siemalues, geometrical

location or neighbourhood topology.

Transform model estimatiorit defines a transformation function to map the cor-
responding set of features on the source entity to the tangetel's pose. The
transformation function depends on the geometric defaomatf the imagery, the

method of image acquisition and the required alignment r@oyu Examples of
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transform estimation include rigid transformation, nagier transformation and

image rectification.

e Image resampling and transformatioihe transformation function is applied to
the source imagery and the alignment is achieved betweerlmo@he process
involves an interpolation step that maps pixels on the soumage to the target
coordinates. Additionally, the final image can undergo aauiple or supersample

procedure in order to match the target image size.

5.2.1 Classification of medical image registration methods

In the clinical domain, different classifications about geaegistration have appeared in
the literature. In this subsection, a broad summary of the iclassification proposed by
Maintz and Viergever [139] is presented. This will servelaslhasis to introduce image

registration within the surgical field.

Dimensionality describes the spatial dimensions involved in the registrgirocess.
The models to be aligned can be 3D/3D datasets pre-opdyatiganned such as CT
or MRI, or involve a 2D/2D registration which comprises X-sayr single tomographic
slices. In 2D/3D registration, the procedure is mostlyaraperative and includes 2D
images to volumetric data. An extra dimension can also deded in the registration of
models during a certain period of time (e.g. tumour growtin)this case a volumetric

dataset is regarded as 4D (3D + time).

Nature of registration basisrefers to the different feature-based methods upon which
the imagery will be registered. They can be dividedeitrinsicandintrinsic methods.
The former include external or foreign objects attachedhéopatient’s body (e.g. stereo-
tactic frames, dental adapters, skin markers). Intringthods are based only on visual

information detected on images of a model using for exampdgaanical landmarks.
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Nature of the transformation depicts the diverse geometrical transformations re-
quired to map two models in the scene. This criterion divithes transformation in:
a) rigid, when only rotations and translations are possibleafbipg if the registration
mapping preserves parallel lines during the transformatdprojective when lines are
projected onto lines but parallelism is not maintained; ephdurved if lines are trans-
formed onto curves. On the other hand, ttemain of the transformation describes
how the mapping will affect the registratiogtobal if the process is applied to the entire

image, orlocal if subsections of the image undergo separate transforngatio

Interaction describes the interactivity level that a user providesrdytine registration
procedure. The method can range from fully-automated tqbetely manual interaction,

based on the nature of the registration and applicationnagents.

Optimisation refers to the algorithms used to find the global optima thatespond
to the best alignment pose between models. Methods baseshgoutatiorare oriented
to applications where sparse data are found (e.g. point sdiereasearchtechniques

try to find a solution based on a mathematical formulatiorhefgroblem.

Modalities involved relates to the origin of the imagery to be registered. Wheh bot
models are acquired using the same imaging source they faereexeto asnonomodal
(e.g. CT/CT, MRI/MRI). If different devices are used to obtaia thodels, the registration
is denominatednultimodal such as CT/MRI or X-ray/CT. The criterion denominated
object simply depicts the anatomical structure to be registerdughvcan include head,

limbs, thorax, spine, etc.

The subject classification includes: aptra-subjectregistration, in cases where the
models to be registered belong to the same patienintb)-subjectregistration, if the
procedure aims at registering models which belong to diffesubjects; and @tlas
when one model belongs to a patient and the other model iggfedefrom a database

obtained from many subjects.
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5.2.2 Image registration for SN in head and neck surgery

The first SN systems for brain surgery required the use oéstactic frames rigidly at-

tached to a patient’s head during surgical interventiorfees€ external frames provided
the surgeon with a local coordinate system upon which themiz anatomy was associ-
ated. The surgeon could refer to external reference pomte@frame in order to locate
specific regions inside the human brain. This associatioloeHl coordinate systems
led to the first step towards a registration procedure betwery images of the patient
wearing the frame and the internal anatomy itself. SubsateD stereotactic image

registration adopted other technologies such as CT, MRI agibgraphy.

The development of a frameless procedure was introducdwih980’s. The purpose
was to minimise the effects of invasiveness that rigid framepresented to the patient
and the obtrusiveness for the practitioner to manipulatgical instruments inside the
body parts. This approach involved the use of individualdidumarkers mounted on the
patient’s head. The registration relied on comparing tlaémearkers’ position, localised

by a pointing device, against the 2D coordinate image syste@T or MRI slices.

With the evolution of volume rendering — where a set of slicas be reconstructed
as a 3D model on a computer screen — registration has mosthntea 3D/3D process.
The method requires finding a linear, or matrix, transforambetween real and virtual
models based on the attached fiducial markers, which ingdive calculation of rota-
tion and translation parameters. Other techniques inalugiderless registration, where
anatomical landmarks (e.g. eye corners, tip of the nose, ate detected on both mod-
els. However, the final matching accuracy obtained by a mias®method is generally
lower than the precision achieved by fiducial markers. Aapthethod involves surface
matching that is used to align mesh models generated durengre-operative and intra-
operative stages. This method takes into account the extiface structure rather than a

set of fiducial markers or natural landmarks. A general i\wéregistration techniques
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for SN in head surgery is presented by Eggers et al. [140] aredbhers et al. [141].

5.2.3 Overlay accuracy in IESN systems

IESN systems suffer from overlay inaccuracies becauseeahtierent loss of resolution
produced by digitising models in the real world into a dibftaamat with the purpose
of enhancing intra-operative visual information. Moregisely, image registration ex-
periences inaccuracy levels produced by CT/MRI acquisits@yolume or surface re-
construction, anatomical landmarks and fiducial markesalisation, etc. Therefore, the
transformation matrix produced after registration canb®tegarded as an error-free so-

lution, but as an estimation of the true correspondencedsrtwgource and target models.

Other errors within IESN systems originate from the deteation of internal and
external camera parameters, limitations of accuracy geml/by motion tracking systems,
and time delays while displaying the augmented world. Ther@sted reader is referred
to Holloway [142] for a mathematical treatise of accuraapes in AR. Although each
independent stage generates a certain level of impre@sids own, the resulting overlay
accuracy is further affected when these stages are combmdide errors accumulate.
Moreover, the superimposition is aggravated by the use efttéicking device over a
prolonged period of time throughout surgery, which evellfuasults in an unacceptable

overlay accuracy as described by Lapeer et al. [13].

5.3 Methodology

5.3.1 Intra-operative registration for ENT procedures

In order to rectify the misalignment produced by the use afaaking device, a rige

method would involve interrupting the surgical procedund gepeating the initial cam-
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era calibration and registration. Nevertheless, suchagupbris inappropriate due to time
restrictions and efficiency requirements during surgeny. tRis reason, it has been pro-
posed that an additional registration step can be carriedlaing the intra-operative

stage. The selected approach aims at re-aligning virtuhkr@al models based only on
the visual information acquired from a pair of cameras cotewto a stereoscopic sur-
gical microscope. It involves a cost function which comgargensity value differences
between the captured images and evaluates the registeatoomacy through a similarity

metric called photo-consistency.

The concept of photo-consistency was first introduced irfitié of computer vision
as a method for the reconstruction of 3D models from a setlolic@r greyscale images
in which the real scene is considered as and subdivided oxels [143, 144]. This vol-
umetric scene reconstruction method known as shape-flosteponsistency is based on
the visual property of real surface models. If a point on tdage is seen from different

perspectives the point’s colour should be the same, prduigere is no occlusion.

Clarkson et al. [145] employed photo-consistency as a nawdlagity measure to
match the projection of a set of 2D images to a 3D surface nufdehuman head, either
acquired by a laser scanner or converted from an MRI datarsé¢telr work, the align-
ment process was performed under controlled lighting aedc#tmeras were previously
calibrated. The selected optimisation function was baseidtensity differences using a
gradient ascent search algorithm. Later, daakd Chetverikov [146,147] generalised the
technique by finding the registration pose and performingraera calibration procedure
at the same time. A full-sized polygonal mesh was obtainechfa 3D laser scanner and
manually pre-registered to a pair of views as a startingtpdihe optimisation method

involved a genetic algorithm to refine the registration.

In the field of medical applications, Figl et al. [148] intrazkd a photo-consistency

cost function to align a sequence of video images of a beatagt model. The images
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were obtained by a calibrated stereo endoscope connectedgtadic robotic arm. The
real model was under the influence of a heart cycle motion lwtequired multiple sur-
face models reconstructed from CT volume data. Thus, thetragon involved a 2D/4D
process. Chen et al. [17, 149] implemented an intra-operagéigistration between cali-
brated endoscopic images and a volumetric model of a humdh Sleveral images were
captured by placing the single-camera endoscope at diffpasitions. Powell’s method
was selected as the optimisation procedure for its sintplafiuse. Although the align-
ment was successful using synthetic imagery of the complai#, the algorithm failed

to converge in close-up areas due to the lack of variationtanisity.

5.3.2 Estimation of photo-consistency based cost function

The estimation of the photo-consistency metric relies @nctbmparison between colour
or intensity values in a visible set of a 3D object’s pointttire projected on two or more
images. Thus, the corresponding pixels which are relatdteteame point should ideally
possess the same colour or intensity attibutes on each inidgemages are considered
photo-consistent if the difference among all related pusdlies is null or near zero. Itis
assumed that the scene complies with a Lambertian modelichwihe lighting is static

and the visible object maintains an equal luminance regasdbf the point of view.

For the implementation of intra-operative registratiopaa of black and white cam-
eras were connected to the eyepieces of a surgical micredooENT interventions.
Each camera needs to be calibrated in advance in order tnatstthe internal parame-
tersK and external parameteBswhereK is a 3x3 upper triangular matrix ar@is a 3x4
matrix which combines the orientation and position of théagb device. Therefore, a

composed projection matrik = K .S (See Chapter 4) is used to calculate the projection
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of a model's 3D poinM on each camera viewport in the following form:
m; ~ PM, and m, ~ P.M, (5.1)

where P, and P, are the 3x4 projection matrices for the left and right cammeraspec-
tively; andm,; andm, are the corresponding projected pixels of the same pdinThe

sign~ indicates that the projection is defined up to a scale factor.

The photo-consistency based cost functitid is determined by comparing the pixel

intensity levelsl in the pair of captured images:

= = S ms) = )P, (5.2)

in which N represents the total number of visible projected pikeldoth images. Clark-
son et al. [145] provide an alternative similarity measurethe computation of photo-
consistency by first determining a mean of pixel values. éndhse of two viewpoints it

follows as:1(m;) = (I(my;) + I(m,;))/2.

Consequently, the total sum of squared differences is atilaccording to the fol-

lowing equation:

A final cost function, also described in [145], intends toueel the effect of outliers
through the calculation of the inverse of squared diffeesnd his is achieved by using a

thresholde related to the noise level found in intensity images. Thelteg) equation is:

2

znverse = xr 62 7:0)2) >4
S0 Db v wey ey ey M
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5.3.3 Photo-consistency based registration

An initial registration step must be carried out at the beijig of the medical procedure
in order to align both real and virtual models. This initiedjistration is usually performed
after camera calibration and provides a static overlayiwitine IESN system. The steps
required for visual enhancement involve pre-operativegnging the patient with a VBH

mouthpiece [150] which is also worn during surgery. Attathe the mouthpiece there
is a calibration and registration block that is used as atpwimeference for the initial

alignment. A virtual version of the block is segmented frdme subject’s CT data set
using a watershed segmentation algorithm [151] and a quonekng isosurface model is
obtained through the marching cubes method [152]. Thetreguhodel is registered to
a pre-defined 3D block with known world coordinates. As the-gefined block and the
segmented isosurface model have inherently the same shds&za, the iterative closest
point (ICP) algorithm [153] is used to perform the initial 3 surface registration. Fig-
ure 5.1 illustrates the steps involved during the pre-daperaegistration using a human

skull.

Once the initial registration is obtained and the surgeiy [rogress, an optical track-
ing device is used to capture the movements of cameras apalient. As mentioned
earlier, the accumulated errors generated over time teaffé¢ot the original alignment
due to tracking. For this purpose, the photo-consistensgdaost function is used to cor-
rect the mismatch between real and virtual models by evaly#te best registration pose
that corresponds to the lowest intensity difference betvibe captured images. Because
both cameras have been calibrated in an earlier stage, shéuretion only requires to

determine six DOFs; i.e. three translational and thrediootal.

In order to perform the intra-operative registration, acdefisible voxels in the virtual
model is selected through back-projecting screen pixgis ¢f that model within a user-

defined selection window; similar to a raycasting projattidhen, a voxel is detected for
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Segmentation
—"
1 °

Figure 5.1: Stages within the pre-operative registration; a) real human skull object, b) volumetric
dataset with its own coordinate system, c) selection of points to perform segmentation, d) resulting
segmented isosurface block, e) final pre-operative registration after ICP.

each ray of sight that collides on the volumetric model (Seeifé 5.2). It is important
to note that several screen pixels will map to a single voxel t the magnification pro-
vided by the microscope. For this reason, duplicated vax@sieglected in the selection.
Subsequently, a forward projection ray is cast from thecsetevoxel to each camera im-

age with the purpose of determining the corresponding gi@eftdinates on both images.

This forward projection requires a series of transfornratiaatrices as follows:

1. Voxel 3D coordinate§X,,, Y., Zw]T to initial 3D registration pose€l,,).
2. Initial static 3D pose to dynamic model 3D positidi, {xing)-

3. Dynamic 3D voxel position to 2D pixel image coordinatesy]” for each camera

(Tcam7i) .
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Figure 5.2: Selection of voxels by backprojecting screen pixels.

The final concatenation of these matrices results in:

Xuw
U
= Tcam,i : Erucking : 7j@'cp Yw (55)
Vj
Zy

wherei = 1, 2 is the number of cameras.

During the process of projecting voxels to pixel coordisates essential to evalu-
ate any potential occlusion that could obstruct the vigybdf a voxel on both camera
viewports. In the case of surface models, a technique carsée to compute surface
normals in order to avoid comparing areas of the model tleahat oriented towards the
cameras, as described in [146,147]. A different techniges @ z-buffer to allow render-
ing only the external visible points of the mesh model [148¢vertheless, none of the
above methods can be directly applied to CT or MRI models agthesmade of voxels
with different transparency levels. Instead, it is mordafle to perform a direct check

of possible voxels that can partially obstruct the forwprdjected ray from a selected
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Figure 5.3: Occlusion detection through a forward projection ray; a) visible voxel V is projected

on both camera images at x; and x», b) voxel V; is visible from camera Image; but occluded by
voxel V, on camera Image, (Image adapted from [145]).

3D point. If the projected ray collides with a voxel that hakigher transparency level
than a certain threshold, it is considered as an occlusidritencorresponding pixels are

ignored in the evaluation of the photo-consistency costtion. Figure 5.3 illustrates the

occlusion detection using a forward projection ray.

Due to magnification, a projected voxel does not relate toglsipixel on the pair of
captured images (voxel-to-pixel relation is 1:many) ascdbed previously. In order to
establish a unique correspondence, it is necessary tanuatethe voxel dimensions on
the model and project the vertices of the voxel face thatiented towards each of the
cameras. From this set of four vertices it is possible toteraa2D sub-window that is
associated to the visible voxel and determine the numberopégted pixels, as shown in
Figure 5.4. Finally, a median filter is applied to the pixelside the convolution window
to reduce any noise on the captured images and minimise tnbeatuof outliers in the

cost function.
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5.4 Experiments and results

Analysis of photo-consistency based registration

The objective of this section is to evaluate the use of ploottsistency as a registration
metric based on the cost functions described in Equatidhs-%.4. In addition, three
optimisation algorithms (i.e. Powell's method, SDE and C@QD)kvere compared in or-
der to assess the convergence of the registration throgghithimisation of the different
cost functions. The procedure comprised a set of laboraéstg using a human skull as
a dummy patient which was CT scanned and subsequently regciest as a volumetric

model within the IESN system.

5.4.1 Registration of models in a simulated environment

This experiment was aimed at evaluating the performanceeothiree photo-consistency
similarity metrics in a synthetic configuration. For thisrpose, the reconstructed CT
skull model was positioned at the origin of the virtual sceAepair of virtual cameras

were created in OpenGL and oriented towards the CT skull ettartie where the com-
plete model could be visible in both images. The simulatedc2bhera images were
obtained by rendering each viewpoint directly on a textanage, equivalent to captur-
ing real images through a frame grabber device. A set of gox@ls selected by back-
projecting pixels towards the volumetric model, as merg@in the previous section;
where the selected area covered the entire visible modehig\stage it was certain that
the 3D skull model was registered with the pair of virtual gea hence its current pose

was regarded as the ground truth.

In order to compare the registration accuracy among thefgostions, the procedure
involved evaluating independently each DOF to avoid anis influence of the other

pose parameters. For translation, the CT model was placedaabdrary position along
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each axis and gradually moved to the opposite location pgskrough the origin of the
scene within a range of [-60, +60] mm. In the case of rotatiba,model was initially
oriented at -45 with respect to the original straight pose and increasimgtgted at 5-
degree steps until reaching +4fer each of the axes. Figures 5.5 - 5.7 show the results
of the photo-consistency based cost functions for the si¥§@vhere the ground truth

position is represented in the graph as a vertical dashed lin

As it can be seen from the plots, the cost functidits and PC;,yqreq, COrresponding
respectively to Equations 5.2 and 5.3, generate the lowegbgconsistency error value
(PC error) when all rotations pass through the ground trasition at 0. Similarly, both
cost functions produce the lowest error values for the tatios along the X axis®,) at
the ground truth. In the case of the Y axi§,), the lowest error is found on the graph at
1 mm to the left of the ground truth usingC' and PCjgyqreqa- The results fofl’, show
that there is a misalignment of 3 mmpart from the correct position using both similarity
metrics. The reason for this more limited accuracy lies enftt that at small steps, the
different motions alond’, are visually negligible. However, the results are consddo
be close to the ground truth. On the other hand, the costibm&;,,,..... (Equation 5.4)
provides inaccurate results for all DOFs. The registraitioRR, generates the lowest PC
error at -40, whereas the lowest errors f&, and R, are offset around an comparison
with the ground truth. The translational components are @sorrect as the lowest PC
errors are found within 10 mm fdf, and7’,, and near 55 mm faf), with respect to the

true position.

Interestingly, it can be noticed that the lowest photo-@gieacy error, relating to the
global minimum, for each of the cost functions does not nesély correspond to a null
or near zero value as expected. The lowest PC error valud fauhe PC' cost function is
approximately 350 and faPC'yareq IS Close to 10 units. The only exception€;,, e, se

in which the inverse of the squared differences is computeltiae resulting error tends

1The accuracy of the measurement is based on the model’s siaxel
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to zero. The reason for not obtaining null values among ths¢ ftmctions is due to the
nature of the volumetric model, which contains differemingparency levels that affect

the projected intensities on the pair of images.

The outcomes of this experiment demonstrate that the badtsere obtained by C
and PCl,uqreqa COSt functions for the registration of a full-sized CT modehn artificial
environment. Although the projection of CT models on the cameages are affected
by inherent transparency levels, global minima are acelyrédund at the three rotational
parameters; whereas there is a slight deviation in thelatmsal components], being
the least precise variable. Converséty,;,...s. IS unable to find the global minima at the

correct pose for any of the six DOFs.
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Figure 5.5: Registration errors for six independent DOFs based on the PC' cost function using a
full-sized CT model.
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Figure 5.6: Registration errors for six independent DOFs based on the PC,gyqreq COSt function
using a full-sized CT model.
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Figure 5.7: Registration errors for six independent DOFs based on the PCj,,¢-se COSt function

using a full-sized CT model.
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5.4.2 Analysis of convergence of optimisation methods

The objective of this experiment was to analyse the convexgef different optimi-
sation algorithms that attempt to find the global minimumhinitthe search space. The
setup involved the use of a stereoscopic surgical micresgowhich the pair of cameras
connected to the eyepieces were pre-calibrated and th& i@gistration was obtained
through the ICP algorithm [153]. These two tasks were peréatosing the VBH mouth-
piece [150] attached to the skull. The ROI was decided to @ ajrthe eye sockets,
where the voxels on the CT model were selected through the frapiction procedure.

The resulting selection is similar to the window area shawhigure 5.4(a).

Because at this point the virtual skull was aligned to the plieal images, the current
position was recorded as the ground truth. Additionallg, photo-consistency error was
computed at this stage and used as the objective value. TheGT-based model was
manually offset 2 mm along the X axis and -2 mm along the Y axishiject space. This
position is regarded as a “starting pose”. The root meanrsdudistance (RMSD) was
calculated with respect to the ground truth, producing almosed displacement of 2.82
mm. These offset values were chosen because the overalbagai current conventional
SN systems is of the order 2-3mm. Moreover, the selecteétgff®vides enough visual
misalignment between real and virtual models at the magutidic level (x6) produced
by the microscope. It is worth mentioning that offset valleger than 3 mm caused
the virtual model to be displayed outside of the visible imagherefore, those levels of

initial misalignment were excluded from the experiment.

The optimisation methods work by iteratively changing tegistration position for a
number of iterations until a global minimum value is foundevidrtheless, as the shape of
the global function is unknown, the optimisation technggan not rely on the calcula-
tion of derivatives. Two initial options were identified whicomply with such restriction,

Powell’'s method and Quasi-Newton Without Derivatives.haligh the latter is consid-
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ered to perform faster, it was found that Powell’s algorighravides a greater control in
the modification of parameters over the six DOFs during therogation process. This is
because the Quasi-Newton technique does not provide a dhitlvontrol independently
the changes of translation and rotation within registratid’he other two approaches
based on evolutionary algorithms, SDE and CODEQ, were eteduar the optimisa-
tion of the photo-consistency cost function. These two w@share further described in

Appendix B.

For this experiment, it was decided to select a single cosition among the similar-
ity metrics based on the results of the previous tests. Thiws focusing only on the
performance of the optimisation methods and their converg@ccuracy rather than on
the effects of the similarity metrics. Thus, the cost fuoictPC was chosen for the eval-
uation due to finding a more precise global minima ti#ar,, ... It also shows higher
gradients in the vecinity of the global minimum than th€’,,,... cost function, as seen

from previous graphs, particularly for the translation gaments.

The results obtained using Powell’s method are shown geapyin Figure 5.8. The
two plots at the top row illustrate the convergence for bo#imslations’;, and7Z,. In
the left one, AT, decreases from O mm to around -2 mm, corresponding to thegeban
in registration from the initial’}, offset to the final registration position. For the vertical
translation AT, shows the alignment rectification that is obtained from thial -2 mm
offset to the correct pose. It can be noticed that regisinas performed independently
for each DOF at a time, wherE, is carried out initially until the correct alignment is
found at iteration 14. Subsequently, the optimisation ioots over), from iteration 15
onwards. The two plots at the bottom row illustrate the pleminsistency error value and
RMSD convergence. In the case of the former, the overall #aiore decreases from 200
at the initial position to a value close to the ground trut@ @tror = 121.69). The RMSD
value converges to sub-millimetric accuracy for the coratli, and7, translations in

object space.

131



Chapter 5. Intra-operative registration

Figure 5.9 presents the convergence results using SDE.tdbkastic nature of the
method is reflected in the spikiness of the curves, where\bege data is fitted as a
smooth curve to demonstrate the general trend. The comeggde bothAT, and AT,
shows an appropriate rectification from the initial offsétowever, SDE executes the
optimisation simultaneously for both translations in camgon with Powell's method.
Concerning PC error and RMSD results, the trends decreasestimearly towards the
ground truth, especially for the latter which converges teub-millimeter error as in
Powell’s technique. It can be observed that the SDE alguoritivolves a higher number
of computational iterations to find the global minimum thha previous method due to

its inherent random-based search.

The performance obtained by the CODEQ algorithm is illusttah Figure 5.10. The
results indicate that while the final convergence\df, is close to the correct valug\T,
partially converges towards the ground truth. This limitegistration ovef/), is reflected
in the overall convergence of the final RMSD, which is less eateuthan the results
obtained by SDE and Powell's method. In general, conveg@naphs show that the
search space covers a wider area within registration thanqurs techniques. This wider
search space is represented by high and low spikes. In tkeot&C error, these spikes
correspond to large misalignments between real and viniaalels. This is caused by the
disposition of CODEQ to search in the opposite direction efdbrrent pose, which also

leads to extra cost function evaluations in each generation

The results of this experiment present the overall convergef different optimisation
strategies to correct a misregistration in two dimensiémong the techniques evaluated,
SDE and Powell's method provide the best performance byeblagproaching to the
ground truth. Additionally, their final convergence reaskab-millimetric levels. On the
other hand, the convergence obtained by CODEQ seems to lieditoia certain extent
in the tested registration. It also involves more compateti load than the other two

methods. The main cause for this is because CODEQ tends toa@xder search space
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to avoid stagnation in local minima.
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5.4.3 Intra-operative registration laboratory test

This experiment investigated the accuracy obtained throlig combination of differ-
ent techniques for intra-operative registration in a called laboratory setup. Specifi-
cally, the assessment involved a comparison among the shralarity metrics and three
optimisation algorithms described earlier in this chapldre procedure was carried out
in a similar fashion to the previous experiment. A pair of eaas was calibrated and an
initial ICP registration was performed to align real andwaitskull models. Then, the
ROl was directed to an eye socket and the selection of voxatsobtained through back-
projection. The current PC error and 3D pose were recordedeasegistration ground
truth values. Finally, the CT-based virtual model was mdguafset for the purpose of
simulating a misalignment during surgery due to trackingthiis regard, the offset PC

error and RMSD values with respect to the ground truth wereutaied.

The intra-operative registration procedure was impleeebris a process thread that
could run concurrently with the IESN system. The parametised for the SDE and
CODEQ optimisation techniques included a maximum numbeemfgenerations and a
population size corresponding to ten times the number diiated DOFs. In the case
of Powell's method, the maximum number of iterations cosgulia value of 100. In all
optimisation algorithms, the tolerance threshold for thkwlation of the cost function
was selected af)~¢ for the PC' and PC,.q-.a Metrics, from initial function values of
the order of10° and 102, respectively. This ensured that the cost function appredc
to a value small enough as to be considered null. In the cag¥’gf,..., the tolerance

threshold value was set 10~'° from an initial PC error value of0—3.

It must be noted that in an IESN system, the world coordingséesn is typically de-
fined by the optical tracking device that registers the nmstiof all entities during surgery.
Therefore, the misalignment between tracked cameras amehpa directly related to

the tracker’s world reference frame. Nevertheless, thea@mation of independent ref-
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erence frames within the IESN system (e.g. camera, ICP ratist) also influences the
intra-operative registration. For this reason, it was dedito test the procedure using
the cameras’ coordinate system as the basis for pose trarafon. A justification for

this choice lies in the fact that the objective of the progeds to obtain a visual match

between real and virtual models, regardless of the coarsystem.

In order to carry out the photo-consistency registratiodeurthe camera coordinate
system, the virtual object’s coordinate system was mappeiet cameras’ 3D position;
which is based on the extrinsic parameters obtained in thieragon stage. This makes
the reference frame of the virtual model to be aligned to éference frame of the cam-
eras. This system conversion was denominated objectri@@acoordinate transforma-

tion.

Five different offsets were applied to the virtual model mer to evaluate the ef-
fectiveness of the photo-consistency based registratiaedover the initial alignment
from different “starting poses”. Each offset simulates enbaation of the various DOFs
which may affect the misregistration. Among all the possitmbinations, the selected
offsets evaluated in this experimentwétd’,, 7, 1,1, R., T, T, R, andT, T, T.R, R, R..
Depending on the DOFs involved, the offset values variediden 1 and 2 mm for trans-
lation and betweenland 2 for rotation. This adjustment of offset values ensuredttiat
virtual model remained inside the visible image beforestgtion (larger initial offsets

caused the model to be outside the image, as describedkearlie

The results in Tables 5.1 - 5.5 present the mean registratoaracy obtained from a
set of ten independent tests starting at different offseitiopms and comprising all com-
binations among photo-consistency metrics and optinmsagchniques. The Initial PC
column relates to the ground truth PC error with a correspanthitial RMSD value
(not shown) of 0.00 mm for all combinations. Offset PC ands&ffRMSD columns in-

dicate the values at the “starting poses” that simulateraatating tracking errors. The
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final mean PC error (Final PC) and registration values (FinaBRiYlare presented along
with their standard deviations-SD); where a lower RMSD means more accuracy in the
optimisation. Final RMSD values lower than the Offset RMSD sttewn in bold and
the lowest Final RMSD is shown between brackets. The lasnmolcorresponds to the
time taken to execute the procedure in seconds based oneChme2 Quad processor

computer at 2.4Ghz.

From the results it can be noticed that the overall perfocaani the registration using
the object-to-camera coordinate transformation is madlrdimited. Specifically, the
difference between the initial RMSD value and the best regfish for 7,7, is slightly
less than 1 mm (Table 5.1); whereas in the casg,@{7’. (Table 5.2) and the six DOFs
(Table 5.5), the difference corresponds only to 0.11 an8 én, respectively. In Ta-
bles 5.3 and 5.4 the final registrations present a small ingonent with respect to the
initial offset RMSD values. Among all tests, the lowest RMSDues were obtained us-
ing SDE with different cost function combinations, excapthe case of the six DOFs

where SDE was second after Powel-.
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Initial Offset Offset Final Final Time
PC PC RMSD? PC RMSD (secs)

Powell-PC 226.487 | 301.892 2.83 247.053 {£16.356) 4.30 #=2.01) 30
Powell-PCquared 7.45016 | 8.57234 2.83 8.18116 {0.152) 2.48 (-0.88) 22
Powell-PC;,perse 0.00134 | 0.001422| 2.83 0.000220 £6.57x107%) | 6.76 0.34) 24
SDE-PC 229.625 | 301.357 2.83 247.162 £0.825) [1.99 (0.04)] | 130
SDE-PCquared 7.50339 | 8.65891 2.83 7.82220 {0.025) 2.00 @0.05) 120
SDE-PCjperse 0.001493| 0.001422| 2.83 0.000091 £1.89x10~°) | 4.68 0.77) 264
CODEQ-PC 223.188 | 303.322 2.83 149.811 £8.810) 5.79 0.32) 591
CODEQ-PCsquarea | 7.55097 | 8.64487 2.83 6.43033 {£0.408) 5.58 ({-0.53) 767
CODEQ-PC;pperse | 0.001545| 0.001422| 2.83 0.000135 §2.41x10~°) | 5.93 (0.84) 328

aOffset: T,,,T, = 2.0 mm

Table 5.1: Comparison of photo-consistency (PC) cost functions and optimisation algorithms. PC
mean error values and RMSD (£SD) in mm over T, and 7T, axes using the object-to-camera

coordinate transformation.

Initial Offset Offset Final Final Time
PC PC RMSD? PC RMSD (secs)

Powell-PC 220.867 | 369.917 3.46 154.534 {9.533) 10.03 @0.34) 22
Powell-PCyquqred 7.38829 | 9.75845 3.46 6.21945 {-0.038) 10.19 @0.38) 21
Powell-PC;,perse 0.001516| 0.001321| 3.46 0.000182 £4.92x10~%) | 6.15 (0.06) 22
SDE-PC 224.906 | 393.367 3.46 159.394 {+5.789) 4.15 ({-0.49) 170
SDE-PCsquared 7.55953 | 10.07327| 3.46 6.49344 {-0.056) [3.35&0.42)] | 139
SDE-PCjpverse 0.001571| 0.001321| 3.46 0.000068 £7.60x10~6) | 4.70 0.41) 141
CODEQ-PC 222.893 | 396.577 3.46 148.353 {£5.750) 7.04 (=2.34) 291
CODEQ-PCsquarea | 7.53526 | 10.08447| 3.46 5.95028 {0.060) 5.82 ({-0.85) 456
CODEQ-PCpperse | 0.001513| 0.001392| 3.46 0.000064 £1.48x10~°) | 5.33 +1.79) 449

aOffset: T, Ty, T, = 2.0 mm

Table 5.2: Comparison of photo-consistency (PC) cost functions and optimisation algorithms. PC
mean error values and RMSD (£SD) in mm over T, T, and T, axes using the object-to-camera

coordinate transformation.
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Initial Offset Offset Final Final Time
PC PC RMSD? PC RMSD (secs)

Powell-PC 137.850 | 229.123 7.75 154.873 {1.900) 5.60 @-0.03) 28
Powell-PCquared 5.82275 | 7.58986 7.75 6.22327 {£0.030) 5.57 =0.02) 29
Powell-PC;,perse 0.001187| 0.001479| 7.75 0.000392 £1.59x10~%) | 6.31 1.88) 29
SDE-PC 133.179 | 222.661 7.75 159.819 £0.591) 5.50 0.03) 231
SDE-PCquared 5.82275 | 7.47922 7.75 6.28205 {£0.044) 5.49 ({0.03) 243
SDE-PCjperse 0.001098| 0.001294| 7.75 0.000321 £:0.000) [5.43 ¢-0.00)] | 223
CODEQ-PC 137.860 | 231.360 7.75 153.567 £0.506) 5.58 (:0.01) 444
CODEQ-PCsquarea | 5.77283 | 7.46797 7.75 6.15973 {0.007) 5.55 ({0.03) 410
CODEQ-PC;nperse | 0.001098| 0.00137 7.75 0.000319 £2.68x107%) | 6.91 3.28) 428

a0ffset: R, = 2.0 degrees

Table 5.3: Comparison of photo-consistency (PC) cost functions and optimisation algorithms. PC
mean error values and RMSD (£SD) in mm over R, axis using the object-to-camera coordinate

transformation.
Initial Offset Offset Final Final Time
PC PC RMSD? PC RMSD (secs)

Powell-PC 224.875 | 457.534 8.62 413.315 {3.515) 9.81 (+0.06) 57
Powell-PCyquqred 7.45330 | 10.62090| 8.62 10.11158 £0.038) 9.71 (-0.09) 40
Powell-PC;,perse 0.001413| 0.00064 8.62 0.000277 £4.84x10~°) | 9.67 (0.46) 48
SDE-PC 216.175 | 444.076 8.62 318.691 {£5.034) [6.53 #0.29)] | 240
SDE-PCsquared 7.25072 | 10.48566| 8.62 9.07228 {£0.149) 6.67 (-1.09) 336
SDE-PCjpverse 0.001493| 0.00064 8.62 0.000233 £1.07x107°) | 10.42 (-0.94) | 265
CODEQ-PC 217.730 | 443.504 8.62 174.039 {7.872) 9.57 *3.11) 967
CODEQ-PCsquared | 7.29993 | 10.44767| 8.62 6.43297 £0.125) 8.24 +£3.07) 438
CODEQ-PCpperse | 0.001602| 0.00064 8.62 0.000198 £4.73x10~°) | 10.91 5.76) | 402

aOffset: T, T, = 2.0 mm; R, = 2.0 degrees

Table 5.4: Comparison of photo-consistency (PC) cost functions and optimisation algorithms. PC
mean error values and RMSD (£SD) in mm over T,,, T,, and R, axes using the object-to-camera
coordinate transformation.
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Initial Offset Offset Final Final Time
PC PC RMSD?2 PC RMSD (secs)

Powell-PC 246.404| 149.108 6.85 125.118 {6.267) [6.42 (+£0.11)] 44
Powell-PCsquared 7.93547| 6.15121 6.85 5.55142 {0.024) 6.96 +0.23) 43
Powell-PC;,perse 0.00161| 0.001471| 6.85 0.000175 £3.81x107%) | 11.35 &1.71) 39
SDE-PC 249.679| 150.587 6.85 129.870 {0.749) 7.17 ¢£1.22) 238
SDE-PCsquared 7.76605| 6.16244 6.85 5.76665 {0.028) 6.63 (£1.14) 324
SDE-PC; verse 0.00159| 0.001471| 6.85 0.000130 4£1.52x10~°) | 15.50 1.94) | 220
CODEQPC 240.162| 143.893 6.85 134.088 {1.917) 7.40 £0.91) 444
CODEQ-PCsquarea | 7.57979| 6.07271 6.85 5.66134 {£0.098) 9.10 +1.46) 381
CODEQ-Cpperse | 0.00161| 0.001471| 6.85 0.000044 £3.63x10~°) | 19.09 4.18) | 290

aoffset: 7,,,7,,, T, = 1.0 mm; R, ,R,,R, = 1.0 degree

Table 5.5: Comparison of photo-consistency (PC) cost functions and optimisation algorithms. PC
mean error values and RMSD (+SD) in mm over 6 DOFs using the object-to-camera coordinate

transformation.
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The second set of experiments involved applying the possfibamations directly to
the virtual object’s own coordinate system during regtstra Therefore, no mapping
was required between different reference frames. The saitia bffsets were applied
to the CT model as in the preceding tests. Likewise, a set ahtlgpendent trials were
performed for each offset comprising the nine possible doailbns among the photo-

consistency metrics and optimisation methods.

It can be observed from the results in Tables 5.6 - 5.10 tledtéist accuracy among the
experiments was obtained with the SD-,,,,...« cOmbination. The only exception was
for T, T, T, where it was outperformed by CODERE', as seen in Table 5.7. However,
the latter required a considerable longer time to executthd case of 7, and7,T,R.
offsets (Tables 5.6 and 5.9, respectively), the final regfisin achieved sub-millimetre ac-
curacy using the same SDE€; ...« cOmbination. In the results of Table 5.8, a slightly
lower accuracy seems to be obtained in the registration Byewhich produced a final
RMSD of 1.52 mm. However, if the initial RMSD value (7.74 mm or-d€gree offset) is
taken into consideration, the resulting mismatch corredpdo less than 02daway from

the ground truth.

The best RMSD accuracy obtained by registering a misalighmesr the combined
six DOFs (Table 5.10) was 2.81 mm from an initial offset ofGr@m. Although this
final accuracy value is relatively high in comparison witle thther five tests, it has to
be considered that even a small angle deviation can affedirtal RMSD accuracy as
in the case of?,. Specifically, the average RMSD for a 1-degree rotation dvettliree

rotational components was determined to be equal to 3.09mtheitarget area.

Overall, the registration based on the virtual object’srdotate system produced bet-
ter results than using the object-to-camera coordinatestoamation. The difference in
performance to recover the original alignment between iisociEn be observed in the

simplest case ovef, T, where the lowest RMSD obtained was 1.99 mm using STE-
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from a starting position at 2.83 mm using the object-to-canag@proach. In contrast, the

same experiment under the object coordinate system oldtauiemillimetre accuracy.

Initial Offset Offset Final Final Time
PC PC RMSD? PC RMSD (secs)

Powell-PC 123.383 | 195.826 2.82 127.309 {0.470) 0.40 @0.11) 21
Powell-PCyquqred 5.65127 | 6.97168 2.82 5.65981 {-0.036) 0.51 (#0.26) 25
Powell-PC;,perse 0.00153 | 0.001374| 2.82 0.000136 £2.68x1076) | 4.34 {0.16) 24
SDE-PC 122.776 | 187.579 2.82 122.674 {£0.954) 0.27 (0.15) 142
SDE-PCsquared 5.48221 | 6.73800 2.82 5.46522 {-0.008) [0.25 @&0.10)] | 190
SDE-PCjpverse 0.00153 | 0.001374| 2.82 0.000157 £7.85x1076) | 4.21 #0.55) 307
CODEQ-PC 118.924 | 179.710 2.82 121.507 £0.339) 0.63 (0.22) 308
CODEQ-PCsquarea | 544176 | 6.68142 2.82 5.47530 {0.020) 0.32 (0.14) 284
CODEQ-PC;pperse | 0.001584| 0.001448| 2.82 0.000149 £5.50x10~6) | 4.18 @0.16) 254

a0ffset: T, T, = 2.0 mm

Table 5.6: Comparison of photo-consistency (PC) cost functions and optimisation algorithms. PC
mean error values and RMSD (£SD) in mm over T, and T, axes using the object coordinate

system.
Initial Offset Offset Final Final Time
PC PC RMSD? PC RMSD (secs)

Powell-PC 128.231 | 196.205 3.46 108.396 {3.173) 2.94 (0.07) 24
Powell-PCsquared 5.71403 | 7.03834 3.46 5.18594 {£0.024) 3.01 @0.14) 24
Powell-PC;,perse 0.001657| 0.000148| 3.46 0.000135 3.89x107%) | 3.16 0.16) 28
SDE-PC 129.473 | 196.688 3.46 142.810 {5.896) 3.91 (-1.08) 239
SDE-PCquared 5.66093 | 7.02389 3.46 5.22263 {£0.015) 2.37 0.19) 128
SDE-PCjpuerse 0.001637| 0.000155| 3.46 0.000132 42.73x107%) | 2.90 #0.09) 136
CODEQ-PC 131.508 | 192.059 3.46 111.455 ¢2.016) [2.12 £0.73)] | 336
CODEQ-PCsquarea | 5.78088 | 7.00121 3.46 5.62237 {£0.238) 2.85 ({=1.50) 388
CODEQ-PCpperse | 0.00166 | 0.000155| 3.46 0.000083 £2.27X107°) | 9.95 (+1.65) 396

aOffset: T, Ty, T, = 2.0 mm

Table 5.7: Comparison of photo-consistency (PC) cost functions and optimisation algorithms. PC
mean error values and RMSD (£SD) in mm over T3, T}, and T, axes using the object coordinate

system.
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Initial Offset Offset Final Final Time
PC PC RMSD?2 PC RMSD (secs)

Powell-PC 138.145 | 256.442 7.74 124.004 £1.450) 1.89 0.35) 28
Powell-PCquared 5.80756 | 8.00074 7.74 5.59683 {£0.025) 2.10 &0.17) 32
Powell-PC; verse 0.001441| 0.001777| 7.74 0.000651 £4.04x10~°) | 3.07 0.98) 50
SDE-PC 140.499 | 263.122 7.74 127.420 £0.131) 1.93 &0.21) 228
SDE-PCsquared 5.78668 | 8.03974 7.74 5.52660 {£0.007) [1.52 &0.09)] | 300
SDE-PC; verse 0.001196| 0.001821| 7.74 0.000287 £0.000) 5.04 +0.04) 212
CODEQ-PC 132.202 | 254.865 7.74 120.348 £0.209) 1.76 ¢0.22) 458
CODEQ-FCsquarea | 5.83353 | 7.99179 7.74 5.56560 £0.013) 1.62 &0.11) 460
CODEQ-PC;pnperse | 0.001441| 0.001799| 7.74 0.000271 £0.000) 5.17 0.04) 465

a0Offset: R, = 2.0 degrees

Table 5.8: Comparison of photo-consistency (PC) cost functions and optimisation algorithms. PC

mean error values and RMSD (4+SD) in mm over R, axis using the object coordinate system.

Initial Offset Offset Final Final Time
PC PC RMSD?2 PC RMSD (secs)

Powell-PC 116.478 | 304.159 8.54 119.332 {+1.462) 2.60 (£0.54) 39
Powell-PCsquared 5.43060 | 8.68608 8.54 5.48735 £0.027) 3.16 0.10) 37
Powell-PC;,perse 0.001598| 0.001415| 8.54 0.000300 £4.34x107°) | 9.53 0.10) 37
SDE-PC 118.770 | 298.237 8.54 121.288 {+0.444) 0.78 (0.26) 235
SDE-PCsquared 5.36922 | 8.56755 8.54 5.42337 £0.023) [0.68 (#-0.48)] | 333
SDE-PC; verse 0.001603| 0.000238| 8.54 0.000139 £9.34x107%) | 3.96 0.64) 240
CODEQPC 132.419 | 343.275 8.54 123.765 {+1.843) 2.44 (£2.64) 423
CODEQ-PCsquarea | 5.75915 | 9.34433 8.54 5.60431 {0.018) 1.61 0.96) 527
CODEQ-Cjpperse | 0.001465| 0.000409| 8.54 0.000109 £5.68x107°) | 7.22 7.73) 396

aOffset: T,,, T, = 2.0 mm;R, = 2.0 degrees

Table 5.9: Comparison of photo-consistency (PC) cost functions and optimisation algorithms. PC
mean error values and RMSD (£SD) in mm over T,,, T, and R, axes using the object coordinate

system.
Initial Offset Offset Final Final Time
PC PC RMSD?2 PC RMSD (secs)

Powell-PC 124,982 | 162.216 6.80 116.646 {2.90) 3.13 (0.56) 45
Powell-PCsquared 5.66781 | 6.43791 6.80 5.35676 £0.128) 3.36 (£0.61) 47
Powell-PC;,perse 0.001388| 0.000216| 6.80 0.000133 £3.03x107%) | 7.23 @0.19) 49
SDE-PC 122.508 | 152.960 6.80 108.177 {1.221) 2.86 (£0.97) 268
SDE-PCsquared 5.48056 | 6.35041 6.80 5.22126 {0.019) [2.81 #0.82)] | 204
SDE-PC; verse 0.001465| 0.000195| 6.80 0.000122 £2.22x107°) | 7.74 (+3.48) 282
CODEQ-PC 125.193 | 157.573 6.80 110.081 {1.466) 4.86 (3.16) 380
CODEQ-Csquarea | 557853 | 6.46819 6.80 5.30166 £0.033) 5.26 (£5.14) 405
CODEQ-PC;pnperse | 0.001468| 0.000253| 6.80 0.000033 £2.44x10~%) | 15.05 3.44) | 409

aOffset: 1,73, 1, = 1.0 mm; R, R,,,R. = 1.0 degree

Table 5.10: Comparison of photo-consistency (PC) cost functions and optimisation algorithms.
PC mean error values and RMSD (+SD) in mm over 6 DOFs using the object coordinate system.
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Chapter 5. Intra-operative registration

For both types of coordinate systems tested (object andtgecamera) the results
obtained by CODEQ generally produced the highest RMSD valftes @egistration,
which means that it partially converged during registmatidMoreover, CODEQ required
the longest time to finish the procedure in comparison witke@Bd Powell’'s method. As
it was discussed in the previous analysis, CODEQ aims atlsegrin the opposite direc-
tion of the current position for each step in the processs bhhaviour can be problematic
as in specific cases the virtual model goes out of scope witlgivisible image, causing
the final position to be visually misregistered. On the otieand, Powell's method occa-
sionally stagnates at incorrect areas in the image thaeptésw intensity levels. Such
incapability to avoid stagnation is caused by evaluatirapnd2OF at a time in a sequential
manner. However, the main advantage of Powell's method ispéeed to converge to a

solution.

Regarding the similarity metric§C and PCj,..q Proved to be convenient cost func-
tions for intra-operative registration?Cs,,..q Slightly outperformedPC' in the exper-
iments using the object coordinate system. However, it wasd that the difference
between them was of no statistically significance based avoadiled t-test with a P-
value of 0.05 (t=0.203, df=7,70.05). The use of’C;,...... Negatively affected the final
convergence accuracy in most trials by producing the laig&SD among the combi-
nations. Furthermore, in some cases the final value obt&ipegel;,,.. .. exceeded the

RMSD corresponding to the starting offset position.

The outcomes of this experiment demonstrate the perforenahdifferent similarity
functions and optimisation algorithms for intensity-bésegistration purposes. The best
results were obtained by modifying the registration posiin the virtual object coordi-
nate system using SDE together witl€’,;,.,.q. Figures 5.11 - 5.15 illustrate the initial
and final registration overlays around the eye socket agrdifit DOFs as seen by one
camera connected to the surgical microscope. It can beeubtiat although the virtual

and real models are close from each other after registratiensix DOFs (Figure 5.15),
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there is a small rotational deviation in the corners of thetamical structure. This small

rotation produces high values in the computation of the RMED in the target area.

(a) before registration (b) final registration

Figure 5.11: Photo-consistency based registration of real and virtual models around the skull
eye socket using SDE optimisation and PCguareq COSt function over a 7,7, misalignment.
White/dashed lines indicate contour features in the real model. Green/solid lines show contour

features in the virtual model.
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(a) before registration (b) final registration

Figure 5.12: Photo-consistency based registration of real and virtual models around the skull
eye socket using SDE optimisation and PCygyqreq COSt function over a T, 7,7, misalignment.
White/dashed lines indicate contour features in the real model. Green/solid lines show contour

features in the virtual model.

(a) before registration (b) final registration

Figure 5.13: Photo-consistency based registration of real and virtual models around the skull eye
socket using SDE optimisation and PCqyareq COSt function over a R, misalignment. White/dashed
lines indicate contour features in the real model. Green/solid lines show contour features in the

virtual model.
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(a) before registration (b) final registration

Figure 5.14: Photo-consistency based registration of real and virtual models around the skull
eye socket using SDE optimisation and PCjqyqreq €OSt function over a 1,7, R. misalignment.
White/dashed lines indicate contour features in the real model. Green/solid lines show contour
features in the virtual model.

(a) before registration (b) final registration

Figure 5.15: Photo-consistency based registration of real and virtual models around the skull eye
socket using SDE optimisation and PCjguareqs COSt function over six DOFs. White/dashed lines
indicate contour features in the real model. Green/solid lines show contour features in the virtual

model.
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5.5 Summary

In this chapter, the use of photo-consistency as a costitumicir intensity-based registra-
tion was introduced. The first experiments demonstratddhaise ofPC and PC,yqreq
similarity metrics provide comparable results in the atigamt of full-sized models within
a synthetic environment. Subsequently, photo-consigtemas applied as a technique for
intra-operative registration based solely on the visuairmation obtained from a pair of
cameras connected to a stereo surgical microscope. Thitsresawed the potential of
this method to compensate for tracking errors during EN§esyrwithout resorting back

to the initial camera calibration and ICP registration pchoes and setup.

Among the optimisation algorithms evaluated, SDE proveoetthe most suitable for
the alignment between real and virtual models of a humar, gautticularly when using
the PC,uarea COSt function during registration in the object coordinaystem. SDE
provides a balance between the best registration accuratyha overall time required
to execute the procedure. However, it must be taken intoidersion that, as in any
other optimisation technique, the resulting accuracy ddpen the initial parameters. In
the case of registration, these parameters involve thalinifset distance and the DOFs

involved in the mismatch.

The performed experiments were based on the use of a humihas&dummy patient
and a pair of black and white cameras. In a real surgical engient, specular reflection
caused by the use of the microscope light could affect thistragjon procedure as the
scene would no longer conform to a Lambertian model. A metioosblve this issue
could consist in employing colour cameras to capture theimeages. Subsequently, a
filter such as the ones described by Tan et al. [154] and YodrKareon [155] could be
applied to neutralise the specularities by extracting tffase component of the colour

images and omitting the specular component. Then, phatsisiency could be either
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carried out in the resulting images using colour differey@@ converting the images to

greyscale values in order to compare intensity levels.
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Conclusions and future work

6.1 Summary and conclusion

Image-enhanced surgical navigation (IESN) systems ainmh@rmce intra-operative im-
ages, acquired through endoscopes or surgical microscepis computer-generated
medical images obtained at a pre-operative stage. Therefue accuracy provided by
an IESN system is of vital importance for the assistance oatjioner in the operating
theatre. An appropriate visual overlay between real artdaliimagery can reassure the

surgeon’s judgement and improve the surgical performance.

The objective of this research, as presented in this thesis,to optimise different
aspects of an IESN system that directly affect the overaligry during a surgical pro-
cedure targeted at ear, nose and throat (ENT) interventiéinst, a study of augmented
reality (AR) in the field of medicine was introduced, followbg a description of the
different hardware components used in AR: display technetognd motion tracking de-
vices. In the case of the former, a monitor can be regarddteast@andard output device to
view the imagery captured by an endoscope; whereas a steosnonitor can be used

to display the images obtained through a stereo surgicabsgope. For the IESN sys-
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tem used in this research — which allows the use of both emgeasand microscope —
a balance in the visual requirements is achieved by usingraagcopic monitor that per-
mits alternating between single and stereo display modec&nimg the motion tracking
devices, an optical tracker employs markers that can beheitbto surgical instruments,
cameras and patient. Besides allowing the detection of memeof different entities si-
multaneously using a single central detector, opticakeesare not obtrusive as opposed
to electromechanical trackers. Also, the volume of dedaadiffered by the optical device

is larger than the volume provided by electromagnetic iragtechnology.

Chapter 3 presented a detailed description of a number ahgatiions made to the
software application in which the IESN system is based upoARView. The procedure
to detect feature markers of a calibration object for endpmcsinus surgery (ESS) was
analysed. It was found that the segmentation of featurgslylaéfects the calibration re-
sults, both quantitatively and qualitatively. A procedto@educe segmentation problems
during feature detection was carried out, which improvedaverall calibration accuracy.
Additionally, a validation of the accuracy of two opticaatking devices (i.e. hybrid
Polaris and Polaris Vicra) was performed in a working envinent that represented a
surgical scenario. The results obtained were comparecdetadburacy levels described
by the manufacturer. It was found that the average diffe¥éoicboth devices was around
0.7 mm higher than their corresponding specifications. &guimsntly, the software imple-
mentation associated to the motion tracking was optimiseatder to resolve problems
that occurred when two objects were registered simultasiga@nd a filter was applied
to smooth signal noise. The solution involved the synclsaton of the function calls
used to read the positional data from the optical trackerotider area of improvement
involved the stereo visualisation of virtual models. While tinderlying implementation
allowed the use of stereoscopic displays, it was considéradthe three-dimensional
“pop-out” effect produced by the software was inappropridthis was caused by a mis-

alignment between the pair of virtual cameras and rendergwports that correspond to
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the user’s eyes. The description of the implemented saiutidoased on the stereoscopic

cross-viewing method — was explained.

A method to optimise the estimation of the focal length foogadures involving a
stereoscopic surgical microscope was described in Chapf€nid work initially evalu-
ated the sensitivity of Tsai’'s photogrammetric calibratinethod towards 2D marker de-
tection of the projected calibration image and the 3D pasél accuracy of the markers
on a non-coplanar calibration object. It was demonstrdiatithese two factors greatly
affect the accuracy of the calibration procedure, in paléicthe focal length estimate.
Then, the work presented a new hybrid approach that useshtitegrammetric method
as a pre-calibration step and a self-calibration methodderdo optimise the focal length
calculation. For this purpose, an evaluation was carri¢dwolving three different tech-
niques to calculate the fundamental matrix from a pair of @@ (i.e. linear, gradient-
based and M-estimators) and three self-calibration metliodthe computation of the
focal length (i.e. Newsam, Bougnoux and Sturm’s methodsythEumore, three opti-
misation algorithms were employed for the refinement of tiwaf length values, com-
prising two evolutionary algorithms, i.e. Self-adaptivéf&ential Evolution (SDE) and
CODEQ, and the Levenberg-Marquardt method. The resultsatelthat when one of the
camera views is rotated about’l&round an elevation axis, the use of an evolutionary al-
gorithm can increase the calibration accuracy origindiiyaoed by the photogrammetric
method. An improvement in the calibration error of aroun&l@as obtained by com-
bining the gradient-based and CODEQ techniques, using athedhree algorithms for

the computation of the focal length.

Chapter 5 investigated the use of an intensity-based mietrasyn as photo-consistency,
for the intra-operative registration of virtual and real dets to compensate for accu-
mulating tracking errors in an IESN system. The technique based on the intensity
difference between images acquired from a pair of camenaseated to a stereo surgi-

cal microscope. First, an evaluation of three differenttpfamnsistency cost functions
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reported in the literature was undertaken. These costiirectvere denominatefC,
PCsquarea aNAPCipyerse. Subsequently, a study of convergence among three optiorisa
algorithms (i.e. Powell’'s method, SDE, and CODEQ) providedhaight of their perfor-
mance for a simple misregistration case. Then, the combmaimong cost-functions
and optimisation methods was assessed for a set of simutasadignments, where dif-
ferent DOFs and coordinate systems were involved. SDE prtavée the most suitable
optimisation method together with theC,,.,.q COSt function during registration in the
object coordinate system. The results obtained indicatephoto-consistency could be

used as a metric for intra-operative registration in ENsvy.

6.2 System integration

Chapters 3 - 5 of this thesis have independently investigsdeeral software-based tech-
niques that optimised the accuracy of an IESN system. Ambaglifferent evaluated
techniques, a number of methods have been selected to hdeddhn the final integrated
system. The selection is based on the optimisation reshbitsred and discussed in the

corresponding chapters.

As described previously, ARView provided the basic appitwaframework for this
research project. Therefore, some of the functionalitiethe final IESN system are
inherited from its predecessor. In particular, the samekilaw is followed to achieve
an overlay between virtual and real anatomies during surgérs workflow, commonly
used in AR based systems, involves the steps of cameraat@ifor registration, motion

tracking and visualisation.

Regarding camera calibration, the identification of featnaekers located in a calibra-
tion object is performed in order to estimate the internahee parameters and establish

a relationship between world and camera coordinate syst@ims final integrated sys-
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tem includes a method to reduce feature segmentation iretieetéd markers of a planar
calibration grid for ESS. It was shown that, after the opsation, the overall calibration
accuracy was improved more than double (from 1.50 to 0.66l jgiscor) with respect to
the original implementation. In the case of calibratiomgsa stereoscopic microscope,
the final integrated system introduces a new hybrid apprtetituses a photogrammetric
technique (Tsai) for pre-calibration and a self-calibrgtstereoscopic technique to derive
the fundamental matrix with the aim of optimising the ca&tatl focal length and reduc-
ing the camera calibration error. For this reason, a new 3ibraion object was designed
and manufactured. The 3D object involves a set of featur&ensat various depth levels
that serve as the input for the different camera calibragilgorithms. Specifically, the
gradient-based method is selected for the estimation diutngamental matrix between
the two microscope cameras. Although the three technigsed as cost functions for
the computation of the focal length produced similar resiBiougnoux’s method could
be chosen in the final IESN system because it involves a sigipged-form solution.
Among the optimisation methods, the CODEQ algorithm pradithe best results during
the evaluation hence its use is recommended. An improveofearound 10% in cali-
bration accuracy was achieved by the implemented hybrithigae with respect to the
original method, both using the 3D calibration object. E&®l1l summarises the selected
algorithms to be included in the camera calibration procedd the final integrated sys-

tem.

| | Selected solution |

Fundamental matrix estimatignGradient-based algorithm
Focal length estimation Bougnoux’s method
Optimisation algorithm CODEQ

Table 6.1: Selected methods for camera calibration.
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It must be mentioned that in previous work using the endas¢bp, 149], sub-pixel
calibration accuracy could be obtained due to a higher gi@tiin the manufacturing
of the planar calibration object. In the presented systémctlibration object was less
accurately manufactured due to limitations of the 3D priet@ployed. Nevertheless, by
improving the precision of the 3D calibration object the sdevel of initial calibration
accuracy is likely to be obtained, which can be further mised by applying the hybrid

method.

Similarly to its predecessor, the final integrated systesuires the use of the ICP al-
gorithm to obtain an initial registration between real amtinal models at the beginning of
the surgical procedure. In addition to this method, the Bigatem includes a technique to
intra-operatively register the models when their alignmgaffected due to accumulated
tracking errors. The introduced registration method iseHasn photo-consistency using
a pair of images acquired by the cameras connected to a aungicroscope. The photo-
consistency cost function to be selected for the implentiemtaf the integrated IESN
systemis called’C',,q..a Whereas SDE would be the chosen optimisation algorithm that
minimises the photo-consistency error. The preferreddinate system to perform the
registration is the denominated object coordinate syst&sit name suggests, the pose
transformations are directly applied to the virtual obgotvn coordinate system without
involving any transformation between different referefreenes. A summary of the se-

lected options for intra-operative registration is listedable 6.2.

| | Selected solution

Photo-consistency cost functign PCiquared
Optimisation algorithm SDE
Coordinate system Object coordinate system

Table 6.2: Selected options for intra-operative registration.
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The resulting accuracy of the intra-operative registratitethod depends on the ini-
tial misalignment between real and virtual models. In tmepdest scenario that includes
only a translational offset in X and Y coordinates, the final ®Machieved by the final
integrated system is sub-millimetric. As more DOFs are doetbin the offset, the mis-
registration tends to increase mainly due to the rotatiamak involved. It was proven
that the obtained accuracy of the final integrated systenitism3 mm from a misregis-
tration that combines 6 DOFs, corresponding to an inititdedfof 6.8 mm. This allows
recovering the overlay to the same level of accuracy cuyretttained by conventional
IESN systems for ENT, which is in the range of 2 - 3 mm when aadated tracking

errors are not present.

In reference to the tracking of surgical instruments aneéepaduring the intervention,
the IESN system registers the positional data of the estitstng an optical tracking sys-
tem. The original implementation included a set of basicfioms that read the tracking
signal and apply the data to the volumetric model on screeradtlition to these func-
tions, the final integrated system introduces a method tolspmise the process calls that
pull data from the optical tracking device. This synchratisn — based on semaphores

— ensures the integrity of the data when two entities ar&ké@simultaneously.

Finally, the visualisation of real and virtual models in tB&N system requires the use
of stereoscopic monitors that show the user two views of tihgical area as obtained by
the cameras connected to the surgical microscope. In tHerfiagrated system, a method
was implemented to align virtual cameras and rendering pets following the stereo-
scopic cross-viewing approach. This allows projecting3Beimagery towards the user
while providing higher depth information with respect te triginal IESN implementa-
tion. It should be highlighted that, although stereo vimadion has been proved to be of
importance for the surgeon using optical instruments sgcst@reoscopic microscopes,
the use of stereo AR still presents perceptual issues thatthde addressed before being

completely introduced in the operating theatre. Partityldohnson et al. [110] described
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some issues related to depth perception using stereo psevlaen a virtual model that
is located under a real surface is rendered on top of it. Im gtedy, they found that the

problem could be reduced by rendering a virtual version efghysical object and the
virtual object at the same time; however, the perceptualr @vuld not be entirely elim-

inated in the optical see-through microscope. By contrhst]ESN system presented in
this research involves a video-based AR application thetvalthe clinician to select the
level of blending between virtual and real models on scrednch could help to reduce

ambiguity in the estimation of depth. In addition, the sagean disable the rendering
of virtual models if depth perception is considered to be pmmised. Nevertheless,
additional studies must be carried out to understand theesathat affect this and other

perception issues in the use of IESN systems.

6.3 Further work

The presented IESN system has been evaluated in a labosationy, where the optimi-
sation levels achieved by the different techniques have lbeasidered as satisfactory.
However, the resulting improvements need to be tested iralastggical environment
in order to assess their performance in new conditions dnugdessary, extend their
functionality. Some aspects of this research that couldubidaér explored include the

following areas:

e The assessment of optical tracking devices determinedthigamanufacturer’s
nominal specifications and the obtained accuracy in a wgrkinvironment are
different. Although little can be done to improve the traakiperformance due
to hardware limitations, new optical devices by differergrmafacturers are con-
stantly under development. These new systems differ im fpacifications, such

as active or passive technology, measurement volume, andeayy. A future eval-
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uation of different systems could provide a better judgnoéiite optimal solution

for an IESN system aimed at ENT interventions.

Concerning the camera calibration procedure, the curresoiugon of the man-
ufacturing device used to produce the non-coplanar caidmrabject for this re-
search is relatively limited. This issue influences the ety levels obtained in
the overall camera calibration. In order to achieve sulelpxcuracy, the dimen-
sional precision of the manufactured object must be impitovedditionally, the
method presented for the optimisation of the focal lengthicde extended to
non-stereoscopic devices such as endoscopes. In thislyéigarendoscope could

be placed at different positions to acquire a pair of imadéiseocalibration object.

It was found that the accuracy of the intra-operative regfigtn method varied with
respect to the number of DOF involved in the initial misatiggnt (“starting pose”)
when using SDE. This is likely because the stochastic-bapéichiser did not
search exhaustively over all DOFs, hence providing onlygpr@imation to the
real global minimum. In order to improve the registratiospéution could involve
applying a second optimisation technique such as Powelthad to refine the

search.

The experimental setup was based on the use of a human slkaldl@asmy pa-

tient. In a real surgical scenario, the microscope lighid@uoduce specularities
in the captured images. Thus, the scene would not strictisespond to a Lam-
bertian model, which might affect the registration accyrdie order to overcome
this problem, a solution could involve using a pair of coleameras to acquire
the real images and apply a colour filter that extracts thieskf component and
omits the specularities. Then, the photo-consistencyguoe could be carried
out by converting the resulting images to greyscale valuéy @omparing colour

differences.
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e Current processing times to perform the presented intraatige registration are
of the order of minutes. A further implementation on the dyap processing
unit (GPU) using a parallel methodology such as CUA OpenCL would sig-
nificantly speed up the overall registration process. Thosld/become a viable

method for real-time registration in IESN.

ldeveloped by NVIDIA (www.nvidia.com)
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Appendix A

Results from the focal length

optimisation experiments

This appendix contains a complete set of graphs and tabéesfasthe evaluation of the
results obtained in Chapter 4, which corresponds to the agation of focal length based

on stereo camera calibration.

A.1 Accuracy of focal length estimation in a synthetic

environment — Graphs

This section presents a series of graphs corresponding teshilts obtained by the three
methods of focal length estimation using a set of artific@hfs in a synthetic scenario.
The compared techniques include the algorithms of Bougn&B&][ Sturm [126, 127]

and Newsam [125] that were described in Section 4.2.4.
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Figure A.1: Percentage errors in focal length calculation using Bougnoux’s Method. (Left column)
Left camera errors. (Right column) Right camera errors. First row represents an equal focal
configuration, second to fifth rows represent unequal focal values between cameras. Elevation
angles between 0° and 2° failed to produce a result (critical configuration), hence they are not
displayed. Note that the percentage error scale changes among the graphs.
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Figure A.2: Percentage errors in focal length calculation using Sturm’s Method. (Left column)
Left camera errors. (Right column) Right camera errors. First row represents an equal focal
configuration, second to fifth rows represent unequal focal values between cameras. Elevation
angles between 0° and 2° failed to produce a result (critical configuration), hence they are not
displayed. Note that the percentage error scale changes among the graphs.
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Figure A.3: Percentage errors in focal length calculation using Newsam’s Method. (Left column)
Left camera errors. (Right column) Right camera errors. First row represents an equal focal
configuration, second to fifth rows represent unequal focal values between cameras. Elevation
angles between 0° and 2° failed to produce a result (critical configuration), hence they are not
displayed. Note that the percentage error scale changes among the graphs.
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A.2 Focal length optimisation in a pair of real cameras

— Graphs

This section contains a full list of plots obtained in thessssnent of the different methods
for the optimisation of the focal length using a pair of remineras connected to a surgical

microscope. As described in Section 4.2.5, the technigees a

Computation of the fundamental matrix

e Linear method
e M-estimators
e Gradient-based algorithm

Focal length estimation

e Bougnoux’s method
e Sturm’s method
e Newsam’'s method

Optimisation algorithms

e Levenberg-Marquard (LM)
e Self-adaptive Differential Evolution (SDE)
e CODEQ
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Figure A.5: Linear method for the fundamental matrix calculation and SDE optimisation.
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Figure A.8: Fundamental matrix calculation using M-estimators and SDE optimisation.
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Figure A.10: Fundamental matrix calculation using gradient-based method and Levenberg-

Marquardt optimisation algorithm.
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Figure A.11: Fundamental matrix calculation using gradient-based method and SDE optimisation.
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Figure A.12: Fundamental matrix calculation using gradient-based method and CODEQ optimi-

sation.
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A.3 Focal length optimisation in a pair of real cameras

— Tables

This section presents different tables correspondingdtiisital significance tests of the
possible combinations among optimisation algorithmsafféength techniques and fun-
damental matrix methods. Different convergence angle® wealuated using a pair of
cameras connected to a surgical microscope. The null hgpistis stated as the means
between each pair of optimisation methods being similamertgroviding any statistical

significance of calibration error values.

The tables show the mean difference of calibration errareslthe calculated t-value,
statistical degrees of freedomf} and significance leveR-value). The columnP<0.05
indicates that if the P-value is less than 0.05, the calimatrror value is determined to

be of statistical significance.
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Camera | Method Mean t-value df | P-value | P<0.05
difference
Bougnoux -0.007 -0.941 8 0.3744 N
Left Sturm 0.147 9.762 | 14 | <0.0001 Y
Newsam 0.096 6.949 | 13 | <0.0001 Y
SDEvs LM Bougnoux| -0.276 | -2.616 | 4 | 0.0590 N
Right Sturm -0.183 -1.917 4 0.1278 N
Newsam -0.031 -0.569 5 0.5943 N
Bougnoux 0.001 0.269 | 18 | 0.7910 N
Left Sturm 0.023 1.093 18 0.2888 N
Newsam 0.055 4.462 9 0.0016 Y
SDEvs CODEQ Bougnoux| -0.011 -0.975 [ 19| 0.3419 N
Right Sturm -0.008 -0.535 | 19| 0.5988 N
Newsam -0.038 -2.243 | 10| 0.0488 Y
Bougnoux| -0.008 | -1.177 | 6 | 0.2836 N
Left Sturm 0.124 6.688 | 12 | <0.0001 Y
Newsam 0.041 6.138 4 0.0036 Y
CODEQvs LM Bougnoux| -0.264 | -2.511 | 4 | 0.0660 N
Right Sturm -0.175 -1.837 4 0.1401 N
Newsam 0.007 0.130 4 0.9029 N

Table A.1: Statistical significance of hypothesis that two optimisation methods display different
calibration error values using the linear method for fundamental matrix at 20° convergence angle
(bad accuracy).

Camera | Method Mean t-value | df | P-value | P<0.05
difference
Bougnoux| -0.351 -7.070 | 4 0.0021 Y
Left Sturm -0.299 -7.596 | 4 0.0016 Y
Newsam -0.419 -5968 | 5 0.0019 Y
SDEvs LM Bougnoux| -0.372 -13.040 | 8 | <0.0001 Y
Right Sturm -0.461 -10.719 | 6 | <0.0001 Y
Newsam -0.860 -8.880 | 4 0.0009 Y
Bougnoux 0.002 0.752 | 18| 0.4616 N
Left Sturm 0.011 3.099 9 0.0127 Y
Newsam 0.035 1.670 | 11| 0.1231 N
SDE vs CODEQ Bougnoux| 0.055 | 2.310 | 19| 00323 | Y
Right Sturm 0.054 2.171 | 19| 0.0428 Y
Newsam 0.036 1.400 | 12| 0.1867 N
Bougnoux| -0.353 -7.121 | 4 0.0021 Y
Left Sturm -0.311 -7.917 | 4 0.0014 Y
Newsam -0.454 -6.698 | 4 0.0026 Y
CODEQvsLM Bougnoux| -0.427 -14.064 | 10 | <0.0001 Y
Right Sturm -0.515 -11.938 | 6 | <0.0001 Y
Newsam -0.896 -9.479 | 4 0.0007 Y

Table A.2: Statistical significance of hypothesis that two optimisation methods display different
calibration error values using the linear method for fundamental matrix at 25° convergence angle
(good accuracy).
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Camera | Method Mean t-value | df | P-value | P<0.05
difference
Bougnoux| -0.271 -6.503 | 4 0.0029 Y
Left Sturm -0.170 -5901 | 4 0.0041 Y
SDE vs LM Newsam -0.133 -8.527 | 12 | <0.0001 Y
Bougnoux| -0.238 -24.904 | 14 | <0.0001 Y
Right Sturm -0.189 -20.832 | 8 | <0.0001 Y
Newsam -0.232 -14.934 | 11 | <0.0001 Y
Bougnoux 0.002 0.194 | 19| 0.8480 N
Left Sturm -0.003 -0.286 | 17| 0.7784 N
Newsam 0.002 0.178 | 17| 0.8606 N
SDE vs CODEQ Bougnoux| -0.035 | -0.871 | 9 | 04062 | N
Right Sturm -0.005 -0.579 | 17| 0.5704 N
Newsam -0.003 -0.245 | 18 | 0.8093 N
Bougnoux| -0.272 -6.558 | 4 0.0028 Y
Left Sturm -0.167 -5.697 | 4 0.0047 Y
Newsam -0.135 -9.895 | 9 | <0.0001 Y
CODEQvs LM Bougnoux| -0.203 | -5.063 | 9 | 0.0007 Y
Right Sturm -0.184 -17.566 | 12 | <0.0001 Y
Newsam -0.229 -16.286 | 8 | <0.0001 Y

Table A.3: Statistical significance of hypothesis that two optimisation methods display different
calibration error values using M-estimators at 5° convergence angle (good accuracy).

Camera | Method Mean t-value | df | P-value | P<0.05
difference
Bougnoux -0.119 -7.223 | 6 0.0004 Y
Left Sturm -0.192 -3.655 | 4 0.0217 Y
Newsam -0.356 -2.158 | 4 0.0971 N
SDEvs LM Bougnoux| -0.253 5121 | 4 0.0069 Y
Right Sturm -0.228 -4.153 | 11| 0.0016 Y
Newsam -0.214 -3.830 | 4 0.0186 Y
Bougnoux| -0.007 -0.517 | 16 | 0.6124 N
Left Sturm -0.015 -1.020 | 18 | 0.3213 N
Newsam 0.007 0.830 | 18| 0.4172 N
SDE vs CODEQ Bougnoux| -0.002 | -0.094 | 19| 09258 | N
Right Sturm 0.008 0.205 | 12| 0.8411 N
Newsam 0.010 0.726 | 19| 0.4769 N
Bougnoux| -0.112 -6.019 | 10| 0.0001 Y
Left Sturm -0.177 -3.332 | 4 0.0291 Y
Newsam -0.363 -2.201 | 4 0.0926 N
CODEQvsLM Bougnoux| -0.252 -5.063 | 4 0.0072 Y
Right Sturm -0.236 5323 | 5 0.0031 Y
Newsam -0.225 -3.995 | 4 0.0162 Y

Table A.4: Statistical significance of hypothesis that two optimisation methods display different
calibration error values using M-estimators at 15° convergence angle (bad accuracy).

180



Appendix A. Results from the focal length optimisation expents

Camera | Method Mean t-value df | P-value | P<0.05
difference
Bougnoux 0.119 8.343 12 | <0.0001 Y
Left Sturm 0.106 5.490 | 14 | <0.0001 Y
Newsam 0.077 6.262 | 12 | <0.0001 Y
SDEvs LM Bougnoux| -0.222 | -1.953 | 4 | 0.1226 N
Right Sturm -0.192 -1.835 4 0.1404 N
Newsam -0.114 -0.914 4 0.4124 N
Bougnoux 0.038 1514 | 16| 0.1494 N
Left Sturm 0.013 0.623 19 0.5408 N
Newsam -0.029 -1.255 | 15 0.2288 N
SDEvs CODEQ Bougnoux| 0.018 1.607 | 19| 0.1245 N
Right Sturm 0.015 1.230 18 0.2346 N
Newsam 0.021 1.256 11 0.2353 N
Bougnoux 0.082 3.730 10 0.0039 Y
Left Sturm 0.092 5.532 | 14 | <0.0001 Y
Newsam 0.106 5.222 10 0.0004 Y
CODEQvs LM Bougnoux| -0.240 | -2.112 | 4 | 0.1023 N
Right Sturm -0.206 -1.977 4 0.1192 N
Newsam -0.135 -1.087 4 0.3381 N

Table A.5: Statistical significance of hypothesis that two optimisation methods display different
calibration error values using the gradient-based method at 15° convergence angle (bad accu-

racy).
Camera | Method Mean t-value df | P-value | P<0.05
difference
Bougnoux| -0.303 -6.856 | 4 0.0024 Y
Left Sturm -0.343 -6.695 | 4 0.0026 Y
Newsam -0.100 -4.036 | 5 0.0100 Y
SDEvsLM Bougnoux| -0.470 -15.940 | 5 | <0.0001 Y
Right Sturm -0.482 -11.058 | 5 0.0001 Y
Newsam -0.255 -17.912 | 14 | <0.0001 Y
Bougnoux 0.011 0.970 | 14| 0.3487 N
Left Sturm 0.001 0.127 | 18 | 0.9005 N
Newsam 0.016 1554 | 16| 0.1398 N
SDE vs CODEQ Bougnoux| -0.004 | -0.265 | 19| 07940 | N
Right Sturm 0.009 0.485 | 19| 0.6334 N
Newsam 0.022 1.385 | 19| 0.1821 N
Bougnoux| -0.313 -7.226 | 4 0.0019 Y
Left Sturm -0.345 -6.748 | 4 0.0025 Y
Newsam -0.116 -4.894 | 4 0.0081 Y
CODEQvs LM Bougnoux| -0.466 -15.553 | 6 | <0.0001 Y
Right Sturm -0.491 -11.469 | 4 0.0003 Y
Newsam -0.277 -20.235 | 14 | <0.0001 Y

Table A.6: Statistical significance of hypothesis that two optimisation methods display different
calibration error values using the gradient-based method at 25° convergence angle (good accu-

racy).
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Appendix B

Optimisation Algorithms

This appendix presents two optimisation algorithms for laenerical minimisation of
multidimensional functions used throughout the rese&@elf;adaptive Differential Evo-
lution (SDE) and CODEQ. The reader is briefly introduced tottieory behind these
optimisation methods, followed by a validation of their foemance; which was consid-

ered essential for their application within an IESN system.

B.1 Evolutionary algorithms

Evolutionary algorithms (EA) are stochastic search medhtbdt are inspired by princi-
ples of biological processes of natural evolution. In gaiar, they simulate the evolution
of organisms through the selection and perturbation ofmatlestructures known as indi-
viduals. EAs initialise a population of individuals withn@dom values at a first generation
or iteration, where each individual corresponds to a paksolution. A principle of sur-
vival during the evolution is achieved by comparing the guaif each individual using a
fitness criterion and selecting the best solution withingbpulation. Selected individu-
als are altered by applying small changes in their paramétentation) and recombining

them with other individuals (crossover). The procedureseated until the best value is
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found or a specific computational limit is reached. An adagetof EAs in comparison
to other search methods is that they are able to avoid siagnatlocal minima and find

the global optimum solution.

B.1.1 Differential Evolution

Differential evolution (DE) is a population-based EA irdted by Storn and Price [156],
which differs from other EA strategies due to the use of dioecand distance informa-
tion in the population. Such information is used to guide gkarch towards the global
optimum. Specifically, DE involves vectors as a represenmtadf individuals. Their

perturbation is obtained by using arithmetic vector openatinstead of logical combi-
nations. The evolution operators involved in the search glbhal optimum in DE are

mutation, crossover and selection.

e Mutation Two randomly selected vectors or individuals @ndz;) are arithmeti-
cally subtracted and their difference is weighted or aéjgifiased on a scale factor
F. The result is added to a third random vectgr which produces a trial vector
v. The random selection must ensure that the chosen vectodiffarent to each

other. Equation B.1 exemplifies the mutation step:

’U:.CE3—|-F(£L'1 —l‘g). (Bl)

e Crossover This recombination stage involves mixing the elemegntd a parent
vector z,, with elements from the trial vectar in order to produce a child vec-

tor, wherej = 1...number-of-dimensions. Crossover depends on a cosopaoif
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parameters according to the following criterion:

v; if rand(0,1)< CRorj=r
U,j =

T otherwise

D:J

in which CRrepresents a user-defined variable corresponding to thabpildy of
reproduction in the interval [0,1], which controls the pagders that will be trans-
ferred to the child vectau. If the uniformly distributed random numbeand(0,1)
obtained at the current generation is less or equal @frthe trial element will
be inherited tau. Additionally, a random index variablle= rand(1,number-of-
dimensions) is compared to the current dimension irfjde#thin the chosen vec-
tor. If both indices are the same, the recombination is peréd at the specified
dimension. In case that none of the conditions is true, ihévector will obtain

the original element from the parent vector.

e Selection The procedure to select the best fitted vector requires aangpthe
child and parent vectors in the cost function. If the childtee produces a lower or
equal solution than the parent, it will replace the pargmdisition in the population;

otherwise the parent vector is retained.

Figure B.1 provides a schematic representation of the siisrmed in DE.

DE has been successfully applied to the registration of mmual 3D/3D MRI im-
agery [158] and other medical applications. However, onéghefmain drawbacks of
this technique relies on correctly setting the initial gohparameters for each particu-
lar problem, e.g. Price et al. [159] suggest ten differemirapches depending on the
problem features. Moreover, a wrong choice of initial pagters can affect the overall
performance of the algorithm. The following two strategg@® at solving this issue by

automatically adapting the function parameters at run.time
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Representation of a T
5-dimension vector 6 |r.1d|V|dt_1aIs
or individual 5 dimensions
Current
population
P t
aren X1 Mutation differential X2 x3
vector (xp) (x1 - x2)
Trial vector
Weighted differential =x3+F - (x1—x2
F- (x1-x2) VX (x1-x2)
) Crossover (CR)
Select xp or v -
L p Child vector
u
—> -t )
Xp vs. u

Vector with lowest
cost survives

Population for
next generation

Figure B.1: Schematic diagram of the DE algorithm (Image adapted from [157]).

Self-Adaptive Differential Evolution (SDE)

Salman et al. [160] proposed a self-adaptive algorithmdipaamically adjusts the control
parameters in DE which directly affect the behaviour of tiptimisation search. The
parameters comprise the mutation scale faEtand the probability of reproductic@R

This self-adaptation improves the performance of DE by@kply a wider search in the
function shape and avoiding stagnation in the local miniimaaddition, it increases the

diversity of the population and prevents premature coremzg.
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SDE adjusts the mutation paramefethrough a selection of random values obtained
from a normal distributionV (0, 1) at every iteration loog within the generation size.
Similarly, the crossover operat@Ris modified by a stochastic selection based on a nor-
mal distribution but with stricter bounds. In SDE, Equat® referring to the mutation

step is modified as follows:

Ui(t> = Tig (t) + F%(t) (xld (t> — Liy (t))7 (BZ)

where

Fi(t) = Fy (1) + N(0,1) x (i () — Fy (1), (B.3)

in whichi represents a vector in the current generatiorhe vectors; ...ig are randomly

selected using a uniform distribution within the populatgize, and; # i, # i3 # iy #

is # i

CODEQ

CODEQ [161] is an approach that includes concepts from ohaetarch, opposition-
based learning, DE and quantum mechanics. Its main advamnaides in that it is a
completely parameter-free method (except for the pomuiasize). CODEQ resolves
some issues found in DE during the recombination of elemiarttse population, which

may affect the optimisation search.

The selection of the trial vector is obtained by excluding thutation control param-
eterF found in DE. Instead, a principle based on quantum mechaicsed to alter the
probability of mutation, and the result is added to the paventor. Also, the crossover
operation varies from the original procedure as rules frbantic search and opposition-
based learning are applied. The new crossover perform&é#relsin two different places

of the function shape at the same time for each iteration;b@sed on a randomly se-
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lected position and the other at its corresponding oppdsti&tion in the search space.

The pseudocode of CODEQ is presented in Code B.1.

The population of individuals, chaotic variabie and probability value are
randomly initialised.

For each loop in the generation size
For each loop in the population size

vi(t) = 2pi(t) + (23, (1) — 23, (1)) In(3),
whereu is randomly selected using a uniform distributiGo, 1).

It f(wi(t) < f(apa(t))
pi(t) = vit)

End if

wheref(x) refers to the evaluated cost function.

End for

Find the best and worst vectors in the populatieg{t) andx,(t).

If rand < 0.5
w(t)=LB+UB —1r x x4(t),
wherew(t) is a fithess vectot, B andU B are the function’s lower
and upper bounds, respectively; and randomly selected using a
uniform distributionU (0, 1).

Else
o) = { e(t = 1)/p (t—1) € (0,p)
(I—c(t=1))/Q1=p) clt—1)€][p1)
w(t) = zp(t) + |2 (1) — i, (8)] X (2¢(t) — 1)
End if
If f(w(t)) < fzs(t))
xs(t) = w(t)
End if
End for

Code B.1:Pseudocode of the CODEQ algorithm [161].
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B.1.2 Use of the optimisation algorithms

A contributing factor to the popularity of self-adaptivetiopisation methods such as SDE
and CODEQ relies on their simplicity of use. This is becausealgorithms only require
a few control parameters to start the search of the globahaptis described earlier. The
rest of the parameters involved in the procedure are randmitiblised the first time that
the optimisation function is called and dynamically adgastiuring the execution of the

program.

In order to start the optimisation, the user must providepthygulation size that reflects
the universe of candidate members available throughowwstheeh. Additionally, the user
needs to specify the maximum number of generations or ibesthat will be carried out
during the execution of the algorithm. Both population sind aumber of generations
are given as integer values and must be selected accorditig tcequirements of the

optimisation.

An array structure is used to assign the variables of thel@nolas input values in
the optimisation function. The size of the array corresgotudthe dimensionality of
the problem, where each dimension is related to an indepepdeameter or DOF. This
array serves as the initial vector upon which the searchheilbased (basis vector). In
particular, the candidate vectors generated during theeplitwre will be combined with
this basis vector in order to modify the initial input valu@sis enforces the search to be
within a certain scope and reduce the possibility for thetsmh to diverge. In regard to
the optimisation procedures carried out in this reseatehetements of the basis vector
correspond to the initial pair of focal lengths estimatealiy self-calibration methods,
whereas the candidate vectors represent a set of variatidosal length. For the intra-
operative registration, the basis vector contains theistapose of the virtual model to
be registered and the candidate vectors comprise the chamgranslation and rotation

required to find the correct registration position.
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Finally, a real number that corresponds to a tolerancehbtdsnust be also specified
to control the maximum acceptable error found by the opatres algorithm. For this
purpose, an appropriate cost function evaluates the diffdocations in the search space
that, combined with the basis vector, produce the bestisalutn this respect, the cost
function is automatically called at every iteration loopdagxecuted as many times as
necessary until the threshold is reached or the maximum auailiterations is exceeded.

The final value returned by the optimisation algorithm représ the global optima.

B.2 Experiments and results

B.2.1 Validation of the optimisation algorithms

An evaluation of the two self-adaptive EA methods descrilmethe previous section,
i.e. SDE and CODEQ, was performed as it was considered impgddavalidate the op-
timisation algorithms before their implementation in tleSN system. Additionally, a
classic DE method (known as DE/ran/1/bin [159]) was inctuaethe evaluation to ex-
amine the differences against the two self-adaptive teghes. The procedure involved a
comparison between the results presented in the originél &l CODEQ literature to
the author’s own implementation in the IESN system. Foucherark problems were se-
lected among unimodal and multimodal functions used in #1d fo test the performance

of global optimisation algorithms. The selected functians:

e Stepfunction:

N

flx) = (L2 +0.5])%,

=1
where N is the population size, global minimunt = 0, andf(z*) = 0 for

—100 < z; < 100.

189



Appendix B. Optimisation Algorithms

e Rosenbrockfunction:

N-1

flx) =) (100(x; — 2 ,)* + (w1 — 1)%),

i=1

wherez* = (1,1,...,1),andf(z*) = 0 for =30 < x; < 30.

e Rastrigin function:

N

flz) = Z(xf — 10cos(2mz;) + 10),

=1
wherez* =0, andf(z*) =0 for —5.12 < x; < 5.12.

e Griewank function:

N
fx) = 4000 H cos(

wherez* =0, andf(x*)

II)—-

0 for —600 < z; < 600.

The optimisation algorithms were implemented in the prograng language C++
using an Intel Core2 Quad processor computer at 2.4Ghz andR&B. The control
conditions specified were the same as in the literaturegusipopulation of 50 individ-
uals, 30 dimensions and a maximum of 50,000 evaluationseoblifective function. In
the case of DE, the mutation and crossover parameters ivete0.5 andCR = 0.9,
respectively. The error threshold defining a solution W&’ for all objective functions.
The lower the values for the number of evaluations, the fak&ealgorithm performed.
A value of 50,000 denotes that the function could not find tobda optima. Table B.1
shows the original results reported in the literature [1®2] (Literature). Also, the re-
sults of the own implementation are presented (Author)oEralues of less thah0—°

are rounded to O for clarity.

Although the number of evaluations for SDE can not be obthdieectly from the lit-
erature, the error values show that SDE produces equal t@r besults than DE in most
functions. Moreover, from the information found in the amnigl publications it can be

observed that CODEQ finds a solution in less number of evalusiind is more accurate
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] \ Step | Rosenbrock | Rastrigin |  Griewank |
DE-Literature Evals | 15368(-1790) 50000¢-0) 50000¢-0) 38262(-6082)
Error 0(+0) 26.075(:1.364) | 157.34(:19.90) | 0.0022(-0.0048)
DE-Author Evals| 278(16) 50000(-0) 50000(-0) 15386(:23886)
Error 0(z=0) 2.046(-1.680) | 13.903@4.457) | 0.0025(-0.0040)
SDE-Literature Evals NA? NA NA NA
Error 0(:£0) 52.180(-28.143) | 5.743(-2.338) 0(+0)
SDE-Author Evals | 436(23) 50000(-0) 50000¢:0) 908(£33)
Error 0(+0) 1.249¢:0.0) | 30.040(-7.351) 0(+0)
CODEQ-Literature| Evals | 5833(2773) 50000¢-0) 22247@2305) | 20748(2362)
Error 0(z0) 26.196(-0.649) 0(+0) 0(+0)
CODEQ-Author | Evals 76(L£34) 9998(£762) 286(1-68) 283(1:48)
Error 0(+0) 0(+0) 0(£0) 0(£0)

2NA means that the number of evaluations was not describdwkititerature.

Table B.1: Comparison between mean and standard deviation (+SD) of the function optimisa-
tion results reported in the literature [160, 162] (Literature) and the author’'s own implementation
(Author), for each of the three algorithms, i.e. DE, SDE and CODEQ.

than DE and SDE. On the other hand, the author’s implementagrforms significantly

better for each method than the implementation resultsridbestin the literature. Al-

though there is no clear reason for such improvement, it tmigjly on the fact that the

original results were implemented in Matlab, whereas thbats algorithms were pro-

grammed in C++. Still, CODEQ outperforms both DE and SDE onuadtfions tested.
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