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Abstract

The gap between two solid, coaxial cylinders is filled with two ferrofluids of differing viscosity
and magnetic susceptibility. Axial motion is driven by a pressure gradient and/or translation of
the inner cylinder. An axial magnetic field is imposed externally, while current flowing in the inner
cylinder generates an azimuthal field. It is known that the axisymmetric capillary instability of the
cylindrical fluid interface may be controlled either by hydrodynamic shear or magnetic effects, but
each of these can give rise to other instabilities, often non-axisymmetric. This paper investigates
the ten-dimensional parameter space to determine when combined action of shear and magnetic
effects can provide overall stability, essentially using shear to stabilise the troublesome helical
‘tearing’ mode, while magnetic stresses control the hydrodynamic instability. Stability is easier to

obtain when the inner fluid is more magnetic.

I. INTRODUCTION

In recent years it has been shown that a cylindrical column of magnetisable ferrofluid,
ordinarily prone to a Plateau-Rayleigh instability, can be stabilised by applying a magnetic
field. Ferrofluids are stable colloidal suspensions of small magnetic particles in a carrier
solution. They behave as viscous fluids and become magnetised in the presence of a magnetic
field. Originally developed by NASA for vibration dampening purposes, ferrofluids have
since been utilised in numerous applications ranging from audio speakers to hyperthermia
treatment [1]. Of most relevance here is their use in ink jet printing [2, 3], magnetic drug
targeting [4-6], enhanced fluid-transportation [7] and drag reduction [8]. The stability of
the interface that arises in such systems is crucial for reliability and control. In particular,
ink jet printing, slot-die coating and drug targetting are well-modelled by rod-annular flow
9, 10], motivating the exploration of a two-ferrofluid rod-annular flow (RAF). RAF involves
two concentric cylindrical fluid annuli in axial motion, centred on a solid rod and enclosed
by an outer cylinder.

In this work we consider a flow driven by an axial pressure gradient and/or translation
of the rod in either direction. An azimuthal magnetic field, whose strength decreases as the

reciprocal of the radius, is generated by a current running through the rod. An axial field of
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constant strength is also applied, and this can be thought of as being produced by a solenoid

wrapped around the outer cylinder.

Cylindrical interfaces are inherently unstable due to capillary action [11-14]. Yet, an
azimuthal magnetic field can stabilise the interface. References [15], [16], and [17] proved
that for a sufficiently strong current, such that the magnetic Bond number B satisfies B > 1,
an irrotational, inviscid ferrofluid jet is stabilised. References [16] and [18] highlighted the
importance of including viscous effects in the theory. This was supported by Ref. [19],
who provided a theoretical analysis for axisymmetric disturbances to a Newtonian ferrofluid
jet centred on a current-carrying wire. They found that while the condition B > 1 is still
required for stability, including viscous effects in the analysis leads to better agreement
with the experimental results. These authors also derived a dispersion relation in the case
when an axial field is acting. Although the axial field exerts a stabilising effect, it cannot
control long waves in the axial direction. In a bid to model magnetic drug targeting, Ref.
[20] studied a non-magnetic viscous fluid surrounding a ferrofluid jet. Both the viscosity
ratio and the density ratio appear in the dispersion relation, but B > 1 remains as the
critical condition for stability. Reference [21] allowed the outer fluid to be a ferrofluid with
lower magnetic susceptibility contained within a cuvette, and confirmed that axisymmetric
disturbances are still stabilised if B > 1. Below the critical field strength, the relative fluid

thicknesses were found to determine the size of the drops once the jet disintegrates.

Reference [22] (henceforth referred to as FBM) explored the effect of azimuthal and axial
fields, applied independently or simultaneously, for a stationary two-ferrofluid system with
the outer ferrofluid unbounded. The magnetic forcing is only felt by the fluid at the interface,
where a discontinuity in the magnetic susceptibility exists. It therefore acts as a magnetic
pressure, influencing the deformation of the cylindrical interface, alongside surface tension
effects. While the azimuthal field stabilises the system when the inner fluid is more magnetic,
it is destabilising when the outer fluid is more magnetic, a consequence of the azimuthal
field strength decreasing radially. For a minimum-energy configuration, the fluid with the
highest magnetisation should align with the strongest region of the azimuthal field. When
this alignment is disrupted, such as when the outer-fluid is more magnetic, instability is
generated by the magnetic forcing. In the latter case, FBM found that non-axisymmetric
modes are important. In contrast the axial field has a stabilising effect irrespective of

which fluid is more magnetic, although long waves in the axial direction remain unstable



in agreement with the findings of Ref. [19]. When both fields are applied simultaneously,
stability can only be achieved if the inner fluid is the more magnetic, since otherwise long-
wave instabilities persist as the field strength increases. Work on nonlinear disturbances
to ferrofluid jets has revealed the existence of solitary waves [18, 23, 24]. In this paper we
restrict our attention to small amplitude, linear disturbances.

In the absence of magnetic effects, capillary instability can be controlled by a sufficiently
strong viscous shear force at the interface, although this may also lead to further hydrody-
namic instabilities. If there is no rod the set-up is typically referred to as core-annular flow
(CAF). Numerous works (eg. [25-29]; see Ref. [30], henceforth referred to as FBBM, for a
detailed review), conclude that for a range of pressure-driven flow strengths a stable CAF
system is possible if the inner fluid is the more viscous, but the system is always unstable
if the outer fluid is the more viscous. With an axial rod present, Ref. [9] found that it is
advantageous for the outer fluid to be the more viscous for certain rod speeds. More recently,
FBBM investigated RAF with both a moving rod and a driving pressure gradient. It was
shown that, for a stationary rod and a range of pressure gradients, stability can also be
achieved when the outer fluid is more viscous provided that the rod radius is large enough.

Reference [31] found that non-axisymmetric modes can be important when the pressure
gradient is sufficiently strong. FBBM argued that unstable non-axisymmetric modes result
from the background shear, similar to what was observed by Ref. [32] for annular Poiseuille
flow. These modes are largely unaffected by capillary forcing and only occur for specific fluid
thickness ratios. Changing the parameter values, or moving the rod in the opposite direction
to the base flow, can remove these modes. FBBM also found that non-axisymmetric modes
can be the most unstable at moderate base flow strengths when the outer fluid is more
viscous and the rod is stationary, and for all base flow strengths when the rod is moving
irrespective of which fluid is the more viscous. When the rod is stationary, there always
exist configurations with unstable pressure-driven flow strengths, and translating the rod
can have either a stabilising or destabilising influence depending on the parameter values.
Moreover, for certain pipe and rod radii, the system may be unstable irrespective of the
strength of the pressure-driven flow or rod speed.

In the absence of a magnetic field the configuration studied here reduces to that examined
by FBBM. Our goal is to investigate the influence of magnetic effects on the stability picture
for the RAF configuration in FBBM, with particular emphasis on the coupling between
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magnetic and base-flow effects. Previous studies [[33], [8]] have demonstrated the role of
magnetic fields in stabilising flow instabilities. Reference [33] analysed the effect of a constant
axial magnetic field on a magnetic jet sheared by a surrounding non-magnetic fluid, showing
that the field can stabilise the flow in the inviscid limit. More recently, Ref. [8] showed
experimentally that drag can be reduced in a viscous channel flow by including a ferrofluid
film held in place at the upper-wall of the channel by a magnetic field. They observed
interfacial instabilities at high flow rates that are dampened by amplifying the field strength.
Preliminary work by the authors [34] examined the stability of the FBBM system with
ferrofluids of varying susceptibility, with the inner fluid more viscous, and flow generated
by a pressure gradient in the axial direction. In contrast to Ref. [33], the viscous two-fluid
system is bounded by an outer wall and a current-carrying rod runs along the jet axis.
For the parameters considered, Ref. [34] find an azimuthal field, generated by the current
in the rod, stabilises unstable flow strengths when the inner fluid is more magnetic, but
otherwise induces unstable modes. An axial field can produce a larger range of stable base-
flows independently, provided long-waves are hydrodynamically stable, and when applied in
conjunction with the azimuthal field, helical modes are produced with both stabilising and
destabilising effects. In particular, Ref. [34] highlights the complexity of the coupling of the
field and flow, and motivates this study. Here, we extend the analysis undertaken by Ref.
[34] to cases where the outer fluid is more viscous and the rod is in motion, thereby generating

different base flow profiles. We also investigate newly observed magnetic instabilities.

The structure of the paper is as follows. In Section II we formulate the problem. In
Section III numerical results are given, when the rod is stationary (Section III A) and when
the rod moves axially (Section I11 B). In particular, we focus on the unstable regions 1, 2 and
3 identified in FBBM, and also study configurations that are unstable for all flow strengths
when there is no field. The effect of the azimuthal and axial fields are investigated, both
independently and together, when either fluid is more magnetic. In general, the azimuthal
field is found to be stabilising when the inner fluid is more magnetic, and the axial field will
have a stabilising effect irrespective of the sign of the magnetic susceptibility jump at the
interface. Regions 1, 2, and 3 can be shifted by different field orientations and strengths, and
with different rod speeds. Interestingly, too large field strengths can lead to new magnetic
instabilities, and these are investigated both for stationary and moving rods. We conclude

in Section IV.
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FIG. 1: Schematic of the base-state.

II. FORMULATION

We consider the flow through a circular cylindrical pipe of two incompressible, immiscible
ferrofluids of different viscosities and magnetic susceptibilities. A cylindrical rod along the
pipe axis carries an electric current of strength I that generates an azimuthal magnetic field.
An axial magnetic field of strength ﬁz is also applied to the system. To describe the problem
set-up we use cylindrical polar co-ordinates (r, 0, z), where z points along the rod, and e,,
ey, e, are the corresponding unit vectors (see Figure 1). The rod has radius Ro and the pipe
wall has radius Ry. The two fluids are arranged in concentric annuli, with the interface at
r = Ry in the undisturbed base state, so that fluid 1 occupies Ry < r < R and fluid 2 fills
Ry < r < Rs, as shown in Figure 1. The fluids are assumed to have the same density, p, so
that gravity does not affect the system. Flow through the pipe is driven by an axial pressure
gradient of strength 5, which acts in the positive z direction, and by the axial translation of
the rod at speed W in either direction. We also consider the case when the rod is stationary.

The undisturbed basic flow has velocity w(r)e..

In both fluids, the magnetisation is assumed to be collinear with the local field, H, such

that the induced field B satisfies

B =po(1+x)H, (1)



where ug is the vacuum permeability and y is the magnetic susceptibility of each fluid with

X = x1 in fluid 1 and y = y2 in fluid 2. Gauss’s law therefore gives
V- (14 0)H) = 0. 2)

Continuity conditions on the magnetic field are applied at r = Ry, R and R(6, z,t), where
the latter is the location of the disturbed fluid-fluid interface. For the normal component of
B we impose

[to(1+ x)H - n] =0, (3)

and for the tangential components of H we impose,
[H-1]=0, (4)

where n and T are respectively the unit normal and tangential vectors to the interface or
wall/rod, and the square brackets denote the jump across the boundary. Here T denotes
either of the tangent vectors. Within each ferrofluid the susceptibility y is constant, so that

the stress tensor is given by
T 1.9 ~ T
T =puo(l+x)|HH —§H I|-pl+u(Vu+ (Vu)'), (5)

where H = |H|, while u, u and p are the dynamic viscosity, velocity and pressure in each

fluid [35]. Furthermore, in fluids 1 and 2, which are assumed to be current-free,
VxH=0. (6)

Since the magnetic terms in Equation (5) are divergence-free, the flow in each fluid is
governed by the unforced incompressible Navier-Stokes equations

Du

Vp =uVu. 7
oy TVP =AYV (7)

V-u=0, 0

The magnetic effects are coupled to the velocity fields through the continuity of stress
condition at the fluid-fluid interface at r = R. Specifically,

5'V~n:[n~T~n]%, [n-T-T]%:O, (8)

where o is the coefficient of surface tension and n = (1,0,0)7 in the base-state. The

kinematic condition at the disturbed interface requires

%(ﬁ(e, 2,0 —r)=0 (9)



at r = R. We also require continuity of velocity at the interface, and we apply no-slip
boundary conditions at the rod and the wall. The latter requires the axial flow in the
base-state to be equal to W at r = Ry.

The total applied field comprising of both azimuthal and axial components is denoted by

H and given as

~ Ji — —
H=—"¢;+He, 0<r<Ry (10)
27TR(2)
and _
— Ji — —
H=—¢y +Hzez, r > Ry, (11)
2nr

where I is the current in the wire.

We non-dimensionalise the problem using the length scale R1, the velocity scale o /uy,
the pressure scale &/R; and the time-scale Rifi1/o, where fi, are the fluid dynamic vis-
cosities. We non-dimensionalise the magnetic field using the scale 1/(27R1). From here on
the variables are dimensionless, and we denote the dimensionless pressure and velocity by
p and u = (u,v,w)’, where u, v, w are respectively the radial, azimuthal and axial compo-
nents. The following ten parameters appear in the non-dimensionalised governing equations.

Firstly Rg and R2 denote the dimensionless rod radius and the outer-wall radius,

RO = =, RQ = =, (12)

12
= = 13
m=g (13)
is the viscosity ratio of the fluids,
pGR}
G=——20 (14)
H1




is a measure of the strength of capillary forcing,

?
- L= (17)
425 Ry
compares the square of the azimuthal magnetic field to surface tension and
H
Z==—"= (18)
1/2nR,

is the ratio of the effective strength of the axial field to azimuthal field. The relative strength
of axial field to surface tension is measured by BZ2. Our choice of the capillary velocity
scale makes it easier to focus on the interface behaviour where the magnetic field interacts
with the fluid, and permits direct comparison with FBBM and FBM. For convenience we
also use a switch parameter I where I =1 if a current flows in the rod, and I = 0 if it does
not. We note that when no current flows B = 0 and Z is formally infinite, but BZ? remains
finite and is an appropriate measure of the magnetic field strength.

The dimensionless field in the basic state is given by

— Ir
H:Fe9+ZeZ, 0<r <R (19)
0
in the rod, and
— 1
H=-ey+ Zez, Ry <r (20)
r

outside the rod. The dimensionless base flow is unchanged from FBBM, but is given here for

reference. The flow is solely in the axial direction and is given in fluids 1 and 2 respectively

as
_ G 92 ) r W r
=—(R;-r“+aln—)+—(1-bln— 21
W= (R = e aln )+ (1 bl ) 21)
G Wb
WQ:—(RS—r2+alnL)——lnL (22)
4,uJ Ry /JJ Ry
where ) )
B R2 -1 +/.1(1 - RO) B u (23>
~ InRy—ulnRy " InRy—pulnRy’

The pressure in the base state is determined using the axial momentum equation and the

normal stress condition at the interface, giving
— Gz —_ Gz
Pr=——p+pe+tl,  Pa=——+pe+3Bln —xo)(I+7Z7), (24)

where p. is a reference pressure that can be taken to be zero, and the third term in p; is

the effect of surface tension at the interface. The magnetic effects add an extra term to
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the expression for pressure. Often, this is interpreted as a ‘magnetic pressure’ that acts at
the interface of the fluids, and will counteract capillary action if y; > y2, but enhance it

otherwise.

A. Linearising about the base-state

In the base state the interface is located at r = 1. We assume a small disturbance so that

the interface is displaced to the new location
r=1+&R(S0), where ¢ =exp(i(kz +m0) + st), (25)

e <1,k e Rand m € Z are given wave-numbers, and s = s, +1is; is the complex growth rate.
S is a constant which, if non-zero, can be normalised to unity, but is retained in the problem
to allow for eigenfunctions with § = 0. Without loss of generality we take k > 0, and the
stability results for m and —m are identical unless both I # 0 and Z # 0. The real part of the
perturbation is taken in (25), and this is assumed implicitly hereon for the perturbations of

all variables. The velocity and pressure are assumed to take the form

p.=p,(2)+&lp.(r), u =¢elu r), v,=elv(r), w, =w/(r)+elw/(r), (26)

and the field is perturbed as
H,=H,+sH(r), (27)

where ¢ =0, 1, 2, 3 corresponding to the rod, fluids 1, 2, and the outer wall. The current is
held fixed, and therefore
VX (¢H)=0 (28)

from Ampere’s law. We define a magnetic potential éﬁ\[ such that
CH,(r) = V(£4.(r). (29)

From here on we drop the hats.

Substituting (26) into the dimensionless Navier-Stokes equations, and linearising we ob-

tain
(ru)’ +imv, +ikrw, =0, (30)
J(s +ikw)r?u, + r’p) = p (= 2imv, — u, + r’u + ru, — (m? + K*r?)u,), (31)
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J(s +ikw)r?v, +imrp, = /,t(‘)( — v+ 2imu, + r3 v — (m? + k2%, (32)
J(uw) + (s + ikw,) wl)r2 +ikr’p, = uW (r2w2’ +rw, — (m2 + k2r2)WL), (33)
where

p =1, u® =y, (34)

and ’ corresponds to the derivative with respect to r.

Since y is constant within fluids 1 and 2 (and zero in the rod and wall), from Gauss’ Law

V2(Z¢) =0, (35)
except on the fluid interface. It follows that
1 2
§+ ¢ + (k2 + m—2)¢ =0, (36)
r r
with solution
¢L(r) = Qtlm(kr)"‘Pth(kr)’ (37)

where I,, and K,, are the modified Bessel functions of the first and second kind of order
m, respectively, and Q,, P, are arbitrary constants. To avoid a singularity at » = 0, we set
Po = 0. The condition ¢3) — 0 as r — oo demands that Q3 = 0. Equations (3) and (4) at
r = Ry and r = Ry give

(1+x1)¢] = ¢, ¢1 = ¢o, (38)
and

(1+ x2)¢5 = ¢35, ¢2 = ¢3, (39)

respectively. Applying (3) and (4) at the interface results in
(1 +)(1)(¢’>’1 - (ikz + imI)S) =(1 +X2)(¢’2 - (ikz + imI)S), 1 = ¢o. (40)

Equations (38)-(40) fix the remaining constants Qg 12 and Pj23, and their explicit forms
are omitted here due to their considerable length.

The perturbed normal stress condition at the interface is
p1—p2+2(puy —u) + (1 -m?-k*-B(n —XQ)I)S — B(x» —Xl)(im1+ikZ)¢1 =0, (41)
and substituting the explicit solution for ¢ at the interface gives

p1—po+ 2(,uu'2 - u'l) +

1-m? - k%= B(x1 — x2)I = B(x2 — x1)*(mI + kZ)Qf]S =0, (42)
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where f > 0 and f = f(Ro, Ro, k,m, x2, x1), omitted for brevity. Since perturbations to
the magnetic potential arise in all the regions (the rod, fluid 1, fluid 2 and the outer-wall),
x1 and yo appear in f not only through contributions such as (x1 — x2) or xi/x2, but
also independently. This follows from the continuity conditions (3) and (4) at the rod and
outer-wall. Interestingly, although the magnetic field is prevalent globally in the system,
it only interacts with the fluid velocity locally at the interface, via Equation (42). This
is a direct result of the ferrofluids being electrically insulating with piecewise constant y.
Consequently, the remaining interface conditions and boundary conditions at r = 1, Ry, Ro
are unchanged from FBBM, but are given here for completeness. At r = 1, continuity of the

axial and azimuthal tangential stresses give respectively,
ikuy +w) = u(ikug +wh), imuy — vy +v] = p(imug — vo +v5). (43)

We note there is no magnetic contribution to the tangential stress. Continuity of u at the
interface requires

Uy =uz, Vi=Vvy, W1 +W’1S = W2 +W’25. (44)

We therefore observe that the axial velocity perturbation w, exhibits a discontinuity due to

the radial dependence of the base flow. The kinematic condition
sS —u, +ikw,S =0, (45)
is applied at r = 1. No slip at the outer-wall and rod give
uz(R2) =0, va(R2) =0, wa(R2) =0, (46)
and
u1(Ro) =0, vi(Ro) =0, wi(Ro) =0, (47)

respectively.

Equations (30)-(47) form an eigenvalue problem for s. A (k,m) mode is unstable if
Re(s) > 0, and if for all modes s, < 0, then the system is (neutrally) stable. An analytical
solution exists in the Stokes limit, but we find the base flow then has no effect on the linear
stability, which is therefore determined by the same stability criterion as in FBM, with the

growth rate modified to include the presence of an outer wall.
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For no base flow and Ry — oo, the system studied here reduces to that examined by
FBM, and many of the conclusions carry over. In this limit the stability is determined by

the normal stress condition (42), and the growth rate can be written

Sy = (Tl + Tz)fl, (48)

where

Ti=1-m?—k>+B(x2 - x1)I, To=-B(x2—x1)2(ml +kZ)>fa, (49)

and fi, fo > 0. Notice that To < 0, and it therefore always has a stabilising influence, or no
effect when mI + kZ = 0, but T; can take either sign. If B=0, T} > 0 for m =0, k < 1 and
the system is unstable to the classic Rayleigh instability. When y1 > y2 and B is sufficiently
large, T; < 0 and the system can be stable. Yet if y2 > y1, increasing B will render modes
of all m, k unstable. On the other hand, provided mI + kZ # 0, T always has a stabilising
effect, and increasing Z sufficiently stabilises all modes. If 77 > 0, then for mI + kZ = 0,
the flow will remain unstable irrespective of Z. Therefore, k = 0 modes remain unstable,
irrespective of the strength of Z when yo > yi1. In practice, there may be some limitations
on the possible axial wavelengths.

In RAF, with no magnetic field, a strong enough base flow can stabilise 0 < £ < 1 modes
([31], FBBM), but short waves are unstable if the flow is too strong. Thus, it is conceivable
that appropriately chosen G, W, B, Z could result in a stable system when y9 > y1, where B
and Z are such that modes with m/ + kZ =0 have T1 > 0.

However, when a base-flow is present the stability is not simply governed by the normal
stress, and we see other effects come into play. For arbitrary Reynolds number we must
solve equations (30)-(47) numerically, and we follow the pseudo-spectral method exactly as
outlined in FBBM. A truncated series of Chebyshev polynomials is employed to represent the
flow variables, with the fluid domain mapped onto the canonical interval —1 < x < 1. Within
this domain, N1 and Ny shifted Gauss-Lobatto collocation points are used in the interior of
fluid regions 1 and 2, respectively. The momentum and continuity equations are enforced at
these interior collocation points, while boundary conditions are imposed at x = 1. Exactly
as in FBBM, the spectral expansion leads to an eigenvalue problem of the form Av = sBy,
where A, B are known matrices of size (3(N1 + N2) +7) X (3(N1 + N3) + 7) and v is vector
containing the 3(N1 + N3 + 2) unknown Chebyshev coefficients and the surface deformations

S. Since the magnetic potential ¢ has an analytic solution, the modification from the
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formulation in FBBM appears in a single row of A and B, corresponding to the normal
stress condition. This modification affects only the columns associated with the coefficient
of S. Following the same approach as in FBBM for determining convergent eigenvalues, it
is found that comparable values of Ny are required (90 < Nj2 < 140), and large values of
the parameters B or Z require correspondingly larger values of Nj2 for convergence. The
analytical solution in the Stokes limit provides a useful check to the numerical solution. In
addition, we obtain perfect agreement with FBBM when we switch off the magnetic field

and with FBM when there is no base-flow and Ry — oo.

B. Long wave limit

In the limit £k — 0 we find an exchange of stability only when m = 0. Focusing on this

case, and positing the expansions
(g, vi, kw)T =kug +k2up+... p.=k‘po+pa... s=ksi+k’ss..., (50)
we find that s; is imaginary, and at leading order
s, = k? [a(1+ (x2 — x1)IB) — %(ﬁG2 +yW2 +6WG)|, (51)

where a, B, y, 6 are known in terms of Ry, Re and p. On setting B =0 in (51) we recover
the expression given in FBBM. The constants @ > 0 and 8 > 0 are given in equation (15) of
[31]. The forms of y and ¢ are suppressed in the interest of brevity. When m = 0, to leading
order ¢1 = O(kIn k) and consequently the effect of the magnetic field disturbance appears at
higher order. As a result, the leading-order growth rate in (51) is independent of Z. This is
confirmed by the numerical results to be shown in Figure 14 for which G, W, B # 0. Notably
the intersection of the m = 0 neutral curve with the G axis is unchanged when Z is increased
from its value in panel (b) to that in panel (c¢). Comparing the numerical solution for the
neutral curves at k = 0.01 in panel (b) with the predictions of formula (51) (in brackets) for
s, =0, we find G =551.15 (551.53) and G = 1825.45 (1825.42).

For m = 1 we find that u,, p, and ¢, are all O(1) as k — 0, with the effect of the base
flow felt at higher order. Consequently, the leading-order approximation for s when m =1

can be deduced from FBM on accounting for the presence of the pipe wall.
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III. RESULTS

The system involves ten parameters, u, Rog, R2, x1, x2, G, W, J, B, Z, each of which
influences the linear stability. It is difficult to scan the entire parameter space. We consider
cases with either the inner or outer fluid being the more viscous, and one or the other to
be more magnetically susceptible. The rod may be stationary or moving, while azimuthal
or axial fields act either independently or simultaneously. In Section III A we consider a
stationary rod, and in Section III B the rod translates in the axial direction. For ease of

comparison, we present results that focus on the parameter sets studied in FBBM.

A. Stationary rod: W =0

When there is no magnetic field acting, a band of stable base flow strengths G; < G < Gy,
can exist for certain parameters [31]. FBBM found that in general there are three regions
of instability, which they labelled regions 1, 2, and 3, and these can exist for either u > 1
or u < 1. Only m = 0 modes are unstable in region 1, which appears as a result of capillary
forcing over some range 0 < G < G ([28], [31], FBBM). Increasing the flow strength (i.e.
increasing G ), can dampen the capillary instability, so that instabilities from surface tension
are gone for G > Gp. Too strong a flow, G > Gpg, results in shear instabilities, either as
region 2 or region 3 modes. Region 2 consists of interfacial shear modes with both m = 0
and m # 0 modes unstable. They occur because of the interfacial shear in the base flow that
results from the viscosity jump. Increasing J (i.e. capillary forcing) can dampen interfacial
shear modes, thereby increasing Gy, but G will also increase as J increases. Region 3, on
the other hand, occurs as a result of the background shear, generated by the inner and outer
boundaries. These shear modes were only found for particular ranges of Ry, R2, and u, and
required significantly large G. Their stability was largely unaffected by modifying J, as the
unstable modes were concentrated in critical layers near the boundaries. For large enough
J, as G increases, region 3 modes become unstable before region 2, in which case G is given
by the onset of region 3. Figure 2 shows the case when u = 0.5, Ry = 0.1 and Re = 1.3 and all
three regions exist. The numbers on the contours denote the real part of the growth rate s.
Panels (a) and (b) show a stable band of G between regions 1 and 2 when J = 1. At J =100

region 2 has disappeared, as can be seen in panel (c). Now, a larger range of stable G exists,
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FIG. 2: Growth rates when p=0.5, R, =1.3, Rg =0.1, W =0, B=0. (a) Neutral curves
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Increasing J has shifted region 2 to the right, so that region 2 exists past region 3, and Gg
is at the onset of region 3. (d) Region 1 m = 0 unstable modes when J =1 and J = 100,
where G increases as J increases and only m = 0 modes are unstable. (Figure adapted

from Figure 3 in FBBM)

bounded by regions 1 and 3. Panel (d) shows a superposition of region 1 when m = 0 for
J =1 (panel (a)) and J =100 (panel (c)), showing that G increases as J is increased. The
stable band between regions 1 and 2 results from a balance between capillary and frictional

forces at the interface. In region 2, modes with m > 13 are unstable, but these lie within the
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unstable. The azimuthal field can stabilise all modes in region 1. Region 2 is shifted to the

right in the presence of either an azimuthal or an axial field.

unstable domain of m = 13 (at least up to m = 20). In such cases, for clarity we often omit
the neutral curves for larger m. Thus in this and subsequent figures we include all neutral

curves that affect the stability boundary.

We now examine the change in regions 1, 2 and 3 when an azimuthal and/or axial field
is applied, when either the inner or the outer fluid is the more magnetic. When the inner
fluid is more magnetic (y1 > x2), both the azimuthal and the axial fields dampen unstable
modes in regions 1 and 2. Region 1 is completely stabilised for a strong enough azimuthal
field (i.e. for sufficiently large B). For a strong axial field (i.e. for large BZ?) region 1 is
flattened down towards the k = 0 axis, but even as BZ2 — oo, sufficiently small k < 1
remains unstable. In both cases region 2 is shifted to the right to larger G as B increases.
This is shown in Figure 3 when only the inner fluid is magnetic, using the same parameters
as in Figure 2. In panel (a) an azimuthal field is applied and in panel (b) an axial field is
applied. Panel (c) shows that increasing the strength of the axial field squashes region 1
down towards the G-axis, stabilising all but the longest waves. In contrast, when the outer
fluid is more magnetic (y2 > x1), only an axial field has a stabilising effect on regions 1
and 2, and an azimuthal field even destabilises modes with m # 0. Figure 4(a) and 4(b)
show that regions 1 and 2 merge once the azimuthal field strength has reached a critical B.

Comparing panel (a) for which Ry = 1.3 (c.f. B = 0 in Figure 2) and panel (b) for which
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FIG. 4: Neutral curves when the outer fluid is more magnetic and u = 0.5, Ry = 0.1, J =1,
W=0,B=10, x1=0, x2=5.In(a) Ro=13,1=1,Z=0,(b) Ry =2,1=1,Z =0, (c)
Ry =1.3,1=0, Z=1. When the outer fluid is more magnetic, an axial field shifts region 2

to the right, and an azimuthal field destabilises modes so that regions 1 and 2 merge.

Ry = 2.0, we observe that increasing Ro causes m = 1, k — 0 to become unstable, even for
G > 0. This agrees with the results of FBM, where m = 1, k = 0 modes were found to be
unstable (with no base flow or outer boundary). In panel (c¢), wherein only an axial field is

applied, unstable disturbances are dampened similar to what was observed for y; > y2.

Next, we apply azimuthal and axial fields simultaneously, generating a helical magnetic
field. Figure 5 shows the effect of the helical field for the same parameter set as in Figure 2.
If y1 > x2 region 1 can be stabilised and region 2 is shifted to the right (see panel (a)). As
G increases, modes with m < 0 are rendered unstable first. Increasing the strength of the
axial field dampens these modes, and we expect modes for which mI+kZ = 0 to be the most
unstable (if they were unstable when B = 0). Comparing panel (b) to panel (a), where the
strength of the axial field has doubled, larger |m|,m < 0 are now the first to go unstable as G
increases. Irrespective of this, if the inner fluid is the more magnetic, increasing the magnetic
field shifts region 2 further to the right. When y2 > y1, region 1 cannot be stabilised, and
panels (c)-(d) show that modes m < 0 are rendered unstable when both field orientations
are applied. Since region 2 comprises unstable short waves, these modes are stabilised by
a strong enough axial field once mI + Zk # 0, irrespective of whether y1 < y2 or y1 > xo.
Increasing J from J =1 to J = 100 in panels (e) and (f) stabilises region 2 for the range of
G considered (G < 2.5 x 10%) both when B = 0 and B # 0, but the range of unstable base

flow strengths is larger than when J = 1.

We now focus on cases for which region 3 occurs. When there is no field, increasing J
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FIG. 5: Growth rates when u=0.5, Ro =13, Ry =0.1, W=0,1=1, where J =1 in
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In (¢)-(d) B=1, x1 =0, x2 =5, with (¢) Z=1, (d) Z=2. In (e)-(f) B=1, 1 =0, x2 =5,

with (e) Z=1, (f) Z=2. m < 0 modes can be the most unstable. If y1 > y2, region 1 is
stabilised, and region 2 is pushed to the right as B or Z increases. If y2 > y1 increasing Z

increases G, but region 2 is shifted further to the right, increasing Gg.

caused region 2 to shift to the right, so that when J = 100 region 2 no longer exists for
G < 2.5x 10* in Figure 2(c), and a stable band of G exists between regions 1 and 3. In
contrast, region 3 was practically unchanged upon increasing capillary forcing, since the
unstable modes were found to be concentrated in critical layers at some distance from the
fluid interface where surface tension acts (FBBM). It may be expected that since the field
also interacts with the fluid solely through an interfacial condition, that it may also have
little effect on these modes. Indeed, for low field strengths, region 3 unstable modes remain
almost unchanged, whereas regions 1 and 2 are readily affected. However, we observe that
a large enough B can influence the region 3 modes. Region 3 type modes are destabilised
by an azimuthal field when y; > yo, and by an axial field irrespective of which fluid is

more magnetic. However, if yo > y1, region 3 modes can be stabilised by a strong enough
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azimuthal magnetic field. This is observed in Figure 6 when an azimuthal field is applied to
the parameters of 2(c), where B = 0 and region 3 modes exist for G > 1.508 x 10*. When
X1 > X2 in Figures 6(a) (B = 100) and 6(b) (B = 500), region 3 modes are destabilised at
a lower G (at least G < 1.4 x 10%). By contrast, when y2 > y1 in Figure 6(c) (B = 100)
region 3 modes are stabilised, shifting region 3 to G > 1.519 x 10*. Additionally, at these
field strengths, new regions of instability may occur, which we name magnetic regions. In
Figure 6(a) B = 100, region 3 persists and m = 3,4 modes are rendered unstable, whilst
m = 2 remains stable for the depicted window. An eigenfunction for an unstable mode in
the m = 3 region is given in Figure 7(a) and shows the activity is located predominantly in
the thicker fluid, and localised away from the boundaries. Increasing B further to B = 500 in
Figure 6(b) renders m > 0 unstable, where two islands of unstable regions appear for m = 0,
1, 2. Eigenvalues associated with the upper region (see Figure 7(b) for an example) seem to
belong to the magnetic region, with behaviour similar to the eigenfunction in Figure 6(a).
On the other hand, the associated eigenfunctions for the lower sickle shaped regions (see
Figure 7(c)) suggest a shear/region 3 mode has been excited by the magnetic field, since
they display similar behaviour to eigenfunctions in region 3 (see Figure 7(d)). In Figure
6(c), the outer fluid is more magnetic, and region 3 retreats to the right at the field strength
B = 100. But, increasing the field strength also renders smaller G unstable, and the band
of stable G decreases with B.

A similar phenomenon occurs with an axial field alone, as can be seen in Figure 8. Region
3 extends to the left as the field strength is increased, and pockets of unstable magnetic
regions appear when B = 100 (see panel (a)), at lower G than for the azimuthal case, where
two regions exist. The upper region consists of unstable modes with eigenfunctions typical
of a magnetic region (see panel (b)) and the lower region seems to consist of excited shear
(region 3-type) modes (see panels (c¢) and (d)). For the latter, the activity is located towards
the boundaries, with some activity near the interface. Moreover, once B is large enough,
the sickle shaped region grows, as more excited shear (region 3-type) modes are rendered
unstable (see panel (e) where B = 500). Eventually, the sickle shaped region joins with
region 3 as B increases. We observe this result when the outer fluid is more magnetic when
B =500 in panel (f).

The result of applying both field orientations simultaneously when B = 100 is shown in

Figure 9. Panel (a) shows that when Z = 1 a larger range of G is unstable than when the
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FIG. 6: Neutral curves for m > 0, when u =0.5, R, =1.3, Ryp =0.1, J =100, W =0, I =1,
Z=0.In(a) B=100, y1 =5, x2=0, (b) B=500, y1 =5, y2 =0 and in (¢) B = 100,
x1 =0, y2=>5. (d) Region 3 enlarged. As B increases, it extends to the left when y1 > x2,

but modes are stabilised when y2 > 1.

fields are applied independently. However, increasing the axial field strength from Z = 1
in panel (a) to Z =5 in panel (b), shifts the magnetic region to the right, and produces a
band of stable G extending from G = 0, where the critical G for instability is larger than for
an independent axial or azimuthal field. In contrast, when y; = 0 and y2 = 5 so that the
outer fluid is more magnetic, we observe that both Z = 1 or Z = 5 are unstable for all G.
The corresponding figure is not shown here for brevity.  This phenomenon highlights the
complexity of the problem, and shows that flow can drastically alter the magnetic effects.

In particular, for no flow y; > x2 is always stabilising with an azimuthal field, and here we
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see a counter-example of this once G # 0. Figure 10 shows that when G = 2 x 10*, B = 100,
then for given p and Ry a critical Ry is needed for the magnetic region to occur. When
R =1.3, u=0.5in (a), two regions of instability exist. The left hand region is typical of a
magnetic region, and once the rod thickness exceeds a critical value it disappears, offering
a stable flow for certain rod thicknesses at this field strength and pressure-gradient. Once
the rod is too thick, or the inner fluid too thin, a hydrodynamical instability occurs. This
is seen when B = 0 and it is dampened as the azimuthal field strength increases. We do not

always find the magnetic region when region 3 exists. For example, region 3 occurs when
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G =0.25x 10*, 5 =0.0012 — 33.75i, (c) m =0, k = 3.5, G = 0.18 x 10*, s = 0.0088 — 8.25i,
and (d) m =1, k=35, G =0.18 x 10*, s = 0.0012 — 8.24i. In (e) BZ? =500, x1 =5, x2 = 0.
In (f) BZ? =500, xy1 =0, x2 = 5. Region 3 grows to the left, irrespective of which fluid is
magnetic. The sickle shaped region has eigenfunctions similar to region 3- type modes,
with heightened activity at the interface. Two distinct regions of m =1 region 3 - type
modes exist in (a) and (c), and they have joined in (d). The upper regions consist of

modes with eigenfunctions displaying the behaviour of magnetic-region modes.

u=15 Ry=20, Ry=0.45, J = 100, and 5.65 x 10* < G, but the magnetic region does not
occur for 0 < B < 1000 at least and G < 6.5x10*. We do however see the region for different
R2, Ry values with u > 1. This is shown in Figure 10(b) when Ry = 2.0, u = 1.5. Here, a
sufficiently thick rod is first necessary for stability, and then a thicker rod (or a thinner inner
fluid) is then needed for the magnetic region to occur. We surmise that it is the thickness of
the fluid layers and a large enough field strength that is essential for the magnetic region to
exist. We observe that the behaviour of regions 1, 2, and 3 for other values of u is analogous

to that described when y = 0.5, even when y > 1.
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Certain configurations are unstable for all G with a stationary rod when B = 0. For

example, if Ry or Ry is increased past a critical value, or, if Ry is too small when u > 1, the

system is unstable for all G ([31], FBBM). An azimuthal field when y; > y2 will stabilise

such systems as B is increased, and pushes the unstable region to the right. This is shown

in Figure 11 for Rg = 0.9, Re

1.3 when J = 1 (panels

(a) B =0 and (b) B = 100) and

J =100 in (panels (¢) B=0 and (d) B = 100). Similarly, applying an azimuthal field allows
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Increasing B shifts the unstable region to the right.

for a stable system with a thin rod and the outer fluid more viscous. Furthermore, &k = 0
remains unstable for an axial field, as it did for region 1, and similarly adding an axial and
azimuthal field simultaneously can only offer stability if y1 > yo. Figures for these results

are omitted, as they display qualitatively similar patterns to those already presented.

A special case occurs when u = 1.5, Ry = 2.0, Rp = 0.9 in Figure 12, when for B = 0,
there is instability for all G. The neutral curves when J = 1, B = 0 are given in Figures 12(a)
and 12(b). In Figure 12(c), the effect of an azimuthal field is considered when the inner
fluid is more magnetic (y1 = 5, y2 =0), B =1 and J = 1. Region 2 is pushed to the right
slightly when B = 1, and region 1 is stabilised, but a region of m = 1 modes remain unstable,
despite m = 2 unstable modes vanishing. Increasing B pushes m = 1 unstable modes in the
lower region to the right, and region 2 is also pushed to higher G. When J = 100, region 2
does not exist when B = 0, and we find complete stability for G < 2 x 10* when B = 200.
The corresponding figure is omitted, as the behaviour is straightforward. But increasing B

further causes the unstable magnetic region to appear, as shown in (¢) when B = 300.
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(¢)J=1,B=1,(d) J =100, B=300. An azimuthal field has a stabilising effect, but past

a critical strength unstable magnetic modes appear.

In general, when the rod is stationary, a stable configuration can always be found for
certain field strengths and orientations when y; > y2. A caveat to this is when region 3
modes exist. The outer fluid can be more magnetic for G # 0, if long waves are stable
when B = (0. Here, an axial field is necessary to produce a stabilising effect, with or without
an azimuthal field. Should the field strength get too large, and one fluid be appropriately

thinner than the other, magnetic unstable modes could occur.
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B. Moving rod: W #0

We now consider the case when the rod is moving either in the direction of the pressure-
driven flow (W > 0) or in the opposite direction (W < 0). We determine the effect of adding
azimuthal and/or axial fields. In Section IIT A it was observed that in general the effect of
an azimuthal field is destabilising (except for region 3) if y2 > y1, but stabilising otherwise.
In contrast, the effect of an independent axial field is the same whether y1 > x2 or y2 > x1.

We focus on the case when the inner fluid is the more magnetic, and set y1 =5 and y2 = 0.

If regions 1, 2 and 3 exist when there is no field and W = 0, translating the rod can shift
the regions to produce different ranges of stable G (FBBM). In these cases, the effect of an
axial and/or azimuthal field on the shifted regions is qualitatively similar to what was found
in Section IIT A for W = 0, and so it is not discussed further here. Often by translating
the rod, modes are rendered unstable, and for rod speeds that shift region 3 to the right,
small G becomes unstable when B = 0 as indicated by the roots of the small k formula (51).
This is shown by comparing Figure 2(c) where W = 0, with Figures 13(a) and 13(b), where
W = 1000 and W = —1000, respectively. Figure 13(c) shows that an azimuthal magnetic field
dampens the left-hand unstable region in Figure 13(a), to achieve complete stabilisation for
G < G, when B = 100, where for G > G, the magnetic region and region 3 both exist.
Upon comparing Figure 6(a) where W = 0, with Figure 13(c) where W = —1000, we observe
that the regions of instability are modified by translating the rod, and the magnetic region
requires a stronger G when W = —1000 than when the rod is stationary. In contrast, we find
that W > 0 results in the magnetic region spanning a larger range of G, as well as requiring a
lower critical field strength to appear. For example, when W = 1000 in panel (d), a magnetic

region appears for a larger range of G when B = 40, than in panel (c) where B = 100.

In the non-magnetic case, translating the rod can produce a window of stable G, that
does not exist when W = 0. This window is bounded by a left-most unstable region and
a right-most unstable region. Figure 14(a) shows an example of this when B = 0 and the
rod speed is such that W = 50. We observe that, when y; > y2, increasing the azimuthal
magnetic field strength will decrease the area of the left-hand unstable region so that it
disappears completely for strong enough B, and shifts the right-hand region to the right.
This is shown in panel (b) of Figure 14 when B is increased from B = 0 in panel (a) to B = 10.

Although an axial field alone cannot stabilise long-waves, it can be applied in conjunction
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FIG. 13: Growth rates when u=0.5, Ro=1.3, Rg =0.1, y1 =5, xo=0,1=1,Z=0, and
in (a) W=-1000, B=0 (FBBM), (b) W = 1000, B =0 (FBBM), (c) W = -1000, B = 100,
(d) W =1000, B = 40. An azimuthal field stabilises instabilities caused by the moving rod

at low G, but unstable magnetic modes can be triggered.

with the azimuthal field to produce stabilising effects. Nevertheless, m < 0 become the most
dangerous in a similar fashion to Section IIT A, and can be unstable for a given G when
m > 0 is stable. This is shown in panel (¢) where an axial and azimuthal field are applied
with B =10, Z = 5. Increasing B to B = 100 in panel (d) stabilises the m < 0 modes for this
range of G, and only the right hand region of m = 0 unstable modes remain. Increasing B
further shifts this unstable region to the right, increasing the range of stable G. For other
parameter values where such a window exists, bounded unstable regions like in Figure 14(a),

we observe the field having a similar effect.
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In Figure 15(a), where W = 100, (c.f. Figure 12a for W = 0) the window of stable G is
bounded differently from Figure 14(a). Here, region 2 in panel 15(a) behaves as expected,
and the lower unstable region is stabilised with an azimuthal field. However, in the presence
of a helical field and a moving rod, the lower region behaves somewhat unexpectedly. This
is shown in Figure 15(b), where the growth rates are plotted for small k (region 2 exists at
larger k). Here, an azimuthal and axial field are applied in tandem, stabilising all m = 1,
2 modes, and reducing the area of the unstable m = 0 region, whilst a pocket of unstable
m = —1 modes remains, located above the m = 0 region. We observe that increasing Z causes
these two regions to expand, increasing the range of unstable G. Yet, they disappear by
increasing B and retaining Z = 1. Additionally, panel (c) shows that in the non-magnetic
case, a region of instability can exist at moderate wave number when the rod speed is too
large (W =500 in panel (c)). We observe stabilisation of this region for either an azimuthal

field (if x1 > x2) or an axial field, since k > 0 is unstable when B = 0.

Often for no pressure gradient (G = 0), a range of rod speeds could produce stability
(FBBM). In these examples, a window of stable W exists, bounded by a left-hand and
right-hand unstable region, resembling Figure 14(a). We observe that in the presence of the
magnetic field the regions behave similarly to what was observed in Figure 14. However,
for some configurations the system is unstable for all W > 0 when G = 0. We find an
azimuthal field can produce a range of stable rod speeds if the inner fluid is more magnetic.
An example is given in Figure 16. In panel (a) the system is unstable for all W when
B = 0, but increasing B to B = 100 in panel (b) produces a range of stable W > 0. This
occurs analogously to configurations that were unstable for all G when W =0 in Figure 11.
We observe similar effects for unstable configurations when both W and G are non-zero.
Nevertheless, the magnetic region can still appear for certain ratios of thicknesses of the
fluids, and this occurs for the parameter set in Figure 16 once B is increased to B = 200 in
panel (c).

Translating the rod adds another parameter to an already large parameter set, and we
have therefore discussed only a small number of cases here. In general, we would expect an
azimuthal field to have a stabilising effect if the inner fluid is more magnetic, so long as it
is below the strength for the onset of magnetic instabilities. An axial field could stabilise
a system so long as k = 0 is stable when B = 0. Applying both fields in tandem should

be taken with caution when in conjunction with the moving rod, since it does not always
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behave in a clear trend, or by the manner described in Section [T A, and Figure 15 gives an

example of this.

IV. CONCLUDING REMARKS

We have studied the effect of a magnetic field on a rod-annular flow (RAF). The rod is
either stationary or translates along its axis at a prescribed speed. Although the results that
we have presented apply for a small set of the possible parameter values, we have nevertheless

observed some general trends. A weak axial field always has a stabilising influence irrespec-
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tive of which fluid has the higher magnetic susceptibility. In contrast a weak azimuthal field
will only be stabilising if the inner fluid is the more magnetic. The latter agrees with the
ferrohydrodynamic literature when there is no base flow [15-17, 19, 20, 22]. An axial field
cannot stabilise long waves, and therefore an azimuthal field is required if hydrodynamically
unstable long waves are to be suppressed. Adding an azimuthal field alongside an axial
field can dampen these modes, provided the inner fluid is the more magnetic. Applying an
azimuthal and axial field simultaneously gives rise to a helical field and in this case often
the least stable modes are those parallel to the field on the interface, so that H - V¢ = 0
or ml + kZ = 0, requiring m < 0. These are akin to the troublesome ‘tearing modes’ in
Tokamak design [36]. If y1 > y2 the azimuthal field may control these modes, but if y; < x2

hydrodynamic effects will be required and the field cannot then be too strong.
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In general instabilities that occur at large base flow strengths require stronger field
strengths to be suppressed (in particular region 2). Region 3 modes are largely unaffected
by weak fields, and for strong fields they don’t behave as we might expect; the growth rate
is increased by an azimuthal field when the inner fluid is more magnetic. Moreover, a strong
enough magnetic field can destabilise region 3 modes, with an azimuthal field (if the inner-
fluid is more magnetic) and an axial field. Since region 3 modes are hardly influenced by
interfacial effects, this suggests that the field may be having a non-local effect, despite it
only coupling with the flow through the normal-stress condition at the interface. Indeed, the
field varies spatially, and experiences discontinuities at the rod, interface and wall. Strong
fields can also induce new magnetic instabilities for both independent and combined field
orientations. These exist for a range of base flow strengths that depend on the parameters
of the system. These seem to occur at critical thicknesses of the two fluids, and don’t neces-
sarily occur if region 3 modes are present. Indeed, it seems unlikely that it is the presence of
the boundaries that cause these modes, due to the heightened activity in the eigenfunctions
near both the interface and within the thicker fluid (e.g. Figures 7(a),(b) and 8(a),(b)).

Crucially, an axial rod is required to generate the azimuthal field needed to dampen
unstable long waves that occur at low base flow strengths. Nevertheless, our results suggest
that regular core-annular flow (CAF), for which the rod is absent, could be stable in the
presence of an axial field if the base flow is strong enough to control the capillary-driven
instabilities (m =0, k < 1).

We have provided representative cases of all the observed behaviour. However, given the
vast parameter space for the problem, the question arises whether interesting regimes could
be missed by too coarse a grid search. We are confident that we have identified all unstable
regions in the figures we have presented. Sometimes small isolated islands of instability do
appear, but warning of such behaviour is usually provided by the topology of the negative
growth rate contours, which we omit for clarity. The problem is most sensitive to variations
in the annular thicknesses, 1 — Ry and Ry — 1 and some effects only appear for fairly thin
layers. In contrast, the physical effects of varying the other parameters are more transparent
and the overall picture tends not to change beyond a threshold.

The findings presented here are most relevant to ink-jet printing and magnetic drug
targeting, and extend the work of the current ferrofluid literature by allowing for a two-

fluid flow. They are also relevant to enhanced fluid transportation [7] and drag reduction
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technologies [8], where ferrofluids are already used for lubrication.

To the best of our knowledge, no experiments have yet addressed the configuration stud-

ied here. Nonetheless, related experimental work [18], [37], demonstrates the feasibility of

realising comparable systems such as ours. Finally, while we have restricted our attention to

the linear regime, it should be remembered that in real flows it is possible that instabilities

may saturate to form surface waves of significant amplitude. Moreover, some linearly sta-

ble configurations may be destabilised by sufficiently large amplitude disturbances. Future

work could involve weakly nonlinear analysis to identify subcritical bifurcations, while a

non-modal approach [38] could highlight transient growth mechanisms.
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