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Abstract 

During infection, hematopoietic stem and progenitor cells (HSPCs) rapidly expand 

to coordinate an effective immune response. Fatty acid uptake and metabolism are 

central to providing sufficient energy for HSPC expansion. However, the 

mechanisms that drive these changes are unknown. This study investigates the 

regulation of fatty acid availability to support this HSPC expansion. 

Within 6 hours of lipopolysaccharide (LPS) administration, liver fatty acid uptake 

and metabolism was significantly downregulated. This downregulation was 

associated with a significant increase in circulating long-chain fatty acids (LCFAs). 

In vitro assays using hepatocytes demonstrated that circulating cytokines released 

in response to LPS caused this downregulation. Of these cytokines, only 

Plasminogen activator inhibitor-1 (PAI-1) significantly decreased LCFA uptake and 

metabolism in hepatocytes. Pharmacological inhibition of PAI-1 using TM5441 

prevented the downregulation of hepatic fatty acid metabolism both in vitro and in 

vivo, resulting in a reduction in the availability of circulating LCFAs in response to 

LPS. Subsequently, pre-treating mice with TM5441 prior to LPS injection resulted in 

a significant reduction in HSC expansion normally seen in response to LPS.  

Up to 90% of PAI-1 is stored in platelets. This thesis provides evidence that platelets 

can rapidly release PAI-1 in response to LPS. Depleting platelets from mice prior to 

LPS treatment significantly reduced the downregulation of liver fatty acid 

metabolism, reducing circulating LCFAs. Taken together, findings demonstrate that 

circulating LCFAs increase in response to infection to support immune cell 

expansion. Increased circulating LCFAs is at least partly driven by PAI-1 released 

from platelets, downregulating liver LCFA uptake and metabolism, allowing LCFAs 

to remain in circulation necessary to fuel HSC expansion during emergency 

haematopoiesis. 
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1. Introduction 

1.1 The bone marrow 

The human skeleton is formed of two main types of bone ultra-structure. Compact, 

or cortical bone, accounts for around 80%, whilst trabecular, or spongy, makes up 

the remaining 20% (1). Some bones, such as the femur, are a composite, with spongy 

trabecular in the centre surrounded by compact bone along the edges (2). These 

different ultra-structures are specially adapted for particular functions. Compact 

bone is hard but light, containing densely packed concentric rings which are able to 

withstand compression and thus forms the weight bearing component of bone (3). 

On the other hand, trabecular bone is much more porous and contains bone marrow, 

the main site of haematopoiesis, where nearly all of the haematopoietic system is 

formed (2, 4). Haematopoiesis refers to the process of mature blood cell production 

(5). Bone marrow is highly dynamic, with multiple endogenous and exogenous factors 

influencing bone homeostasis (6).  

Red marrow is found within the spongy end regions of these composite bones, 

whereas yellow marrow is located primarily towards the centre of the bone (4). Yellow 

marrow has a high fat content due to its large volume of adipocytes, with minimal 

vasculature and acts as a reservoir of stored fat which can be utilised for energy 

production in times of need, Figure 1.1 (7, 8). Alternatively, red marrow is where the 

majority of blood cells are produced, including erythrocytes, platelets and 

leukocytes, and contrastingly is highly vascularised, Figure 1.1 (7, 9, 10). In fact, 

nearly one-third of the total area of bone marrow is taken up by microvasculature (2), 

giving the red marrow its characteristic colour due to high haem content (11).  
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Figure 1.1, Bone structure.  
The structure of bone marrow within a composite bone containing both compact and 
trabecular bone. Yellow marrow is found centrally whereas red marrow is located nearer to 
the ends within the trabecular bone. Red marrow is highly vascularised and is the site of 
haematopoiesis. 

 

The ratio of red to yellow marrow changes as we age, with red marrow slowly replaced 

by yellow marrow (12). At birth, all bone marrow is red, however throughout childhood 

and into early adulthood, red marrow is converted into yellow marrow in a constant, 

predictable manner, starting in the limbs (13). By age 25, the balance of red and 

yellow marrow stabilises, with most of the red marrow now restricted to the axial 

skeleton (for example the ribs and skull) and proximal metaphysis of long bones such 

as the femur and humerus (2, 9-11). This is because the accumulation of densely 

packed adipocytes within the marrow dislodges the red marrow, and thus nearly all 

haematopoietic activity to the proximal ends of long bones (8, 10, 14). Multiple 

factors including age and disease can affect marrow composition and rheology (9, 

11). Due to the finite space within bones, the ratio of red to yellow marrow changes 

in response to alterations in the microenvironment (10, 15). For example, when 

increased haematopoietic activity is required, the adipocytes within the yellow 

marrow are reabsorbed to provide more space as well as energy (11).  

The surrounding bone marrow microenvironment is crucial to provide signals to help 

maintain and regulate haematopoiesis, helping to ensure fluctuating demands under 



24 
 

both homeostatic and stress conditions are met (15). Haematopoiesis is tightly 

regulated, with the surrounding bone marrow microenvironment containing a highly 

organised heterogenous population of non-haematopoietic cells including stromal 

cells, endothelial cells and adipocytes playing an essential regulatory role (16-18). 

For example, central to haematopoiesis are haematopoietic stem cells (HSCs), 

which reside in one of the most studied bone marrow microenvironments, the HSC 

niche. This niche plays a pivotal role for HSC survival, highlighting the important role 

of the bone marrow microenvironment.   
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1.2 Haematopoiesis in health 

Haematopoiesis refers to the generation of all mature blood cell lineages, which play 

a pivotal role in tissue oxygenation and immunity (19). During both human and mouse 

development, haematopoiesis first takes place in the yolk sack, before transitioning 

into the aorta-gonad-mesonephros region of the embryonic mesoderm and foetal 

liver (15, 20, 21). Eventually, it will permanently move to the bone marrow, where it 

remains, however remnant haematopoietic activity can occur in the liver and spleen 

into adulthood (22-24). At the centre of haematopoiesis is a small population of 

approximately 10,000 HSCs, which are responsible for producing billions of blood 

cells every day, following a tree-like hierarchy of sequential multilineage 

differentiation to produce a complete blood system, Figure 1.2 (15, 25-27). These 

lineage-restricted blood oligo-, bi-, and unipotent progenitors are generated in a 

stepwise manner following this hierarchy (28). 

Within their niche, long-term HSCs differentiate into short-term HSCs, which then 

give rise to either lymphoid or myeloid multipotent progenitors (29, 30). Common 

myeloid progenitors (CMPs) then give rise to granulocyte-monocyte progenitors 

(GMPs) and megakaryocyte-erythrocyte progenitors (MEP). GMPs ultimately form the 

granulocytes, eosinophils, basophils, neutrophils and monocytes, whereas MEPs 

differentiate and mature into megakaryocytes and erythrocytes. Some 

megakaryocytes will fragment into thrombocytes, more commonly known as 

platelets (31, 32). Meanwhile lymphoid multipotent progenitors (LMPPs) give rise to 

common lymphoid progenitors (CLPs), which then go on to form the T-lymphocytes, 

B-lymphocytes and natural killer cells (28, 30, 33). This hierarchy is depicted in Figure 

1.2.  

 



26 
 

 

Figure 1.2, The process of haematopoiesis. 
Haematopoiesis refers to the continuous self-renewal and production of mature blood cells 
from immature haematopoietic stem cells (HSC). Within their niche, there are long-term and 
short-term HSCs, which give rise to either common myeloid progenitors (CMP) or common 
lymphoid progenitors (CLP). CMPs differentiate into granulocyte monocyte progenitors 
(GMPs) and megakaryocyte-erythrocyte progenitors (MEP). GMPs ultimately form the 
granulocytes, eosinophils, basophils, neutrophils and monocytes, whereas MEPs 
differentiate and mature into megakaryocytes and erythrocytes. CLPs go on to form the T 
lymphocytes, B-lymphocytes and natural killer cells. 

 

Cells derived from GMPs and CLPs are all part of the adaptive and innate immune 

response. However, in more recent years, the true complexity of haematopoiesis has 

started to be recognised, with this tree-like hierarchy now thought not to be entirely 

accurate. Some researchers argue that science should move away from this static 
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model (32, 33). For example, studies have shown that megakaryopoiesis (the process 

of HSC differentiation into megakaryocytes) does not always strictly follow this 

hierarchy. A distinct subset of HSCs, termed ‘platelet-primed HSCs’ can unilaterally 

differentiate into megakaryocytes. This direct differentiation is thought to be 

influenced by the presence of thrombopoietin (34, 35). 

1.2.1 Haematopoietic stem cells 

HSCs make up around 0.01% of the total cells found in the bone marrow but are 

responsible for indirectly producing over 500 billion blood cells every day (17, 36, 37). 

In humans, this represents 90% of total cell turnover (38). Studies which transplanted 

even just one single HSC into lethally irradiated mice proved that HSCs are able to 

reconstitute and maintain all haematopoietic lineages long-term (39, 40), 

demonstrating that they are the central component responsible for haematopoiesis.  

Within their niche, HSCs can be identified by their unique set of cell surface markers. 

HSCs are lineage negative (Lin-), meaning that they do not express any of the cell 

surface markers which are normally found on other more mature haematopoietic 

cells. However, HSCs do express high levels of stem-cell antigen 1 (Sca-1) and 

CD117, also known as c-Kit (36). Experimentally cells identified as being Lin-Sca-

1+CD117+ are referred to as LSKs and represent immature cells including HSCs and 

downstream progenitor cells (41). HSCs can be further identified from LSK cells as 

they express CD150 but not CD48 (42).   

Clinically, due to their immense self-renewal and multipotency potential, HSCs have 

been used as a treatment for multiple diseases including haematological 

malignancies such as leukaemia and lymphoma since the 1960’s (37).  For this, HSCs 

for transplant are traditionally collected from umbilical cord blood, bone marrow or 

even collected in peripheral blood samples (43). However, due to only being able to 

collect very low numbers from patients and the difficulty in finding adequately 

matched donors, the use of HSC transplants clinically remains challenging (44).  

Under normal, low stress conditions, kinetic studies have shown that the majority of 

HSCs are kept in G0 phase, remaining dormant and rarely dividing (45). This is partly 

due to the hypoxic environment they reside in, which is discussed further in section 
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1.2.3.4. These dormant HSCs are often referred to as long-term HSCs and have the 

greatest ‘stemness’ compared to more active HSCs (46). The predicted rate at which 

HSCs divide varies between studies and species. For mice, studies suggest long-

term HSCs divide in mice as much as once every 56 days (ranging between 56-145 

days) (47-49), whereas humans studies using segmented regression predict that 

adult HSCs divide less than once every two years (50). These differences are likely 

explainable due to the vastly different lifespan as well as methods and markers used 

to label and trace HSC division. In mice, this replication rate would mean that 

quiescent HSCs undergo around 5 divisions throughout a mouse’s whole lifetime (47, 

51). Each division has been associated with a decreased likelihood that the HSC re-

exits the cell cycle and returns to its quiescent state (45, 52, 53). Thus, HSC 

quiescence and repression cell division is an important mechanism to prevent 

premature exhaustion due to excessive replication (54, 55). 

When required, HSCs can become activated, becoming short-term HSCs and 

entering the cell cycle (37, 56). CD34 expression is a common characteristic used to 

differentiate the two HSC populations, as long-term HSCs are thought to be CD34low 

and short-term HSCs CD34+ (57, 58). Whilst long-term HSCs can sustain 

haematopoiesis for an entire organism’s lifespan, studies have shown that short-

term HSCs are only able to maintain haematopoiesis for around 6-8 weeks (29, 59). 

However, it is this smaller population of more active HSCs that are responsible for 

producing the necessary immune and blood cells each day during haematopoiesis. 

Short-term HSCs are also able to rapidly proliferate and differentiate in response to 

stress stimuli to increase haematopoietic cell production (60). Conversely, long-term 

HSCs are unsuitable for rapid immune cell production. Whilst the exact reason for 

this is not yet fully understood, it is thought that their quiescence and location within 

the niche plays a major role in their slower response (40, 61). Overall, this 

demonstrates the complexities and heterogeneity of HSCs and their regulation.  

1.2.2 The HSC niche 

Stem cell niches offer a dynamic microenvironment to support a population of stem 

cells throughout their lifecycle (62) and were first hypothesised by Schofield in 1978 

(63). The surrounding microenvironment, or HSC niche, is crucial to HSC homing, 
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self-renewal and differentiation, including both intrinsic and extrinsic signals such as 

oxygen availability, growth factors, cell cycle regulators and transcription factors (64-

68). Stem cell niches also rely on cell-cell adhesion. For example, the close proximity 

and spatiotemporal organisation of multiple cell types including bone marrow 

mesenchymal stromal cells (BMSCs), osteoblasts and endothelial cells play a 

particularly important role in retaining HSCs within their niche (69, 70). Cell-cell 

adhesion is essential for HSC homing within its bone marrow niche (71). In addition, 

stem cell niches also utilise biomechanical cues such as extracellular matrix 

stiffness and cell-intrinsic forces to support HSCs (72).  

However, due to the complexities of haematopoiesis, one singular niche is unable to 

fully support HSCs. Instead, more recent research has established that there are at 

least two distinct HSC niches. The endosteal osteoblastic niche, which helps 

maintain quiescence and self-renewal, and the vascular niche which aids HSC 

mobilisation for proliferation and differentiation (18, 73). Therefore, it is now thought 

that long-term HSCs reside in the endosteal niche, supported by surrounding cells 

including osteoblast and endothelial cells (74). Whereas the vascular niche sits 

adjacent to blood vessels, allowing easy access to the necessary nutrients and 

signalling molecules needed for differentiation and proliferation (74, 75). Important 

supporting cells in this vascular niche include endothelial, perivascular and 

mesenchymal cells (76). Despite the complexities, development of single cell 

technologies and complex image-based transcriptomics have revolutionised our 

understanding of the bone marrow microenvironment and the complexity of the HSC 

niche. Furthermore, computational frameworks such as scNiche allow a deeper, 

more robust analysis of single-cell omics data to identify cell niches (77). With this 

and future technological advancements, our understanding of stem cell niches is 

likely to continue to improve.  

Growth factors, cytokines and chemokines secreted within the HSC niche are also 

crucial for HSC regulation, determining HSC fate and functionality (18). Examples of 

these important factors include CXC chemokine ligand 12 (CXCL12), angiopoietin-1, 

thrombopoietin (TPO) and stem cell factor (SCF) (78). HSCs express CXC chemokine 

receptor 4 (CXCR4), the major receptor for CXCL12 (79, 80). Signalling through 

CXCR4/CXCL12 directly influences HSC migration, proliferation, quiescence and 
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their ability to stay within the niche (81-83). Loss of bone marrow CXCR4 

detrimentally impacts the long-term reconstitution capacity of HSC and progenitor 

cells, in part by increasing their sensitivity to oxidative stress and causing DNA 

damage and apoptosis (84). SCF is the ligand for the c-Kit receptor and has been 

shown to be important for HSC self-renewal (85, 86). SCF has also been shown to 

increase HSC adhesion to extracellular matrix proteins as well as to BMSCs 

themselves (87, 88), highlighting its importance in HSC homing. Furthermore, HSCs 

are unable to remain in their niche if either SCF or CXCL12 is lost (89, 90), and thus 

both are critically important factors for HSC maintenance.  

Some of the cells produced during haematopoiesis can also help to support and 

maintain HSCs, contributing to the HSC niche. Additionally, multiple cell types within 

the bone marrow help support haematopoiesis without being directly involved in the 

process, and instead form part of the supporting bone marrow microenvironment 

such as stromal cells. The most important cell types and the factors they secrete 

within the HSC niche are depicted in Figure 1.3 described below.  

 

Figure 1.3, The haematopoietic stem cell niche.  
Important cells supporting the HSC niche include macrophages, megakaryocytes, CXCL12-
abundant reticular (CAR) cells and BMSCs. These cells secrete multiple factors such as SCF, 
TPO and CXCL12 to support HSC maintenance.  
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1.2.3 Supporting cells within the HSC niche 

1.2.3.1 Megakaryocytes  

Within the bone marrow, megakaryocytes are easily recognisable due to their large 

size and multi-nucleation (91). As a part of haematopoiesis, megakaryocytes 

become multi-nucleated through the process of endomitosis (DNA replication 

without cell division), and then mature into several proplatelets, before releasing 

platelets into the circulations (92). Besides their role in platelet production, 

megakaryocytes play a role in HSC maintenance as they produce CXCL4, 

transforming growth factor (TGF)-β and TPO, all important factors in maintaining HSC 

quiescence (93-96). Mouse models have demonstrated that around 20% of HSCs are 

located directly adjacent to megakaryocytes (97, 98). Loss of megakaryocytes 

caused the HSC population to grow, with a greater proportion actively cycling (97), 

demonstrating the importance of megakaryocytes in HSC maintenance. 

1.2.3.2 Macrophages 

Macrophages are critically important in both innate and adaptive immunity as well as 

tissue homeostasis. Derived from monocytes, macrophages are an important 

population of phagocytes able to clear cellular debris and apoptotic cells 

independent of immune cell signalling and stimulation (99, 100). Macrophages are 

scattered throughout the bone marrow, including in the lining of the bone, where they 

help support osteoblasts (101). Additionally, macrophages have been implicated in 

HSC maintenance, promoting HSC retention within the HSC niche (73). Although the 

macrophage’s role within HSC regulation is still not fully understood, macrophages 

are able to dynamically respond to different signals to help maintain optimal HSC 

function. For example, in low stress macrophages can secrete CXCL12 to support 

HSC homing. Macrophage depletion using drugs such as clodronate increases the 

number of circulating HSCs (101, 102). However, during increased demands for 

immune cells, macrophages instead secrete granulocyte-colony stimulating factor 

(G-CSF) which supresses CXCL12, driving HSC mobilisation (103, 104). Thus, 

macrophages also play an important role in the HSC niche and controlling HSC 

mobilisation.  
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1.2.3.3 Bone marrow mesenchymal stromal cells 

BMSCs, also known as mesenchymal stem cells, are important in adipose, bone, 

muscle and cartilage regeneration (11). BMSCs encompass a diverse population of 

multipotent stem cells and mature cells including osteolineage cells, endothelial 

cells, adipocytes and CXCL12-abundant reticular (CAR) cells which are separate 

from haematopoiesis (105, 106). BMSCs play a pivotal role in maintaining the HSC 

niche by secreting multiple cytokines and growth factors including interleukins, 

CXCL12 and SCF (107, 108). 

1.2.3.3.1 Osteoblasts 

Outside of their role in bone formation, osteoblasts, which are derived from BMSCs, 

were one of the first cell types shown to be involved in the regulation of HSC and 

progenitor cells (109). Osteoblasts produce multiple important cytokines involved in 

HSC regulation including G-CSF, TPO, angiopoietin-1 and CXCL12 (110-113). 

Depletion of osteoblasts is associated with a reduction in bone marrow HSCs and a 

switch to extramedullary haematopoiesis (114), evidencing the importance of 

osteoblasts in HSC maintenance. However, their exact role in HSC maintenance has 

been called into question. Multiple studies have demonstrated that in vivo 

osteoblasts have very little contact with HSCs (82, 115-117). Instead, it has been 

suggested that more immature, not mature, osteoblasts are involved in HSC 

regulation rather than the mature osteoblasts as initially thought (118). However, 

there are many different populations of osteoblasts and thus it remains unclear 

which of these are truly important in HSC maintenance.  

1.2.3.3.2 CXCL12-abundant reticular (CAR) cells  

 Spatial analysis has shown that many HSCs keep close contact with CAR stromal 

cells in both endosteal and vascular niches (82). CAR cells are the highest expressors 

of CXCL12 within the HSC niche and thus are particularly important for HSC 

maintenance. Ablation of CAR cells in vivo caused a notable reduction in bone 

marrow CXCL12 levels (90). This resulted in reduced numbers of long-term HSCs 

(119, 120). Additionally, CAR cells secrete high levels of SCF. When SCF was 

conditionally deleted from leptin receptor expressing cells, a marker for CAR cells 
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(121), this also resulted in severely reduced HSC numbers (89, 122). Taken together, 

this provides evidence for the importance of CAR cells in HSC regulation and 

maintenance.   

1.2.3.3.3 Adipocytes 

Additionally, BMSCs can differentiate and specialise into adipocytes. Adipocytes 

form an important part of the bone marrow microenvironment, accounting for up to 

70% of total bone marrow volume (14, 123). Bone marrow adiposity increases with 

age, from around 15% of the bone marrow in young adults to significantly over half in 

older individuals (124, 125). Adipocytes are lipid storage cells and thus can provide 

energy to the bone marrow. Aside from their role as an energy store, adipocytes have 

been shown to negatively regulate haematopoiesis, particularly within conditions of 

stress and ageing (8, 126, 127). Adipocytes can block HSC differentiation via 

neuropilin-1 interactions mediated by cell-to-cell contact (128). This can result in 

total arrest of the HSC population and subsequent apoptosis (129), highlighting the 

important role adipocytes play in HSC regulation.  

1.2.3.3.4 Endothelial cells 

Endothelial cells help to form the bone marrow blood vessel network (130). This 

endothelial cell barrier lining the blood vessels maintains a clear separation between 

circulating blood cells and the cells within the bone marrow, aiding HSC 

development and haematopoiesis (131, 132). They do this by controlling blood vessel 

permeability. When permeability is low, HSCs are exposed to low levels of reactive 

oxygen species (ROS), helping maintain HSC quiescence. However endothelial cells 

can increase blood vessel permeability, subsequently increasing ROS levels within 

the bone marrow microenvironment, which in turn increases HSC activation (133, 

134). Too much ROS can result in HSC exhaustion and damage (135, 136).  

Furthermore, bone marrow endothelial cells express SCF, CXCL12, pleiotrophin and 

E-selectin (137). Loss of SCF, CXCL12 or pleiotrophin in endothelial cells results in 

reduction of the HSC pool (138-140), further demonstrating their essential role in 

HSC maintenance. However, interestingly, loss of E-selectin actually enhanced HSC 
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quiescence and self-renewal (141), demonstrating that E-selectin may play more of 

a role in aiding HSC proliferation instead of maintenance in the vascular niche. 

1.2.3.4 Importance of hypoxia 

In mammals, the HSC niche is hypoxic, helping to maintain HSC quiescence, holding 

them in G0 of the cell cycle, and are supported by the surrounding cortical and 

trabecular regions (54, 142-144). HSCs express high levels of hypoxia-inducible 

factor (HIF)-1α messenger RNA (mRNA) due to the low oxygen concentration within 

their niche (145). Culturing HSC and progenitor cells (or LSKs) isolated from mouse 

bone marrow in hypoxic (1% O2) compared to normoxic conditions (20% O2) 

increased the proportion of HSCs held in G0 phase, and reduced cell proliferation 

(146-148). Mechanistically, this cell cycle arrest relies on hypoxia-induced HIF-1α 

stabilisation, upregulating cyclin-dependent kinase inhibitors (CDKIs), including p27 

and p57 (146). Loss of this hypoxic environment results in increased proliferation and 

HSC exhaustion, detrimentally affecting engraftment efficiency (149-151). p27, p57 

and HIF-1α knockout models also show similar results, including reduced 

engraftment potential during transplantation (152, 153). This demonstrates the 

importance of a hypoxic environment for HSC maintenance. Furthermore, multiple 

cytokines including TPO and SCF also stabilise HIFs, including HIF-1α (144, 154, 155), 

further linking the hypoxic microenvironment to the cells supporting the HSC niche.   
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1.3 Energy production in steady-state haematopoiesis 

There is evidence for the role of HSC metabolism in regulating haematopoietic cell 

fate (156).  In steady state, quiescent HSCs reside in their hypoxic niche with minimal 

mitochondrial activity, maintaining characteristically low levels of ROS (47, 56, 67). 

These metabolically inactive HSCs favour anaerobic glycolysis to meet their low 

energy requirements (52, 157, 158). The glycolytic activity of HSCs is maintained by 

the translocation of glucose transporters on the cell surface of HSCs to ensure the 

sufficient uptake of glucose to fuel them. This is partly due to hypoxia induced HIF-

stabilisation, including HIF-1α, within HSCs which drives increased expression of 

several glycolytic enzymes and controls glucose transporter expression, including 

lactate dehydrogenase A (LDHA) and glucose transporter 1 (GLUT1) (145, 159).  

The restriction of mitochondrial metabolism helps HSCs to maintain low ROS levels, 

preventing HSC differentiation and lineage commitment, and essentially maintaining 

their ‘stemness’ (160, 161). This means that HSCs have a different metabolic profile 

compared to that of more committed haematopoietic cells (162). Thus, during HSC 

differentiation and maturation into mature haematopoietic cells, metabolic 

reprogramming must also occur to meet the different energy requirements of 

erythroid, myeloid and lymphoid cells (163). HIF-1α also induces pyruvate 

dehydrogenase kinase (PDK) expression in HSCs (164). PDKs block pyruvate 

dehydrogenase activity, preventing the conversion of pyruvate (the product of 

glycolysis) into acetyl-CoA, which then feeds into the tricarboxylic acid (TCA) cycle 

(165-167). This essentially blocks mitochondrial oxidative metabolism of pyruvate 

(168). Loss of HIF-1α reduced glycolysis and increased mitochondrial metabolism 

(164). This resulted in loss of HSC quiescence, and a progressive loss in ability to 

maintain their population long-term following stress (78, 169, 170). Taken together, 

these studies demonstrate the key link between the hypoxic microenvironment HSCs 

reside in, HIF-1α expression and their glycolytic activity. Furthermore, loss of lactate 

dehydrogenase (LDH) in HSCs, the enzyme responsible for the conversion between 

pyruvate and lactate, has been shown to increase the amount of pyruvate entering 

the TCA cycle (171, 172). This subsequently increases oxidative phosphorylation, 

increasing ROS levels and resulting in reduced long-term reconstitution potential of 

HSCs (172). Increased levels of ROS has been shown to induce HSC-specific p38 
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phosphorylation and MAPK activation, associated with a reduction in HSC self-

renewal (173). Taken together, this demonstrates the importance of HSCs 

maintaining low oxidative phosphorylation to preserve HSC stemness.  

However, fatty acid oxidation (FAO) has still been shown to be important in the 

maintenance of quiescent HSCs. Inhibiting FAO using drugs such as etomoxir 

detrimentally affected maintenance of the HSC pool and eventually resulted in HSC 

exhaustion and haematopoietic failure (174). Thus, this demonstrates the 

importance of understanding the role of metabolism in HSC maintenance and 

differentiation during haematopoiesis.  

1.3.1 Metabolism 

Metabolism refers to the biochemical reactions that occur within cells to produce or 

consume energy. To fuel these reactions, all living organisms must take up and use 

nutrients from their environment. In general, metabolism comprises of more than 

8000 different reactions which use over 16000 metabolites (175). In mammals, the 

most abundant nutrients can be categorised into carbohydrates, amino acids and 

fatty acids, which cells utilise to produce energy using high energy compounds. 

These high energy compounds transfer either inorganic phosphate groups (Pi) or 

hydride (H-) ions, which are a vital part of energy storage and release (176). The most 

common example of this is adenosine triphosphate (ATP), also referred to as the 

universal currency of energy, which is comprised of adenine, a ribose sugar and three 

sequentially bonded phosphate groups. It provides a link between catabolic 

reactions that produce energy in the form of ATP, and anabolic reactions which utilise 

energy via the hydrolysis of ATP (177). When hydrolysed, these high energy 

phosphoric anhydride bonds with Pi yield large amounts of energy to drive 

metabolism (178). Hydrolysis of the terminal phosphate group in ATP generates 7.3 

kcal/mol of energy, producing adenosine diphosphate (ADP) + Pi (179). Each 

molecule of ATP is recycled back into ADP more than a thousand times each day to 

generate sufficient energy, a process which primarily occurs during oxidative 

phosphorylation (180). Whilst ATP provides energy for around 73% of small molecule 

synthesis, a notable minority (27%) comes from guanosine triphosphate (GTP) (181). 
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Hydride ions are hydrogen atoms which have an extra electron, making them 

negatively charged. High energy intermediates can be reduced (gain a hydride ion) or 

oxidised (lose a hydride ion). Common examples include the reduction of 

nicotinamide adenine dinucleotide (NAD)+ to NADH, and flavin adenine dinucleotide 

(FAD) to either FADH or FADH2 (182, 183). These high energy molecules can then 

donate their electrons during the electron transport chain to produce ATP. Multiple 

different metabolic pathways are used to generate ATP, both with and without oxygen. 

In aerobic conditions, cellular respiration, beta-oxidation, ketosis, lipid and protein 

catabolism produce ATP. Cellular respiration can be broken into three main steps: 

glycolysis, the TCA cycle and oxidative phosphorylation. Lower volumes of ATP can 

also be produced anaerobically when oxygen is scarce (184).   

1.3.2 Glycolysis 

Glycolysis refers to the metabolic pathway occurring in the cytoplasm of cells that 

converts one six carbon glucose molecule into two three carbon pyruvate molecules, 

producing two molecules of ATP, and is the first step of cellular respiration. There are 

several steps to this process, depicted in Figure 1.4. 
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Figure 1.4, Glycolysis pathway.  
The glycolysis pathway converts one glucose molecule into two pyruvate molecules through 
several enzymatically controlled steps, producing two ATP molecules in the process. 
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Glycolysis occurs independently of oxygen, however the fate of pyruvate produced 

during glycolysis depends on the availability of oxygen and functional mitochondria. 

In anaerobic conditions, or in cells without mitochondria such as erythrocytes, 

pyruvate is reduced to oxidise NAD+ into NADH for ATP production, releasing lactate 

as a byproduct. This reaction is catalysed by LDH and is fully reversible (185). 

However, in aerobic conditions pyruvate moves into the mitochondria, entering the 

TCA cycle. To do this, pyruvate first crosses the outer mitochondrial membrane via 

passive diffusion through voltage-dependent anion channels (VDACs) (186, 187). It 

is then actively transported by mitochondrial pyruvate carriers (MPCs) across the 

inner mitochondrial membrane, using a proton gradient (188).  

1.3.3 Mitochondria 

The majority of ATP is produced within the mitochondria, mainly through oxidative 

phosphorylation and thus mitochondria play a central role in metabolism. 

Mitochondria have a highly specialised structure, containing two membranes which 

separate the internal matrix from the intermembrane space (189). The inner 

mitochondrial membrane is folded to form cristae, increasing its surface area to 

maximise ATP generation via the electron transport chain. Uniquely, mitochondria 

contain their own mitochondrial DNA (mtDNA), which differs from a cells genomic 

DNA.  

Mitochondria alter their numbers and morphology to match energy demands whilst 

also maintaining mitochondrial health by cycling between fission and fusion 

continuously (190). They do this by dynamically responding to both intrinsic and 

extrinsic factors (191). A cell’s mitochondrial mass is determined by carefully 

balancing mitochondrial biogenesis to increase mitochondrial number, and 

mitophagy to remove unwanted or damaged mitochondria (192). This is an important 

factor in determining a cell’s metabolic activity. Cells with a greater mitochondrial 

mass will produce higher levels of ATP due to their increased capacity for oxidative 

phosphorylation (193). Mitochondria produce up to 90% of cellular ROS (194). As a 

consequence of increased ATP production, more ROS will be produced as a 

byproduct of oxidative phosphorylation (195). If ROS levels become too high, they 

can become toxic and induce apoptosis (196). Therefore, a cell maintains the 
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minimum number of mitochondria needed to meet current energy demands whilst 

limiting ROS production, dynamically adjusting when demands change. 

HSCs’ preference for glycolysis and restriction of mitochondrial metabolism ensures 

low levels of ROS are maintained. Low ROS maintains HSC quiescence and 

‘stemness’ by preventing HSC differentiation and lineage commitment (160). 

Therefore, in low stress, healthy conditions only a very small proportion of oxygen 

consumed by mitochondria are metabolised into ROS (197).  

1.3.4 The TCA cycle 

Within the mitochondria, the TCA cycle, also known as Krebs cycle, is an important 

part of ATP production, as it produces high-energy electrons (in the form of hydride 

ions) which can then be used to drive ATP production during oxidative 

phosphorylation (198). The TCA cycle is an aerobic process which uses acetyl-CoA 

and therefore pyruvate must first be converted into acetyl-CoA via the enzyme 

pyruvate dehydrogenase, producing carbon dioxide as a byproduct (199). It is this 

pyruvate dehydrogenase complex which links glycolysis to the TCA cycle. Whilst in 

low stress conditions the majority of acetyl-CoA comes from pyruvate produced 

during glycolysis, acetyl-CoA can also be produced from the oxidation of fatty acids 

and amino acids (198). The TCA cycle refers to a cyclical series of reactions in which 

acetyl-CoA combines with oxaloacetate to form citrate. Citrate is then slowly 

converted back to oxaloacetate through eight step-wise reactions, producing three 

NADH, one FADH2 and one GTP per acetyl-CoA molecule, the full steps of which are 

shown in Figure 1.5 (200). Each glucose molecule produces two pyruvate molecules, 

thus the products of the TCA cycle can be doubled.  
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Figure 1.5, The Tricarboxylic acid cycle.  
Acetyl-CoA feeds into the TCA cycle, which involves eight sequential steps. Acetyl-CoA 
combines with oxaloacetate to form citrate, which is then slowly converted back to 
oxaloacetate through eight stepwise reactions, producing two CO2 molecules, three NADH, 
one FADH2 and one GTP per acetyl-CoA molecule. 

 

1.3.5 Oxidative phosphorylation 

The electron transport chain and proton-motive force was first suggested by Peter 

Mitchell in the 1960s (201) and is depicted in Figure 1.6. Electrons in the hydride ions 

of high energy molecules produced during the TCA cycle are used to fuel the electron 

transport chain (202). Hydrogen atoms from NADH and FADH2 are split into protons 

(H+ ions) and electrons (183). These high energy electrons then enter the electron 

transport chain. Mitochondrial complex I transfers the electrons from NADH, and 

complex II from FADH2 to ubiquinone. Within complexes I and II, ubiquinone is 

reduced into ubiquinol, transferring electrons to cytochrome C in the process using 
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complex III. Complex IV then transfers these electrons from cytochrome C to oxygen 

molecules, generating water in the process (203). During these electron transfers, the 

energy released fuels the proton transport from the mitochondrial matrix across the 

inner mitochondrial membrane and into the intermembrane space, creating a proton 

or electrical potential gradient, referred to as the proton-motive force (204, 205). Due 

to this proton-motive force, these protons then re-cross the inner mitochondrial 

membrane to return to the matrix via facilitated diffusion through the channel protein 

ATP synthase, sometimes referred to as complex V (206). ATP synthase is a large 

enzyme consisting of multiple subunits including an intrinsic membrane domain (Fo) 

linked to a globular catalytic domain (F1) through a central stalk (207). ATP synthase 

uses a rotary motor mechanism to catalyse the formation of ATP from ADP and Pi, 

utilising the proton-motive force, which drives the rotation of F0, subsequently 

rotating F1 and ATP synthesis. Fo is made up of one α-, two β- and 8-15 c-subunits 

(208). Each proton enters into a c-subunit from the intermembrane space, 

neutralising the negatively charged aspartate residue within the c-subunit. This 

charge neutralisation allows the ring of c-subunits to rotate by one. This process 

repeats. In most vertebrates, the c-ring is formed of eight subunits, and therefore 

eight protons are needed for one full rotation (207). The rotation of the Fo subunit 

drives the rotation of the F1 subunit, promoting ATP synthesis via the binding change 

mechanism. Three molecules of ATP are produced during one full rotation of the F1 

subunit. NADH and FADH2 release ten and six protons respectively (209).  Therefore, 

the net ATP synthesis from one glucose molecule from oxidative phosphorylation 

alone is 28. 
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Figure 1.6, The electron transport chain.  
The electron transport chain is comprised of a series of 5 protein complexes embedded into 
the inner mitochondrial membrane. Electrons and positively charged hydrogen ions are 
separated from NADH and FADH2 molecules through a series of redox reactions. These 
travel through protein complexes I-IV, creating a proton motive force. ATP synthase then 
utilises this to generate ATP for energy. 

 

1.3.6 Fatty acid metabolism 

Lipids including cholesterol and fatty acids are important molecules, forming 

essential components of cell membranes, metabolic intermediates and can also act 

as signalling molecules (210). Fatty acid metabolism refers to the synthesis, 

processing and degradation of fatty acids. Once fatty acids have been taken up into 

a cell, their fate can be split into two distinctive pathways: oxidation or esterification, 

controlled by carnitine palmitoyltransferase (CPT) or glycerol-3-phosphotate 

acyltransferase (GPAT) respectively (211). Whilst FAO is primarily used for energy 

generation, esterification is used as part of the storage process (212). Location, cell 

substrate preference and enzyme availability all influence the metabolism and fate 

of these fatty acids (213). Multiple varieties of long-chain acyl-CoA synthetases 

catalyse each fatty acid into their respective acyl-CoAs, which are then channelled 

into either oxidation or glycerolipid synthesis (211). 
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When the availability of glucose is low or energy demand is high, the acetyl-CoA 

needed to fuel the TCA cycle is generated by the β-oxidation of fatty acids (214). Fatty 

acids are stored primarily as triacylglycerols (uncharged fatty acid esters with a 

glycerol group attached) within adipose tissue. Once esterified into glycerol-3-

phosphate, fatty acids enter the cytidine 5’-diphosphocholine pathway, also known 

as the Kennedy pathway, first discovered by Kennedy and Weiss in 1956 (215, 216). 

The end product of this pathway yields the production of either triacylglycerols or 

phospholipids (217).  When needed for energy production, these fatty acids can then 

be re-mobilised into circulation for cells to take up and metabolise (218). There are 

three main stages involved in processing fatty acids for energy production: 1) 

mobilisation, degradation and transport of triacylglycerol releasing fatty acids and 

glycerol from adipose tissue for other cells to use; 2) activation and subsequent 

transport of fatty acids into the mitochondria; before 3) these fatty acids are broken 

down into useable fatty acyl-CoA molecules which can directly feed into the TCA 

cycle (219).  

1.3.6.1 Fatty acid length and structure 

Fatty acids comprise of a long-chain hydrocarbon with a terminal carboxylate group 

attached and a methyl group at the other end. The vast majority of fatty acids are 

between 2-24 carbons in length. Short-chain fatty acids (SCFAs) have less than 6 

carbons, whilst medium-chain fatty acids (MCFAs) are between 6-12 carbons long. 

Long-chain fatty acids (LCFAs) are between 13-21 carbons in length and very-long-

chain fatty acids (vLCFAs) are anything above 21 carbons (220). Chain length is 

important, as it affects characteristics such as melting point. 

LCFAs come from triglycerides within the food we eat and are absorbed primarily in 

the jejunum and ileum of the small intestine. They can only enter the lymphatic 

system once re-esterified and packaged into chylomicrons as triglycerides which 

then travel through the lymphatic system and into the blood stream through the 

thoracic duct (221). Whilst some LCFAs are used by cells immediately, the vast 

majority are processed by the liver and then stored in adipose tissue (222). 

SCFAs and MCFAs can be absorbed much faster than LCFAs as they can directly 

travel from the intestine to the liver via the portal vein and do not require fatty acid 
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transporter proteins to cross cell membranes (223). SCFAs are primarily produced by 

bacteria in our gut microbiota within our intestine through anaerobic fermentation of 

dietary fibre (224, 225). They are important in maintaining intestinal and microbiome 

health, and are thought to play an anti-inflammatory role, acting as signalling 

molecules (223). The vast majority of SCFAs are metabolised by enterocytes 

(intestinal cells) and the liver (223).  The majority of MCFAs from our diet are rapidly 

metabolised into energy and not stored due to their shorter chain length (226). 

Fatty acids can be saturated (meaning they contain only single carbon bonds), or 

unsaturated (contain at least one carbon-carbon double bond). If it contains only one 

double bond, it is considered monounsaturated, the majority of which are LCFAs 

between 16-22 carbons in length (220). Polyunsaturated fatty acids contain more 

than one double bond and can only be synthesised by plants and phytoplankton, and 

thus are considered an essential part of our diet. Double bonds create bends within 

the fatty acid hydrocarbon chain, making them more difficult to stack, lowering their 

melting point and reducing their stability making them much more susceptible to 

oxidation (227). By comparison, saturated fatty acids are much more stable.  

As well as their role as fuel molecules, fatty acids are also important for the synthesis 

of phospholipids and glycolipids, essential for cell membrane structure and function 

(228). Additionally, many important proteins have fatty acids covalently attached, 

allowing them to anchor within cellular membranes. This is especially important for 

many transport proteins to allow the movement of molecules into and out of and 

within cells. Furthermore, fatty acids are required during the production of many 

important hormones and intracellular messengers and thus form an important part 

of many signalling and regulatory pathways (227).  

1.3.6.2 Cholesterol 

Cholesterol is either absorbed from our diet or synthesised within cells, the majority 

of which occurs in the liver (229). It is not only an important component of the 

phospholipid bilayer but also plays a key role in many metabolic processes. For 

example, cholesterol is a precursor molecule in the synthesis of vitamin D and 

steroid hormones such as cortisol, testosterone and oestrogen (230). Within the cell 

membrane, cholesterol helps regulate membrane fluidity and permeability. 
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Additionally, it can interact with adjacent lipids and bind to multiple transmembrane 

proteins to aid conformational changes (231). Cholesterol is an important 

component of bile acid synthesis, which is needed to aid dietary lipid absorption 

within the intestine (232).  

1.3.6.3 Fatty acid transport 

An important characteristic of fatty acids is their hydrophobicity. LCFAs are 

particularly water insoluble. Therefore, in order to be transported in circulating 

plasma, they must either become esterified, remain non-esterified but loosely bound 

to albumin, or combine with a glycerol molecule to form triacylglycerol which can 

then be packaged into lipoproteins (233).  

1.3.6.3.1 Lipoproteins 

Lipoproteins are molecules specially synthesised to transport hydrophobic lipids 

through hydrophilic liquids such as blood plasma (234). Lipoproteins consist of 

phospholipid and apolipoprotein outer shell with a triglyceride or cholesterol centre, 

the most common being high-density lipoprotein (HDL), low-density lipoprotein 

(LDL) and very-low-density lipoprotein (vLDL) as well as chylomicrons (235). 

Cholesterol (via HDL and LDL) and triglycerides (via vLDL) are transported through 

blood within these lipoproteins. Apolipoproteins provide lipoproteins with structural 

stability, for example apolipoprotein B (apoB) forms an essential structural 

component of nearly all lipoproteins including vLDL (236).    

1.3.6.3.2 Fatty acid transport proteins 

The cell membrane phospholipid bilayer comprises of a hydrophilic head of glycerol 

attached to a phosphate group which is connected to a hydrophobic tail made of two 

fatty acid chains. The tails of two monolayers of these phospholipids face together to 

form the cell or organelle membrane. The composition of the phospholipid bilayer 

including its cholesterol content directly affects its fluidity and thus function (237). A 

large number of important proteins undergo post-translational modification, 

including lipidation (attachment of a lipid to the protein), which is important for 

protein trafficking, localisation and stability (238). Lipidation includes palmitoylation 

and myristylation, where palmitic and/or myristic acid is covalently bound to the 
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protein and is often used to anchor it to the cell membrane (239, 240).  Other types 

of lipidation include prenylation, glycosylphosphatidylinositol anchors and 

cholesterylation (238). These are often referred to as lipid-anchored proteins. Whilst 

research into how many fatty acid transporter proteins are anchored to the 

membrane is very limited, it is likely that they do so by lipidation. Research in this area 

is limited partly due to the difficulty in purifying membrane bound proteins in their 

native environment. Many have to be purified in non-authentic environments, making 

it difficult to study the true anchoring (241). Additionally, membrane bound proteins 

are inherently difficult to express, purify and then crystallise to solve the structure 

(242). 

Lipidation, or more specifically palmitoylation has so far only been identified in 

CD36, an important LCFA transporter protein (238, 243). Palmitoylation is essential 

for localisation of CD36 to the plasma membrane and its ability to uptake fatty acids 

(244-247). The extracellular binding domain of CD36 binds LCFAs, and through 

conformational changes not fully understood, allows the fatty acids to cross the 

phospholipid bilayer and into the cell (248-250). However, more recent studies have 

demonstrated the importance of dynamic switching between palmitoylated and 

depalmitoylated states in CD36-mediated LCFA transport. Depalmitylation allows 

for CD36 to detach from the membrane and re-localise within the cytoplasm. Holding 

CD36 in either its palmitoylated or depalmitoylated state completely prevented 

CD36 fatty acid uptake (245, 251), implicating the importance of CD36 being able to 

switch between being membrane bound to the cell surface and its internalisation to 

inside the cytoplasm for fatty acid transport. 

Other membrane proteins have been identified as fatty acid transporters including 

fatty acid binding proteins (FABPs) and fatty acid transport proteins (FATPs) (252, 

253). FABPs are a family of intracellular lipid chaperones important for lipid 

trafficking. There are at least nine distinctive members of the FABP family which bind 

both saturated and unsaturated fatty acids along with other lipids, allowing their 

uptake into cells (250, 254). The six member FATP family not only facilitate fatty acid 

uptake but also play an important role in regulating it (255). 
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1.3.6.4 Fatty acid oxidation 

FAO can be broken into three main stages: 1) the activation of fatty acids, 2) transport 

of these activated fatty acids into the mitochondrial matrix and 3) FAO. Once inside 

the cytosol, fatty acids are then shuttled through the cell to the mitochondria by 

FABPs. For the LCFAs to enter the mitochondria, they have to be enzymatically 

activated into fatty acyl-CoA via fatty acyl-CoA synthetase on the mitochondrial 

membrane (256). Next, carnitine palmitoyl transferase 1A (CPT1A) catalyses the 

transfer of the fatty acyl from the Coenzyme A to carnitine to form fatty acyl-carnitine 

which can then be transported into the mitochondrial matrix  via a translocase for 

FAO (257, 258). Without CPT1A, fatty acids would be unable to enter the 

mitochondria, and thus it is often considered the rate limiting enzyme of FAO (213, 

257).  

Once inside the mitochondrial matrix, the fatty acyl group is transferred back to 

Coenzyme A to reform fatty acyl-CoA, a reaction catalysed by carnitine palmitoyl 

transferase II (CPT2) (259). The fatty acyl-CoA then goes through a sequence of four 

reactions together termed β-oxidation. The β-carbon of the fatty acid chain is 

successively oxidised to remove two carbon atoms from the carboxyl terminal end 

of the fatty acyl-CoA to produce one acetyl-CoA molecule, and a fatty acyl-CoA that 

is now two carbons shorter than it was at the start. The now shortened fatty acyl-

CoA will repeat the four steps shown in Figure 1.7 until two acetyl-CoA molecules 

are produced in the final step (260, 261). Each of the enzymes involved in β-

oxidation represent families of enzymes which contain members that are specific to 

different chain lengths. For example, acyl-CoA dehydrogenase includes long-chain, 

medium-chain and short-chain acyl-CoA dehydrogenase or LCAD, MCAD and SCAD 

respectively (262). The acetyl-CoAs produced during β-oxidation are then used to 

fuel the TCA cycle and subsequently the electron transport chain as described 

above. LCFA metabolism produces around double the amount of ATP than glucose 

when compared per mole, however when also taking into account the time taken to 

process fatty acids, the efficiency of fatty acid metabolism is comparable to that of 

glucose metabolism (263).   
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Figure 1.7, Fatty acid oxidation.  
Activated fatty acids are transported into the mitochondria where they then undergo fatty 
acid oxidation (FAO), which comprises of four steps. Each cycle of FAO shortens the fatty 
acid chain by two carbons, producing acetyl-CoA in the process. This continues until two 
acetyl-CoA molecules are produced and the fatty acid has been fully oxidised.  

 

Whilst mitochondria are the primary site for medium and long-chain FAO, a distinct 

subset of fatty acids including vLCFAs, branched-chain fatty acids and bile acid 

intermediates are oxidised within peroxisomes (264). vLCFAs do not rely on carnitine 

to be transported into peroxisomes and instead use ATP-binding cassette transporter 

(ABC) transporters fuelled by ATP (265). However, peroxisomes are not equipped for 
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the TCA cycle and subsequent metabolic pathways (266), and thus the acetyl-CoA 

produced during FAO is shuttled out of peroxisomes and into neighbouring 

mitochondria (267). 

1.3.6.5 Ketogenesis 

Whilst the majority of acetyl-CoA produced during FAO is used by the TCA cycle, 

during periods of increased energy demands the amount of acetyl-CoA being 

produced can exceed the amount which can be processed by the TCA cycle due to 

limited amounts of intermediates. When this occurs, to prevent an excessive and 

potentially toxic build-up of acetyl-CoA and to increase ATP production, the cell can 

use ketogenesis (268). When fatty acids are metabolised during ketogenesis, 

acetone, acetoacetate and beta-hydroxybutyrate molecules are produced (269). 

These ketones are water-soluble lipids, meaning that they do not need to be 

transported by lipoproteins.  

The primary site of ketogenesis is within the mitochondria of liver cells (270). 

Acetoacetyl-CoA is produced via acetyl coenzyme A acetyltransferase (ACAT) from 

two acetyl-CoA molecules (271). Next, acetoacetyl-CoA is converted into HMG-CoA, 

catalysed by HMG-CoA synthase, which is then subsequently converted into 

acetoacetate (272). Acetoacetate can then either be decarboxylated into acetone, an 

enzyme free reaction, or catalysed into beta-hydroxybutyrate using beta-

hydroxybutyrate dehydrogenase (273). These ketones are then transported to target 

cells, where they are converted back into acetyl-CoA where they then enter the TCA 

cycle and oxidative phosphorylation to produce ATP (274).  

1.3.6.6 Master regulators of fatty acid metabolism 

Whilst the majority of cells are able to utilise fatty acids for synthesis of cellular 

components, energy production and for the formation of lipid droplets, the 

availability of circulating fatty acids is tightly controlled. Metabolism can be regulated 

over both longer and shorter time scales. Long-term regulation of metabolism, 

especially between tissues, relies on slower acting molecules including hormones 

(275). Whereas shorter-term regulation at a cellular level utilises changes in genes 
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expression of enzymes and regulatory factors to coordinate a tissue specific 

response. 

Prolonged elevation of circulating lipid levels is a prominent risk factor for 

cardiovascular disease and associated metabolic diseases, which collectively 

account for the leading cause of global mortality (276). Fatty acid metabolic 

regulation encompasses not only fatty acid uptake and synthesis, but also the 

storage, oxidation and secretion of these fatty acids (277). There are two main groups 

of transcriptional regulators of enzymes involved in fatty acid metabolism: the sterol 

regulatory element-binding protein (SREBP) family and the peroxisome proliferator-

activator receptor (PPAR) family (278). These two families work alongside other 

transcription factors such as retinoid X receptor (RXR) and liver X receptor (LXR) 

(279).  

1.3.6.6.1 The PPAR family 

The biggest and arguably most important family of metabolic regulatory genes is the 

PPAR family. This family of nuclear receptors play an important regulatory role in 

transcription of genes linked to lipid metabolism as well as in inflammation and cell 

growth (280, 281). PPARs are able to bind and be activated both by cellular fatty acids 

as well as their metabolites, and thus act as a cardinal transcriptional sensor for fatty 

acids (282). In general, when activated PPARs form a heterodimer with RXR, which 

can then bind to promoter regions on specific DNA sequences called peroxisome 

proliferator response element (PPRE), recruiting coactivator complexes that activate 

transcription of target genes (283-285).  

PPARs can be divided into three main isoforms: PPARα, PPARδ and PPARγ (278). In 

vivo, each isoform is differentially distributed within different tissues, allowing for a 

unique function despite many structural and functional similarities (284, 286). 

PPARα was the first to be identified, and plays a role in fatty acid uptake, esterification 

and trafficking. It is also important in the regulation of lipoprotein metabolism genes 

(287). Its primary role is thought to be mobilisation and catabolism of fatty acids 

(279). For example, PPARα regulates the expression of fatty acid synthase (FAS), the 

enzyme which helps catalyse lipogenesis (the synthesis of fatty acids from other 

metabolites such as glucose and amino acids), in particular palmitate (C16) (288). It 
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has also been shown to affect CD36 and FATP expression, CPT1 and thus FAO (289).  

PPARα is highly expressed in skeletal muscle, heart and liver tissue (284). Fatty acids 

can bind and act as ligands to PPARα (290), creating a negative feedback loop.  

PPARδ regulates mitochondrial function and fatty acid desaturation to increase lipid 

and glucose usage (280). In particular, it has been shown to play a role in regulating 

SREBP-1c and lipogenesis (291). Due to this, PPARδ is ubiquitously expressed but still 

plays an essential role in skeletal muscle, liver and adipose tissue metabolic function 

(282, 292). The primary natural ligand for PPARδ is also fatty acids (293). Finally, 

PPARγ has been shown to regulate fatty acid uptake and the formation and storage of 

triglycerides, thereby increasing glucose metabolism (280, 294). It has been shown 

to regulate fatty acid uptake by regulating the expression of CD36 and FATP receptors. 

PPARγ has also been shown to regulate SCD-1, an important part of fatty acid 

metabolism (295). The highest expression of PPARγ is found in adipose tissue, 

although certain isoforms are expressed in multiple tissues (296). 

PPARs are expressed in HSCs (295). For example, PPARδ activation has been shown 

to enhance the regenerative capacity and maintenance of HSCs, and this is reversed 

in models using bone marrow specific deletion of PPARδ (174). Blocking FAO using 

etomoxir also prevented the benefits of PPARδ activation in a similar way to PPARδ 

deletion. This provides evidence that PPARδ is an activator of FAO and highlights the 

importance of FAO in HSC maintenance.   

1.3.6.6.2 SREBP family 

Cellular lipid metabolism and homeostasis are controlled via a regulatory feedback 

system, which is at least in part modulated by the SREBP family of transcription 

factors (210, 297). Whilst SREBPs are initially assembled and bound to endoplasmic 

reticulum membranes in their inactive form, when intracellular levels of cholesterol 

and fatty acids drop below a certain threshold, SREBPs are proteolytically cleaved 

from the membrane. These now free SREBPs travel to the nucleus and trigger the 

transcription of genes related to lipid uptake synthesis (298). Inversely, excess 

intracellular levels of lipids inhibits SREBP activation and cleavage, thus reducing 

cellular lipid uptake until levels stabilise (297).  
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Within the SREBP family, different members have been shown to have distinctive 

roles within lipid metabolism (299). For example, SREBP-1c takes more of a role 

within fatty acid synthesis (lipogenesis) and energy storage, whilst SREBP2 regulates 

cholesterol. SREBP-1c regulates the expression of important lipid synthesis 

associated enzymes such as FAS and stearoyl-CoA desaturase, to help regulate lipid 

metabolism within the liver (300). Polyunsaturated fatty acids can suppress the 

expression of SREBP-1c and inhibit the maturation of the SREBP-1c protein. This in 

turn causes the suppression of SREBP-1c target genes including FAS and ultimately 

the downregulation of fatty acid and triglyceride synthesis (301). 

1.3.6.6.3 Other central metabolic regulators 

Other well-known lipid transcription factors include LXR, which is a master regulator 

for cholesterol homeostasis (302, 303). LXR forms a heterodimeric complex with 

RXR, binding to DNA to regulate the transcription of target genes (304). LXR has also 

been shown to be involved in lipogenesis, and in vivo activation of LXR induced 

expression of SREBP-1c, and increased circulating triglyceride levels (305). 

Disruptions in the LXR gene resulted in the deficiency of multiple lipogenic genes 

including FAS (306). RXR has also been shown to play an important role in lipid 

metabolism. As well as LXR, RXR can form heterodimers with retinoic acid receptors 

(RARs) (307). The RAR/RXR complex has been shown to regulate lipid metabolism 

including lipid synthesis and bile acid production (308). RAR/RXR regulates fibroblast 

growth factor 21 (FGF21) expression, an important growth factor also implicated in 

lipid homeostasis (309). In vitro, cells overexpressing RAR had increased FGF21 

production and enhanced FAO (308). Thus, LXR and RXR are both important 

regulators of lipid metabolism, and in particular are highly expressed in the liver 

(279), one of the major organs involved in systemic fatty acid regulation and 

metabolism. 
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1.4 Haematopoiesis in response to stress 

Whilst haematopoiesis in general remains relatively homeostatic, this is not the case 

during stress. Stress-mediated changes to the bone marrow microenvironment 

subsequently impact resident HSCs and overall bone marrow function (279). This is 

in part caused by increased proinflammatory cytokine production often 

accompanying other pathophysiological changes found within the bone marrow 

during disease, both acute and chronic (310). For example, during stress, such as 

acute infection or severe blood loss, a state of emergency haematopoiesis can be 

triggered, during which HSCs undergo rapid expansion to produce up to 10-fold more 

downstream differentiated immune cells (311). Many pathologies including 

leukaemia and ageing trigger significant morphological and functional alterations in 

HSCs and their downstream immature progenitors, and this is normally 

accompanied with dysregulated metabolic reprogramming (163). Despite the initial 

immune response being critical in response to infection and damage, prolonged, 

chronic inflammation can create a cycle of increased damage and prevent healing 

(312, 313). This emphasises the need for an appropriate and fast immune response 

during stress.  

1.4.1 Haematological malignancies 

Like all cancers, haematological malignancies alter their surrounding 

microenvironment to support tumour cell proliferation, angiogenesis, and 

metastasis, referred to as the tumour microenvironment (314). Haematological 

malignancies can be broadly separated into lymphomas, myelomas and leukaemias 

(315). Cancer cells often have far greater energy demands than their healthy 

counterparts and therefore rewire multiple metabolic pathways to sustain their high 

levels of proliferation and enhanced survival (316). Haematological malignancies are 

no exception to this, and it has been well established that leukaemia stem cells have 

increased mitochondrial mass, oxidative phosphorylation and catabolism of TCA 

cycle metabolites (317-319). Whilst leukaemia stem cells have been shown to rely on 

oxidative phosphorylation, leukaemia blast cells rely heavily on glycolysis for ATP 

production(316). In fact, highly glycolytic acute myeloid leukaemia (AML) blasts 

collected from patients were much more resistant to chemotherapy compared to 
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moderately glycolytic AML blasts (320, 321). This demonstrates the importance of 

metabolism in haematological malignancy progression and treatment. The loss of 

either pyruvate kinase or lactate dehydrogenase in bone marrow cells significantly 

extended the latency period of AML (172), further highlighting the importance of 

metabolism in leukaemia progression.  

1.4.2 Chemotherapy and Radiation  

Both solid and haematological malignancies are still commonly treated with 

radiation or chemotherapy, both of which create a stressful environment for 

haematopoiesis (322). Both chemotherapy and ionising radiation are considered 

carcinogens and thus can cause long-term damage to the bone marrow 

microenvironment, including apoptosis and senescence in proliferating 

haematopoietic progenitor cells, as well as damage to the HSCs themselves (323-

325). If severe enough, this can result in bone marrow failure (326). In the short-term, 

unlike more mature, proliferative haematopoietic cells, HSC’s quiescence enhances 

their ability to resist radiation induced apoptosis, in part due to their enhanced ability 

to repair DNA damage through p53 and Ku70 expression (327, 328). Many 

chemotherapies can be very damaging to the bone marrow. Chemotherapy can 

cause myeloablation, loss of osteoblasts and increased adiposity (329, 330). It has 

also been associated with major damage to blood vessels and sympathetic nerves. 

This impairs signalling within the bone marrow microenvironment, resulting in loss of 

HSC mobilisation and compromises haematopoietic recovery (331, 332). 

Due to significant improvements in early detection and available treatment options, 

the number of cancer patients reaching remission and surviving at least five years is 

also increasing (333). Whilst this is initially good, unfortunately these survivors have 

significantly increased risk of developing serious treatment-related side effects 

including secondary cancer, and long-term bone marrow injury which can cause 

hypoplastic anaemia and myelodysplastic syndrome (323, 331). This demonstrates 

the need to understand chemotherapy and radiation induced alterations to the bone 

marrow and HSCs. This will aid the development of new strategies to protect against 

long-term bone marrow failure and irreversible HSC damage. One such example 

demonstrating the benefits of this comes from studies demonstrating that inducing 
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HSC cell cycle arrest before administering chemotherapy can help protect against 

HSC exhaustion (334). Additionally, mice given SCF and TPO within two hours of total 

body irradiation had increased survival rates (335). These examples demonstrate the 

possibility of reducing chemotherapy and radiation damage. However, more work is 

required to find safe and effective options that do not affect the desired anti-cancer 

effects of the treatment itself.  

1.4.3 Ageing 

Frailty describes the progressive decline of a person’s physical and cognitive health 

and is commonly associated with ageing. Frailty significantly impacts immune 

function, exponentially increasing the risk of an elderly individual being hospitalised 

for an infection by up to 78% (336, 337). Over one million patients were hospitalised 

for infection in England in just one year, two-thirds of those admitted were aged over 

65 (338). Ageing populations in many westernised countries highlight the importance 

of understanding how the immune system responds to infection to aid the 

development of better therapeutic strategies and reduce the burden it places on 

healthcare systems.  

HSCs age with us, accumulating damage at the genetic level. Organelle function 

including mitochondrial health also declines with ageing (339). Reduced regenerative 

potential and a shift towards a pro-inflammatory microenvironment are both 

hallmarks of HSC ageing. Increased oxidative phosphorylation increases ROS levels 

in aged HSCs, which contributes to the loss of HSC quiescence, with many HSCs 

becoming permanently active (160, 340, 341). This coupled with diminished 

mitochondrial health and function could be contributing to HSC exhaustion often 

seen in frail individuals (342). Furthermore, aged HSCs display a bias towards 

myeloid cell production, significantly increasing the risk of myeloproliferative 

diseases and certain myeloid malignancies, including both chronic and acute 

myeloid leukaemia (343, 344).  

1.4.4 Infection 

The first line of defence against an infection is the innate immune response, which 

quickly but non-specifically reacts to pathogens (345). Pattern recognition 
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molecules, either expressed as receptors on innate immune cells, bound to the 

extracellular matrix or circulating within the blood are responsible for the initiation 

and regulation of the innate immune response (346). They recognise pathogen-

associated molecular patterns (PAMPs) as well as damage-associated molecular 

patterns (DAMPs). There are several classes of pattern recognition receptors (PRRs), 

including toll-like receptors (TLRs), C-type lectin receptors and nucleotide-binding 

and oligomerisation domain (NOD)-like receptors (347). PPRs on the surface of 

phagocytes including macrophages, neutrophils and dendritic cells aid the 

phagocytosis of pathogens and unwanted cells. Phagocytosis refers to the 

engulfment of pathogens, debris and unwanted cells into phagosomes, which then 

fuse to nearby lysosomes to allow the necessary enzymes access to degrade and 

digest the captured matter (348-351). Macrophages and other phagocytes can also 

present antigens from the phagocytosed pathogens to nearby lymphocytes to 

facilitate the activation of the adaptive immune response (352). In response to 

pathogens, PPRs, including those on phagocytes, activate nuclear factor κB (NF-κB), 

type I interferon and other inflammasome signalling pathways. This results in the 

production of a myriad of proinflammatory cytokines and chemokines, some of 

which are responsible for initiating the adaptive immune response (353). This acute 

inflammatory response is also accompanied by vasodilation and vascular leakage, 

regulated by endothelial cells (354, 355). This allows for easier immune cell 

infiltration to the site of infection, allowing for efficient phagocytosis of pathogens 

and damaged cells (356) and helping to efficiently clear the infection.  

During an infection, the massive increase in proinflammatory signals triggers a state 

of emergency haemopoiesis, significantly increasing the volume of blood cells being 

produced (15, 331). Central to this response, HSCs themselves can sense and 

appropriately respond to pathogen-derived molecules, adjusting their migration 

patterns and replication cycles (357-359). The bone marrow microenvironment also 

plays a key role in HSCs response to infection. For example, the endothelial cells 

lining blood vessels within the bone marrow can also sense pathogens (331).  

Lipopolysaccharide (LPS) is a PAMP produced by Escherichia coli (E. coli). It 

increases endothelial cell expression of Toll-like receptor 4 (TLR4) and myeloid 

differentiation primary response 88 (MyD88), both important factors in neutrophil 
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recruitment (360). This then subsequently increases G-CSF secretion and activation 

of emergency granulopoiesis (361, 362). Granulocytes are a critical part of the innate 

immune response to infection, however due to their phagocytic function and 

degranulation, they have a short lifespan of only a few days (363). Therefore, there is 

an immense demand for granulopoiesis to produce vast numbers of basophils, 

neutrophils and mast cells (364). Increased levels of G-CSF also decreases the 

number of macrophages within the bone marrow, which is then thought to mobilise 

HSC and progenitor cells as part of the immune response (101, 365, 366). However, 

G-CSF has also been shown to negatively affect HSC repopulating abilities, reducing 

self-renewal capacity (367). This happens independently of, and thus does not affect, 

HSC homing. Mechanistically, G-CSF increases Toll-like receptor 2 (TLR2) expression 

on HSCs and induces HSC expansion (367).  This demonstrates the importance of 

the bone marrow microenvironment and stem cell niche in helping to coordinate the 

haematopoietic response to infection.  

1.4.4.1 Use of LPS as a model of infection 

LPS is the primary component of the outer membrane of nearly all gram-negative 

bacteria including E. coli (368, 369), and thus is commonly used to model infection. 

LPS, normally administered intraperitoneally, causes a powerful immune response. 

LPS is indirectly sensed by TLR4, a transmembrane receptor which is widely 

expressed on immune cells, including myeloid cells such as monocytes, 

macrophages and dendritic cells. TLR4 is unable to directly bind LPS, and instead the 

lipid A component of LPS on gram-negative bacteria is recognised and bound by LPS 

binding protein (LBP), a glycoprotein synthesised by the liver (370). This complex 

combined with CD14 triggers the TLR4 signalling cascade and subsequent immune 

response (371). Activated TLR4 subsequently leads to NF-κB activation, a powerful 

pro-inflammatory transcription factor, which then triggers the production of several 

pro-inflammatory cytokines and chemokines and helps to orchestrate the wider 

immune response (372).  

Furthermore, LPS also induces the sharp increase in ROS seen in many infections. As 

part of the pro-inflammatory response to infection, ROS levels sharply rise (373). This 

is because ROS are key signalling molecules helping to drive the inflammatory 
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response. ROS levels measured in mice treated with LPS were comparable to mice 

treated with l-buthionine-sulfoximine (BSO), a known inducer of intracellular ROS 

(374). This LPS-induced increase in ROS could be reversed by pre-treating these mice 

with the ROS scavenger N-acetyl-cysteine (NAC) (375). Thus, demonstrating LPS 

specific induction of ROS in the innate immune response.  

However, whilst LPS activates the TLR4 signalling pathway and increased ROS 

production found in response to most bacterial infections, this model is missing the 

virulence factors often secreted from the bacterial cell itself (376). Other TLRs and 

PPRs are then activated by these virulence factors, further supporting the immune 

response (377). Therefore, using LPS to model bacterial infections may not 

accurately represent the full immune response. That being said, it has been shown to 

closely mimic many, and thus is still widely used as an infection model both in vivo 

and in vitro.  

1.4.4.2 Salmonella typhimurium  

The most common cause of nontyphoidal Salmonella infection is the Salmonella 

typhimurium (S. typhimurium), a rod-shaped gram-negative bacterium (378). It can 

spread through foodborne transmission and thus remains a threat in both developed 

and developing countries (379). S. typhimurium induces a pro-inflammatory 

response in the intestine, essential for its successful colonisation (380, 381). This is 

because inflammation causes intestinal dysbiosis, allowing S. typhimurium to 

colonise (382). S. typhimurium uses a type III secretion system to replicate (383). 

Once these bacteria have crossed the intestinal epithelial barrier, they are 

recognised by TLRs located on the outer membrane of the cell or within intracellular 

vesicles (384). Activated TLRs then initiate a downstream signalling cascade through 

MyD88 and TIR-domain-containing adapter-inducing interferon-β (TRIF), which 

results in NF-κB and interferon regulator factor 3 (IRF3) transcription factor activation 

and the production of multiple proinflammatory cytokines including IL-8, IL-1β and 

type I interferon (385).  

Mouse models are often used to study S. typhimurium infection, however disease 

presentation differs between species, and thus mouse models do not fully represent 

human infection (386). Despite this, it is thought that the proinflammatory immune 
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response is very similar between host species as well as between other intestinal 

bacterial infections(387). Thus, the use of S. typhimurium in mouse models is a 

helpful tool to study the immune response to bacterial infections.  

1.4.4.3 Treatments for infection 

The body’s immune system response is not always sufficient to clear infections 

effectively, which lead to the use of antibiotics to improve treatments and outcomes. 

Most bacterial infections are treated with antibiotics, whilst fungal infections are 

more commonly treated with antifungal medicines. Antibiotics can be split into two 

main categories: bactericidal and bacteriostatic antibiotics, both of which can target 

the metabolism of the bacterial cell to elicit these effects (388). Bacteriostatic 

antibiotics prevent cell growth and proliferation, downregulating key cellular 

pathways including glycolysis and the TCA cycle (389). Alternatively, bactericidal 

antibiotics target essential functions within the cell, damaging the cell beyond repair 

and inducing cell death (390). Many do this through the upregulation of the electron 

transport chain and dysregulation of the TCA cycle (388). This highlights the 

importance of understanding metabolism in infection.  

1.4.4.4 The role of inflammation in the immune response 

Inflammation is often referred to as the central host response to infection, and is 

caused by the activation of the innate immune response by a diverse array of harmful 

stimuli including pathogens, damaged cells, irradiation and toxic compounds, many 

of which trigger PRRs (386, 391). Inflammation is an important defence mechanism, 

aiding the removal of the damaged or harmful cells, initiating healing processes 

(392). Several of these inflammatory signals have also been linked to activation of the 

extrinsic coagulation cascade, which is thought to help limit the spread of the 

pathogen (393). Innate immune cells such as neutrophils and macrophages are 

recruited to the site of inflammation, driven by these signals (394). As well as 

phagocytosis, these recruited cells also secrete multiple cytokines including the pro-

inflammatory factors tumour necrosis factor-α (TNF-α), interleukin (IL)-1β and IL-6 

(395), making them an essential part of the pro-inflammatory immune response.  
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Inflammation promotes HSC expansion and subsequent differentiation into immune 

cells (396). The inflammatory cytokines produced in response to infection can 

directly influence HSC function or act on cells within the surrounding HSC niche, 

triggering BMSCs, endothelial cells and other mature haematopoietic cells to secrete 

secondary inflammatory signals (397). For example, TNF-α is a key player in the 

inflammatory response. TNF-α has been shown to induce myeloid progenitor cell 

apoptosis, but can promote HSC survival through an NF-κB dependant mechanism 

(398). Other key proinflammatory signals produced as part of the innate immune 

response include type 1 interferon, IL-1β, IL-6 and G-CSF (399-402). Many of these 

cytokines have been studied using single-cytokine stimulation mouse models. 

Prolonged and unresolved chronic inflammation can cause HSC myeloid bias and 

subsequent reduction in the ability to produce lymphoid cells (403), but may not 

necessarily prevent HSCs from returning to dormancy (404).  

1.4.4.5 The SREBP family and the immune response 

Studies have started to link lipid metabolism to the wider immune response to 

infection. For example, the regulation of the SREBP family has been shown to be 

important in preventing the toxic overproduction of proinflammatory cytokines in 

macrophages treated with LPS (299, 405). LPS stimulated mTOR activation causes 

the proteolytic cleavage and thus activation of SREBPs, which results in increased 

cholesterol uptake within macrophages. At the same time, to prevent a toxic build-

up of cholesterol, a negative feedback loop overrides SREBP2 activation and thus 

suppresses cholesterol synthesis within LPS-activated macrophages (405). Without 

these suppressive mechanisms, the toxic overaccumulation of cholesterol within the 

mitochondria of macrophages would cause mitochondrial DNA to leak into the 

cytosol and trigger IL-1β secretion and thus further proinflammatory responses (406). 

This demonstrates the importance of SREBP regulation within the immune response.  
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1.5 Energy requirements in stressed haematopoiesis 

Infection can influence HSC biology, either directly by the pathogen itself or indirectly 

through the proinflammatory cytokine response and changes within the bone 

marrow microenvironment (397, 407). Stress such as acute infection, triggers a state 

of emergency haematopoiesis, during which HSCs expand more rapidly to produce 

up to ten-fold more downstream differentiated immune cells (408). Without HSC 

expansion and subsequent emergency granulopoiesis, the effectiveness of the 

innate immune response would be compromised. Any delay in the immune response 

exponentially increases the risk of significant morbidity and mortality from infection. 

In particular, older patients, immunocompromised patients, and those with other 

comorbidities such as obesity are at greatest risk of impaired immunity.   

HSCs are able to transition from quiescence to active cell cycling, partly due to 

factors secreted within their niche, but also due to dynamic alterations in HSC 

metabolism (163, 409). Major transcriptional and metabolic changes associated with 

HSC division are well documented (162, 410-413). To cope with the rapid expansion 

of HSCs during emergency haematopoiesis, HSCs increase their energy production 

by switching from low ATP-yielding glycolysis to high ATP-yielding mitochondrial 

oxidative phosphorylation. It is this metabolic switch which provides enough energy 

to enable rapid HSC expansion and differentiation into downstream progeny to 

increase the immune cell pool and effectively clear the infection. For this metabolic 

switch to occur, there needs to be enough healthy mitochondria for ATP production 

and adequate fuel to drive the necessary production of cellular components. 

1.5.1 Increased mitochondrial mass via mitochondrial transfer  

Increasing mitochondrial mass has been shown to benefit HSCs during stress (339). 

Whilst there are multiple ways for a cell to increase its mitochondrial mass, the most 

obvious is to increase the number of mitochondria within the cell via mitochondrial 

biogenesis. However, studies have demonstrated that an initial increase in HSC 

mitochondrial mass occurs within 2 hours of LPS administration, preceding any 

upregulation of mitochondrial biogenesis genes (375). Therefore, other alternative 

but faster methods to allow HSCs to increase their mitochondrial content have been 

studied. One such example is the process of transferring mitochondria between two 
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neighbouring cells, termed functional mitochondrial transfer, which was first 

described by Spees et al. It allows cells to quickly alter their mitochondrial mass, 

either by releasing unwanted mitochondria to reduce their mitochondrial mass or 

internalizing mitochondria released from other cells to increase it (414). 

Mitochondrial transfer therefore allows cells to quickly alter their mitochondrial 

mass whilst bypassing the need for mitochondrial biogenesis or mitophagy (the 

selective degradation of mitochondria via autophagy) (415).  

Whilst there are several different methods by which mitochondrial transfer can 

occur, studies have demonstrated that HSCs utilise the transfer of mitochondria 

through direct cell-cell contact via gap junctions (416). In vivo transplant models 

support the role for mitochondrial transfer, demonstrating that BMSCs in the 

surrounding HSC niche transfer their mitochondria to HSCs in response to LPS. This 

led to a reduction in BMSC mitochondrial mass (375).  

Mechanistically, the increase in ROS as part of the pro-inflammatory response to 

infection has been shown to drive this mitochondrial transfer from BMSCs to HSCs. 

Pre-treating mice with NAC and thus reducing ROS levels prevented this LPS-driven 

mitochondrial transfer from BMSCs to HSCs (375). The importance of ROS in this 

process has also been demonstrated in other cell types. For example, human 

fibroblast cell lines treated with BSO to induce ROS had increased mitochondrial 

mass and mtDNA content (417, 418). Increased ROS activates phosphatidylinositol 

3 kinase (PI3K) and drives the subsequent mitochondrial transfer from BMSCs to 

HSCs via connexin 43 (CX43) gap junctions (375). PI3K has been shown to regulate 

the activation of HSCs following LPS stimulation through an IL-1β dependent 

mechanism (399). Infection-induced increases in ROS levels have also been shown 

to activate PI3Ks and drive emergency granulopoiesis (373). Pharmacological 

inhibition of either PI3K or CX43 gap junctions blocked mitochondrial transfer in 

response to LPS (375). The reliance of PI3K activation for CX43 connections has been 

further demonstrated by other studies (419) and although the literature is limited, 

taken together these studies demonstrate the role of ROS induced PI3K activation to 

drive CXC43 jap junction-mediated mitochondrial transfer from BMSCs to HSCs in 

response to infection. The ability to rapidly transfer mitochondria into HSCs provides 
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the necessary machinery to increase ATP production and allow emergency 

haematopoiesis to occur efficiently.  

1.5.2 HSC fatty acid uptake and utilisation 

Whilst increased mitochondrial mass is important, without the necessary fuel to 

drive ATP production, the extra mitochondria transferred to HSCs are unable to 

effectively support rapid HSC activation and proliferation. The LCFA transporter 

CD36 is expressed on many haematopoietic cells including HSCs (420). The 

expression of CD36 on HSCs significantly increases in response to infection (421). 

This allows HSCs to increase their fatty acid uptake. Loss of CD36 prevented fatty 

acid uptake into HSCs, impairing HSC cycling and expansion (420, 421). 

Furthermore, loss of CD36 has also been shown to directly affect the rate of FAO 

(422), highlighting the importance of CD36 on HSC fatty acid uptake and FAO, and 

thus subsequent ATP production.  

Although it is not yet fully understood how CD36 is regulated, it is thought that it is at 

least partly regulated by transcription factors linked to FAO such as the PPARs 

including PPARα (423). PPARα is an important component of the infection response 

(424). Studies have demonstrated that activation of PPARs can affect the expression 

of CD36 (425, 426). Therefore, it is possible that mechanistically CD36-mediated 

fatty acid uptake into HSCs in response to infection is centred around the availability 

of circulating fatty acids themselves via master regulators of lipid metabolism such 

as the PPAR family.  Increased levels of intracellular lipids in HSCs correlated with 

increased FAO and subsequent oxidative phosphorylation in mice treated with both 

S. typhimurium and LPS (421). Once inside the cell, the fatty acids transported into 

HSCs by CD36 must enter the mitochondria via CPT1A ready for FAO. Loss of CPT1A 

resulted in loss of quiescent HSCs, with increased HSC differentiation without self-

renewal (427). Thus, loss of CPT1A in hematopoietic cells resulted in defective HSCs, 

demonstrating the importance of fatty acid in HSC metabolism. Additionally, a HSC 

and progenitor cell specific knockdown of CPT1A demonstrated that loss of CPT1A, 

and thus fatty acid transport into the mitochondria, prevented HSC expansion in 

response to LPS (421). This highlights HSC’s reliance on FAO to produce enough ATP 

for HSC expansion during emergency haematopoiesis.  
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Figure 1.8, Mechanism for haematopoietic stem cell expansion in response to 
infection. 
In response to infection, BMSCs transfer mitochondria to HSCs. HSCs increase CD36 
expression to allow for increased LCFA uptake. Together this then allows HSCs to produce 
enough energy to rapidly expand and produce enough downstream immune cells to 
coordinate an effective immune response.  
 

1.5.3 Dysregulation of HSC expansion e.g. ageing/ obesity 

Delays due to dysregulation of HSC expansion and thus the innate immune response 

to infection significantly increases the risk of mortality and infection-related 

morbidities. Examples of this come from models of ageing and obesity. Studies using 

aged mice have shown that in response to LPS, aged mice are unable to increase their 

HSC and progenitor cell numbers in a manner normally seen in young mice (428). 

However, this loss of HSC expansion occurs independently of defects in 

mitochondrial transfer, as aged mice are still able to efficiently transfer their 

mitochondria between cells (428). Instead, it is associated with the age-related 

decline in mitochondrial health, meaning that the transferred mitochondria are more 
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damaged and thus less functional in aged mice (429). Therefore, it is likely that the 

transfer of non-functional mitochondria from aged BMSCs to aged HSCs is part of the 

cause of loss of HSC expansion seen in ageing. This can be partially restored by 

targeting age-related changes in BMSCs to improve mitochondrial health (428). 

Chronic infection can result in a decline in HSC function, a reduction in repopulating 

capacity and a bias towards the myeloid lineage (397). Myeloid bias is commonly 

described in ageing and thus, chronic infections are thought to accelerate the ageing 

phenotype.  

Metabolic disorders such as obesity have also been associated with a premature 

ageing phenotype, including mitochondrial dysfunction and increased CD36 

expression (430). For example, CD36 knockout mice are more resistant to diet 

induced obesity (431). This highlights a role for CD36 in obesity. Furthermore, obesity 

causes a chronic pro-inflammatory state with increased ROS and cytokine 

production associated with HSC and immune dysfunction and increases the risk of 

HSC exhaustion (432). Whilst the effect of obesity on HSC expansion during infection 

is still widely undefined, obesity has been shown to affect mitochondrial transfer in 

other immune cells. For example, within white adipose tissue, obesity impairs 

adipocyte mitochondrial transfer to macrophages, which forms part of the normal 

immune response (433). 
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1.6 The regulation of fatty acid availability  

Lipids either come from diet or can be synthesised during de novo fatty acid 

biosynthesis. This occurs primarily in the liver and adipose tissue (434) and thus are 

the main two tissues involved in fatty acid metabolism and regulation. In health, 

nearly all cells take up exogenous fatty acids to meet their lipid requirements, and 

thus lipogenesis is primarily restricted to hepatocytes within the liver and adipocytes 

(435).  Briefly, the liver synthesises fatty acids before then exporting them within 

lipoproteins to provide other cells within the body with energy and structural 

components for building membranes (436). Whereas in adipose tissue, the fatty 

acids are used for long-term energy storage (437). However, many other factors are 

involved in the regulation of fatty acid availability including inflammation and 

metabolic disorders. 

1.6.1 Adipose tissue 

Adipose tissue can be divided into two main types: white adipose tissue (WAT) and 

brown adipose tissue (BAT). Up to 70% of cells in adipose tissue are adipocytes, fat 

cells derived from mesenchymal stem cells (438, 439). Other cell types found in 

adipose tissue include macrophages, pericytes and endothelial cells (440). 

Structurally, white adipocytes contain one large lipid droplet, whereas brown 

adipocytes contain multiple smaller lipid droplets and a much higher mitochondrial 

content (440). This makes them specialised for different functions. Brown adipocytes 

primarily burn fatty acids to generate heat, a process called thermogenesis, whilst 

white adipocytes’ main role is for fatty acid storage (438, 441). Storage (lipogenesis) 

and release (lipolysis) of fatty acids by adipocytes is carefully controlled, primarily by 

insulin and leptin (442). Patients with lipodystrophy have dysfunctional adipose 

tissue, causing fatty acids to be taken up and stored in hepatocytes instead, resulting 

in metabolic dysfunction-associated steatosis liver disease (MASLD), formerly 

known as non-alcoholic fatty liver disease (NAFLD) (443). This highlights the 

importance of adipose tissue in the regulation of fatty acids.  



68 
 

1.6.1.1 Uptake and storage 

In a well-fed state, the majority of dietary fatty acids released from lipoproteins by the 

enzyme lipoprotein lipase (LPL) are taken up and stored in WAT (444). LPL is 

synthesised within adipocytes before being transported to the luminal surface of 

capillaries within adipose tissue. The vLDL receptor (vLDLR) is highly expressed in 

multiple tissues including adipose tissue and skeletal muscle, but not in the liver. 

vLDLR allows adipose tissue to take up triglyceride rich vLDL particles. Once taken 

up, LPL hydrolyses and releases the triglycerides within the vLDL particle as fatty 

acids which can then be taken up into adipocytes for use by the cell or for storage.  

For storage, these fatty acids are esterified into triglycerides and stored within lipid 

droplets (445). 

The main fatty acid transporter in both BAT and WAT is CD36, which is localised in 

caveolae within the plasma membrane, facilitating fatty acid uptake via caveolae-

dependent endocytosis (251). Additionally, loss of or defects within caveolae 

proteins such as caveolin-1 results in lipodystrophy and dysfunctional WAT (446, 

447). Unlike in other cells, in adipocytes CD36 is usually already palmitoylated and 

localised on the cell surface, ensuring that it is ready to capture and transport any 

extracellular fatty acids (244), however fatty acid endocytosis is still tightly controlled 

by the dynamic palmitoylation of CD36 (448). 

1.6.1.2 Export 

Adipose tissue releases fatty acids from lipid droplets through the process of 

lipolysis, which involves several steps including multiple acylglycerol lipases such as 

adipose triglyceride lipase (ATGL), hormone-sensitive lipase (HSL) and 

monoacylglycerol (MGL), depicted in Figure 1.9. The fatty acids released from WAT 

are non-esterified fatty acids (NEFAs), also known as free fatty acids, meaning they 

can circulate in the plasma when bound to albumin (449).  
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Figure 1.9, Lipolysis pathway. 
Adipocytes release fatty acids via lipolysis. Stored triglycerides are hydrolysed into 
diglycerides and glycerol, catalysed by ATGL. Diglycerides are hydrolysed into 
monoglycerides and glycerol, catalysed by HSL and monoglycerides are hydrolysed into fatty 
acids and glycerol, catalysed by MGL. These fatty acids can then be exported out of the 
adipocyte.  

 

In a fasted state, WAT releases the stored fatty acids via lipolysis as NEFAs for the 

liver to then take up and metabolise to produce ketones to fuel the brain, heart and 

skeletal muscle (448). Release of fatty acids from WAT is also triggered when the body 

temperature drops in cold conditions, or in response to liver or skeletal muscle 

damage. When cold, WAT releases fatty acids for the BAT to take up and utilise to 

generate heat and maintain optimal internal temperature (450). In response to 

damage, fatty acids released from WAT are taken up into the damaged tissue to fuel 

regeneration (451). 

1.6.2 The liver 

The liver is a diverse and complex organ central to many critical bodily functions 

including control of blood volume, supporting the immune system, detoxification of 

drugs including xenobiotics and metabolism (452). The liver is central for lipogenesis, 
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gluconeogenesis and cholesterol metabolism and thus acts as a major site for the 

synthesis, storage and redistribution of lipids, proteins and carbohydrates (453). In 

health, the liver is the primary organ responsible for regulating fatty acid metabolism 

to meet systemic energy requirements by coordinating the uptake, storage and 

release of lipids (277). This works in both fasted and fed states. Whilst the liver does 

oxidise lipids when needed, it is also responsible for processing, packaging and 

secreting excess lipids as triglyceride-rich vLDLs for storage in other tissues including 

adipose tissue (454). In health, the liver stores only small amounts of fatty acids in 

the form of triglycerides and is equipped to deal with short-term fluxes in free fatty 

acids levels. However, excessive or chronic elevations in fatty acid levels can lead to 

pathologically increased lipid accumulation within the liver (455). This can cause 

chronic inflammation and fibrosis, resulting in the development and progression of 

liver diseases including MASLD. The liver is also responsible for producing 

cholesterol and also plays an important role in glucose metabolism, as it is not only 

able to store glucose as glycogen but also increase glucose availability when 

required through gluconeogenesis (452).   

1.6.2.1 Liver cellularity and structure 

The liver is the largest internal organ, accounting for nearly 2% of an adult’s total body 

weight (456). It is located just below the diaphragm in the upper supracolic part of the 

abdomen. Structurally, the liver is formed of 4 lobes. The right lobe is the largest, with 

a smaller left lobe. The posteromedial caudate and quadrate lobes are functionally 

considered part of the right lobe. The liver is a highly vascularised organ, requiring 

nearly a quarter of all blood that is pumped from the heart, but uniquely receives 

supply from both arterial and venous supplies (457). Around 25% of the blood supply 

to the liver comes from the hepatic artery, providing oxygenated blood, whilst the 

remaining 75% comes from the portal vein, which carries nutrient-rich blood from the 

stomach, small and large intestine (458). Branches of the hepatic artery and portal 

vein along with the bile duct form the portal triad, found at the peripheries of hepatic 

lobules. Hepatic lobules are the functional hexagonal structures of the liver, with 

each containing a central vein. The portal triad connects to each corner of the 

hexagonal lobule (459). In order to carry out its complex role, the liver contains many 

different specialised cell types, the most important of which are detailed below.  
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1.6.2.2 Hepatocytes 

The most common cell type in the liver are hepatocytes, a type of specialised 

epithelial cell accounting for around 80% of all liver cells. They play a central role in 

metabolism and blood detoxification (460). Hepatocytes are also important for the 

synthesis and secretion of key immune regulatory proteins including LPS binding 

protein (LBP), C-reactive protein and other compliment proteins (460, 461). Many of 

these proteins are considered acute-phase proteins and are produced rapidly after 

stimulation and thus are often elevated in response to bacterial infections (462, 463). 

These proteins can either then directly target the pathogen themselves or orchestrate 

and help coordinate a larger immune response. Hepatocytes respond to multiple 

pro-inflammatory cytokines including IL-6, IL-1β and TNF-α, producing vast 

quantities of these acute phase proteins via signal transducer and activator of 

transcription factor 3 (STAT3) and NF-κB signalling pathways (464). Many of these pro-

inflammatory cytokines are produced by immune cells, and thus hepatocytes can be 

considered to form part of the downstream immune response.  

1.6.2.3 Kupffer cells 

Kupffer cells account for nearly 90% of all tissue resident macrophages, making them 

by far the largest population found outside of the bone marrow itself. They are a key 

component of not only the hepatic but also the systemic response to pathogens 

(465). Kupffer cells are also important in monitoring blood circulating through the 

liver, endocytosing debris, damaged cells and other harmful materials (466). This 

includes the recycling of damaged and unwanted erythrocytes, and thus they play a 

role in haematopoiesis. In response to stress, such as infection, Kupffer cells can 

rapidly differentiate into mature macrophages to form an important part of the 

inflammatory immune response (467). For example, activated Kupffer cells can 

secrete large volumes of pro-inflammatory cytokines including TNF-α, IL-1β and IL-6 

(468).  

Kupffer cells can act as a sensor for free fatty acids. Free fatty acids have been shown 

to bind to TLR4 receptors on the surface of Kupffer cells (469). In response to elevated 

levels of free fatty acids, Kupffer cells release pro-inflammatory cytokines including 

TNF-α. This secreted TNF-α than binds to TNF-receptor 1 on hepatocytes, increasing 
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free fatty acid uptake, de novo lipogenesis, and triacylglycerol synthesis. However, 

this can result in increased triacylglycerol storage and eventual steatosis (an 

accumulation of fat within the liver) (469). Therefore, chronic elevation of fatty acids, 

such as in obesity can drive liver steatosis and associated liver diseases. 

Interestingly, this Kupffer cell TLR4-mediated pathway also acts in response to 

increased LPS (360).  

1.6.2.4 Biliary epithelial cells 

Biliary epithelial cells, also called cholangiocytes, line the intra- and extrahepatic 

biliary tree (470, 471). Cholangiocytes account for between 3-5% of total liver cells, 

with varying size and functions depending on their location within the biliary tree 

(472-474). They play a crucial role in lipid metabolism, and in particular cholesterol 

metabolism but also fatty acid metabolism, partly due to their important role in bile 

acid synthesis and transport. Bile acids form an important part of lipid metabolism 

and are formed from catabolism of insoluble cholesterol. Bile acids help facilitate 

the digestion and absorption of dietary lipids and fat-soluble vitamins including 

vitamins A, D and E (475). The biliary tree encompasses a network of ducts and 

vessels responsible for transporting newly synthesised bile acids to the gallbladder 

and duodenum. The cholangiocytes lining this network contain mechanoreceptors 

to monitor the flow of bile as well as multiple bile acid transporters, modifying bile 

acids via both secretion and absorption aiding bile acid modification (476, 477). 

These modified bile acids are then transported to the duodenum to aid with lipid 

absorption. Furthermore, bile acids themselves have also been shown to be potent 

modulators of lipid metabolism (478), further supporting the important role of 

cholangiocytes in bile acid and thus lipid metabolism. 

Beyond their role in bile acid modification and transport, studies have also shown 

that cholangiocytes primarily express LXRβ and PPARδ. Cholangiocytes treated with 

either LXRβ or PPARδ agonists had increased expression of the cholesterol pump 

ABCA1, which in turn increased cholangiocyte cholesterol export (479).  Cholesterol 

secreted into the biliary tree is transported to the duodenum, where a proportion is 

then excreted within faeces (480). 
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1.6.2.5 Sinusoidal endothelial cells 

Liver sinusoidal endothelial cells (LSECs) help to regulate substance exchange and 

hepatic blood flow by acting as a selective barrier between the nutrient-rich blood 

and the space of Disse where hepatocytes and hepatic stellate cells are located 

(481). LSECs cells can be identified from other endothelial cell populations by their 

C-type lectin domain family 4-member (CLEC4M) and CLEC4G expression on their 

cell surface (482). They make up around 15% of all liver cells but only 3% of total liver 

volume and thus are small in size (483). LSECs play an intermediary role in the 

exchange of lipids including fatty acids between the blood and hepatocytes through 

two main mechanisms. Small lipoproteins are able to freely pass through the 

fenestrae (transcellular pores within LSECs) to be taken directly up into hepatocytes, 

and larger or more complex lipids can be actively transported by LSECs via 

endocytosis into the space of Disse (484). The differentiation and lipid homeostasis 

via LSECs is maintained by BMP9, VEGF and WNT signalling pathways (482). Multiple 

liver diseases which affect metabolism such as MASLD and fibrosis causes the de-

differentiation of LSECs, causing them to become dysfunctional and impair 

fenestrae. This causes the release of pro-inflammatory cytokines and impaired lipid 

transport, causing an accumulation of lipids within hepatocytes (485). Therefore, 

LSECs play an important role in lipid metabolism and homeostasis in the liver.  

1.6.2.6 Hepatic stellate cells 

Hepatic stellate cells account for around 5% of total liver cells and are located 

alongside hepatocytes in the space of Disse. Hepatic stellate cells are the main site 

of vitamin A (or retinol) storage, accounting for around 80% of total vitamin A 

reserves, which is primarily stored as retinyl palmitate (486). Because vitamin A is an 

essential fat-soluble vitamin, retinyl palmitate and other retinyl esters are stored in 

lipid droplets within hepatic stellate cells (486, 487). When activated, hepatic stellate 

cells transform into myofibroblasts and subsequently lose their lipid droplets (488). 

This means that the body’s main store of vitamin A is depleted which can affect 

immune system function and vision.  
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1.6.3 Liver fatty acid regulation 

1.6.3.1 Fatty acid uptake and synthesis 

The liver obtains fatty acids either by taking up circulating fatty acids both directly and 

indirectly from lipoproteins and residual chylomicrons or by de novo lipogenesis 

(489). The liver proportionally takes up free fatty acids or NEFA circulating in the blood 

depending on their current concentration via transporter proteins. Unlike in adipose 

tissue, CD36, FATP2 and FATP5 have all been shown to be important in hepatic fatty 

acid uptake. Loss of any of them using knockout mouse models has been shown to 

significantly decrease hepatic triglyceride levels (490-494). Whereas enhanced 

palmitoylation and thus increased plasma membrane localisation of CD36 has been 

shown to be involved in the development of liver diseases and is associated with 

dysregulated lipid metabolism (495).  

FABP1 is also highly expressed in the liver and has also been shown to be important 

in liver fatty acid uptake, transport  and metabolism, particularly for LCFAs but also 

for other lipid ligands (496). Within hepatocytes, fatty acids with more than 14 

carbons covalently bind to and activate FABPs or acetyl-CoA synthetases located 

primarily on the outer mitochondrial matrix, transporting them into the mitochondria 

for FAO (497). Some FABPs and acetyl-CoA synthetases are found within microsomes 

and these can transport NEFAs into the nucleus to interact with transcription factors, 

regulating fatty acid metabolism genes (498). In vitro, the overexpression of FABP1 in 

human hepatocytes significantly increased fatty acid uptake (499). CD36 has been 

shown to participate in fatty acid uptake and storage as well as secretion of 

triglycerides (500). CD36 has also been shown to negatively regulate lipophagy, the 

process of releasing fat from lipid droplets, within liver cells (501). Thus, LCFA 

transport proteins are important for fatty acid uptake into the liver.  

The liver is also able to synthesise fatty acids via de novo lipogenesis using the three 

critical enzymes acetyl-CoA carboxylase (ACC), FAS and stearoyl-CoA desaturase-1 

(SCD1) (502). ACC enzymatically converts acetyl-CoA into malonyl-CoA, which in 

turn is then converted into palmitate by FAS (503). SCD1 converts stearoyl-CoA and 

palmitoyl-CoA into oleate and palmitoleate (504). These newly synthesised fatty 
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acids can then undergo modifications such as elongation and desaturation before 

being stored or exported (503).  

1.6.3.2 Cholesterol synthesis and degradation 

The liver is the only known organ capable of degrading and eliminating large 

quantities of cholesterol via hepatocytes. Cholesterol synthesis is regulated via end-

product feedback inhibition of 3-hydroxy-3-methylglutaryl CoA reductase (HMGCR), 

the rate limiting step in cholesterol biosynthesis from fatty acids (210). Cholesterol 

uptake is mediated by the LDL receptor (LDLR) (505). A portion of the lipoprotein 

cholesterol taken up is then enzymatically converted to bile acids, which are then 

conjugated to amino acids to form bile salts (506). Cholesterol 7α-hydroxlase 

(CYP7A1) is the rate-limiting cytochrome P450 enzyme involved in this conversion 

and is only known to be highly expressed within hepatocytes (475), highlighting the 

unique role of the liver in processing cholesterol.  

1.6.3.3 Fatty acid storage and export 

Hepatic fat acts as an important source of fatty acids which can be mobilised to 

supply energy (507, 508). For efficient regulation of fatty acid availability, the liver, in 

particular hepatocytes, needs to be able to store and release fatty acids as needed 

(277). Fats stored within hepatocytes comes from three main sources: directly from 

diet, de novo lipogenesis and uptake of circulating NEFAs primarily derived from 

adipose tissue lipolysis (509).   

Unlike in adipocytes, where the storage of fat has been studied extensively, control 

of lipid storage in the liver is still poorly understood (211). This is partly because even 

though hepatocytes store fat in lipid droplets similarly to adipocytes, they only 

express HSL at very low levels (211, 510). Recent studies have instead demonstrated 

that hepatocyte nuclear factor 4α (HNF4α) may instead be responsible for hepatic fat 

mobilisation. Fatty acids binding directly to the ligand binding pocket of HNF4α 

regulate its activity which in turn influences the rate of lipophagy (508). Only a small 

amount of the triglycerides produced within the liver are stored locally within 

hepatocyte lipid droplets (511). The majority of the hepatic triglycerides are packaged 

into vLDL particles, which are then secreted out of the liver and into circulation to fuel 
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the rest of the body (512). In hepatocytes, vLDLs are synthesised within the 

endoplasmic reticulum. In the presence of triglycerides, ApoB is partially lipidated 

into a primordial vLDL particles. This can then fuse with triglyceride-rich particles to 

become nascent vLDL, which is then transported to the Golgi via protein transport 

vesicles (236). Once in the Golgi, they are glycosylated further (513). Mature vLDL 

particles are then transported to the plasma membrane and secreted into the 

circulation (236, 512). 

1.6.4 Liver fatty acid regulation 

Hepatocyte triacylglycerol content is regulated through a careful balance of fatty acid 

uptake coupled with hepatic FAO and triacylglycerol export (277). Regulation of 

hepatic fatty acid metabolism is complex, involving the harmonious interaction of 

hormones, nuclear receptors, transcription factors and intracellular signalling 

pathways (453). Furthermore, fatty acids themselves are also able to regulate lipid 

metabolism in general by binding to nuclear factors controlling gene transcription, 

adding to this complexity (278). FAO and fatty acid synthesis are mainly regulated by 

two pathways: PPARα and the LXR/SREBP, both of which can cross regulate each 

other too (514), highlighting the complexity of fatty acid metabolism regulation. For 

example, LXR is a key regulator of hepatic lipogenesis. LXR upregulates SREBP-1c, a 

known regulator of hepatic lipogenesis, FAS, SCD1 and ACC (515). Hepatocyte-

specific SREBP-1c overexpression upregulated these FABP key de novo lipogenesis 

enzymes and subsequently hepatic lipid accumulation (516), highlighting the 

importance of careful regulation of hepatic lipid metabolism. LXR also forms 

heterodimers with RXR, known to be important in liver lipid metabolism. Liver 

specific RXR knockout mice had increased accumulation of triglycerides and 

cholesterol within their liver. Furthermore, within hepatocytes, the nuclear receptor 

PPARα has been shown to positively regulate FAO, the expression of FATPs, 

ketogenesis and gluconeogenesis, but negatively regulate amino acid catabolism 

and inflammation (283, 287). Glucose and fatty acid metabolism are also interlinked, 

as insulin signalling plays an important role in fatty acid metabolism (517). Changes 

to liver fatty acid uptake, synthesis and export not only influences hepatic energy 

metabolism, but also whole-body energy metabolism and thus often contributes 

towards multiple metabolic associated diseases (518).  
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1.6.5 The liver and the immune response  

Whilst its main role is metabolism and detoxification, more recently the liver has 

been shown to play an important role within the immune response. As part of the gut-

liver axis, the liver regularly receives both dietary and commensal bacterial products 

which can trigger an inflammatory response (519). PRRs expressed on hepatocytes 

and Kupffer cells quickly recognise, bind to and phagocytose DAMPs and PAMPs 

delivered via the portal vein (520, 521). Normally, these hepatocytes and Kupffer cells 

degrade these microbial patterns including LPS before inflammatory mediator 

production can occur, preventing a full immune response being triggered (519). This 

is partly due to Kupffer cells producing anti-inflammatory cytokines including IL-10 

and prostaglandins, which downregulates antigen presentation and thus prevents T 

cell activation and the adaptive immune response (522, 523). This, combined with 

the continuous, dynamic regulation of hepatic metabolism, results in regular but 

controlled inflammatory responses (524). 

Inflammation, generated by liver-resident immune cells and non-haematopoietic 

cells, plays an essential role in liver homeostasis (519). Inflammatory cytokines 

released into the circulation from sites away from the liver can be detected by 

hepatocytes within the liver, triggering the systemic acute phase response (APR) and 

IL-6 production (525, 526). The APR aids haematopoietic white blood cell production 

and subsequent immune cell infiltration at the site of inflammation, but also 

attempts to prevent an excessive inflammatory response. It does this by several 

approaches, including limiting Kupffer cell TNF-α production (527). Additionally, any 

cell death or damage in the liver occurring due to injury or infection triggers 

hepatocytes themselves to release DAMPs, which activates surrounding 

hepatocytes, hepatic stellate cells and liver-resident immune cells. Activated cells 

then release inflammatory cytokines including IL-1, IL-6, TGF-β and TNF-α, aiding 

leukocyte infiltration and initiation of fibrosis (528). Fibrosis is an essential part of the 

liver repair mechanism. Hepatic stellate cells become activated and proliferate, 

increasing production of extracellular matrix proteins such as collagen (529). This 

enables tissue regeneration and allows the liver to return to homeostatic conditions, 

resolving the inflammatory response (519). Multiple inflammatory cytokines have 

been shown to be important in liver regeneration, including IL-6 (530). IL-6 helps drive 
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hepatocyte proliferation and mice with targeted disruption of IL-6 have reduced 

hepatocyte proliferation and impaired liver regeneration (531). Furthermore, as well 

as its role in metabolism, PPARα has also been shown to be important in 

inflammatory cytokine regulation. It is thought that in the liver IL-1 and IL-6 

production are at least partly controlled by PPARα. Using fenofibrate, a PPARα 

agonist, attenuated both IL-1 and IL-6 production and prevented the APR response 

both in vitro and in vivo (532). This demonstrates the importance of inflammation in 

the immune response and liver regeneration as well as its close links to metabolic 

regulation.  

1.6.6 The role of inflammation in fatty acid availability 

Levels of circulating fatty acids exponentially increase in response to infection. This 

has been observed in both animal models as well as humans (421, 533, 534). The 

pro-inflammatory response is thought to play an important part of this increase. For 

example, in both pre-clinical models and human studies, IL-6 has been shown to 

stimulate lipolysis, regulating downstream FAO genes such as PPARgamma 

coactivator 1 (PGC1)-α (535, 536). This provides a direct link between the 

inflammation, IL-6 and FAO. IL-6 levels are consistently high in a variety of different 

infections including COVID-19 and bacterial infections, and this correlates with 

increased circulating fatty acids (537). The importance of IL-6 is further supported by 

the fact that pharmacologically inhibiting IL-6 in healthy human volunteers caused a 

reduction in levels of circulating fatty acids, but did not affect glucose levels, lipolysis 

or FAO (538). Contrastingly, healthy human volunteers given recombinant IL-6 had a 

significant increase in systemic circulating fatty acids and FAO, however glucose was 

still unaffected (539). Mouse models of stress including infection and fasting also 

show similar findings, demonstrating increased IL-6 levels, which correlated with 

increased serum fatty acids (400, 421, 540). Using either an IL-6 neutraliser or an IL-

6 knockout model to reduce IL-6 levels partially reversed the increase in circulating 

free fatty acids seen in response to infection (421, 540). Taken together, this data 

supports the argument that the availability of circulating fatty acids increases in 

response to infection, however how this occurs is currently still unclear but a role for 

IL-6 is strongly possible. Despite this, the aforementioned studies only measured free 

fatty acid levels in general and did not measure individual lipid species. 
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1.7 Rationale 

In the UK alone, over 1 million patients are admitted to hospital with serious 

infections each year with a median length of stay of 3 days (338). On average it is 

estimated that the daily cost of patient care on a general admissions ward is nearly 

£600 per patient. Thus, serious infections cost the NHS over a billion pounds each 

year, demonstrating a real need to improve therapeutic strategies to manage 

infections and reduce the burden they present on healthcare systems. Infection is a 

major area of research, with many research groups investigating the role of HSCs in 

the infection response. Therefore, it is well established that HSCs rely on free fatty 

acids to fuel their rapid expansion during infection triggered emergency 

haematopoiesis. This expansion is a critical part of the acute immune response. 

However, the source of these fatty acids fuelling HSC expansion is currently unclear.  

This study aims to understand the mechanisms regulating the availability of free fatty 

acids during infection. It is important to understand how the immune system 

functions in a healthy state, as findings can then be used to help identify new 

therapeutic targets, with the aim to improve patient outcomes. Additionally 

metabolic associated diseases, such as obesity, may affect how these fatty acids are 

regulated and thus lead to an impaired immune response. Understanding the 

immune response in healthy individuals can be used as a baseline for identifying how 

it becomes dysregulated during disease.   
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1.8 Hypothesis 

This project hypothesises that acute infection driven changes in the availability of 

circulating free fatty acids is mediated by the inflammatory response. Furthermore, 

it hypothesises that targeting certain inflammatory cytokines can prevent the 

accumulation of free fatty acids in response to infection and that this will impact HSC 

expansion. 

1.9 Aims and objectives 

1. To characterise the kinetics of circulating fatty acids in response to LPS. 

2. To determine the role of the liver in regulating the availability of fatty acids in 

response to LPS.  

3. To identify the factor(s) involved in regulating liver fatty acid metabolism in 

response to LPS.  

4. To investigate the impact of preventing the increase of circulating free fatty 

acids in response to LPS on HSC expansion.   
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2 Materials and methods  

2.1 Materials 

In this study, all reagents and materials used are described below. Reagents were 

obtained from the indicated manufacturers. 

Table 2.1, Reagents used with manufacturer and catalogue number. 
Agilent (Santa Clara, CA, USA), Amazon (Seattle, WA, USA), ATCC (Manassas, VA, USA), BD 
Biosciences (Franklin Lakes, NJ, USA), Biolegend (San Diego, CA, USA), Cambridge 
Bioscience (Cambridge, UK), Elkay Laboratory Products (Rotherham, UK), Fisher Scientific 
(Hampton, New Hampshire, USA), Linton Instruments (Diss, UK), Merck (Darmstadt, 
Germany), Nexcelom Bioscience (Lawrence, MA, USA), PCR Biosystems (London, UK), 
Peprotech (Rocky Hill, NJ, USA), Promega (Madison, WI, USA), R&D Systems (Minneapolis, 
MN, USA), Sarstedt (Nümbrecht, Germany), Scientific Laboratory Supplies (Nottingham, 
UK), Sigma-Aldrich (St Louis, MO, USA), Stem Cell Technologies (Cambridge, UK), TebuBio 
(Le Perray-en-Yvelines, France), ThermoFisher (Waltham, MA, USA), VWR (Lutterworth, UK).  
 

Product Name Company Cataloge ID 
1 mL syringe Fisher Scientific 15489199 
10% neutral buffered formalin Sigma-Aldrich 1004960700 
20-gauge/33 mm polypropylene 
animal feeding tubes 

Linton 
Instrumentation FTP-20-33 

26-gauge needle Fisher Scientific 12349169 
27-gauge needle Fisher Scientific 10204444 
384-well RT PCR plates PCR plates, 
Roche style VWR 211-0305 

40 μm sterile cell strainer ThermoFisher 
Scientific 22363547 

Agilent 250 μL insert -polypropylene Scientific Laboratory 
Supplies 5182-0549 

AML12 cell line ATCC CRL-2254 
APC anti-mouse CD41 Antibody 
(Clone: MWReg30) Biolegend 133913 

APC anti-mouse Ly-6A/E (Sca-1) 
Antibody (Clone: W18174A) Biolegend 160903 

APC anti-mouse/human CD11b 
Antibody (Clone: M1/70) Biolegend 101211 

APC/Cyanine7 anti-mouse CD4 
Antibody (Clone: GK1.5) Biolegend 100413 

APC/Cyanine7 anti-mouse CD45 
Antibody (Clone: 30-F11) Biolegend 103115 

APC/Cyanine7 anti-mouse CD48 
Antibody (Clone: HM48-1) Biolegend 103431 
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APC/Cyanine7 anti-mouse CD8b 
Antibody (Clone: YTS156.7.7) Biolegend 126619 

APC/Cyanine7 anti-mouse TER-
119/Erythroid Cells Antibody (Clone: 
TER-119) 

Biolegend 116223 

BD FACSFlow™ Sheath Fluid BD Biosciences 12756528 
Blood Ketone Test Strips for The on 
Call Dual Ketone Amazon B0CGB23K9H 

Bovine serum albumin (BSA) Fisher Scientific BP1600-100 
Calcium chloride - CaCl2 Sigma-Aldrich C1016 

Cellometer SD100 counting chamber Nexcelom Bioscience CHT4-SD100-
002 

Corning® Costar® TC-Treated Multiple 
Well Plates - 24 well Merck CLS3524-

100EA 
Cytiva Percoll™ Centrifugation Media Fisher Scientific 11530734 

DAPI ThermoFisher 
Scientific 10566016 

Dexamethasone Sigma-Aldrich D4902 
Dimethyl sulfoxide (DMSO) Fisher Scientific BP231-100 
EDTA coated tubes Sarstedt 6.265 374 
ELISA Plates x 5 (96 well plates) R&D Systems DY008B 
Eosin Y-solution 0.5% alcoholic Merck 1024390500 
Epredia Polysine Adhesion Slides Fisher Scientific 10219280 
Ethylenediaminetetraacetic (EDTA) Sigma-Aldrich E9886 
FACS 12x75 mm Polystyrene Test 
Tube, non-sterile Elkay 2052-004 

Fisherbrand PCR tube 0.2 mL flat cap, 
PP, natural - FB-0620 Fisher Scientific 12134102 

Fisherbrand™ Adhesive Plate Seals Fisher Scientific 15963620 
Fisherbrand™ Bulk Beads 1.4 mm Fisher Scientific 15515809 
Fisherbrand™ Sterile Cell Strainers - 70 
μm Fisher Scientific 11597522 

Fisherbrand™ Sterile Syringes for Single 
Use - 5 mL Fisher Scientific 15869152 

FITC anti-mouse F4/80 Antibody Biolegend 123108 

Foetal bovine serum (FBS) 
ThermoFisher 
Scientific 105000056 

Gibco Trypan Blue solution, 0.4% Fisher Scientific 11538886 
Gibco™ Dulbecco's Modified Eagle 
Medium F12 (DMEM F12) 

ThermoFisher 
Scientific 10565018 

Gibco™ Penicillin-Streptomycin 
(10,000 U/mL) Fisher Scientific 15276355 

Gibco™ Trypsin-EDTA (0.25%), phenol 
red Fisher Scientific 11560626 

Histoclear II Scientific Laboratory 
Supplies 

NAT1334 
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Insulin-Transferrin-Selenium (ITS -G) 
(100X) 

ThermoFisher 
Scientific 41400045 

Invitrogen™ BODIPY™ FL C16 (4,4-
Difluoro-5,7-Dimethyl-4-Bora-3a,4a-
Diaza-s-Indacene-3-Hexadecanoic 
Acid) 

Fisher Scientific 10654623 

Invitrogen™ OneComp eBeads™ 
Compensation Beads Fisher Scientific 15242448 

Lineage Cocktail, anti-mouse Pacific 
Blue Antibody (Clone: 17A2; RB6-8C5; 
RA3-6B2; Ter-119; M1/70) 

Biolegend 133310 

Lipopolysaccharide (LPS) Sigma-Aldrich L2630 
Millex™-GP Filter Unit (Sterile), 0.22 
μm, diam. 33 mm Merck SLGP033RS 

Minimum essential medium (MEM) ThermoFisher 
Scientific 11095080 

Mito Stress test kit Agilent 103595-100 
Mouse IL-6 Recombinant Protein, 
PeproTech® 

ThermoFisher 
Scientific 216-16 

Mouse TNF-alpha Recombinant 
Protein, PeproTech® 

ThermoFisher 
Scientific 315-01A 

Neo-Mount Merck 1090160100 

Nunc EasYFlask 75 cm2 ThermoFisher 
Scientific 156499 

On Call Dual Ketone Monitor Amazon B0196U6MVA 
PAI-1 ELISA reagents (5 x plates) R&D Systems DY3828-05 
Palmitic acid Sigma-Aldrich P5585 
Paraformaldehyde Solution, 4% in PBS Fisher Scientific J19943.K2 
Paraplast® paraffin Merck P3558-1KG 
PE anti-mouse Ly-6C Antibody (Clone:  
HK1.4) Biolegend 128008 

PE/Cyanine5 anti-mouse CD150 
(SLAM) Antibody (Clone: TC15-
12F12.2) 

Biolegend 115911 

PE/Cyanine7 anti-mouse CD117 (c-kit) 
Antibody (Clone: ACK2) Biolegend 135111 

PE/Cyanine7 anti-mouse Ly-6G 
Antibody (Clone: 1A8) Biolegend 127617 

Phosphate buffered saline (PBS) 
(Dulbecco A) Oxoid BR0014G 

Polyethylene glycol 400 (PEG400) Merck P3265 
Potassium chloride - KCl Sigma-Aldrich P9541 
Potassium phosphate monobasic - 
KHPO4 Sigma-Aldrich P9791 

Primers for qPCR See Table 2.4  
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Proteome Profiler Mouse XL Cytokine 
Array R&D Systems ARY028 

qPCRBIO SyGreen Mix Lo-Rox PCR Biosystems PB20.11-01 

Recombinant Mouse Serpin E1 Protein  TebuBio 230-00730-
100 

Recombinant Murine JE/MCP-1 (CCL2) PeproTech 250-10 
Recombinant Murine KC (CXCL1) PeproTech 250-11 
Recombinant Murine MIP-2 (CXCL2) PeproTech 250-15 
Recombinant Murine MIP-3α (CCL20) PeproTech 250-27 
Recombinant Murine RANTES (CCL5) PeproTech 250-07 
Red Blood Cell (RBC) Lysis Buffer (10X) Biolegend 420301 
ReliaPrep™ RNA Miniprep Systems - 
cells Promega J8022 

Seahorse XF 1.0 M glucose solution Agilent 103577-100 
Seahorse XF 100 mM pyruvate solution Agilent 103578-100 
Seahorse XF 200 mM glutamine 
solution Agilent 103579-100 

Seahorse XF Calibrant Solution Agilent 100840-000 
Seahorse XF DMEM medium Agilent 103575-100 
Seahorse XFe96 Flux pack mini (6 x 
cartridges and culture plates) Agilent 103793-100 

Sinocare (Safe Aq Smart) Blood Sugar 
Test monitor Amazon B08ZY7FFWG 

Sinocare (Safe Aq Smart) Blood Sugar 
Test Strips 

Amazon B097T25B7X 

Sodium bicarbonate - NaHCO3 Sigma-Aldrich S5761 
Sodium chloride - NaCl Sigma-Aldrich S3014 
Sphero™ Blank Calibration Particles, 
6.0 - 6.4 µm BD Biosciences 556296 

Tiplaxtinin (PAI-039) TebuBio T2030 

Tissue embedding cassettes with lid Merck Z672122-
500EA 

TM5441 Cambridge 
Bioscience 332-11765-4 

Tween80 Merck P1754-500ML 
Ultrascript® cDNA synthesis kit PCR Biosystems PB30.11-02 
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2.2 Animal Models 

All animal research was carried out in accordance with regulations set by the UK 

Home Office and the Animal Scientific Procedures Act 1986 under project license 

PP0023671 (Dr. Stuart Rushworth) and housed in the Disease Modelling Unit (DMU) 

at the University of East Anglia, a pathogen free, containment level 3 laboratory. All in 

vivo experiments were preplanned, with drugs and reagents tested in vitro first, taking 

into consideration the 3R’s (replacement, reduction and refinement), whilst ensuring 

they were properly powered for statistical analysis.  

2.2.1 Animal maintenance 

This study used wild-type C57BL/6J mice which were purchased from Charles Rivers 

(Kent, UK). This is the most commonly used inbred mouse strain which are long-lived 

and breed well. Mice between 6-8 weeks old were used to set up breeding pairs, 

which were used for no more than 6 months before they were subsequently 

separated. Pup litters were weaned at 3 weeks old and were only allocated to 

experiments once they reached an appropriate age and weight, and were checked for 

good health. The mice used for this study were young adult mice between 8-20 weeks 

old, with an average age of 12 weeks. Due to availability, in vivo experiments were 

performed using female mice, whilst primary mouse hepatocytes were isolated from 

male mice. Their response to infection was tested using LPS treatment to mimic 

infection.  

2.2.2 Animal procedures 

All animal procedures were performed by myself, under UK Home Office personal 

licence I211627388, with help from Dr Stuart Rushworth (ICD3874DB), Dr Charlotte 

Hellmich (IE10ADD51), Dr Rebecca Maynard (I32269130) and Miss Alyssa Polski-

Delve (108750454). Full training for animal procedures was provided by Mr Richard 

Croft (IGEBEF87) and Mrs Anya Croft (L8A2ACED). Mice were weighed at the 

beginning and end of experiments as part of monitoring for any adverse effects.  
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2.2.3 Intraperitoneal injections 

LPS and recombinant mouse Plasminogen activator inhibitor-1 (PAI-1) were 

administered by intraperitoneal (I.P.) injections. For all I.P. injections, a volume of 200 

μL was injected into the peritoneum of mice restrained using a scruff technique, 

using a sterile 26-gauge needle. For the infection model, mice were administered 

with 0.5 mg/kg LPS and sacrificed after 2, 6, or 16 hours, or when a humane endpoint 

was reached prior to experimental endpoint. Due to its limited half-life, recombinant 

mouse PAI-1 was administered at 0.05 mg/kg at 0 and 2 hours in before sacrifice 4 

hours after the first injection was administered. Any mice given multiple I.P. 

injections were injected in alternate flanks. All reagents were made up to the correct 

dose and volume listed above by dilution in sterile phosphate buffered saline (PBS) 

just before I.P. injection. Mice were monitored following the procedure until fully 

recovered.  

2.2.4 Oral gavage 

Tiplaxtinin and TM5441 were administered by oral gavage at a dose of 10 mg/kg 1 hour 

prior to LPS I.P. injections. The drug was weighed out and resuspended sequentially 

in 5% Dimethyl sulfoxide (DMSO), 40% polyethylene glycol 300, 5% Tween80 and 

50% deionised filtered water. Mice were administered 200 μL of the freshly prepared 

solution via oral gavage using a 33 mm polypropylene animal feeding tube and a 

scruff technique. Mice were monitored following the procedure until fully recovered. 

2.2.5 Intravenous injections 

For platelet depletion models, a mixture of purified rat monoclonal antibodies 

directed against mouse CD42b was intravenously administered 16 hours prior to LPS 

treatment.  Mice were placed into a 37 °C heat chamber for 10 minutes to promote 

vasodilation. Using a benchtop holding cone, mice were injected into the tail vein 

with 100 μL 2 mg/kg R300 anti-CD42b antibodies by Dr Charlotte Hellmich using a 

27-gauge needle. Mice were returned to their home cage and monitored until fully 

recovered. 
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2.2.6 Schedule 1 sacrifice 

Mice were monitored daily and humanely sacrificed at first sign of illness or distress 

(weight loss, reduced mobility, severe over grooming, hind limb paralysis, hunched 

posture, and piloerection), or at the end point of the experiment using schedule 1 

methods. Mice were sacrificed via gradual CO2 asphyxiation followed by neck 

dislocation or when blood was required by exsanguination via a jugular slit. A portion 

of the blood was collected into ethylenediaminetetraacetic acid (EDTA) tubes to 

prevent clotting and used for the ketone, glucose and platelet analysis. Remaining 

blood was collected into non-coated Eppendorf tubes. Samples of adipose and liver 

tissue were then collected and bone marrow harvested for analysis.   
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2.3 Murine tissue collection and processing 

2.3.1 Bone marrow isolation 

The femur and tibia from each mouse were removed after schedule 1, cut in half and 

placed into a 0.5 mL Eppendorf with a hole at the bottom inside a 1.5 mL Eppendorf. 

This was then centrifuged for 5 seconds to spin out the bone marrow cells into the 

1.5 mL Eppendorf. All cells from the same mouse were resuspended and pooled 

together in 1 mL of magnetic-activated cell sorting (MACS) buffer. MACS buffer 

consists of PBS, pH 7.4, containing 0.5% bovine serum albumin (BSA) and 1 mM 

EDTA. The buffer was then filter sterilised using a 0.22 μm filter before use. Once 

resuspended in MACS, the bone marrow was filtered through 40 μm filters, ready for 

counting and flow cytometry analysis.   

2.3.2 Liver isolation 

A small incision just below the sternum was made large enough for liver lobes to be 

gently pushed through and removed. The gall bladder was carefully separated and 

lobes sectioned. The largest lobe was immediately snap frozen in cryopreservation 

tubes placed into dry ice ready for RNA extraction. Two smaller lobes were placed 

into histology cassettes and submerged into 10% neutral buffered formalin, which 

contains approximately 4% formaldehyde, for 24 hours before being transferred into 

50% ethanol for at least 48 hours. Finally, when required, one smaller lobe was 

placed into an Eppendorf containing 1 mL PBS supplemented with 2% foetal bovine 

serum (FBS) on wet ice ready for liver immune cell isolation.  

2.3.3 Fat pad isolation 

Inguinal and gonadal fat pads were isolated and weighed from mice post schedule 1. 

An incision was made from sternum to tail and the skin was carefully peeled back 

from the hind legs, and the inguinal fat pad from each side scraped out. The gonadal 

fat pad was then isolated from around the sex organs. Once weighed, fat pads were 

then snap frozen for further analysis. 
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2.3.4 Blood analysis 

To measure blood glucose and ketone levels at experiment endpoint, 3 μL of blood 

from the EDTA collection tube was used to fill the tip of each test strip. Strips were 

then placed into either the glucose (Sinocare, Changsha, China) or ketone meters 

(Swiss Point of Care, Ijssel stein Netherlands) and results recorded. 

2.3.5 Platelet isolation 

Remaining blood in the EDTA collection tube was then centrifuged at 100 x g for 5 

minutes. Next, 50 μL of the straw-coloured platelet rich plasma layer on top was 

collected into 1.5 mL Eppendorf tubes. This was then centrifuged for 6 minutes at 800 

x g to pellet the platelets. The supernatant was removed, and the pellet of platelets 

was either snap frozen or used for further experiments.  

2.3.6 Serum 

Blood collected from the mouse during schedule 1 into 1.5 mL Eppendorf tubes was 

allowed to clot. The clotted blood was then centrifuged at 3000 x g for 10 minutes. 

The top layer of serum was then collected and kept at -20 °C until used for further 

analysis or in cell culture experiments.   

2.3.7 Bone marrow cell count 

For mouse experiments, an automatic Cellometer T4 Bright Field Viability Cell 

Counter (Nexcelom Bioscience LLC, Lawrence, MA, USA) was used to quantify total, 

dead and viable cells. To do this, isolated and filtered bone marrow cells were diluted 

1 in 10 in MACS buffer and then further diluted using a 1:1 ratio with trypan blue. Then, 

20 μL of this 1 in 20 dilution was loaded into the cell counting chamber, and focus 

was adjusted. The automatic counter then calculated the total number of viable cells 

using this dilution.    
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2.4 Flow Cytometry 

All flow cytometry was performed using a BD FACSymphony A1 flow cytometer, 

which has a violet, blue, yellow-green, and red laser allowing up to 16 colours to be 

used at one time. Flow cytometry was used to analyse different bone marrow, blood 

and liver immune cell populations. For each panel, compensations were run using 

either live bone marrow cells or OneComp eBeadsTM Compensation Beads. Gating 

for positive and negative populations was determined using FMOs (fluorescence 

minus one), to account for cell autofluorescence and fluorophore spillover, example 

plots of which can be found in the appendix. The antibodies and fluorophores used 

are detailed below in Table 2.2. Data was analysed using FloJo software version 

10.10.0 software (FlowJo LLC, Ashland, OR, USA). 

Table 2.2, Antibody panels used for flow cytometry assays. 

Panel Antibody Fluorophore 

HSC LCFA 
uptake 

Lin- Pacific blue 
Sca-1 APC 
CD117 PE-Cy7 
CD48 APC-Cy7 
CD150 PE-Cy5 
C16 BODIPY FITC 

 

Peripheral 
blood and 
mature cell 
panel 

CD4 APC-Cy7 
CD8 APC-Cy7 
CD11b APC 
CD19 PE-Cy5 
Ly6G PE-Cy7 
Nuclei DAPI 

 

Platelet 
quantification 

CD41 APC 
Ter119 APC-Cy7 

 

Liver immune 
cells 

CD45 APC-Cy7 
CD11b APC 
Ly6C PE 
Ly6G PE-Cy7 
F4/80 FITC 
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2.4.1 HSC LCFA uptake 

To quantify LCFA uptake in HSCs, 2 million of the isolated and filtered bone marrow 

cells were aliquoted into a clean Eppendorf tube. Cells were stained with 1 μM C16 

BODIPY for 30 minutes at room temperature in the dark. After, 1 mL MACS buffer was 

added to dilute the dye, and cells were centrifuged at 300 x g for 5 minutes. The 

supernatant was discarded, and cells were resuspended in 50 μL of HSC antibody 

mix (which contained 0.5 μL of each antibody per sample diluted in MACS buffer). 

Samples were left to stain at 4 °C in the dark for 20 minutes before adding 250 μL 

sheath fluid. Cells were transferred into flow tubes and run through the flow 

cytometer, collecting 100,000 events.  

2.4.2 Mature and peripheral blood cell panel 

For peripheral blood sample preparation, 10 μL of the blood collected in EDTA tubes 

during schedule 1 was resuspended in 100 μL red blood cell lysis and incubated at 

room temperature for 5 minutes. After, 1 mL MACS buffer was added to each 

Eppendorf to dilute the red cell lysis and centrifuged at 400 x g for 5 minutes. The 

supernatant was discarded, and cells were resuspended in 50 μL of the antibody mix 

containing 0.5 μL of each antibody per sample diluted in MACS buffer. For bone 

marrow cells, 2 million cells from each sample were aliquoted into Eppendorf tubes 

and 50 μL of the same antibody mix was added. Samples were incubated at 4 °C in 

the dark for 20 minutes to allow time to stain. Next, 300 μL of sheath fluid containing 

80 ng/mL of DAPI was added to each sample to identify any dead cells. Samples were 

then transferred into flow tubes before being run and recorded on a medium flow rate 

(35 μL/min) for 30 seconds for the peripheral blood or until 100,000 events were 

collected for bone marrow samples. Time was used for the peripheral blood samples 

to account for any un-lysed red blood cells or debris.  

2.4.3 Platelet quantification 

To quantify the number of platelets, or to assess platelet levels in the platelet 

depleted mice, blood collected into EDTA tubes during schedule 1 was used. A 1 in 

100 dilution was made by adding 1 μL of blood to 99 μL MACS buffer. Then, 3 μL of 

this mix was added to 25 μL antibody mix, containing 0.5 μL of CD41 and 1 μL of 

Ter119 per sample. For platelet depletion experiments, 0.5 μL of SpheroTM beads were 
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also added as a positive control. Samples were incubated for 20 minutes at room 

temperature in the dark. After incubation, 275 μL sheath fluid was added and 

samples transferred into flow tubes. Samples were run for 1 minute on medium flow 

rate (35 μL/min) and platelet count was quantified. The number of platelets recorded 

was multiplied by the dilution factor and then adjusted to calculate the number of 

platelets per μL of peripheral blood based on the flow rate.   

2.4.4 Liver immune cell isolation 

The liver lobe collected after schedule 1 into PBS supplemented with 2% FBS 

(referred to as PBS/FBS from this point) was transferred into 1 mL of pre-warmed 6.25 

μg/mL collagenase IV in PBS/FBS. The lobe was then cut into smaller pieces and 

placed into 37 °C chamber for up to 30 minutes, or until the tissue was digested. To 

aid digestion, livers were passed up and down through a 3 mL syringe and then 

filtered through a 70 μm filter into a 15 mL centrifuge tubes. Cells were then 

centrifuged for 10 minutes at 1300 rotations per minute (RPM), 4 °C. The supernatant 

was discarded, and the pellet was resuspended in 5 mL of 35% Percoll® in PBS/FBS 

and centrifuged at 1700 RPM for 40 minutes at room temperature. The top layer and 

supernatant were removed, and the bottom pellet resuspended in 1 mL red blood cell 

lysis. Samples were incubated in red blood cell lysis for 3 minutes before 5 mL of 

PBS/FBS was added to dilute it. Cells were then centrifuged for 10 minutes at 1300 

RPM for 10 minutes, 4 °C. The supernatant was discarded, and cells resuspended in 

50 μL of the antibody mix listed in Table 2.2, containing 0.5 μL of each antibody per 

sample diluted in PBS/FBS. Samples were then incubated at 4 °C in the dark for 30 

minutes to allow to stain before being topped up with 200 μL sheath fluid. Samples 

were then transferred into flow tubes and 50,000 events collected per sample.  
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2.5 Cell culture 

2.5.1 Cell counting with trypan blue 

Excluding animal experiments, to determine the number of viable cells and seed 

cells at the correct density, cells were stained with trypan blue. Cells which have 

intact cell membranes will remain unstained, making them appear bright relative to 

the trypan background colour. Damaged non-viable cells take up the trypan dye, 

blending into the background. Cells were diluted using MACS buffer to a 1 in 10 or 1 

in 20 dilution depending on total expected cells. Trypan blue was then added to make 

a 1:1 ratio and a final dilution of 1 in 20 or 1 in 40. Then 10 μL of this mix was loaded 

into the haemocytometer and viable cells were counted in each of the 4 outer 

quadrants. The sum of the counts in all 4 quadrants was then calculated. Total 

number of viable cells was calculated per mL of cell suspension, shown in Figure 2.1. 

 

Viable cells/mL = (

Total viable cells counted
 in all quadrants

4
) × Dilution factor × 104 

Figure 2.1, Cell counting using trypan blue exclusion. 
Layout of the haemocytometer with cells showing the outer 4 quadrants that were counted. 
Dead cells are shown in blue as these take up trypan blue staining. Viable cells are shown in 
yellow. The formula to calculate the total cell number per mL is shown on the diagram. 

 

2.5.2 Primary mouse hepatocytes 

Primary mouse hepatocytes were isolated by collagenase perfusion from wild-type 

C57Bl/6J mice by Dr Naiara Beraza and Dr Paula Ruiz. Livers were perfused with pre-
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warmed perfusion buffer, containing 0.02 M glucose, 0.12 M NaCl, 4 mM KCl, 0.024 

M NaHCO3, 0.2 M KHPO4, 0.15 M MgSO4 and 0.2 mM EDTA in deionised water pH 7.4, 

until the solution ran clear and then further digested with collagenase Type 1 and 1.3 

mM CaCl2. The isolated hepatocytes were then thoroughly washed and pelleted by 

centrifugation at 1000 RPM for 5 minutes. The supernatant was discarded, and cells 

were resuspended in Minimum Essential Media (MEM), supplemented with 10% FBS, 

1% penicillin/streptomycin and 2 mM glutamine. Hepatocytes were then counted 

and seeded into Type 1 collagen-coated plates at a concentration of 2 x 105 cells/mL 

and placed into an incubator at 37 °C, 5% CO2. After 2 hours, the media was removed 

and replaced with serum free MEM and returned to the incubator overnight for use in 

experiments the next day.  

2.5.3 AML12 cells 

The alpha mouse liver 12 (AML12) cell line was purchased from ATCC (Manassas, VA, 

USA). This cell line was generated from hepatocytes isolated from a healthy 12-week-

old adult male mouse. ATCC state that AML12 cells exhibit typical hepatocyte 

features and thus can be used as a healthy control hepatocyte. AML12 cells were 

cultured in Dulbecco's Modified Eagle Medium F12 (DMEM F12) supplemented with 

10% FBS, 1% Penicillin-Streptomycin, 10 μg/mL insulin, 5.5 μg/mL transferrin, 5 

ng/mL selenium and 40 ng/mL dexamethasone. The insulin, transferrin and selenium 

were purchased as a combined Insulin-transferrin-sodium selenite (ITS) media 

supplement. The prepared media was then filter sterilised using a 0.22 μm filter and 

pre-warmed at 37 °C for at least 15 minutes to ensure correct pH. Cells were 

maintained in a T75 flask kept in an incubator at 37 °C, 5% CO2 and fed with fresh 

media every 2-3 days. Once confluent or required for experiments, these adherent 

cells were split. Media was removed from the flask and cells washed with sterile PBS. 

Then 2 mL 0.25% Trypsin-EDTA was added, and the flask was placed back into the 

incubator for 10-15 minutes until the majority of cells were floating and no longer 

stuck down. The Trypsin-EDTA was then diluted by adding 10 mL PBS and the cell 

suspension was transferred into a 50 mL. If splitting cells only, ½ - ¾ of this solution 

(depending on cell confluency) was then discarded before centrifugation. If seeding 

cells into plates for experiments, ¾ of the cell suspension was placed into separate 

centrifuge tubes for counting and seeding, and the remaining ¼ was used to maintain 



95 
 

the flask of cells and topped up with PBS to balance the centrifuge. Cells were then 

centrifuged for 5 minutes at 130 x g at room temperature. Supernatant was discarded 

and cells resuspended in 8 mL pre-warmed media for reseeding into the flask. The 

flask was then returned to the incubator. For experimental set up, pellets were 

resuspended in 10 mL media and 100 μL was removed and used to count viable cells 

described in section 2.5.1. The correct volume of media was then added to create a 

cell suspension containing 1x105 cells/mL and 1 mL was added to each well of a 24 

well plate. Plates were then returned to the incubator and allowed to re-adhere 

overnight before further use in experiments. 

2.5.4 Cell cryopreservation 

AML12 cells were cryopreserved for long-term storage. Cells were collected using the 

Trypsin-EDTA method described above in section 2.5.3, and centrifuged at 130 x g for 

5 minutes at room temperature. Supernatant was discarded and cells resuspended 

at a concentration of 2 x 106 cells/mL in 1 mL ice-cold normal AML12 maintenance 

media supplemented with 10% DMSO in cryotubes. Tubes were then placed into a 

Mr FrosteyTM Freezing Container at -80 °C overnight. This container slowly freezes 

cells, lowering in temperature by 1 °C per minute. Once fully frozen, cells were 

transferred to liquid nitrogen for long-term storage.  

2.5.5 Hepatocyte serum and cytokine experiments 

To assess hepatocyte response to mouse serum and cytokines, both primary 

hepatocytes and AML12 cells seeded in 24 well plates were used. LPS and cytokines 

were used at a 100 ng/mL concentration unless otherwise stated and serum pooled 

from 9 control mice or LPS-treated mice was added in a 1 in 8 dilution in the media. 

For RNA expression analysis, hepatocytes were treated for 2 hours before media was 

removed and 500 μL RNA lysis buffer was added, and the plate was placed into the 

freezer ready for RNA extraction.  

For LCFA uptake assays, 1 μM C16 BODIPY was added 1 hour after cytokines or 

serum was added and incubated for an additional hour (for a total of a 2 hour 

timepoint). Media was then removed and 250 μL 4% paraformaldehyde was added to 

each well to fix the cells. Cells were incubated in the paraformaldehyde for 20 
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minutes at room temperature in the dark. Cells were then washed 3 times using 1 mL 

PBS to remove any remaining fixative. Then 1 mL PBS containing 80 ng/mL DAPI was 

added to each well to stain the nuclei and incubated at 4 °C for 30 minutes in the 

dark. The DAPI PBS solution was then removed, and cells were washed with 1 mL PBS 

twice. Plates were then imaged using the FITC channel for to measure the C16 

BODIPY uptake and DAPI channel to quantify nuclei on the BioTek Cytation7 (Agilent, 

Santa Clara, CA, USA) at 20x magnification. ImageJ Fiji (541) was used to analyse 

images. First, the image was split so to separate the FITC channel. Using only the FITC 

channel, individual hepatocytes were drawn around using the freeform tool, and 

fluorescence intensity was measured. For each condition 100 hepatocytes were 

measured (20 hepatocytes per image, across 5 images per condition. 

2.5.6 Seahorse metabolic flux analysis 

Hepatocyte mitochondrial metabolism was measured using the Agilent Seahorse 

XFe96 Analyser (Agilent, Santa Clara, CA, USA), according to manufacturer’s 

instructions. Briefly, either 1 x 104 primary hepatocytes or AML12 cells were seeded 

per well into the 96-well cell culture plate in 200 μL of their cell specific media and 

allowed to adhere. The XFe96 flux cartridge was hydrated overnight at 37 °C in XF 

Calibrant and protected from light. Hepatocytes were then pre-treated with 

recombinant PAI-1 or LPS at a concentration of 100 ng/mL, or with serum from a 

control or LPS-treated mouse at a dilution of 1 in 8 for 2 hours. After 2 hours, media 

was removed and replaced with 200 μL Seahorse DMEM Medium, pH 7.4, 

supplemented with 1 mM sodium pyruvate and 2 mM glutamine with either 10 mM 

glucose (termed glucose media) or 100 μM palmitic acid (termed palmitic acid 

media). To prevent the palmitic acid from precipitating out of the media, palmitic acid 

was added to a carrier of 0.3 g/ml of BSA in water in a ratio of 9 carrier: 1 fatty acid 

stock. This palmitic acid/BSA carrier mix was then added directly into the media. The 

flux cartridge was loaded with 2 μM Oligomycin, 1 μM carbonyl cyanide-4-

(trifluoromethoxy) phenylhydrazone (FCCP) and 0.5 μM Rotenone/Antimycin A (RotA) 

and placed into the machine. Once the flux cartridge was successfully calibrated, the 

cell culture plate containing hepatocytes was loaded and the assay run. 
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The Seahorse MitoStress Test assesses mitochondrial function by directly measuring 

cell oxygen consumption rate (OCR). The 3 drugs loaded into the flux cartridge are 

sequentially injected at set timepoints, illustrated in Figure 2.2. First the baseline 

OCR, termed basal respiration is measured. After 20 minutes, oligomycin is injected, 

which inhibits ATP synthase in the electron transport chain. The decrease in OCR 

after the addition of oligomycin is termed ATP-linked respiration. Next, FCCP is 

injected, which is an uncoupling agent which deliberately disrupts mitochondrial 

membrane potential and collapses the proton motive force. This results in 

uninterrupted electron flow through the electron transport chain and thus measures 

the maximum OCR and is termed maximal respiration. Spare capacity can then be 

calculated by subtracting basal respiration from maximal respiration. Finally, RotA is 

injected which is a mixture of rotenone, which inhibits complex I of the electron 

transport chain, and antimycin A, which inhibits complex III. This results in the 

complete shutdown of mitochondrial respiration and any remaining OCR can be 

determined as non-mitochondrial oxygen consumption.  

 

Figure 2.2, Seahorse MitoStress test profile. 
Schematic showing the Agilent Seahorse XF Cell Mito Stress Test profile, which measures  
key parameters of mitochondrial function. Oligomycin, FCCP and Rotenone are added to 
cells at pre-determined time points. The OCR was measured at set intervals, which can then 
be used to calculation basal, ATP-linked and maximal respiration in each sample. 

 

Once the assay was completed, cells were fixed and quantified to normalise results 

according to cell number and to calculate viability of treatments. Media was removed 

and 50 μL 4% paraformaldehyde was added to each well and incubated for 20 

minutes at room temperature in the dark. The paraformaldehyde was then removed, 
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and cells were washed 3 times using 200 μL PBS to remove any remaining fixative. 

Then, 200 μL PBS containing 80 ng/mL DAPI was added to each well to stain the 

nuclei and incubated at 4 °C for 30 minutes in the dark. The DAPI PBS solution was 

then removed, and cells were washed with 200 μL PBS twice. Plates were then 

imaged using the DAPI channel to quantify nuclei on the BioTek Cytation7 (Agilent, 

Santa Clara, CA, USA) at 20x magnification. To do this, 4 images were taken per well 

at 10x magnification, and a mask was set up on the Cytation7 to identify and quantify 

the number of nuclei per image. After checking image quality, an average cell count 

per image was calculated for each well and then multiplied by 23.27 to calculate the 

total nuclei present per well. This is because, at the magnification used, the imaged 

area was 0.49 mm2 and the total area of each well within the Seahorse plate was 11.4 

mm2, and thus these were used to calculate the factor needed to multiply by. Next, 

the data generated during the MitoStress Test was normalised accounting for cell 

number. For this the average cell count per well across the whole plate was 

calculated, and cell count per well divided by this mean to give a relative factor (the 

proportion of cells within each well compared to the mean count). For each well, 

OCR values were then normalised using the calculated factor. 

2.5.7 Platelet activation assay 

To assess if LPS could activate platelets, platelet rich plasma was isolated from 

whole blood using the method described in section 2.4.3. Platelets were counted 

using a haemocytometer as described in section 2.5.1, and 500,000 cells were 

seeded per well, remaining in their platelet rich plasma. Wells were evenly split 

between conditions (Control, 30 minutes and 60 minutes). Then, 100 ng/mL LPS was 

added to each 60 minute well. After 30 minutes, 100 ng/mL LPS was added to each 

30 minute well. After a further 30 minutes, all samples were collected. This was done 

to ensure that the control platelets were treated in the exact same way as the LPS 

conditions. Samples were centrifuged at 800 x g at room temperature for 6 minutes. 

The supernatant was collected separately to the platelet pellet and was stored at 20 

°C until they were analysed for PAI-1 content using a PAI-1 ELISA.   
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2.6 Serum analysis 

2.6.1 Liquid chromatography-mass spectrometry 

Liquid chromatography-mass spectrometry (LC-MS) was performed on serum 

collected during in vivo experiments to quantify LCFA abundance using a Waters 

Acquity UPLC system and Xevo TQ-S Cronos mass spectrometer controlled by 

MassLynx 4.1 software (Waters Corporation, MA, USA). A calibration standard was 

prepared containing 4 (low abundance) or 16 (high abundance) parts per million 

(ppm) in methanol, detailed below in Table 2.3. A serial dilution of this calibration 

standard was then performed 6 times to create 8 standards, including one containing 

only pure methanol only, with concentrations ranging between 0 – 10,000 ng/mL for 

highly abundance fatty acids and 0 – 2,000 ng/mL for low abundance fatty acids.  

Table 2.3, Concentrations of LCFAs added to the LC-MS calibration solution. 

Fatty acid calibration solution 

Concentration at 4 ppm  
 

Concentration at 16 ppm 

C14 Myristic acid 
 

C16 Palmitic acid 

C15 Pentadecanoic acid 
 

C18 Stearic acid 

C16.1 Palmitoleic acid 
 

C18.1 Oleic acid 

C18.3 Linolenic acid 
 

C18.2 Linoleic acid 

C20.5  Eicosapentaenoic acid 
 

C20.4  Arachidonic acid 

C22.6 Docosahexaenoic acid 
   

 

 Samples were prepared by adding 10 μL serum to 490 μL of ice-cold methanol and 

then incubated at -20 °C for 15 minutes. Samples were then vortexed and centrifuged 

at max speed 16,000 x g for 5 minutes. After centrifugation, 50 μL of the samples or 

calibration serial dilution was added into glass vials containing plastic inserts. Then 

20 μL of the internal standard C19 at 50 ppm was added to each sample, which were 

then capped and vortexed. LCFAs were detected using negative mode electrospray 

ionisation (ESI). A CORTECS T3 2.7 μm (2.1 x 30 mm) analytical column (Waters 

Corporation, Milford, MA, USA) was used to chromatographically separate samples. 

Eluent A, containing 0.2 mM ammonium acetate, 0.01% formic acid in deionised 

water, and eluent B, containing 0.2 mM ammonium acetate, 0.01% formic acid in 1:1 

ratio of isopropanol and acetonitrile were run at a constant rate of 1.3 mL/min. The 
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gradient began at 50% eluent B before linearly increasing to 85% after 1.2 minutes. 

This was held for 0.5 minutes before it was linearly decreased in gradient back to 

50%. The gradient was held at 50% for another 5 mins. Using a flow rate of 1.3 

mL/min, 5 μL of each sample was individually injected into the column starting with 

the calibration solutions and the column temperature was maintained at 60 °C. An 

Agilent high performance autosampler with an injection program was used to 

minimise carry-over effects between samples. Chromatogram peak analysis was 

done using MassLynx TargetLynx software (Waters Corporation, Milford, MA, USA). 

For the analysis, the ratio of the C19 internal standard to metabolite was used to 

create calibration curves and quantify each metabolite. Excellent linear response 

range was ensured for each calibration curve with correlation coefficients (r2) 0.99 or 

higher for all calibration curves generated. A principal component analysis (PCA) plot 

was used to visualise mass spectrometry data, using R Studio (version 

2025.05.1+513), with the ggplot2 package. Statistical ellipse was calculated using a 

95% confidence interval.  

2.6.2 Proteome profiler array 

To analyse the cytokines and chemokines present in the serum of mice, a Proteome 

Mouse XL Cytokine Array was used according to manufacturer’s instructions. This kit 

is able to detect 111 different cytokines, chemokines and growth factors. The 

nitrocellulose membrane contains 111 different capture antibodies printed in 

duplicate. Briefly, after hydrating and preparing the membrane, 100 μL serum from 

control or LPS treated mice was prepared as directed and the membranes were 

incubated overnight at 4 °C on a rocking platform shaker. After washing and detection 

steps were performed, the membranes were developed using the prepared Chemi 

Reagent Mix and imaged using a SyngeneTM G:BOX Chemi XRQ (Syngene, Cambridge, 

UK) using multiple exposure times between 1-10 minutes. The best exposure image 

was then selected for analysis and was analysed by measuring the fluorescence 

intensity of each dot using an Fiji ImageJ (National Institutes of Health, Bethesda, MD, 

USA).   
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2.6.3 PAI-1 ELISA 

Serum PAI-1 protein content was measured using a mouse PAI-1 ELISA kit according 

to manufacturer’s instructions. ELISA plates were coated overnight at room 

temperature before use. Serum isolated from mice and platelet supernatant was 

diluted using the supplied reagent diluent. Plate absorbance was measured using the 

BioTek Cytation7 (Agilent, CA, USA), and analysis was performed using GraphPad 

Prism (GraphPad by Dotmatics, Boston, MA, USA), software version 10.3.1. 
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2.7 Histological analysis 

2.7.1 Embedding and sectioning 

Fixed histological samples were dehydrated using the Leica tissue processor (Leica 

Biosystems, Sheffield, UK) according to manufacturer’s instructions. Dehydrated 

samples were then embedded in paraffin and sectioned at 3 μM thick using a Leica 

microtome (Leica Biosystems, Sheffield, UK). Slides were allowed to dry for at least 

12 hours before staining.  

2.7.2 Haematoxylin and Eosin 

For haematoxylin and Eosin (H&E) staining, pre-sectioned livers at 3 μM thick were 

stained using the following protocol: 5 minutes in Histoclear twice, 2 minutes in 

100% ethanol, 2 minutes in 80 % ethanol, 2 minutes in 70% ethanol, 5 minutes in 

H2O, 5 minutes in Haematoxylin, 5 minutes tap water, 15 seconds in 1% acid, rinsed 

in tap water, 1 minute 0.1% sodium bicarbonate, 5 minute tap water, 30 seconds 

Eosin, 2 minute 70% ethanol, 2 minute 80% ethanol, 2 minutes in 100% ethanol, 5 

minutes in Histoclear twice. Samples were then mounted using NeoMount, and 

imaged using a Leica light microscope (Leica Biosystems, Sheffield, UK).  
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2.8 Molecular biology 

2.8.1 RNA extraction 

To assess the gene expression of hepatocytes used in in vitro and livers from in vivo 

experiments real-time qualitative polymerase chain reactions (RT-qPCRs) were 

performed. To do this, first RNA needed to be extracted, using the ReliaPrep RNA cell 

miniprep RNA extraction kit according to manufacturer’s instructions. For in vivo 

experiments, a small grain of rice-sized piece of snap frozen liver was sectioned and 

placed into homogeniser tubes containing 3 homogeniser beads. For fat pads, the 

whole inguinal or gonadal fat pad up to 0.3 g in weight was added into a homogeniser 

tube containing 5 homogeniser beads and cut using sterile scissors into smaller 

pieces. For both liver and fat pads, 500 μL RNA lysis buffer was added to the tubes 

and were then homogenised using a Precellys 24 tissue homogeniser (Bertin 

Technologies SAS, France), settings 2 x 30 seconds, 6000 RPM. For in vitro 

experiments, plates of cells frozen in RNA lysis buffer were defrosted and collected 

into Eppendorf tubes ready for extraction. Briefly, 170 μL isopropanol was added to 

each sample in RNA lysis and vortexed for 30 seconds. The lysates were then loaded 

into the provided ReliaPrep mini-columns and centrifuged at 13,000 x g for 30 

seconds. All centrifugations for this protocol were at room temperature. Flow-

through was discarded and 500 μL of RNA wash solution was added to the column. 

Columns were then centrifuged for 30 seconds at 13,000 x g. Columns were then 

washed with 200 μL of column wash solution and centrifuged at 13,000 x g for 15 

seconds. Flow-through was discarded and 500 μL RNA wash solution was added into 

each column. Samples were centrifuged at 13,000 x g for 30 seconds and waste was 

discarded. Next, 300 μL of RNA wash solution was added into each column, and they 

were then centrifuged at 13,000 x g for 2 minutes. Columns were then allowed to dry 

for 2 minutes, before being placed into the 1.5 mL elution tubes provided in the kit. 

For in vitro experiments, 20 μL of nuclease free water was added to each column and 

for in vivo experiments using whole-liver lysates 50 μL of nuclease free water was 

used. A final centrifugation at max speed for 1 minute was done to collect the RNA in 

the elution tubes. RNA was then placed onto ice ready for immediate quantification 

and cDNA synthesis or stored at -20 °C until use.  
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2.8.2 RNA quantification 

The purity and concentration of the extracted RNA was measured using the 

NanoDrop Spectrophotometer (ThermoFisher Scientific, MA, USA). The NanoDrop 

was blanked using 1 μL of nuclease free water. Then, 1 μL of each sample was loaded 

onto the NanoDrop and RNA concentration was measured in ng/mL. RNA purity was 

also measured using the 260/280 score. Acceptable values for 260/280 ratio for 

samples subsequently used were between 1.8-2.  

2.8.3 Bulk-RNA sequencing 

RNA extracted from whole-liver lysates of control mice and mice treated with 0.5 

mg/kg LPS treated were sent for bulk-RNA sequencing to NOVOGene sequencing 

(Cambridge, UK). Briefly, mRNA was purified from total RNA using poly-T oligo-

attached magnetic beads. Following fragmentation, both the first and second 

strands of cDNA were synthesised. The library was checked with Qubit and real-time 

PCR for quantification, and bioanalyzer for size distribution detection. Quantified 

libraries were pooled and sequenced using a NovaSeq 6000 Illumina sequencing 

system. Raw reads were checked for quality control before being aligned to the 

reference genome using Hisat2. The Fragments Per Kilobase of exon per Million 

mapped fragments (FPKM) was used to calculate the relative expression of each 

gene. Differential expression analysis was performed comparing the two groups 

using the DESeq2Rpackage (1.20.0) and the calculated p-values were then adjusted 

to control for false discovery rate using the Benjamini and Hochberg's approach. The 

threshold for significantly differentially expressed genes was defined as having an 

adjusted p-value < 0.05 and an absolute foldchange of at least 2. Gene Ontology (GO) 

enrichment analysis of differentially expressed genes was done using the 

clusterProfiler R package to test the statistical enrichment of differential expression 

genes in Kyoto Encyclopaedia of Genes and Genomes (KEGG) and Disease Ontology 

(DO) pathways as well as the Reactome and DisGeNET databases. Gene Set 

Enrichment Analysis (GSEA) was done by ranking the genes according to the degree 

of differential expression in the two samples and then the predefined Gene Set was 

tested to see if they were enriched at the top or bottom of the list. 
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2.8.4 cDNA synthesis 

Extracted RNA was then used to synthesise cDNA via reverse transcription using the 

PCRBIOsystems cDNA ultrascript kit according to manufacturer’s instructions.  For 

each reaction, 2 μL of 5X cDNA Synthesis Mix, 0.5 μL of 20XRTase, 5.5 μL nuclease 

free water and 2 μL of the RNA sample was added to PCR tubes. Samples were then 

placed into a Thermocycler (Bio-Rad, Watford, UK) and run on a pre-defined program 

consisting of 30 minutes at 42 °C, 10 minutes at 85 °C and an indefinite hold step at 

4 °C until samples were removed. cDNA was then diluted in 140 μL nuclease free 

water and stored at -20 °C until used.  

2.8.5 Real-time quantitative PCR 

RT-qPCR was performed on a QuantStudio 7 Flex Real-Time PCR System 

(ThermoFisher Scientific, MA, USA), using SYBR-green technology to analyse gene 

expression. QuantiTect primers were obtained from Qiagen, and KiCqStart® primers 

from Sigma-Aldrich, with details of primers used in Table 2.4 below. A 1 in 20 dilution 

containing forward and reverse primers was made for each KiCqStart® primer pair 

using nuclease free water.   

Table 2.4, Details of primers used for RT-qPCR analysis. 

KiCqStart® SYBR® Green Primers (Qiagen) 
Gene Forward Primer 5'-3' Reverse Primer 5'-3' 
Acsl1 CAGGTCAAAGGCATTGCTGTG AGGGGAAATGTTAACCTCGA 
Cd36 CATTTGCAGGTCTATCTACG CAATGTCTAGCACACCATAAG 
Cpt1a GGGAGGAATACATCTACCTG GAAGACGAATAGGTTTGAGTTC 
Hmgcr AGGAGCCTGGAATTGAACTC ATGACATCTCTCCTGCCGAG 
Hprt ATGTCATGAAGGAGATGGGA CTTAAAATCTTAAATAAAA 
Ldlr CATCTTCTTCCCTATTGCAC ATGCTGTTGATGTTCTTCAG 
Lipe AACTCCTTCCTGGAACTAAG CTTCTTCAAGGTATCTGTGC 
Pnpla2 CAACCTTCGCAATCTCTAC TTCAGTAGGCCATTCCTC 
Serpine1 CTGAACTCATCAGACAATGG CAGTCTCCAGAGAGAACTTAG 
Slc27a2 AAGAAGTGAATGTGTATGG GTTTTCTTTGATCTTGAGGGAG 
QuantiTect SYBR-Green Primers (Qiagen) 
Gene Primer Assay Name GeneGlobe ID 
Acadm Mm_Acadm_1_SG QT00111244 
Gapdh Mm_Gapdh_3_SG QT01658692 
Hmgcs2 Mm_Hmgcs2_1_SG QT00169029 
Rps18 Mm_Rps18_1_SG QT00324940 
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A 384-well plate was used for all RT-qPCRs and each well was loaded with 0.5 μL of 

the primer mix, 2.5 μL qPCRBIO SyGreen Mix Lo-Rox and 2 μL cDNA. Once loaded, 

the plate was sealed and centrifuged at 300 x g for 15 seconds. The plate was then 

transferred into the RT-qPCR machine and run on a pre-programmed cycle described 

in Figure 2.3.  

 

Figure 2.3, RT-qPCR SYBR-Green programme settings. 
Details of the RT-qPCR SYBR-Green programme settings used for the QuantStudio 7 Flex 
Real-Time PCR System. 

 

The cycle threshold (Ct) value for each gene was normalised against ribosomal 

protein S18 (Rps18) or Hypoxanthine Phosphoribosyltransferase (Hprt), depending 

on cell type. The Livak method was used to calculate relative gene expression. The Ct 

value of the target gene was subtracted from the housekeeping gene to calculate the 

ΔCt, then the ΔΔCt was calculated by subtracting the control sample from the 

different treatments. Finally, the expression ratio, or fold-change was calculated by 

2-ΔΔCt. Each sample was run in duplicates as a minimum and standard deviation 

between duplicates was checked as part of the quality control.  

Housekeeping gene stability for each tissue and cell type was assessed using the 

‘BestKeeper’ method, which calculates the Pearson correlation between genes 

(542). The gene with the highest correlation coefficient and with a standard deviation 

of Ct values below 1 was then selected as the most appropriate housekeeping gene.  

 



107 
 

2.9 Quantification and statistical analysis 

All analysis in this study was carried out using FlowJo software version 10.8.1 (FlowJo, 

LLC, Ashland, OR, USA), GraphPad Prism software version 10.3.1 (GraphPad 

Software, Santa Clara, CA, USA), R studio version 025.05.1+513.pro3 (Boston, MA, 

USA), Fiji ImageJ  version 2.7.0 (541) and Microsoft Excel (Redmond, WA, USA). 

Results were statistically analysed using GraphPad Prism 10. Parametric test 

assumptions were checked; a Levene’s test for equal variance and Kolmogorov-

Smirnov test for normal distribution. Most data did not meet these assumptions, and 

therefore the non-parametric equivalent was chosen. For results directly comparing 

two groups, a Mann-Whitney test was performed and for results comparing more 

than two groups, a Kruskal-Wallis test was chosen, using a post hoc Dunn’s test for 

multiple comparisons. For results comparing three or more groups that are 

categorised by at least two independent variables, a two-way ANOVA was done with 

a Dunnett’s correction for multiple comparisons.  Any significant differences are 

marked using an Asterix (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 

0.0001). 
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3 Characterising the kinetics of circulating fatty acids in 

response to LPS 

3.1 Introduction 

During infection, hematopoietic stem and progenitor cells (HSPCs) rapidly expand in 

order to produce enough downstream immune cells to coordinate an effective 

immune response. Fatty acid uptake and metabolism are central to providing 

sufficient energy for this HSPC expansion. For example, it has been well documented 

that the HSC pool expands as part of the infection response (543). Previous research 

published by the Rushworth lab has demonstrated that in response to infection, 

using models of both LPS and S. Typherium, HSCs have increased CD36 expression 

and LCFA uptake 16 hours after LPS or 72 hours after S. Typherium infection (421). 

Additionally, it has been shown that circulating fatty acids increase during the 

infection response (534, 544). For example, during bacterial infections, the endotoxin 

LPS has been shown to alter metabolism, such as increased energy expenditure and 

elevated levels of serum circulating fatty acids in both humans and animal models 

(533). Whilst this has been known and published for over 30 years, the vast majority 

only measure the overall increase in circulating free fatty acids within the serum. 

Therefore, literature regarding which specific fatty acids are elevated and by how 

much in response to infection or LPS models is incredibly limited and not well 

defined. Furthermore, the mechanisms that drives these changes in serum fatty acid 

availability remains unclear.  

This chapter aims to define the infection-induced changes in circulating fatty acid 

availability to support HSPC expansion, using mice treated with LPS to mimic the 

infection response. Additionally, the kinetics of specific, individual circulating LCFAs 

was explored. It is known that the liver and adipose tissue are the two main organs 

involved in fatty acid metabolism, storage and regulation (545), and thus their roles 

here were also explored. 
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3.2 Defining HSPC expansion and circulating LCFA availability in response to 

LPS in vivo 

To analyse HSC expansion in response to acute infection, female WT C57/Bl6 mice 

between 8-16 weeks old were injected via I.P. with 0.5 mg/kg LPS. After 16 hours, 

these mice, along with 8 WT control mice, were then sacrificed. Bone marrow was 

extracted from femurs and tibias by centrifugation and stained with antibodies for 

HSPC markers (Figure 3.1A). The gating strategy used to identify LSKs, MPPs and 

HSCs is shown in Figure 3.1B. Positive and negative populations were identified using 

FMO controls, see appendix for FMO plots. The population of LSKs, MPPs and HSC 

per 100,000 bone marrow cells all significantly increased in response to LPS 

stimulation (Figure 3.1C). This is consistent with previously published data, that 

HSCs and their downstream progenitors expand in response to infection. 
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Figure 3.1, LPS induced an increase in the proportion of HSPCs in the bone 
marrow. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 16 hours before being sacrificed. A) 
Schematic of experimental design and method of bone marrow extraction. Isolated bone 
marrow cells were stained with an antibody panel using markers for LSK, MPP and HSC 
populations. B) Flow cytometry gating strategy to identify HSPC populations. C) Number of 
LSKs, MPPs and HSCs per 100,000 BM cells recorded in control and LPS treated mice (n = 7). 
Means and standard deviations were calculated and shown on each graph. A Mann-Whitney 
test was performed, and significant differences are marked using asterisks (* = p < 0.05, ** = 
P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Whilst HSC expansion is a hallmark of the immune response to acute infection, it is 

important to demonstrate that HSCs utilise LCFAs to fuel this expansion. Thus, the 

bone marrow isolated from control and LPS-treated mice was incubated with C16-

tagged BODIPY (palmitic acid) before being washed and stained with the same HSC 

antibody panel shown in Figure 3.1. The same gating strategy as Figure 3.2B was used 
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to identify the HSC population and a histogram of BODIPY fluorescent intensity 

revealed a distinct difference C16 uptake between control and LPS treated mice, 

indicating that LPS treated HSCs had increased LCFA uptake (Figure 3.2B). Due to 

washing off any excess BODIPY stain, any remaining fluorescence indicates C16 

taken up directly into the cell. The median fluorescent intensity (MFI) of BODIPY of 

the HSC population was measured for each sample (Figure 3.2B). Results 

demonstrate a significant increase in palmitic acid uptake by HSCs in response to 

LPS, suggesting that HSCs have an increased reliance and need for LCFAs during 

expansion in response to LPS. This is in line with previous literature that HSCs rely on 

fatty acids for expansion in response to infection (546).  

 

Figure 3.2, LPS increased HSC palmitic acid uptake in the bone marrow. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 16 hours before being sacrificed. A) 
Representative flow cytometry histogram of HSC C16 BODIPY uptake in control and LPS 
treated mice. B) Median fluorescent intensity of BODIPY in HSCs in control and LPS treated 
mice (n = 7). Mean and standard deviation was calculated and shown on the graph. A Mann-
Whitney test was performed, and significant differences are marked using asterisks (* = p < 
0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Due to this increased uptake of LCFAs into HSCs, the abundance of circulating LCFAs 

within the serum from control or LPS treated mice was analysed using LC-MS (Figure 

3.3A). Similarities between the two groups was assessed using a PCA plot (Figure 

3.3B), which revealed distinct differences in LCFA abundance between control and 

LPS treated mice. Total serum LCFA concentration was calculated by adding the 



112 
 

concentration of each individual LCFA that was measured. Results confirmed that 

the abundance of LCFAs significantly increased in mice treated with LPS (Figure 

3.3C). Each individual LCFA was then normalised to a control mouse to calculate the 

relative abundance of each LCFA within the serum (Figure 3.3D).  Results show that 

there was a universal increase in LCFAs in LPS treated mice, with the exception of 

C15 (pentadecanoic acid). At 16 hours, the most significant increase was in C14, 

myristic acid.  
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Figure 3.3, LPS increased the level of LCFAs in the serum by 16 hours. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 16 hours before being sacrificed. A) 
Serum was separated from whole blood and LCFA content was analysed using LC-MS. B) 
PCA plot of serum LCFA abundance from control and LPS treated mice. C) Total serum LCFA 
was calculated by adding the concentration of each individual LCFA measured. D) Relative 
abundance of each LCFA measured in the serum normalised to a control mouse. Mean and 
standard deviation was calculated and shown on the graph (n = 7). A Mann-Whitney test was 
performed comparing control and LPS treated groups for each individual LCFA and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001). 

 



114 
 

3.3  Characterising the changes in circulating LCFAs in response to LPS 
treatment over time 

Whilst it is known that the availability of circulating fatty acids is increased in 

response to infection (421), the dynamics of this response remains unclear. 

Therefore, a time-course was set up to study the kinetics of circulating LCFAs in 

response to LPS. WT mice were injected with 0.5 mg/kg LPS via I.P. and sacrificed 

after 2, 6 or 16 hours. Serum was isolated from whole blood taken at time of sacrifice 

and analysed using LC-MS to determine the concentration of different circulating 

LCFAs present in the serum. Results within and between groups were compared 

using a PCA plot to assess the similarities and differences (Figure 3.4A). Control and 

mice treated with LPS for 2 hours clustered closely together, meaning they had a 

similar composition of LCFAs. The 6-hour group clustered furthest away from the 

control group, indicating the biggest difference in LCFA composition and abundance 

between these groups. Total serum LCFA concentration was calculated by adding the 

concentration of each individual LCFA that was measured (Figure 3.4B). In line with 

the PCA plot in Figure 3.4A, total serum LCFA concentration was highest 6 hours after 

LPS I.P. (Figure 3.4B). 
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Figure 3.4, Time-course of total serum LCFA in response to LPS. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 2, 6 and 16 hours before being 
sacrificed. Serum was separated from whole blood and LCFA content was analysed using 
LC-MS. A) PCA plot of serum LCFA abundance from control and LPS treated mice. B) Total 
serum LCFA was calculated by adding the concentration of each individual LCFA measured. 
Mean and standard deviation was calculated and shown on the graph (n = 9). A Kruskal-Wallis 
test with a Dunn’s correction for multiple comparisons was performed, comparing each 
timepoint against the control group, and significant differences are marked using asterisks 
(* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Each individual LCFA measured by LC-MS was then plotted for the time-course to 

identify which LCFAs increased the most and when, in response to LPS, from least 

abundant to most abundant (Figure 3.5). Interestingly, stearic acid (C18) was the only 

LCFA to significantly increase 2 hours after LPS treatment. Some LCFAs decreased 2 

hours after LPS treatment including myristic acid (C14) and arachidonic acid (C20:4). 

At 6 hours, the largest increase was seen in myristic acid (C14), which increased 4-

fold compared to controls. Palmitic acid (C16), palmitoleic acid (C16:1), and 

docosahexaenoic acid (C22:6) were the next largest increase, with their abundance 

increasing 3.5-fold 6 hours after LPS treatment. Pentadecanoic acid (C15) and 

eicosapentaenoic acid (C20:5) were the only two LCFAs to not significantly increase 

throughout the time-course.  
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Figure 3.5, Time-course of different serum LCFA in response to LPS. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 2, 6 and 16 hours before being 
sacrificed. Serum was separated from whole blood and LCFA content was analysed using 
LC-MS. Each individual LCFA measured was plotted. Mean and standard deviation was 
calculated and shown on the graph (n = 9). A Kruskal-Wallis test with a Dunn’s correction for 
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multiple comparisons was performed, comparing each timepoint against the control group, 
and significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 
0.001 and **** = p < 0.0001). 

 

Due to the changes seen in the LCFAs in the serum in response to LPS, other blood 

metabolic markers were analysed. Blood glucose, the primary fuel choice for cellular 

ATP production, and ketones, produced when excess acetyl-CoA is produced during 

fatty acid oxidation, were selected as markers for glycolysis and fatty acid oxidation. 

Blood collected following LPS treatment was analysed using a ketone and glucose 

monitor (Figure 3.6A). Neither blood glucose levels (Figure 3.6B) or blood ketone 

levels (Figure 3.6C) significantly changed 2 hours after LPS treatment. However, by 6 

hours blood glucose levels had significantly decreased 3-fold and dropped by nearly 

10-fold by 16 hours (Figure 3.6B). This is likely due to the limited food intake from mice 

following LPS treatment. Whilst food intake was not monitored during this study, 

which is a potential limitation, it has been well documented that even at low doses, 

LPS causes a significant decrease in food consumption. For example, 4 hours after 

LPS treatment, food intake is nearly 50% lower compared to control rats. This 

reduction in food intake in LPS treated rats and mice was still observed at the 24-hour 

mark, with mice consuming 75% less food compared to controls (547, 548). This may 

explain the decrease in blood glucose levels seen in response to LPS treatment.  

Blood ketones significantly increased by 6 hours following LPS treatment but were 

still within the normal range (Figure 3.6C), and by 16 hours had increased by over 10-

fold indicating increased reliance on fatty acid oxidation, with excess acetyl-CoA 

being produced. However, these measurements only tell us whole-organism trends 

and are not cell or tissue specific.  
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Figure 3.6, Time-course of blood glucose and ketone levels in response to LPS 
treatment. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 2, 6 and 16 hours before being 
sacrificed. A) Glucose and ketone levels within the blood were measured using monitors and 
test-strips. B) Blood glucose levels following LPS treatment. C) Blood ketone levels following 
LPS treatment. Mean and standard deviation was calculated and shown on the graph (n = 9). 
A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each timepoint against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Increased ketogenesis and decreased blood glucose levels have been associated 

with weight loss. Therefore, mice were weighed before and after LPS treatment to 

monitor any weight changes. Percentage weight change was calculated by 

comparing the weight of the mouse at the end relative to their start weight. A value 

over 100% indicates the mouse gained weight and less than 100% lost weight. No 

significant weight loss was observed until 16 hours after LPS treatment (Figure 3.7), 

highlighting that the changes in the metabolic profile including LCFA abundance, 

blood glucose and blood ketone levels precedes any observable weight loss.  The 

weight loss seen at 16 hours may be caused by a reduction in food or water intake in 

LPS treated mice, however this was not measured during this study and thus is a 

potential limitation.  
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Figure 3.7, Time-course of monitoring changes in mouse weight in response to 
LPS treatment. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 2, 6 and 16 hours before being 
sacrificed. Mice were weighed at the start of the experiment and again at the end. Percentage 
change of weight was calculated by comparing the difference between these two weights. 
Mean and standard deviation was calculated and shown on the graph (n = 9). A Kruskal-Wallis 
test with a Dunn’s correction for multiple comparisons was performed, comparing each 
timepoint against the control group, and significant differences are marked using asterisks 
(* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

The primary source of circulating fatty acids comes from lipolysis, releasing fatty 

acids from adipose tissue. Therefore, the inguinal fat pad was isolated from the legs 

of each mouse post sacrifice. The gonadal fat pad surrounding the sex organs in the 

lower region of the abdomen was also removed (Figure 3.8A). The weights of the 

dissected fat pads from the mice were then measured and their weight relative to 

their total body weight was calculated. There was no significant difference in inguinal 

(Figure 3.8B) or gonadal (Figure 3.8C) at any of the time points measured. This is not 

unexpected due to the short time points chosen and any significant differences 

would only be expected at longer time points such as 2-3 days. This is supported by 

previous studies, which only reported a reduction in adipocyte size after 24-hours in 

LPS-treated mice (549). 
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Figure 3.8, Time-course of monitoring changes in mouse fat pad weight in 
response to LPS treatment. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 2, 6 and 16 hours before being 
sacrificed. A) Inguinal and gonadal fat pads were dissected from mice and weighed. The 
percentage the weight of each fat pad was calculated against total body weight at time of 
sacrifice. B) Inguinal fat pad. C) Gonadal fat pad. Mean and standard deviation was 
calculated and shown on each graph (n = 9). A Kruskal-Wallis test with a Dunn’s correction 
for multiple comparisons was performed, comparing each timepoint against the control 
group, and significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** 
= p < 0.001 and **** = p < 0.0001). 

 

Adipocytes within WAT are the main store of fat in the body. Therefore, to determine 

if the increase in circulating LCFAs could be due to increased lipolysis and thus fatty 

acid release from adipose tissue, RNA was extracted from the isolated inguinal and 

gonadal fat pads.  

Because RT-qPCR data is normalised against a housekeeping gene, it was important 

to determine the most suitable housekeeping gene for whole fat pad lysate RNA. 

Therefore, all samples were run against the 3 housekeeping genes which were 
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available: glyceraldehyde-3-phosphate dehydrogenase (Gapdh), hypoxanthine 

phosphoribosyltransferase (Hprt) and ribosomal protein S18 (Rps18). The 

‘BestKeeper’ method (542) was used to determine which housekeeping had the best 

stability, which calculates the Pearson correlation between genes . The gene with the 

highest correlation coefficient and with a standard deviation of Ct values of below 1 

was Rps18 and thus this was chosen as the most suitable housekeeping gene to 

normalise target gene expression against (Table 3.1).   

Table 3.1, Results of the BestKeeper algorithm to determine housekeeping gene 
stability for inguinal and gonadal fat pad samples.  

  Gapdh Hprt Rps18 
Mean Ct value 20.25 28.97 23.20 

Standard deviation of Ct values 1.06 2.46 0.93 
Correlation coefficient [r] 0.678 0.856 0.952 

p-value 0.005 0.001 0.001 
 

Gene expression of two key lipolysis genes was determined. Patatin like domain 2, 

triacylglycerol lipase (Pnpla2) encodes ATGL, the enzyme which catalyses the first 

step of lipolysis, hydrolysing triglycerides into diacylglycerol and fatty acid. Lipase E 

(Lipe) encodes HSL, responsible for catalysing the hydrolysis of diacylglycerol into 

monoacylglycerol and fatty acid (550). Thus, both are crucial for the hydrolysis of 

stored triglycerides into fatty acids. Pnpla2 and Lipe were significantly upregulated in 

response to LPS in the inguinal adipose tissue (Figure 3.9A). However, neither was 

significantly altered in gonadal adipose tissue (Figure 3.9B). This difference may be 

due to fat pad location, as inguinal fat pads are much closer in proximity to bone 

marrow than gonadal fat pads are, and therefore different adipose tissue may play 

different roles. Taken together, these results provide evidence that the expression of 

genes associated with lipolysis increased in inguinal, but not gonadal fat pads, 

highlighting a potential difference between the different fat pads. However, it should 

be noted that because only gene expression was assessed, it is difficult to conclude 

is this increase in lipolytic genes actually contributed towards the increase in LCFAs 

observed in the early response to LPS, a limitation of this study. 
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Figure 3.9, Time-course of lipolysis associated gene expression in inguinal and 
gonadal fat pads in response to LPS treatment. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 2, 6 and 16 hours before being 
sacrificed. RNA was extracted from inguinal and gonadal fat pads and analysed for lipolytic 
gene expression via RT-qPCR. A) Inguinal fat pad gene expression B) Gonadal fat pad gene 
expression. Gene expression was normalised against Rps18. Mean and standard deviation 
was calculated and shown on the graph (n = 9). A Kruskal-Wallis test with a Dunn’s correction 
for multiple comparisons was performed, comparing each timepoint against the control 
group, and significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** 
= p < 0.001 and **** = p < 0.0001). 

 

When taken together, this data provides evidence that 6 hours after LPS injection, 

LCFAs significantly increased in the serum of mice. By 16 hours, whilst this increase 

in LCFAs was still evident, it was not as pronounced. This increase in LCFAs in 

response to LPS was associated with a reduction in blood glucose levels and an 

increase in blood ketone levels. Fat pad weight did not significantly change across 

the time-course, however inguinal fat pads had an increase in lipolytic associated 

gene expression not seen in gonadal fat pads.   
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3.4 Characterising the role of the liver in circulating LCFA availability in 
response to LPS 

Whilst lipolysis may be, at least in part, contributing towards the increase in 

circulating LCFAs in response to LPS, the role of the liver was also explored. In healthy 

individuals, the majority of fatty acids released by adipocytes are taken up and 

processed by the liver (551). This is because the liver is the master regulator of fatty 

acid availability in the circulation. Therefore, the role of the liver within regulating fatty 

acid availability in response to LPS was investigated.   

Firstly, the liver was assessed for any LPS-associated damage that could impact its 

metabolic response. Fixed liver lobes from mice treated with LPS for 2, 6 and 16 hours 

were embedded as described in section 2.7.1 of the methods. Livers were then 

sectioned and stained with haematoxylin and eosin (H&E) to check overall liver 

cellularity and for areas of necrosis (Figure 3.10). There were no notable differences 

seen between control mice and mice treated with LPS for 2 and 6 hours. However, 

there were small patches of necrosis directly surrounding the portal vein in mice 16 

hours after LPS treatment, noted with arrows.  
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Figure 3.10, Histological staining of liver tissue to assess histological changes in 
cellularity in response to LPS. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 2, 6 and 16 hours before being 
sacrificed. Liver tissue was fixed, embedded, sectioned and stained for H&E. Representative 
images are shown for each group, with arrows marking areas of necrosis. Images were taken 
at 4x magnification with scale bars shown. 

  

Taking into consideration that the largest increase in circulating LCFAs was seen at 6 

hours following LPS treatment, and that liver cellularity looked comparable to control 

mice with no notable necrosis or damage, 6 hours was determined to be the most 

suitable timepoint to study the effects of LPS treatment on liver metabolism. RNA 

extracted from whole liver lysate from mice treated with LPS for 6 hours was sent to 

Novogene (Cambridge, UK) for bulk RNA sequencing. Whilst initial analysis to identify 

differentially expressed genes (DEGs) and subsequent Kegg pathway enrichment was 

performed by Novogene, further identification and analysis of the relevant data and 

genes, as well as overall data interpretation and presentation was done myself. A 

volcano plot showing the log2 fold change revealed a similar number of genes were 

upregulated or downregulated in response to LPS (Figure 3.11A). The genes with the 

most significant increase in expression were Saa3, Gbp2 and Cxcl9, all of which are 
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known markers of and play an important role in inflammation and infection (552). The 

most significantly downregulated but relevant genes included G0s2 and Cyp7a1.  

Clustermap analysis confirmed that the differences seen in DEGs was between and 

not within sample groups (Figure 3.11B). Samples were clustered using the 

log2(FPKM+1) values. LPS treated mice clustered together, showing similarities 

within the 3 samples sequenced. Control mice showed an almost opposite 

clustering effect to LPS treated livers, and thus there was a distinct visual difference 

between the two groups.  

 

Figure 3.11, Bulk RNA sequencing revealed distinct differences in liver gene 
expression between control and LPS treated mice. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 6 hours before being sacrificed. RNA 
was extracted from whole liver lysates and sequenced. A) Volcano plot of differentially 
expressed genes by log2 fold change. B) Clustermap analysis using the log2(FPKM+1) to 
visualise the data, (n = 3).  
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Kegg pathway enrichment analysis was then performed to identify the most 

upregulated pathways (Figure 3.12). This is done by calculating the number of genes 

which were upregulated compared to the total number of genes associated with that 

pathway. Unsurprisingly, the most upregulated pathways were nearly all 

proinflammatory or infection associated pathways. Many of which were cytokine 

associated signalling pathways including the TNF, NFκB and MAPK signalling 

cascades.  

 

Figure 3.12, Kegg enrichment analysis of bulk RNA sequencing for the most 
significantly upregulated pathways in liver gene expression between control and 
LPS treated mice. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 6 hours before being sacrificed. RNA 
was extracted from whole liver lysates and sequenced. Kegg enrichment and pathway 
analysis of the most significantly upregulated pathways identified in of LPS treated mice 
compared to control mice, (n = 3).  

 

The majority of the most downregulated pathways in the liver in response to LPS 

treatment were associated with fatty acid metabolism (Figure 3.13). This included 

fatty acid biosynthesis and several LCFA specific pathways including linoleic and 

arachidonic acid metabolism.  
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Figure 3.13, Kegg enrichment analysis of bulk RNA sequencing for the most 
significantly downregulated pathways in liver gene expression between control 
and LPS treated mice. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 6 hours before being sacrificed. RNA 
was extracted from whole liver lysates and sequenced. Kegg enrichment and pathway 
analysis of the most significantly downregulated pathways identified in LPS treated mice 
compared to control mice, (n = 3).  

 

Pathway analysis identified that overall fatty acid metabolism was downregulated in 

the livers of LPS treated mice, and serum analysis revealed a significant increase in 

circulating LCFA. Therefore, the expression of fatty acid transport genes known to be 

important in the liver were checked. Many of these fatty acid transporters were 

significantly downregulated including Fabp1, Fabp2, Slc27a1 and Slc27a2 (Figure 

3.14). This provides evidence that the liver stops taking up fatty acids in response to 

LPS. However, not all transporter genes were downregulated, for example there was 

no significant change in Cd36 or Lrp1 (low-density lipoprotein receptor-related 

protein 1) expression. Fabp5 and Fabp7 were significantly upregulated in the liver in 

response to LPS. As well as its role in fatty acid transport, Fabp7 has been shown to 

be important in regulating Kupffer cell phagocytosis (553). Additionally, Fabp5 has 
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been shown to be upregulated in response to endotoxins such as LPS as part of the 

inflammatory response and is also thought to regulate macrophage response (554). 

That being said, the most highly expressed fatty acid transport genes in the liver are 

Fabp1, Slc27a2 and Slc27a5, all of which are LCFA transporters and were 

significantly downregulated in response to LPS. Taken together, these results 

demonstrate that the liver downregulates fatty acid metabolism in response to LPS.  

 

Figure 3.14, Bulk RNA sequencing revealed distinct differences in liver gene 
expression of LCFA transporters between control and LPS treated mice. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 6 hours before being sacrificed. RNA 
was extracted from whole liver lysates and sequenced. Heatmap of liver specific fatty acid 
transport proteins using the log2(FPKM+1) value and adjusted p-value to indicate 
significance, (n = 3).  

 

Due to the significant upregulation in multiple proinflammatory and immune 

response associated genes and pathways identified within the liver bulk RNA 

sequencing, the populations of different liver immune cells were assessed in both 

control and LPS treated mice. Liver immune cells were isolated from one liver lobe 

and stained with the antibodies shown below in the gating strategy used (Figure 3.15). 
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Positive and negative populations were identified using FMO controls. Gating strategy 

was designed by selecting markers relevant for this study, taking a combination of 

previous publications into consideration (555-557). 

 

Figure 3.15, Gating strategy to identify liver immune cells populations. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 6 hours before being sacrificed. Immune 
cells isolated from the liver were stained with an antibody panel using markers for lymphoid 
and myeloid populations. Flow cytometry gating strategy to identify different immune 
populations. 

 

Total immune cell number significantly decreased in the liver in response to LPS 

treatment (Figure 3.16). Lymphoid cells also significantly decreased in number, 

however there was no significant difference between LPS treatment and controls for 

myeloid cell number. Despite this, the neutrophil cell count per 50,000 isolated liver 

cells significantly increased in response to LPS.  
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Figure 3.16, Liver immune cell numbers in response to LPS treatment. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 6 hours before being sacrificed. Immune 
cells isolated from the liver were stained with an antibody panel using markers for lymphoid, 
myeloid and neutrophil populations. Mean and standard deviation was calculated and 
shown on each graph (n = 7). A Mann-Whitney test was performed comparing control and 
LPS treated groups, and significant differences are marked using asterisks (* = p < 0.05, ** = 
P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

The number of monocytes per 50,000 isolated liver cells also significantly decreased 

in response to LPS (Figure 3.17). This included a significant reduction in the number 

of classical monocytes. Classical monocytes are proinflammatory and play an 

important role in the innate immune response. Opposingly, non-classical monocytes 

are associated with an anti-inflammatory response (558, 559). Despite a decrease in 

total monocyte numbers, the number of non-classical monocytes significantly 

increased in the liver in response to LPS (Figure 3.17).  
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Figure 3.17, Liver monocyte numbers in response to LPS treatment. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 6 hours before being sacrificed. Immune 
cells isolated from the liver were stained with an antibody panel using markers for classical 
and non-classical monocyte populations. Mean and standard deviation was calculated and 
shown on the graph (n = 7). A Mann-Whitney test was performed comparing control and LPS 
treated groups, and significant differences are marked using asterisks (* = p < 0.05, ** = P < 
0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

The number of macrophages per 50,000 isolated liver cells also significantly 

decreased in response to LPS. This was reflected in a significant decrease in non-

tissue resident, or infiltrating, macrophages (Figure 3.18). There was no significant 

difference in the number of tissue-resident macrophages, more commonly referred 

to as Kupffer cells.  

 

Figure 3.18, Liver macrophage numbers in response to LPS treatment. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 6 hours before being sacrificed. Immune 
cells isolated from the liver were stained with an antibody panel using markers for 
macrophage populations. Mean and standard deviation was calculated and shown on the 
graph (n = 7). A Mann-Whitney test was performed comparing control and LPS treated groups, 
and significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 
0.001 and **** = p < 0.0001). 
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Taken together, this suggest that fatty acid metabolism is significantly downregulated 

in response to LPS, but that this is not associated with increased liver damage or an 

increase in immune cell populations. The downregulation of some immune 

populations was observed in the liver. Therefore, the next step was to understand the 

kinetics of this downregulation of fatty acid metabolism. Key fatty acid oxidation and 

metabolism genes were chosen to look at the liver’s response to LPS 2, 6 and 16 

hours after LPS treatment. RNA was extracted from whole liver lysates and gene 

expression was analysed using RT-qPCR.  

Because housekeeping suitability is often tissue specific, the most suitable 

housekeeping gene for whole liver lysate RNA was also assessed. All samples were 

run against the 3 available housekeeping genes and the ‘BestKeeper’ method (542) 

was used to determine which housekeeping had the greatest stability. The gene with 

the highest correlation coefficient and with a standard deviation of Ct values of below 

1 was Rps18 (Table 3.2), and thus this was chosen as the most suitable housekeeping 

gene to normalise target gene expression against.   

Table 3.2, Results of the BestKeeper algorithm to determine housekeeping gene 
stability in the liver. 

 Gapdh Hprt Rps18 
Mean Ct value 20.35 23.24 19.94 

Standard deviation of Ct values 0.75 1.10 0.69 
Correlation coefficient [r] 0.172 0.787 0.901 

p-value 0.244 0.001 0.001 
 

The acyl-Coenzyme A dehydrogenase (Acadm) gene encodes for an essential enzyme 

involved in fatty acid oxidation (560).  Acyl-CoA synthetase long-chain family member 

1 (Acsl1) also plays an important part in fatty acid metabolism, including activating 

and directing LCFAs towards mitochondrial fatty acid oxidation for ATP production 

(561). Cpt1a is essential for transporting fatty acids across the mitochondrial 

membrane into the mitochondrial matrix to be metabolised. 3-hydroxy-3-

methylglutaryl-CoA synthase 2 (Hmgcs2) encodes the rate limiting enzyme in 

ketogenesis and Hmgcr encodes the critical enzyme in cholesterol synthesis (562, 
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563). All of these together provide an important picture of overall liver fatty acid 

metabolism in response to LPS.  

None of the genes selected were significantly downregulated at 2 hours, however all 

were significantly downregulated in response to LPS by 6 hours apart from Cpt1a 

(Figure 3.19). However, Cpt1a was significantly downregulated by 16 hours. Taken 

together this confirms bulk RNA sequencing data, that liver fatty acid metabolism is 

significantly downregulated in response to LPS by 6 hours, however this 

downregulation continues until at least 16 hours after LPS treatment.  

 

Figure 3.19, Determining the expression of key fatty acid metabolism genes in 
the liver in response to LPS over time. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 2, 6 and 16 hours before being 
sacrificed. RNA was extracted from whole liver lysates and analysed using RT-qPCR. Gene 
expression was normalised against Rps18. Mean and standard deviation was calculated and 
shown on the graph (n = 9). A Kruskal-Wallis test with a Dunn’s correction for multiple 
comparisons was performed, comparing each timepoint against the control group, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001). 
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Finally, the gene expression of three key fatty acid transport genes was checked. 

Cd36 and Slc27a2 encode LCFA specific transporter proteins, and Ldlr is essential 

for binding to and removing LDL from the circulation and thus is important in 

cholesterol and fatty acid metabolism (564). In line with sequencing data, both Ldlr 

and Slc27a2 were significantly downregulated in response to LPS by 6 hours and 

expression remained low at 16 hours (Figure 3.20). Cd36 expression did not 

significantly change.  

 
Figure 3.20, Determining the expression of key fatty acid transport genes in the 
liver in response to LPS over time. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 2, 6 and 16 hours before being 
sacrificed. RNA was extracted from whole liver lysates and analysed using RT-qPCR. Gene 
expression was normalised against Rps18. Mean and standard deviation was calculated and 
shown on the graph (n = 9). A Kruskal-Wallis test with a Dunn’s correction for multiple 
comparisons was performed, comparing each timepoint against the control group, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001). 
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3.5 Summary 

In summary, this chapter characterises the fatty acid specific metabolic changes 

which occur in response to LPS. Results confirmed that HSC expansion occurs 16 

hours after LPS treatment and that these HSCs have a greater uptake of the LCFA 

C16. Furthermore, this chapter determined that circulating LCFAs increased in 

response to LPS at 6 hours. Using LC-MS, this study characterised the amount each 

measured LCFA increased by. This increase in LCFA availability occurs alongside an 

increase in lipolysis associated gene expression from inguinal but not gonadal 

adipose tissue and a downregulation in the expression of genes associated with liver 

fatty acid metabolism. The downregulation of genes involved in liver fatty acid 

metabolism was not associated with increased liver damage or with increased 

immune cell infiltration. These results highlight the potential importance of the liver 

and fat pads working together to regulate the availability of LCFAs in response to LPS. 

It identifies that the liver may be an important mediator in fatty acid availability in 

response to LPS and thus supports the hypothesis that the regulation of LCFA 

availability is an important factor in the immune response to LPS.  However, it should 

be noted that in this chapter, metabolism was only assessed by looking at gene 

expression and thus this may not accurately reflect the true metabolic activity of the 

liver and fat pads, a limitation of this study.   
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4 Determining the cause of the downregulation of liver 
fatty acid metabolism in response to LPS 

4.1 Introduction 

Infection has been shown to alter lipid metabolism, reflecting the host’s increased 

energy demands in response to the pathogen. However, the mechanisms underlying 

this metabolic switch remain unclear. Currently research suggests that liver fatty acid 

metabolism is regulated by a combination of several factors, including enzymes, 

hormones, transcription factors and ATP availability (565). The liver plays an 

important role in regulating circulating free fatty acids by extracting them 

proportionally to their plasma concentration (566). Studies have shown that the liver 

removes between 20-30% of each fatty acid from the blood as it circulates through 

the liver (567, 568). Models using stable isotope tracing have demonstrated that 

circulating free fatty acids are the largest single source of hepatic fatty acids uptake 

and storage (436). Thus, the liver plays an essential role in regulating the availability 

of circulating fatty acids.  

The previous chapter provided evidence that LPS treatment increased the availability 

of circulating LCFAs and significantly downregulated liver fatty acid metabolism 

associated gene expression. However, the cause of this downregulation in the liver is 

currently undetermined. Due to the rapid nature of this response, it is less likely that 

this downregulation is hormone driven, and instead is more likely be a direct 

response to LPS or cytokine driven. In general, hormones are considered to be slow 

acting, however there are some notable exceptions to this including epinephrine, and 

thus other factors aside from cytokines were also considered.  

Hepatocytes are the main cell type within the liver and are responsible for the 

majority of liver fatty acid metabolism. Thus, they offer an appropriate in vitro model 

to study liver fatty acid metabolism. Therefore, this chapter investigated if 

hepatocytes are targeted in the downregulation of liver fatty acid metabolism 

associated gene expression in response to LPS and by what mechanism. This was 

primarily carried out using two mouse hepatocyte models: a healthy mouse 

hepatocyte cell line, adult mouse liver 12 weeks old (AML12s) and primary 

hepatocytes isolated from WT healthy young mice.  
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4.2 Short-term LPS treatment does not downregulate hepatocyte fatty acid 
metabolism 

To investigate if the downregulation of hepatic fatty acid metabolism seen in our LPS 

in vivo models was a direct cause of LPS itself, in vitro experiments were performed 

using two hepatocyte models. Primary hepatocytes were isolated from WT mice by 

Dr Naiara Beraza and Dr Paula Ruiz. AML12 cells are a WT healthy hepatocyte cell 

line. Both AML12s cells (Figure 4.1A) and primary hepatocytes (Figure 4.1C) were 

treated with LPS for 2 hours before RNA was extracted and gene expression was 

assessed using RT-qPCR. The stability of the 3 available housekeeping genes were 

assessed in both cell types. Rps18 was the most suitable housekeeping gene in 

AML12s, as it had the highest correlation coefficient and a standard deviation of <1 

(Table 4.1), whilst Hprt was the most stable in primary hepatocytes (Table 4.2). 

Table 4.1, Results of the BestKeeper algorithm to determine housekeeping gene 
stability for AML12 cells. 

  Gapdh Hprt Rps18 
Mean Ct value 17.16 20.23 16.94 

Standard deviation of Ct values 0.74 1.06 0.85 
Correlation coefficient [r] 0.971 0.996 0.982 

p-value 0.001 0.001 0.001 
 

Table 4.2, Results of the BestKeeper algorithm to determine housekeeping gene 
stability for primary hepatocytes. 

  Gapdh Hprt Rps18 
Mean Ct value 17.12 20.79 16.55 

Standard deviation of Ct values 0.55 0.54 0.55 
Correlation coefficient [r] 0.865 0.924 0.800 

p-value 0.001 0.001 0.002 
 

Three key marker genes to assess overall hepatic fatty acid metabolism were 

selected: Acadm, Hmgcr and Hmgcs2 which are essential for fatty acid oxidation, 

cholesterol synthesis and ketogenesis respectively. LPS treatment did not 

significantly alter any of these three key genes in either AML12 cells (Figure 4.1B) or 

primary hepatocytes (Figure 4.1D). 
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Figure 4.1, Short-term LPS treatment did not significantly alter hepatic fatty acid 
metabolism gene expression in vitro. 
Hepatocytes were cultured with 100 ng/mL LPS for 2 hours before RNA was extracted and 
gene expression assessed using qRT-PCR. A) Schematic of experimental design for AML12 
cells. B) AML12 cell gene expression for three key hepatic fatty acid metabolism genes 
normalised against Rps18 (n = 5). C) Schematic of experimental design for primary 
hepatocytes. D) Primary hepatocyte gene expression for three key hepatic fatty acid 
metabolism genes normalised against Hprt (n = 5). Means and standard deviations were 
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calculated and are shown on each graph. A Mann-Whitney test was performed, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001). 

 

Whilst fatty acid associated gene expression in hepatocytes was not significantly 

affected by LPS, it was also important to check if hepatocytes were functionally 

affected. This was checked due to the bulk RNA sequencing data and liver gene 

expression presented in the previous chapter, which showed a significant 

downregulation in liver LCFA transport genes. This suggests that liver LCFA uptake is 

significantly reduced in LPS treated mice and thus hepatocyte LCFA uptake was 

assessed. Both AML12 cells and primary hepatocytes were treated with LPS for 1 

hour before C16 BODIPY was added to each well. Cells were incubated for another 

hour before being fixed and counterstained with DAPI to identify nuclei and imaged 

at x10 magnification (Figure 4.2A). There were no visible differences between C16 

uptake in control and LPS treated AML12 cells (Figure 4.2B), or primary hepatocytes 

(Figure 4.2D). C16 BODIPY fluorescence intensity per hepatocyte was then 

measured, and this provided quantitative evidence that C16 uptake was comparable 

between control and LPS treated AML12 cells (Figure 4.2C) and primary hepatocytes 

(Figure 4.2E). Thus, short-term LPS treatment is unlikely to directly affect hepatocyte 

LCFA uptake.  

 



140 
 

 
Figure 4.2, Short-term LPS treatment did not significantly alter hepatic LCFA 
uptake in vitro. 
Hepatocytes were cultured with 100 ng/mL LPS for 1 hour before 1μM C16 BODIPY was 
added and cells were further incubated for 1 hour before fixing, counter staining with DAPI 
and imaging. A) Schematic of experimental design for AML12 cells and primary hepatocytes. 
B) Representative images of control and LPS treated AML12 cells, DAPI = blue, C16 BODIPY 
= green at x10 magnification. C) BODIPY intensity measured per AML12 cell (n = 100). D) 
Representative images of control and LPS treated primary hepatocytes, DAPI = blue, C16 
BODIPY = green at x10 magnification. E) BODIPY intensity measured per primary hepatocyte 
(n = 100). Means and standard deviations were calculated and shown on each graph. A Mann-
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Whitney test was performed, and significant differences are marked using asterisks (* = p < 
0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

Finally, to assess if short-term LPS treatment affected hepatic mitochondrial 

respiration when LCFA was the main fuel, a seahorse MitoStresTest was performed. 

Due to the limited availability of primary hepatocytes, this was only done on AML12 

cells. AML12 cells were treated with 100 ng/mL LPS for 2 hours prior to the start of the 

seahorse assay (Figure 4.3A). Media was removed from each well and replaced with 

palmitic acid media (seahorse media supplemented with 100 μM palmitic acid with 

no glucose, detailed in 2.5.6 in the methods). This was chosen to specifically test 

fatty acid associated mitochondrial respiration in response to short-term LPS 

treatment and not glycolysis. LPS treatment did not affect the cell viability, measured 

by counting the number of cells per well which survived at the end of the assay (Figure 

4.3B). The OCR trace was then normalised to viable cell count before basal, maximal 

and ATP-linked respiration were calculated. Basal respiration is calculated by 

subtracting non-mitochondrial oxygen consumption from the initial OCR readings 

measured at the start of the assay. It describes the energetic demand of the cell 

under non-stress conditions. ATP-linked respiration describes the cellular oxygen 

consumption associated with ATP production. Maximal respiration describes the 

maximum rate of respiration the cell is capable of under stress-conditions. OCR was 

not visibly altered in LPS treated AML12 cells compared to control (Figure 4.3C), and 

this resulted in no significant difference in basal and maximal respiration (Figure 

4.3D). However, ATP-linked respiration was significantly increased in the LPS treated 

group (Figure 4.3D).  
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Figure 4.3, Short-term LPS treatment did not downregulate hepatic fatty acid 
associated mitochondrial respiration in vitro. 
AML12 cells were cultured with 100 ng/mL LPS for 2 hours. A) Schematic of experimental of 
Seahorse MitoStress test. B) Viable cell count taken at the end of the assay. C) Seahorse 
tracing of OCR normalised to cell count. D) Basal, ATP-linked and maximal respiration 
calculated from the normalised OCR trace. Means and standard deviations were calculated 
and are shown on each graph (n = 8). A Mann-Whitney test was performed, and significant 
differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = 
p < 0.0001). 

Taken together, this data shows that short-term LPS treatment does not significantly 

alter hepatic fatty acid metabolism. Therefore, the downregulation of liver fatty acid 

metabolism seen in LPS treated mice is not directly due to LPS itself but another 

factor or cell type being affected. 
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4.3 Serum from LPS-treated mice downregulated hepatic fatty acid 
metabolism in vitro 

To test if the downregulation of liver fatty acid metabolism seen was due to a factor 

released into the serum in response to LPS, WT mice were treated with LPS for 2 

hours before being sacrificed. Serum was separated from whole blood. A 2-hour 

timepoint was selected because for gene expression to be downregulated in 

response to LPS in vivo by 6 hours, the causative factor would have to be released 

into the serum quickly to enable it to have enough time induce this downregulation.  

 

Both AML12 cells and primary hepatocytes were treated with serum pooled from 9 

control or LPS treated mice for 2 hours before RNA was extracted and gene 

expression was determined using qRT-PCR using the same 3 fatty acid metabolism 

marker genes (Figure 4.4A). Acadm, Hmgcr and Hmgcs2 were all significantly 

downregulated in AML12 cells (Figure 4.4B), and primary hepatocytes (Figure 4.4C), 

treated with serum from LPS-treated mice compared to those treated with serum 

from control mice. 
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Figure 4.4, Serum from LPS-treated mice but not control mice downregulated 
hepatic fatty acid metabolism gene expression in vitro.  
Mice were treated with 0.5 mg/kg LPS for 2 hours before being sacrificed. AML12 cells and 
primary hepatocytes were cultured with serum isolated and pooled from 9 control mice or 
LPS-treated mice for 2 hours before RNA was extracted and gene expression assessed using 
qRT-PCR. A) Schematic of experimental design. B) Gene expression for three key hepatic fatty 
acid metabolism genes normalised against Rps18 in AML12 cells (n = 6). C) Gene expression 
for three key hepatic fatty acid metabolism genes normalised against Hprt in primary 
hepatocytes (n = 6). Means and standard deviations were calculated and are shown on each 
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graph. A Mann-Whitney test was performed, and significant differences are marked using 
asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Next, hepatocyte LCFA uptake was assessed using the same serum model. Both 

AML12 cells and primary hepatocytes were treated with serum pooled from 9 control 

or LPS-treated mice for 1 hour before C16 BODIPY was added to each well. Cells were 

incubated for another hour before being fixed, counterstained with DAPI and imaged. 

A visible reduction in C16 uptake was observed in AML12 cells (Figure 4.5A) and 

primary hepatocytes (Figure 4.5C) cultured with serum from LPS-treated mice. 

Quantification of C16 BODIPY fluorescence intensity per hepatocyte confirmed that 

serum from an LPS-treated mouse significantly reduced C16 uptake in AML12 cells 

(Figure 4.5B) and primary hepatocytes (Figure 4.5D). 
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Figure 4.5, Serum from LPS-treated mice but not control mice downregulated 
hepatic LCFA uptake in vitro. 
Mice were treated with 0.5 mg/kg LPS for 2 hours before being sacrificed. AML12 cells and 
primary hepatocytes were cultured with serum isolated and pooled from 9 control or LPS-
treated mice for 1 hour before 1μM C16 BODIPY was added and cells were further incubated 
for 1 hour before fixing, counter staining with DAPI and imaging. A) Representative images of 
AML12 cells cultured with control and LPS-treated serum, DAPI = blue, C16 BODIPY = green 
at x10 magnification. B) BODIPY intensity measured per AML12 cell (n = 100). C) 
Representative images of primary hepatocytes cultured with control and LPS-treated serum, 
DAPI = blue, C16 BODIPY = green at x10 magnification. D) BODIPY intensity measured per 
primary hepatocyte (n = 100). Means and standard deviations were calculated and shown on 



147 
 

each graph. A Mann-Whitney test was performed, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

LCFA associated mitochondrial respiration was assessed using both hepatocyte 

models. AML12 cells and primary hepatocytes were cultured with serum from control 

or LPS-treated mice for 2 hours prior to the start of the seahorse assay. Media was 

removed from each well and replaced with palmitic acid seahorse media.  Serum 

from LPS-treated mice did not negatively affect the cell viability in either AML12 cells 

(Figure 4.6A) or primary hepatocytes (Figure 4.7A). The OCR trace was then 

normalised to viable cell count for AML12 cells (Figure 4.6B) and primary hepatocytes 

(Figure 4.7B), revealing marked differences in the trace between control serum 

treated and LPS-serum treated cells. Basal, maximal and ATP-linked respiration were 

then calculated. All three measurements were significantly reduced in AML12 cells 

(Figure 4.6C) and primary hepatocytes (Figure 4.7C) cultured with serum from an 

LPS-treated mouse. This means that there was a reduction in fatty acid associated 

mitochondrial ATP production in both stress and non-stress conditions.  
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Figure 4.6, Serum from LPS-treated mice but not control mice downregulated 
hepatic fatty acid associated mitochondrial respiration in vitro in AML12 cells. 
Mice were treated with 0.5 mg/kg LPS for 2 hours before being sacrificed. AML12 cells were 
cultured with serum isolated from control or LPS-treated mice for 2 hours. A) Viable cell 
count taken at the end of the assay. B) Seahorse tracing of OCR normalised to cell count. C) 
Basal, ATP-linked and maximal respiration calculated from the normalised OCR trace. Means 
and standard deviations were calculated and are shown on each graph (n = 12). A Mann-
Whitney test was performed, and significant differences are marked using asterisks (* = p < 
0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 
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Figure 4.7, Serum from LPS-treated mice but not control mice downregulated 
hepatic fatty acid associated mitochondrial respiration in vitro in primary 
hepatocytes. 
Mice were treated with 0.5 mg/kg LPS for 2 hours before being sacrificed. AML12 cells were 
cultured with serum isolated from control or LPS-treated mice for 2 hours. A) Viable cell 
count taken at the end of the assay. B) Seahorse tracing of OCR normalised to cell count. C) 
Basal, ATP-linked and maximal respiration calculated from the normalised OCR trace. Means 
and standard deviations were calculated and are shown on each graph (n = 8). A Mann-
Whitney test was performed, and significant differences are marked using asterisks (* = p < 
0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Taken together, these results provide evidence that the serum collected from an LPS-

treated mouse but not a control mouse can downregulate hepatic fatty acid 

metabolism including LCFA uptake and mitochondrial respiration. This suggests that 

a factor is released into the serum in response to LPS, which then in turn causes the 

downregulation of liver fatty acid metabolism.  
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4.4 PAI-1 downregulates hepatocyte fatty acid metabolism 

The immune system is known to be closely linked to metabolic changes and this 

interaction is often referred to as ‘immunometabolism’ (569). In response to LPS, the 

rapid proinflammatory immune response produces many factors including cytokines 

which are quickly released into the circulation. Within minutes of receptor 

stimulation, the cytokine production and release are triggered (570). Several 

cytokines have been shown to affect lipid metabolism including liver fatty acid 

metabolism. For example, TNF-α has been shown to induce lipolysis and can 

negatively regulate PPARγ, an important metabolic regulator (571). IL-1β is known to 

play a role in the inflammatory stress response as well as being a mediator in liver 

fibrosis and inflammation (572). IL-6 has also been implicated in the regulation of 

hepatic lipid metabolism. In the liver, lipogenic enzyme expression is increased after 

administration of exogenous IL-6 (573). Growth factors have also been implicated in 

the regulation of liver fatty acid metabolism. FGF21 has been shown to positively 

regulate insulin sensitivity and lipid metabolism (574), with circulating levels of 

FGF21 positively correlating with triglyceride content (575).  

Since the previous experiments identified that a factor(s) released into the serum in 

response to LPS-treatment could downregulate hepatic fatty acid metabolism, the 

cytokines and growth factors in the serum were characterised. Serum analysis was 

performed using a cytokine array kit measuring 96 different factors present in the 

serum. For this, a mouse was treated with LPS for 90 minutes before blood was 

collected at sacrifice. One cytokine array membrane was treated with serum from 

this LPS-treated mouse, and a second membrane was treated with serum collected 

from a control mouse. This allowed for the identification of cytokines released 

specifically in response to LPS and filter out those already present in the control 

mouse serum (Figure 4.8).  
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Figure 4.8, Schematic of cytokine array experimental design. 
A mouse was treated with 0.5 mg/kg LPS for 90 minutes before being sacrificed and serum 
collected. Cytokine array membranes were treated with serum from a control or LPS-treated 
mouse to identify differences in the cytokines and growth factors present. Some notable 
differences are highlighted with white boxes, the left most white box on each membrane 
marks plasminogen activator inhibitor-1 (PAI-1) and the right most box CXCL2. 

 

The fluorescent intensity of each dot was quantified for control and LPS serum 

treated membranes. Background intensity was subtracted from the measured 

intensity, and results were normalised against the reference spots within each 

membrane. The relative fold-change between the control and LPS serum treated 

membranes for each factor was then calculated. Results were categorised into 

chemokines, inflammatory and growth factors (Figure 4.9). The most upregulated 

cytokine identified in the serum in response to LPS was CXCL2, which increased over 

800-fold. The next largest increase was in CXCL1, which increased over 150-times 

compared to the control membrane. IL-6, C-C motif ligand (CCL)-2, CCL5, CCL20, 

plasminogen-activator inhibitor 1 (PAI-1) were the next most upregulated, increasing 

between 20 to 130-fold in LPS treated mice.  
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Figure 4.9, Cytokine release into the serum in response to LPS. 
A mouse was treated with 0.5 mg/kg LPS for 90 minutes before being sacrificed and serum 
collected. Cytokine array membranes were treated with serum from a control or LPS-treated 
mouse to identify differences in the cytokines and growth factors present. Heatmap of 
results split into chemokines, inflammatory cytokines and growth factors.  
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These top identified cytokines along with TNF-α, which was selected as it was still 

increased by over 10-fold and has strong links to lipolysis and lipid metabolism, were 

then selected for further investigation. AML12 cells were treated with these cytokines 

for 2 hours before RNA was extracted and gene expression of the three key marker 

genes assessed. Of these cytokines, only PAI-1 decreased Acadm, Hmgcr and 

Hmgcs2 (Figure 4.10). Due to the number of comparisons and thus post-hoc 

corrections performed when statistically analysing these results, coupled with the 

low n number, none of these results reached statistical significance.  

 

Figure 4.10, The most increased cytokines were tested on AML12 cells in vitro to 
assess their effect on hepatic fatty acid metabolism. 
AML12 cells were treated with 100 ng/mL of the recombinant mouse protein CCL2, CCL5, 
CCL20, CXCL1, CXCL2, IL-6, PAI-1 or TNF-α for 2 hours. RNA was extracted and gene 
expression assessed via qRT-PCR. Gene expression for three key hepatic fatty acid 
metabolism genes (Acadm, Hmgcr and Hmgcs2) normalised against Rps18 in AML12 cells 
(n = 5). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was 
performed, comparing each timepoint against the control group, which did not reach 
statistical significance.  
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These eight cytokines were also tested on primary hepatocytes to test if these results 

were repeatable in the second hepatocyte model. Again, only PAI-1 caused the 

downregulation of these key genes (Figure 4.11). Due to the number of comparisons 

and thus post-hoc corrections performed when statistically analysing these results, 

coupled with the low n number, none of these results reached statistical significance. 

 
Figure 4.11, The most increased cytokines were tested on primary hepatocytes 
in vitro to assess their effect on hepatic fatty acid metabolism. 
Primary hepatocytes were treated with 100 ng/mL of the recombinant mouse protein CCL2, 
CCL5, CCL20, CXCL1, CXCL2, IL-6, PAI-1 or TNF-α for 2 hours. RNA was extracted and gene 
expression assessed via qRT-PCR. Gene expression for three key hepatic fatty acid 
metabolism genes (Acadm, Hmgcr and Hmgcs2) normalised against Hprt in AML12 cells (n 
= 5). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each timepoint against the control group, which did not reach statistical 
significance.  
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To test if the response seen was a dose dependent response, AML12 cells were 

treated with 20, 50 and 100 ng/mL recombinant mouse PAI-1 protein. Whilst 20 ng/mL 

did not significantly downregulate the three key genes, 50 ng/mL and 100 ng/mL did 

downregulate Acadm, Hmgcr and Hmgcs2 gene expression (Figure 4.12).  

 

 

Figure 4.12, PAI-1 worked in a dose dependent manner to downregulate hepatic 
fatty acid metabolism. 
AML12 cells were treated with 20, 50 or 100 ng/mL of recombinant mouse PAI-1 protein for 2 
hours. RNA was extracted and gene expression assessed via qRT-PCR. Gene expression for 
three key hepatic fatty acid metabolism genes (Acadm, Hmgcr and Hmgcs2) normalised 
against Rps18 (n = 5). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons 
was performed, comparing each timepoint against the control group, and significant 
differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = 
p < 0.0001). 
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To check if PAI-1 also reduced LCFA uptake in a similar manner to the way LPS-treated 

serum did, both AML12 cells and primary hepatocytes were treated with 100 ng/mL 

PAI-1 for 1 hour before C16 BODIPY was added to each well. Cells were incubated for 

another hour before being fixed, counterstained with DAPI and imaged. A visible 

reduction in C16 uptake was observed in AML12 cells (Figure 4.13A) and primary 

hepatocytes (Figure 4.13C) cultured with PAI-1. Quantification of C16 BODIPY 

fluorescence intensity per hepatocyte confirmed that PAI-1 treated AML12 cells 

(Figure 4.13B) and primary hepatocytes (Figure 4.13D) had significantly reduced C16 

uptake. 
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Figure 4.13, PAI-1 downregulated hepatic LCFA uptake in vitro. 
AML12 cells and primary hepatocytes were cultured with 100 ng/mL recombinant mouse 
PAI-1 protein for 1 hour before 1μM C16 BODIPY was added and cells were further incubated 
for 1 hour before fixing, counter staining with DAPI and imaging. A) Representative images of 
AML12 cells cultured with PAI-1, DAPI = blue, C16 BODIPY = green at x10 magnification. B) 
BODIPY intensity measured per AML12 cell (n = 100). C) Representative images of primary 
hepatocytes cultured with PAI-1, DAPI = blue, C16 BODIPY = green at x10 magnification. D) 
BODIPY intensity measured per primary hepatocyte (n = 100). Means and standard 
deviations were calculated and shown on each graph. A Mann-Whitney test was performed, 
and significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 
0.001 and **** = p < 0.0001). 
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The effect of PAI-1 on AML12 cell and primary hepatocyte fatty acid fuelled 

mitochondrial respiration was also investigated. Cells were treated with 100 ng/mL 

recombinant PAI-1 for 2 hours. Media was removed from each well and replaced with 

palmitic acid seahorse media. PAI-1 treatment did not negatively affect the cell 

viability in either AML12 cells (Figure 4.14A) or primary hepatocytes (Figure 4.15A). 

The OCR trace was then normalised to viable cell count for AML12 cells (Figure 4.14B) 

and primary hepatocytes (Figure 4.15B), revealing reduced OCR in PAI-1 treated cells, 

similar to that seen in hepatocytes cultured with serum from LPS-treated mice. 

Basal, maximal and ATP-linked respiration were then calculated. All three 

measurements were significantly reduced in AML12 cells (Figure 4.14C) and primary 

hepatocytes (Figure 4.15C) cultured with PAI-1. This means that fatty acid associated 

mitochondrial ATP production was reduced in both stress and non-stress conditions.  
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Figure 4.14, PAI-1 downregulated hepatic fatty acid associated mitochondrial 
respiration in vitro in AML12 cells. 
AML12 cells were cultured with 100 ng/mL recombinant mouse PAI-1 protein for 2 hours 
before media was removed and replaced with seahorse media supplemented with 100 μM 
C16 (palmitic acid), no glucose. A) Viable cell count taken at the end of the assay. B) 
Seahorse tracing of OCR normalised to cell count. C) Basal, ATP-linked and maximal 
respiration calculated from the normalised OCR trace. Means and standard deviations were 
calculated and are shown on each graph (n = 12). A Mann-Whitney test was performed, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001).   
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Figure 4.15, PAI-1 downregulated hepatic fatty acid associated mitochondrial 
respiration in vitro in primary hepatocytes. 
Primary hepatocytes were cultured with 100 ng/mL recombinant mouse PAI-1 protein for 2 
hours before media was removed and replaced with seahorse media supplemented with 100 
μM C16 (palmitic acid), no glucose. A) Viable cell count taken at the end of the assay. B) 
Seahorse tracing of OCR normalised to cell count. C) Basal, ATP-linked and maximal 
respiration calculated from the normalised OCR trace. Means and standard deviations were 
calculated and are shown on each graph (n = 16). A Mann-Whitney test was performed, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001). 

 

To test if this reduction in mitochondrial respiration was fatty acid specific or if PAI-1 

was downregulating mitochondrial respiration in general, another seahorse 

MitoStress test was done. This time, following PAI-1 treatment, the media was 

removed and replaced with glucose supplemented seahorse media with no LCFAs 

added. Once again, PAI-1 treatment did not negatively impact cell viability in both 

AML12 cells (Figure 4.16A) or primary hepatocytes (Figure 4.17A). However the OCR 
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trace did not show any notable differences between PAI-1 treated and control AML12 

cells (Figure 4.16B) or primary hepatocytes (Figure 4.17B). When quantified, this 

resulted in no significant differences between basal, ATP-linked or maximal 

respiration in AML12 cells (Figure 4.16C) and primary hepatocytes (Figure 4.17C) 

treated with PAI-1 when given glucose for fuel.  

 

Figure 4.16, PAI-1 did not downregulate hepatic glucose associated 
mitochondrial respiration in vitro in AML12 cells. 
AML12 cells were cultured with 100 ng/mL recombinant mouse PAI-1 protein for 2 hours 
before media was removed and replaced with seahorse media supplemented with 100 μM 
glucose, no LCFAs. A) Viable cell count taken at the end of the assay. B) Seahorse tracing of 
OCR normalised to cell count. C) Basal, ATP-linked and maximal respiration calculated from 
the normalised OCR trace. Means and standard deviations were calculated and are shown 
on each graph (n = 9). A Mann-Whitney test was performed, and significant differences are 
marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
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Figure 4.17, PAI-1 did not downregulate hepatic glucose associated 
mitochondrial respiration in vitro in primary hepatocytes. 
Primary hepatocytes were cultured with 100 ng/mL recombinant mouse PAI-1 protein for 2 
hours before media was removed and replaced with seahorse media supplemented with 100 
μM glucose, no LCFAs. A) Viable cell count taken at the end of the assay. B) Seahorse tracing 
of OCR normalised to cell count. C) Basal, ATP-linked and maximal respiration calculated 
from the normalised OCR trace. Means and standard deviations were calculated and are 
shown on each graph (n = 14). A Mann-Whitney test was performed, and significant 
differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = 
p < 0.0001).   

In summary these results demonstrate that PAI-1 is one of the most significantly 

upregulated cytokines present in the serum in response to LPS treatment and was 

the only one tested which significantly reduced hepatic fatty acid metabolism 

associated gene expression within 2 hours. Recombinant PAI-1 treatment also 

reduced LCFA uptake and fatty acid associated hepatic mitochondrial respiration. 

Interestingly, no effect was seen in hepatocyte mitochondrial respiration when cells 

were supplemented with glucose and not fatty acids. This indicates that PAI-1 may 

work in a fatty acid specific manner and not just downregulate metabolism in general, 

although further work would be needed to confirm this.  
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4.5 Mice treated with recombinant PAI-1 display a similar phenotype to LPS 

treated mice 

After identifying PAI-1 as the potential cause for the downregulation of hepatic fatty 

acid metabolism in response to LPS, a PAI-1 ELISA was performed to assess the 

levels of PAI-1 in mice treated with LPS. This was also done to check the validity of the 

cytokine array, as a limitation of this array was that it used an n of 1 and results were 

therefore based off a singular mouse. The PAI-1 ELSIA revealed a significant 

upregulation of PAI-1 in the serum of all mice treated with LPS both at 2 and 6 hours 

(Figure 4.18). Furthermore, the level of PAI-1 present in the serum after 2 hours was 

at a similar level to that used to treat hepatocytes in vitro (around 100 ng/mL), 

confirming a clinically relevant dose of PAI-1 was used for in vitro experiments.  

 

Figure 4.18, Time-course of total PAI-1 in response to LPS in the serum. 
WT mice were injected with 0.5 mg/kg LPS via I.P. for 2, 6 and 16 hours before being 
sacrificed. Serum was separated from whole blood and PAI-1 content was analysed using a 
PAI-1 ELISA. Mean and standard deviation was calculated and shown on the graph (n = 9). A 
Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each timepoint against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

Next, to further validate PAI-1 as the potential mechanism for the downregulation of 

hepatic fatty acid metabolism in response to LPS, mice were treated with 

recombinant mouse PAI-1 in vivo. Mice were given 2 doses, one at the start and one 

after 2 hours due to the short half-life of PAI-1. Mice were sacrificed 4 hours after the 

start, and samples collected. RNA was extracted from whole liver lysates to assess 
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liver fatty acid metabolism. Acadm and Hmgcr gene expression were both 

significantly downregulated in PAI-1 treated mice (Figure 4.19). Hmgcs2 did decrease 

in gene expression but did not reach statistical significance. This could potentially be 

due to the low dose given, or due to the timepoint.  

 
Figure 4.19, PAI-1 treatment decreased the expression of key liver fatty acid 
metabolism genes by 4 hours in vivo. 
WT mice were injected with 0.05 mg/kg recombinant mouse PAI-1 via I.P. and received a 
second dose after 2 hours. Mice were sacrificed after 4 hours and RNA extracted from whole 
liver lysates. Gene expression was normalised against Rps18 (n = 7). Means and standard 
deviations were calculated and are shown on each graph. A Mann-Whitney test was 
performed, and significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, 
*** = p < 0.001 and **** = p < 0.0001). 

 

LCFA content in the serum was also assessed in these PAI-1 treated mice using LC-

MS. Similarities between the two groups was assessed using a PCA plot (Figure 

4.20A), which revealed distinct differences in LCFA abundance between control and 

PAI-1 treated mice. Total serum LCFA concentration was calculated by adding the 

concentration of each individual LCFA that was measured. Results confirmed that 

the abundance of LCFAs significantly increased in mice treated with recombinant 

PAI-1 (Figure 4.20B). Each individual LCFA was then normalised to a control mouse 

to calculate the relative abundance of each LCFA within the serum (Figure 4.20C).  

Results show that there was a nearly universal increase in LCFAs in LPS treated mice, 

with only C18, C20.4 and C20.5 not significantly increasing. At 4 hours, the most 

significant increase was in C14, myristic acid in PAI-1 treated mice.  
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Figure 4.20, PAI-1 treatment increased serum levels of LCFA by 4 hours in vivo. 
WT mice were injected with 0.05 mg/kg recombinant mouse PAI-1 via I.P. and received a 
second dose after 2 hours. Mice were sacrificed after 4 hours. Serum was separated from 
whole blood and LCFA content was analysed using LC-MS. A) PCA plot of serum LCFA 
abundance from control and PAI-1 treated mice. B) Total serum LCFA was calculated by 
adding the concentration of each individual LCFA measured. C) Relative abundance of each 
LCFA measured in the serum normalised to a control mouse. Mean and standard deviation 
was calculated and shown on the graph (n = 7). A Mann-Whitney test was performed 
comparing control and PAI-1 treated groups for each individual LCFA and significant 
differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = 
p < 0.0001). 
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4.6 Summary 

In summary, this chapter demonstrates that the downregulation of liver fatty acid 

metabolism in hepatocytes is not caused directly by LPS itself. Instead, a factor is 

released into the serum in response to LPS. Results identify PAI-1 as one factor which 

can downregulate hepatic fatty acid metabolism, LCFA uptake and fatty acid specific 

mitochondrial respiration. Interestingly, glucose associated mitochondrial 

respiration was not significantly affected by PAI-1 treatment. In vivo, treating mice 

with recombinant PAI-1 downregulated the majority of the fatty acid metabolism 

genes in the liver, similar to LPS treated mice. Finally, mice directly given recombinant 

PAI-1 had a significant increase in serum LCFAs. Taken together, this chapter provides 

evidence for the role of PAI-1 in the downregulation of hepatic fatty acid metabolism 

and regulation of circulating LCFAs.  
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5 Pharmacological inhibition of PAI-1 prevents LPS-
induced downregulation of hepatic liver fatty acid 
metabolism 

5.1 Introduction 

The previous chapter demonstrated that treating mice with recombinant PAI-1 

downregulated liver fatty acid metabolism and increased circulating LCFAs. PAI-1 is 

most known for the role it plays in regulating blood clotting. It is encoded by the 

Serpine1 gene and is a member of the serine-protease inhibitor superfamily 

discovered in the 1980s (576). PAI-1 inhibits tissue-type plasminogen activator (tPA), 

which when uninhibited is the enzyme responsible for catalysing the conversion of 

plasminogen into plasmin. Plasmin is then able to breakdown fibrin within blood 

clots (577). Thus, PAI-1 plays an important role in preventing the breakdown of fibrin 

blood clots. Aside from its role in the clotting cascade, PAI-1 is now thought to play 

an important role in a myriad of other processes. For example, PAI-1 has been 

associated with inflammation and tissue repair, and thus is closely associated with 

other proinflammatory cytokines such as IL-6, TNF-α and TGF-β (578). Alongside this, 

PAI-1 is now thought to play a central role in obesity, diabetes and other metabolic 

syndromes (579).  

PAI-1 has also been shown to be a critical mediator in the early immune response to 

multiple pathogens including Haemophilus influenzae and Mycobacterium 

tuberculosis (580, 581). Additionally, high PAI-1 levels have been widely observed in 

many COVID-19 patients, with PAI-1 levels being shown to independently predict 

disease severity and COVID-19 mortality rates (582). Despite this, many of these 

studies are primarily observational. For example, many of these aforementioned 

studies demonstrate that PAI-1 knockout mice have a reduced ability to clear the 

infection (580, 581), but do not provide many mechanistic insights as to why.  

PAI-1 can be found in multiple forms, including the active, latent and cleaved 

conformations (583). The active form has a short half-life thought be between 30 

minutes to 2 hours (584), which can be prolonged up to 3-fold by binding to the 

glycoprotein vitronectin, stabilising PAI-1 (585). Many PAI-1 inhibitors are thought to 

work by preventing vitronectin from binding to and thus stabilising PAI-1 (586). This 
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means that the inhibitor bound active PAI-1 is quickly converted into its latent, 

inactive or cleaved form.  

This chapter aims to investigate if pharmacologically inhibiting PAI-1 reverses the 

downregulation of liver fatty acid metabolism, preventing the accumulation of LCFAs 

in the serum. Furthermore, it will ascertain if PAI-1 inhibition will affect HSC 

expansion in response to LPS.    
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5.2 Tiplaxtinin did not reduce circulating PAI-1 in LPS-treated mice 

The potent PAI-1 inhibitor Tiplaxtinin (also referred to as PAI-039) was selected as it 

was the most widely used available PAI-1 inhibitor, with the greatest number of 

citations. A literature search was conducted to identify studies which used 

Tiplaxtinin in vivo. These studies used doses ranging between 1-100 mg/kg, with the 

median dose being 10 mg/kg (587-591) and thus this was the dose chosen. WT mice 

were treated with 10 mg/kg Tiplaxtinin via oral gavage 1 hour prior to LPS I.P. injection, 

to allow time for the inhibitor to be absorbed into the circulation (Figure 5.1). Mice 

were sacrificed 6 hours after the final LPS I.P. injection was administered. Alongside 

these mice, there was an LPS with vehicle only group, a vehicle only group and a 

Tiplaxtinin only group.  

 

Figure 5.1, Schematic of Tiplaxtinin with LPS experimental design. 
WT mice pre-treated with 10 mg/kg Tiplaxtinin via oral gavage 1 hour prior to being injected 
with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Mice were split into 4 experimental groups: 1) control mice receiving only the vehicle via oral 
gavage, 2) Tiplaxtinin only mice who received 10 mg/kg Tiplaxtinin via oral gavage, 3) LPS + 
vehicle mice who received the vehicle via oral gavage 1 hour prior to 0.5 mg/kg LPS injection 
via I.P., and 4) LPS + Tiplaxtinin group who received a combination treatment of 10 mg/kg 
Tiplaxtinin via oral gavage 1 hour prior to 0.5 mg/kg LPS via I.P. 

 

Firstly, serum isolated from whole blood collected at the time of sacrifice was 

analysed for PAI-1 content using a PAI-1 ELISA. Results showed the amount of PAI-1 

present in the serum of the mice given the combined treatment of Tiplaxtinin and LPS 

was comparable to LPS alone (Figure 5.2). This means that Tiplaxtinin treatment had 
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no effect on LPS-induced PAI-1 levels. However, it should be noted that the PAI-1 

ELISA used measures all PAI-1 protein present in the serum, and does not distinguish 

between active, latent or cleaved forms.  

 

Figure 5.2, Serum PAI-1 levels in response to LPS both with and without 
Tiplaxtinin pre-treatment. 
WT mice pre-treated with 10 mg/kg Tiplaxtinin via oral gavage 1 hour prior to being injected 
with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Serum was separated from whole blood and PAI-1 content was analysed using a PAI-1 ELISA. 
Mean and standard deviation was calculated and shown on the graph (n = 7). A Kruskal-Wallis 
test with a Dunn’s correction for multiple comparisons was performed, comparing each 
group against the control group, and significant differences are marked using asterisks (* = p 
< 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   

 

Tiplaxtinin is known to promote the cleavage of PAI-1 (592) and thus it is not totally 

unexpected that PAI-1 levels did not significantly decrease. Therefore, further 

analysis was done to assess the effect of Tiplaxtinin pre-treatment on the LPS-

induced immune response in mice. Gene expression of RNA extracted from whole 

liver lysates was analysed. Results showed that pre-treating mice with 10 mg/kg 

Tiplaxtinin did not prevent the downregulation of key liver fatty acid metabolism 

genes in response to LPS such as Acadm, Acsl1, Hmgcs2 and Hmgcr (Figure 5.3). 

However, Cpt1a was significantly downregulated in the Tiplaxtinin only treated group 

compared to vehicle alone. Despite this, there was no difference in Ctp1a gene 

expression in both LPS treatment groups when compared to vehicle control (Figure 

5.3). 
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Figure 5.3, Tiplaxtinin did not affect the LPS-induced downregulation of key liver 
fatty acid metabolism genes. 
WT mice pre-treated with 10 mg/kg Tiplaxtinin via oral gavage 1 hour prior to being injected 
with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
RNA was extracted from whole liver lysates and analysed using RT-qPCR. Gene expression 
was normalised against Rps18. Mean and standard deviation was calculated and shown on 
each graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons 
was performed, comparing each group against the control group, and significant differences 
are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 

Furthermore, expression of the genes encoding the long-chain fatty acid transporters 

Ldlr and Slc27a2 were significantly downregulated in the mice pre-treated with 

Tiplaxtinin prior to LPS administration (Figure 5.4), with no noticeable difference to 

the LPS vehicle treated group. Cd36 gene expression did not significantly change 

across all 4 groups, consistent with earlier findings presented in chapter 1 (Figure 

3.19). 
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Figure 5.4, Tiplaxtinin did not affect the LPS-induced downregulation of key liver 
LCFA transporter genes. 
WT mice pre-treated with 10 mg/kg Tiplaxtinin via oral gavage 1 hour prior to being injected 
with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
RNA was extracted from whole liver lysates and analysed using RT-qPCR. Gene expression 
was normalised against Rps18. Mean and standard deviation was calculated and shown on 
each graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons 
was performed, comparing each group against the control group, and significant differences 
are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).  
  
 
Serum isolated from whole blood taken at time of sacrifice was analysed using LC-

MS to determine the concentration of different circulating LCFAs present in the 

serum. Results within and between groups were compared using a PCA plot to 

assess the similarities and differences (Figure 5.5A). The vehicle only and Tiplaxtinin 

only treatment groups clustered closely together. Whilst the two LPS treated groups 

(vehicle + LPS and Tiplaxtinin + LPS) also clustered closely together, there was far 

greater variability between the mice given the combined treatment. Total serum LCFA 

concentration was calculated by adding the concentration of each individual LCFA 

that was measured (Figure 5.5B). Both the vehicle + LPS and Tiplaxtinin + LPS groups 

had significantly increased levels of LCFAs in the serum, which was not unexpected 

due to the downregulation of liver fatty acid metabolism gene expression observed in 

both groups. Each individual LCFA was then normalised to a control mouse to 

calculate the relative abundance of each LCFA within the serum (Figure 5.5C).  

Results show that there was a universal increase in LCFAs, excluding C15 

(pentadecanoic acid) and C20.5 (eicosapentaenoic acid) in the LPS treatment 

groups, both treated with or without the inhibitor. This result in comparable to the 

results shown in chapter 1, demonstrating the reproducibility of this LPS model.  
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Figure 5.5, Tiplaxtinin did not alter the LPS-induced increase in serum LCFAs. 
WT mice pre-treated with 10 mg/kg Tiplaxtinin via oral gavage 1 hour prior to being injected 
with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Serum was separated from whole blood and LCFA content was analysed using LC-MS. A) 
PCA plot of serum LCFA abundance from vehicle control, Tiplaxtinin only, LPS + vehicle and 
LPS + Tiplaxtinin treated mice. B) Total serum LCFA was calculated by adding the 
concentration of each individual LCFA measured. C) Relative abundance of each LCFA 
measured in the serum normalised to a control mouse. Mean and standard deviation was 
calculated and shown on each graph (n = 7). For B, a Kruskal-Wallis test with a Dunn’s 
correction for multiple comparisons was performed, comparing each group against the 
control group. For C, a 2way ANOVA with a Dunnett’s correction for multiple comparisons 
was performed comparing each group against the control group for each individual LCFA. 
Significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001). 

 

Whilst Tiplaxtinin treatment appeared to have no effect on LPS induced 

downregulation of liver fatty acid metabolism associated gene expression, or on 

circulating LCFA availability, other parameters were checked including fat pad weight 
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and blood glucose levels to fully characterise any effects seen. The blood glucose 

monitor used was designed for to measure appropriate ranges of human blood 

sugars and thus has a upper range of 33.3 mmol/L. Any reading of above this is noted 

as high instead of a numerical value and was recorded as the maximum reading of 

33.3 mmol/L. Blood glucose levels were significantly decreased in both the vehicle + 

LPS and Tiplaxtinin + LPS treatment groups (Figure 5.6). There was no significant 

difference in blood glucose levels between the vehicle and Tiplaxtinin only treatment 

groups. 

 

Figure 5.6, Tiplaxtinin did not affect the LPS-induced downregulation of blood 
glucose levels. 
WT mice pre-treated with 10 mg/kg Tiplaxtinin via oral gavage 1 hour prior to being injected 
with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Glucose levels within the blood were measured using a blood glucose monitor and test-
strips. Mean and standard deviation was calculated and shown on the graph (n = 7). A 
Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each group against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 
 
Additionally, there was no significant difference in both the inguinal and gonadal fat 

pad weight across all treatment groups (Figure 5.7). This is consistent with earlier 

findings that fat pad weight did not significantly alter within 6 hours of LPS treatment. 

Taken together these results demonstrate that Tiplaxtinin did not exhibit any 

observable effect on LPS-induced metabolic changes in vivo. 
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Figure 5.7, Fat pad weight did not significantly change in Tiplaxtinin or LPS 
treated mice after 6 hours. 
WT mice pre-treated with 10 mg/kg Tiplaxtinin via oral gavage 1 hour prior to being injected 
with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Inguinal and gonadal fat pads were dissected from mice and weighed. The percentage the 
weight of each fat pad was calculated against total body weight at time of sacrifice. Mean 
and standard deviation was calculated and shown on each graph (n = 7). A Kruskal-Wallis 
test with a Dunn’s correction for multiple comparisons was performed, comparing each 
group against the control group, and significant differences are marked using asterisks (* = p 
< 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 

One potential reason for the unsuccessful result where Tiplaxtinin did not reverse the 

LPS induced downregulation of liver fatty acid metabolism could be that this dose of 

Tiplaxtinin had toxic off-target effects. Additionally, there may have been factors 

affecting Tiplaxtinin’s bioavailability or half-life in vivo.  
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5.3 Tiplaxtinin partially reverses the downregulation of hepatic fatty acid 
metabolism in vitro 

In vitro assays using Tiplaxtinin were conducted to determine if this lack of 

observable difference seen within the in vivo model was due to insufficient inhibition 

of PAI-1, or if there was a compensatory mechanism causing the downregulation of 

hepatic fatty acid metabolism alongside PAI-1. For this, only the AML12 hepatocyte 

cell line was used due to the technical complexity and time-intensive nature of 

isolating primary hepatocytes. Moreover, prior assays showed there were no 

significant differences between the cell line and primary hepatocytes. 

AML12 cells were treated with 0, 25, 50 or 100 ng/mL Tiplaxtinin prior to adding 100 

ng/mL of recombinant PAI-1 mouse protein. After 2 hours RNA was extracted, and 

gene expression was analysed using qRT-PCR for the same 3 key fatty acid 

metabolism marker genes used previously for in vitro experiments (Figure 5.8).  In line 

with previous results, Acadm, Hmgcr and Hmgcs2 gene expression were significantly 

downregulated in hepatocytes treated with PAI-1 alone (Figure 5.8). Whilst 25 ng/mL 

of Tiplaxtinin did marginally reverse this downregulation, 50 ng/mL showed a more 

consistent prevention of PAI-1 induced downregulation across all 3 key marker genes. 

However, the increased variability seen in the 100 ng/mL treatment group could 

indicate that the high dose had a toxic effect on the cells. To confirm this, a cell 

viability assay would need to be done.  
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Figure 5.8, Tiplaxtinin treatment partially reverses PAI-1-induced 
downregulation of key hepatic fatty acid metabolism gene expression in vitro in 
a dose dependent manner. 
AML12 cells were pre-treated with 0, 25, 50 or 100 ng/mL Tiplaxtinin before 100 ng/mL 
recombinant PAI-1 mouse protein was added. After 2 hours, RNA was extracted and gene 
expression assessed using qRT-PCR. AML12 cell gene expression for three key hepatic fatty 
acid metabolism genes normalised against Rps18. Mean and standard deviation was 
calculated and shown on each graph (n = 4). A Kruskal-Wallis test with a Dunn’s correction 
for multiple comparisons was performed, comparing each group against the control group, 
and significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 
0.001 and **** = p < 0.0001).   
 

Next, this assay was repeated using the optimal dose of 50 ng/mL Tiplaxtinin 

identified from the previous experiment. This was done to evaluate the reproducibility 

of this assay, and also to assess the effect of Tiplaxtinin alone on hepatocyte gene 

expression. In line with previous results, pre-treating hepatocytes with Tiplaxtinin 
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prevented the downregulation of Acadm, Hmgcr and Hmgcs2 gene expression 

(Figure 5.9). Tiplaxtinin treatment alone did not significantly alter gene expression. 

 

Figure 5.9, Tiplaxtinin treatment reverses PAI-1-induced downregulation of key 
hepatic fatty acid metabolism gene expression in vitro. 
AML12 cells were pre-treated with 50 ng/mL Tiplaxtinin before 100 ng/mL recombinant PAI-1 
mouse protein was added. After 2 hours, RNA was extracted and gene expression assessed 
using qRT-PCR. AML12 cell gene expression for three key hepatic fatty acid metabolism 
genes normalised against Rps18. Mean and standard deviation was calculated and shown 
on each graph (n = 5). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons 
was performed, comparing each group against the control group, and significant differences 
are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 
 
To investigate the effect of Tiplaxtinin pre-treatment on hepatocyte LCFA uptake, 

AML12 cells were treated with recombinant PAI-1 protein with and without 50 ng/mL 

Tiplaxtinin for 1 hour before C16 BODIPY was added to each well. Cells were 

incubated for another hour before being fixed, counterstained with DAPI and imaged. 

A visible reduction in C16 uptake was observed in AML12 cells cultured with PAI-1 

regardless of the addition of Tiplaxtinin (Figure 5.10A).  However, the combination 

treatment showed a small but distinguishable increase in C16 uptake into 

hepatocytes. C16 BODIPY fluorescence intensity per hepatocyte was quantified. This 

confirmed that the reduction in C16 uptake in hepatocytes given the combined 

treatment was still significant compared to the control treatment groups (Figure 

5.10B). Tiplaxtinin alone did not impact C16 uptake into the AML12 cells or affect the 

visible number of viable cells. Taken together this data provides evidence that 

Tiplaxtinin may be able to block some of the effects recombinant PAI-1 protein 

treatment has on AML12 cells.  
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Figure 5.10, PAI-1-induced reduction in LCFA uptake is not prevented by 
Tiplaxtinin pre-treatment in vitro. 
AML12 cells were pre-treated with 50 ng/mL Tiplaxtinin before 100 ng/mL recombinant PAI-1 
mouse protein was added. After 1 hour, 1μM C16 BODIPY was added and cells were further 
incubated for 1 hour before fixing, counter staining with DAPI and imaging. A) Representative 
images of control, Tiplaxtinin only, LPS only and LPS + Tiplaxtinin treated AML12 cells, DAPI 
= blue, C16 BODIPY = green at x10 magnification. B) BODIPY intensity measured per AML12 
cell (n = 100). Means and standard deviations were calculated and shown on the graph. A 
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Mann-Whitney test was performed, and significant differences are marked using asterisks (* 
= p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

When taken together, these results were inconclusive. The mouse model using 

Tiplaxtinin was unsuccessful at preventing the downregulation of liver fatty acid 

metabolism in response to LPS. However, PAI-1 inhibition using Tiplaxtinin in the 

hepatocyte cell lines treated with recombinant PAI-1 protein in vitro did partially 

prevent this downregulation. Therefore, in order to further investigate if inhibition of 

PAI-1 alone by Tiplaxtinin could inhibit the downregulation of hepatic fatty acid 

metabolism and fatty acid uptake, the in vitro model was used with serum isolated 

from control and LPS treated mice. This is because serum contains several cytokines 

and factors released in the mouse in response to LPS. Therefore, a serum model was 

used to help investigate if this difference in results could be due to PAI-1 not being the 

only factor downregulating hepatic fatty acid metabolism in response to LPS.  

For this assay, 50 ng/mL of Tiplaxtinin was added to each well prior to the serum. After 

2 hours RNA was extracted, and gene expression was analysed using qRT-PCR for the 

key marker genes.  In line with previous results, Acadm, Hmgcr and Hmgcs2 gene 

expression was significantly downregulated in hepatocytes treated with serum from 

LPS-treated mice compared to control serum (Figure 5.11). Tiplaxtinin partially 

prevented the downregulation of gene expression, but not to the same levels of 

control serum. Hepatocytes treated with both Tiplaxtinin and control serum had 

significant downregulation of Hmgcr gene expression. The combination treatment 

may therefore be affecting cell viability or having off-target effects. 
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Figure 5.11, Tiplaxtinin treatment partially reversed the downregulation of key of 
hepatic fatty acid metabolism genes in response to serum from LPS-treated 
mice in vitro. 
Mice were treated with 0.5 mg/kg LPS for 2 hours before being sacrificed. AML12 cells were 
pre-treated with 50 ng/mL Tiplaxtinin before being cultured with serum isolated from control 
mice or LPS-treated mice. After 2 hours, RNA was extracted and gene expression assessed 
using qRT-PCR. AML12 cell gene expression for three key hepatic fatty acid metabolism 
genes was normalised against Rps18. Mean and standard deviation was calculated and 
shown on each graph (n = 5). A Kruskal-Wallis test with a Dunn’s correction for multiple 
comparisons was performed, comparing each group against the control group, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001).   

 

To investigate the effect of Tiplaxtinin pre-treatment on hepatocyte LCFA uptake in 

this serum model, AML12 cells were treated with Tiplaxtinin in combination with 

serum from control or LPS-treated mice for 1 hour before C16 BODIPY was added to 

each well. A visible reduction in C16 uptake was observed in AML12 cells cultured 

with LPS-treated mouse serum regardless of the addition of Tiplaxtinin (Figure 5.12A). 

C16 BODIPY fluorescence intensity per hepatocyte was quantified. Results 

confirmed that C16 uptake in hepatocytes given the combined treatment was 

significantly reduced compared to control serum groups (Figure 5.12B). Tiplaxtinin 

combined with control serum did not impact C16 uptake into the AML12 cells 

compared to control serum alone.  
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Figure 5.12, The reduction in LCFA uptake in response to serum from LPS-treated 
mice was not prevented by Tiplaxtinin pre-treatment in vitro. 
Mice were treated with 0.5 mg/kg LPS for 2 hours before being sacrificed. AML12 cells were 
pre-treated with 50 ng/mL Tiplaxtinin before being cultured with serum isolated from control 
mice or LPS-treated mice. After 1 hour, 1μM C16 BODIPY was added and cells were further 
incubated for 1 hour before fixing, counter staining with DAPI and imaging. A) Representative 
images of cells treated with control serum, control serum with Tiplaxtinin, LPS serum and 
LPS serum with Tiplaxtinin, DAPI = blue, C16 BODIPY = green at x10 magnification. B) BODIPY 
intensity measured per AML12 cell (n = 100). Means and standard deviations were calculated 
and shown on the graph. A Kruskal-Wallis test with a Dunn’s correction for multiple 
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comparisons was performed, comparing each timepoint against the control group, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001). 

 

Taken together this data provides evidence that Tiplaxtinin may be able to partially 

block some of the effects of serum from an LPS-treated mouse on hepatic fatty acid 

metabolism. However, whether this mixed result was due to Tiplaxtinin being unable 

to effectively inhibit PAI-1 within this pathway or because PAI-1 is not the only factor 

able to elicit this metabolic downregulation remains to be determined.  
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5.4 TM5441 reverses PAI-1 induced downregulation of hepatic fatty acid 
metabolism and LCFA uptake in vitro. 

Due to the incomplete response of Tiplaxtinin, an alternative PAI-1 inhibitor was 

selected. This time, the previous literature was searched for PAI-1 inhibitors 

specifically used in metabolic associated studies. An interesting study by Levine et 

al., 2021 demonstrated that PAI-1 inhibition using TM5614 ameliorated 

hyperlipidaemia in obese mice (593). Unfortunately, this drug is currently patented 

and is therefore unavailable to buy. Instead, other structural analogues within the TM 

PAI-1 inhibitor family were explored. TM5441 is a readily available PAI-1 inhibitor 

which has also been used in metabolic studies. For example, treating mice with 

TM5441 prevented high fat diet-induced weight gain, increased proinflammatory 

cytokines and the downregulation of key mitochondrial genes (594). TM5441 and 

TM5614 share the same molecular formula: C21H17ClN6O6, and core scaffold. In fact, 

the only difference is the attachment position of the Furan ring to the phenyl ring at 

position 2 or 3 for TM5614 and TM5441 respectively (Figure 5.13). This is different 

from Tiplaxtinin, which has a molecular formula of C24H16F3NO4, and thus TM5441 

may work via a different mechanism to Tiplaxtinin. 
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Figure 5.13, Chemical structure of PAI-1 inhibitors. 
Chemical structures of TM5614, TM5441 and Tiplaxtinin were visualised using the structured 
data file (PubChem CID 44250551, 44250349 and 6450819 respectively) imported into 
PyMOL Version 3.1.6.1. The only difference between TM5614 and TM5441 is position of the 
furan ring (pink box). Oxygen = red, Nitrogen = blue, Chlorine = green, Fluorine = white.  

 

For these reasons TM5441 was selected for further investigation. This drug had a 

fewer number of citations, especially within cell culture models and therefore, 

TM5441 was first tested using the AML12 cell line in vitro. AML12 cells were treated 

with 0, 1, 5 or 10 μM TM5441 prior to adding 100 ng/mL of recombinant PAI-1 mouse 

protein. After 2 hours RNA was extracted, and gene expression was analysed using 

qRT-PCR for the three key fatty acid metabolism marker genes (Figure 5.14).  In line 

with previous results, Acadm, Hmgcr and Hmgcs2 gene expression was significantly 

downregulated in hepatocytes treated with PAI-1 alone. Whilst 1 μM and 5 μM doses 

of TM5441 prevented the downregulation of Acadm gene expression, this was not 

consistently seen for Hmgcr and Hmgcs2 gene expression. Pre-treating AML12 cells 

with 10 μM TM5441 prevented PAI-1-induced downregulation of all 3 genes, and thus 

was the dose selected going forward.  

2’ 

3’ 

TM5614 

TM5441 

Tiplaxtinin 



186 
 

 

Figure 5.14, TM5441 treatment reversed PAI-1-induced downregulation of key 
hepatic fatty acid metabolism gene expression in vitro in a dose dependent 
manner. 
AML12 cells were pre-treated with 0, 1, 5 or 10 μM TM5441before 100 ng/mL recombinant 
PAI-1 mouse protein was added. After 2 hours, RNA was extracted and gene expression 
assessed using qRT-PCR. AML12 cell gene expression for three key hepatic fatty acid 
metabolism genes normalised against Rps18. Mean and standard deviation was calculated 
and shown on each graph (n = 5). A Kruskal-Wallis test with a Dunn’s correction for multiple 
comparisons was performed, comparing each group against the control group, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001).   
 

Next, this assay was repeated to evaluate the reproducibility of TM5441 treatment as 

well as assess the effect of TM5441 alone on hepatocyte gene expression. In line with 

previous results, pre-treating hepatocytes with TM5441 blocked the downregulation 

of Acadm, Hmgcr and Hmgcs2 gene expression (Figure 5.15). TM5441 treatment 
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alone did not significantly alter gene expression, however data did show a slight but 

not statistically significant reduction in Hmgcr and Hmgcs2 gene expression. 

 

Figure 5.15, TM5441 treatment reversed PAI-1-induced downregulation of key 
hepatic fatty acid metabolism gene expression in vitro. 
AML12 cells were pre-treated with 10 μM before 100 ng/mL recombinant PAI-1 mouse protein 
was added. After 2 hours, RNA was extracted and gene expression assessed using qRT-PCR. 
AML12 cell gene expression for three key hepatic fatty acid metabolism genes normalised 
against Rps18. Mean and standard deviation was calculated and shown on each graph (n = 
5). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each group against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 
 
To investigate the effect of pre-treating hepatocytes with TM5441 on LCFA uptake, 

AML12 cells were treated with recombinant PAI-1 protein with and without 10 μM 

TM5441 for 1 hour before C16 BODIPY was added to each well. A visible reduction in 

C16 uptake was observed in AML12 cells cultured with PAI-1 without the addition of 

TM5441 (Figure 5.16A).  The combination treatment showed a visible increase in C16 

uptake compared to PAI-1 alone, demonstrated by the increased green fluorescence 

seen. There were no visibly distinguishable differences in C16 uptake or cell number 

between the control, TM5441 only and combination treatment groups. C16 BODIPY 

fluorescence intensity per hepatocyte was quantified. This confirmed there was no 

significant difference in C16 uptake in hepatocytes given the combined treatment 

compared to the control treatment groups (Figure 5.16B). TM5441 alone did not 

impact C16 uptake into the AML12 cells.  
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Figure 5.16, TM5441 prevented PAI-1-induced reduction of LCFA uptake in AML12 
cells in vitro. 
AML12 cells were pre-treated with 10 μM TM5441 before 100 ng/mL recombinant PAI-1 
mouse protein was added. After 1 hour, 1μM C16 BODIPY was added and cells were further 
incubated for 1 hour before fixing, counter staining with DAPI and imaging. A) Representative 
images of control, TM5441 only, LPS only and LPS + TM5441 treated AML12 cells, DAPI = blue, 
C16 BODIPY = green at x10 magnification. B) BODIPY intensity measured per AML12 cell (n = 
100). Means and standard deviations were calculated and shown on the graph. A Kruskal-
Wallis test with a Dunn’s correction for multiple comparisons was performed, comparing 
each timepoint against the control group, and significant differences are marked using 
asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 



189 
 

Due to the successful prevention of PAI-1-induced reduction in C16 uptake into 

AML12 cells by TM5441 pre-treatment, the effect of TM5441 on mitochondrial 

respiration was investigated. AML12 cells were pre-treated with 10 μM TM5441 before 

100 ng/mL of recombinant PAI-1 mouse protein was added for 2 hours. Media was 

removed from each well and replaced with palmitic acid seahorse media. PAI-1, 

TM5441 or a combination treatment of both did not negatively affect the cell viability 

of AML12 cells (Figure 5.17A). The OCR trace was then normalised to viable cell 

count. The OCR trace was not significantly different in the TM5441 only treatment 

group (Figure 5.17B). Similar to previous findings presented in chapter 2, PAI-1 

reduced OCR. However, this reduction was not seen in the combination treatment 

group. Basal, maximal and ATP-linked respiration were then calculated. There was no 

significant difference in any of these measurements between the control and TM5441 

only treatment groups (Figure 5.17C). As expected, there was a reduction in basal, 

maximal and ATP-linked respiration in AML12 cells cultured with PAI-1. Notably, this 

reduction was not seen in the combination treatment group. This indicates that 

TM5441 pre-treatment prevents the downregulation of fatty acid associated 

mitochondrial ATP production, in both stress and non-stress conditions in response 

to PAI-1. Taken together, this data provides evidence that TM5441 effectively prevents 

PAI-1-induced downregulation of hepatic fatty acid metabolism.  
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Figure 5.17, PAI-1 downregulated hepatic fatty acid associated mitochondrial 
respiration in vitro in AML12 cells was reversed by TM5441 treatment. 
AML12 cells were cultured with 10 μM TM5441 and 100 ng/mL recombinant mouse PAI-1 
protein for 2 hours before media was removed and replaced with seahorse media 
supplemented with 100 μM C16 (palmitic acid), no glucose. A) Viable cell count taken at the 
end of the assay. B) Seahorse tracing of OCR normalised to cell count. C) Basal, ATP-linked 
and maximal respiration calculated from the normalised OCR trace. Means and standard 
deviations were calculated and are shown on each graph (n = 10). A Kruskal-Wallis test with 
a Dunn’s correction for multiple comparisons was performed, comparing each timepoint 
against the control group, and significant differences are marked using asterisks (* = p < 0.05, 
** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

To understand if inhibition of PAI-1 using TM5441 could also prevent the 

downregulation of hepatic fatty acid uptake and metabolism in response to LPS-

treated serum, AML12 cells were treated with serum from control or LPS-treated 

mice. Serum from LPS-treated mice contains multiple cytokines and factors, and 

thus this experiment was conducted to characterise the effect of TM5441 pre-

treatment on LPS-treated mouse serum. This experiment aimed to help identify if it 

was solely PAI-1 present in the serum responsible for downregulating hepatic fatty 

acid metabolism or if it was one of several factors. For this assay, 10 μM of TM5441 



191 
 

was added to each well prior to the serum. After 2 hours RNA was extracted, and gene 

expression was analysed using qRT-PCR for the key marker genes.  In line with 

previous results, Acadm, Hmgcr and Hmgcs2 gene expression was all significantly 

downregulated in hepatocytes treated with serum from LPS-treated mice compared 

to control serum (Figure 5.18). Pre-treating cells with TM5441 blocked the 

downregulation of gene expression induced by LPS-treated serum, with gene 

expression in all 3 genes comparable to the control serum only treatment group. 

However, it should be noted that TM5441 treatment in combination with control 

serum significantly downregulated Hmgcr gene expression. 

 
Figure 5.18, TM5441 treatment prevented the downregulation of key of hepatic 
fatty acid metabolism genes in response to serum from LPS-treated mice in vitro. 
Mice were treated with 0.5 mg/kg LPS for 2 hours before being sacrificed. AML12 cells were 
pre-treated with 10 μM TM5441 before being cultured with serum isolated from control mice 
or LPS-treated mice. After 2 hours, RNA was extracted and gene expression assessed using 
qRT-PCR. AML12 cell gene expression for three key hepatic fatty acid metabolism genes was 
normalised against Rps18. Mean and standard deviation was calculated and shown on each 
graph (n = 5). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was 
performed, comparing each group against the control group, and significant differences are 
marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 
 
Next, the effect of pre-treating hepatocytes with TM5441 on LCFA uptake in the 

presence of serum from LPS-treated mice was investigated. AML12 cells were 

treated with 10 μM TM5441 and either serum isolated from control or LPS-treated 

mice for 1 hour before C16 BODIPY was added to each well. Cells were incubated for 

another hour before being fixed, counterstained with DAPI and imaged. As expected, 

there was a visible reduction in C16 uptake in AML12 cells cultured with serum from 
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LPS-treated mice without the addition of TM5441 (Figure 5.19A).  However, the 

combination treatment showed visible increase in C16 uptake compared to LPS 

serum alone, demonstrated by the increased green fluorescence seen. There were 

no visibly distinguishable differences in C16 uptake or cell number between the 

control serum, TM5441 with control serum and LPS serum with TM5441 treatment 

groups. Quantification of C16 BODIPY fluorescence intensity per hepatocyte 

confirmed there was no significant difference in C16 uptake in hepatocytes given the 

LPS serum in combination with TM5441compared to the control serum treatment 

groups (Figure 5.19B). TM5441 with control serum did not impact C16 uptake into the 

AML12 cells.  
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Figure 5.19, the reduction in LCFA uptake in response to serum from LPS-treated 
mice was prevented by TM5441 pre-treatment in vitro. 
Mice were treated with 0.5 mg/kg LPS for 2 hours before being sacrificed. AML12 cells were 
pre-treated with 10 μM TM5441 before being cultured with serum isolated from control mice 
or LPS-treated mice. After 1 hour, 1μM C16 BODIPY was added and cells were further 
incubated for 1 hour before fixing, counter staining with DAPI and imaging. A) Representative 
images of cells treated with control serum, control serum with TM5441, LPS serum and LPS 
serum with TM5441, DAPI = blue, C16 BODIPY = green at x10 magnification. B) BODIPY 
intensity measured per AML12 cell (n = 100). Means and standard deviations were calculated 
and shown on the graph. A Kruskal-Wallis test with a Dunn’s correction for multiple 
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comparisons was performed, comparing each timepoint against the control group, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001). 

 

Taken together, this data provides evidence that TM5441 effectively prevents LPS 

serum-induced downregulation of hepatic fatty acid metabolism gene expression, 

and hepatic C16 uptake in AML12 cells. This supports the hypothesis that PAI-1 is the 

main cytokine present in the serum of mice treated with LPS at 2 hours causing the 

downregulation of hepatic fatty acid metabolism.  
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5.5 TM5441 attenuates LPS-induced downregulation of liver fatty acid 

metabolism associated gene expression in vivo 

The next step was to investigate if pre-treating mice with TM5441 in vivo could prevent 

the LPS-induced downregulation of liver fatty acid metabolism and thus reduce the 

availability of circulating fatty acids. The limited literature, none of which used LPS, 

identified 10 or 20 mg/kg as a suitable dose of TM5441 in mice (595, 596). The higher 

dose of 20 mg/kg has been associated with acute hepatoxicity, whilst the lower dose 

of 10 mg/kg has not (597). Therefore, a dose of 10 mg/kg TM5441 was selected to 

ensure the risk of liver damage was minimal. WT mice were treated with 10 mg/kg 

TM5441 via oral gavage 1 hour prior to LPS I.P. injection to allow time for the inhibitor 

to be absorbed into the circulation (Figure 5.20). Mice were sacrificed 6 hours after 

the final LPS I.P. injection was administered. The experimental design is shown below 

(Figure 5.20). Mice were split into 4 groups: vehicle only, TM5441 only, Vehicle + LPS 

and TM5441 + LPS. 

 
Figure 5.20, Schematic of TM5441 with LPS experimental design. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. Mice 
were split into 4 experimental groups: 1) control mice receiving only the vehicle via oral 
gavage, 2) TM5441 only mice who received 10 mg/kg TM5441 via oral gavage, 3) LPS + vehicle 
mice who received the vehicle via oral gavage 1 hour prior to 0.5 mg/kg LPS injection via I.P., 
and 4) LPS + TM5441 group who received a combination treatment of 10 mg/kg TM5441 via 
oral gavage 1 hour prior to 0.5 mg/kg LPS via I.P. 
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Firstly, serum from the mice was analysed for PAI-1 content using a PAI-1 ELISA. 

Results showed that pre-treating mice with TM5441 reduced the amount of 

circulating PAI-1 by nearly half (Figure 5.21). There was no notable difference between 

the vehicle only and TM5441 only treatment groups.  

 
Figure 5.21, Serum PAI-1 levels decreased in mice pre-treated with TM5441 
before LPS administration. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Serum was separated from whole blood and PAI-1 content was analysed using a PAI-1 ELISA. 
Mean and standard deviation was calculated and shown on the graph (n = 7). A Kruskal-Wallis 
test with a Dunn’s correction for multiple comparisons was performed, comparing each 
group against the control group, and significant differences are marked using asterisks (* = p 
< 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   

 

RNA was extracted from whole liver lysates. Pre-treating mice with 10 mg/kg TM5441 

prevented the downregulation of key liver fatty acid metabolism genes in response to 

LPS including Acadm, Acsl1, Hmgcs2 and Hmgcr (Figure 5.22). In line with previous 

findings, Cpt1a gene expression did not significantly change across treatment 

groups. 



197 
 

 

Figure 5.22, TM5441 prevented the LPS-induced downregulation of key liver fatty 
acid metabolism genes. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. RNA 
was extracted from whole liver lysates and analysed using RT-qPCR. Gene expression was 
normalised against Rps18. Mean and standard deviation was calculated and shown on each 
graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was 
performed, comparing each group against the control group, and significant differences are 
marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 

Furthermore, expression of the genes encoding the long-chain fatty acid transporters 

Ldlr and Slc27a2 were not significantly downregulated in the mice pre-treated with 

TM5441 prior to LPS administration (Figure 5.23), noticeably increased compared to 

the LPS vehicle treated group. As expected, Cd36 gene expression did not 

significantly change across all 4 groups. In toto, TM5441 prevented the 

downregulation of liver fatty acid metabolism gene expression in response to LPS.  
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Figure 5.23, TM5441 reversed the LPS-induced downregulation of key liver LCFA 
transporter genes. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. RNA 
was extracted from whole liver lysates and analysed using RT-qPCR. Gene expression was 
normalised against Rps18. Mean and standard deviation was calculated and shown on each 
graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was 
performed, comparing each group against the control group, and significant differences are 
marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 

Next, the serum was analysed using LC-MS to investigate the effect of this on 

circulating fatty acids. Results within and between groups were compared using a 

PCA plot to assess the similarities and differences (Figure 5.24A). The combination 

treatment of TM5441 and LPS clustered closely to the vehicle control and TM5441 

only mice, whereas the vehicle with LPS treated mice were more distinctly separate 

from the other groups. Total serum LCFA concentration was calculated by adding the 

concentration of each individual LCFA that was measured (Figure 5.24B). LPS treated 

mice had significantly higher levels of LCFA compared to both controls. The 

combination treatment of TM5441 and LPS did not have significantly increased levels 

of serum LCFAs compared to controls. The relative abundance of each LCFA further 

supported these results. The majority of LCFAs were not significantly upregulated in 

the combination treatment group (Figure 5.24C). Only C14 (myristic acid), C16.1 

(palmitoleic acid) and C22.6 (docosahexaenoic acid) were still significantly 

upregulated, although to a much lower level than in the LPS only treatment group. 

This supports the role of the liver in controlling the availability of circulating fatty 

acids.  
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Figure 5.24, TM5441 prevented the LPS-induced increase in serum LCFAs. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Serum was separated from whole blood and LCFA content was analysed using LC-MS. A) 
PCA plot of serum LCFA abundance from vehicle control, TM5441 only, LPS + vehicle and LPS 
+ TM5441 treated mice. B) Total serum LCFA was calculated by adding the concentration of 
each individual LCFA measured. C) Relative abundance of each LCFA measured in the serum 
normalised to a control mouse. Mean and standard deviation was calculated and shown on 
each graph (n = 7). For B, a Kruskal-Wallis test with a Dunn’s correction for multiple 
comparisons was performed, comparing each group against the control group. For C, a 2way 
ANOVA with a Dunnett’s correction for multiple comparisons was performed comparing 
each group against the control group for each individual LCFA. Significant differences are 
marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Blood glucose levels were still significantly decreased in both LPS treatment groups 

(Figure 5.25). This further supports the idea presented in chapter 2 that PAI-1 

specifically affects fatty acid metabolism and not just a generic downregulation of 

metabolism because inhibition of PAI-1 via TM5441 had minimal effect on overall 

blood glucose levels.  
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Figure 5.25, TM5441 did not affect the LPS-induced downregulation of blood 
glucose levels. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Glucose levels within the blood were measured using a blood glucose monitor and test-
strips. Mean and standard deviation was calculated and shown on the graph (n = 7). A 
Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each group against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 
 
The weight of mice across all 4 groups did not significantly change over the course of 

the experiment (Figure 5.26). This was not unexpected due to the short 6-hour 

timepoint. 

 

 



201 
 

 

Figure 5.26, 6-hours of TM5441 did not affect mouse weight. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. Mice 
were weighed at the start of the experiment and again at the end. Percentage change of 
weight was calculated by comparing the difference between these two weights. Mean and 
standard deviation was calculated and shown on the graph (n = 7). A Kruskal-Wallis test with 
a Dunn’s correction for multiple comparisons was performed, comparing each timepoint 
against the control group, and significant differences are marked using asterisks (* = p < 0.05, 
** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

The weights of the mice taken at the endpoint of the experiment were then used to 

calculate the percentage weight of the inguinal and gonadal fat pads relative to total 

body weight. Again, there was no significant difference in the percentage weight of 

both the inguinal and gonadal fat pads across all 4 groups (Figure 5.27).  
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Figure 5.27, Fat pad weight did not significantly change in TM5441 or LPS treated 
mice after 6 hours. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Inguinal and gonadal fat pads were dissected from mice and weighed. The percentage the 
weight of each fat pad was calculated against total body weight at time of sacrifice. Mean 
and standard deviation was calculated and shown on each graph (n = 7). A Kruskal-Wallis 
test with a Dunn’s correction for multiple comparisons was performed, comparing each 
group against the control group, and significant differences are marked using asterisks (* = p 
< 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 

To investigate if TM5441 pre-treatment affected liver immune cell populations, liver 

immune cells were isolated from one liver lobe and stained with the same antibodies 

and gating strategy as shown in chapter 1. The number of total immune cells per 

50,000 isolated liver cells significantly decreased in the liver in response to LPS 

treatment (Figure 5.28). Lymphoid cells also significantly decreased in number in 

both LPS treatment groups. Interestingly, compared to vehicle control, there was a 

significant reduction in myeloid cell number per 50,000 isolated liver cells in the three 

other groups. This differs to earlier results that 6 hours after LPS myeloid cell number 

did not significantly change. Despite this, the neutrophil cell count per 50,000 

isolated liver cells significantly increased in response to LPS. Whilst the number of 

neutrophils was still higher in the combination treatment group, it did not reach 

statistical significance. This provides evidence that PAI-1 inhibition may affect 

neutrophils infiltration into the liver in response to LPS.  
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Figure 5.28, Liver immune cell numbers in response to TM5441 and LPS 
treatment. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Immune cells isolated from the liver were stained with an antibody panel using markers for 
lymphoid, myeloid and neutrophil populations. Mean and standard deviation was calculated 
and shown on each graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction for multiple 
comparisons was performed, comparing each group against the control group, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001).   
 

The number of monocytes per 50,000 isolated liver cells also significantly decreased 

in response to LPS, both with and without TM5441 (Figure 5.29). This included a 

significant reduction in the number of classical monocytes. Despite a decrease in 
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total monocyte numbers, the number of non-classical monocytes did not 

significantly change across the 4 groups. This differs from previously presented 

results that non-classical monocytes significantly increased 6 hours after LPS 

administration. This difference could be a result of the oral gavage treatments given 

to these mice. 

 
Figure 5.29, Liver monocyte numbers in response to TM5441 and LPS treatment. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Immune cells isolated from the liver were stained with an antibody panel using markers for 
classical and non-classical monocyte populations. Mean and standard deviation was 
calculated and shown on each graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction 
for multiple comparisons was performed, comparing each group against the control group, 
and significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 
0.001 and **** = p < 0.0001). 
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The number of macrophages per 50,000 isolated cells also significantly decreased in 

response to LPS in groups with, as well as without, TM5441. This was reflected in a 

significant decrease in non-tissue resident, or infiltrating, macrophages (Figure 5.30). 

There was no significant difference in the number of tissue-resident macrophages, 

more commonly referred to as Kupffer cells.  

 
Figure 5.30, Liver macrophage numbers in response to TM5441 and LPS 
treatment. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Immune cells isolated from the liver were stained with an antibody panel using markers for 
macrophage populations. Mean and standard deviation was calculated and shown on each 
graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was 
performed, comparing each group against the control group, and significant differences are 
marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 



206 
 

Taken together, these results demonstrate that TM5441 treatment prevented the 

downregulation of genes associated with liver fatty acid metabolism in response to 

LPS treatment. This was associated with normal levels of circulating LCFAs, 

comparable to control mice at 6 hours, in mice treated with a combination of both 

TM5441 and LPS. However, the LPS only group still had a significant increase in 

circulating LCFAs present in the serum. TM5441 treatment did not affect blood 

glucose levels, which still significantly decreased in both the LPS only and 

combination treatment groups. Furthermore, TM5441 in combination with LPS did 

not significantly alter the population of liver immune cells compared to LPS 

treatment alone. The exception to this was that the number of neutrophils did not 

significantly increase in response to LPS in the combination treatment group. This 

signifies that TM5441 treatment may affect neutrophils within the liver.   
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5.6 Pre-treating mice with TM5441 impacted HSC expansion in response to LPS 
in the bone marrow 

Finally, because inhibition of PAI-1 by TM5441 treatment significantly reduced the 

amount of circulating LCFAs in response to LPS, the consequences of PAI-1 inhibition 

on HSC expansion was investigated. For this, the same experimental design was 

used, however the endpoint was extended to 16 hours. This was done to allow time 

for HSC expansion to occur in response to LPS. Firstly, metabolic parameters were 

assessed to identify if TM5441 retained its therapeutic efficacy at a 16-hour 

timepoint. PAI-1 levels in the serum were assessed using a PAI-1 ELISA, which 

showed that TM5441 reduced serum PAI-1 levels in the mice by around 50% (Figure 

5.31). This would indicate that one dose of TM5441 was still effective at reducing 

circulating PAI-1 levels in mice over a longer time period.  

 

Figure 5.31, Serum PAI-1 levels decreased in mice pre-treated with TM5441 
before LPS administration at 16 hours. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 16 hours after final LPS I.P. was administered. 
Serum was separated from whole blood and PAI-1 content was analysed using a PAI-1 ELISA. 
Mean and standard deviation was calculated and shown on the graph (n = 7). A Kruskal-Wallis 
test with a Dunn’s correction for multiple comparisons was performed, comparing each 
group against the control group, and significant differences are marked using asterisks (* = p 
< 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   

 

RNA was extracted from whole liver lysates. Similarly to the 6-hour timepoint, pre-

treating mice with 10 mg/kg TM5441 prevented the downregulation of key liver fatty 

acid metabolism genes in response to LPS including Acadm, Hmgcs2, Hmgcr and 
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Cpt1a 16 hours after LPS injection (Figure 5.32). The downregulation of Cpt1a at this 

16-hour timepoint is consistent with findings presented in chapter 1. Acsl1 gene 

expression was still significantly downregulated in the combination treatment group, 

although expression was still higher than in the LPS + vehicle treatment group. In fact 

all genes shown here were slightly decreased in the combination treatment group 

compared to the controls. This could be due to the fact that only 1 dose of TM5441 

was given and by 16 hours it could no longer be viable and active. However further 

investigations on the drugs kinetics would be needed to confirm this. 

 
Figure 5.32, TM5441 partially prevented the LPS-induced downregulation of key 
liver fatty acid metabolism genes at 16 hours. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 16 hours after final LPS I.P. was administered. RNA 
was extracted from whole liver lysates and analysed using RT-qPCR. Gene expression was 
normalised against Rps18. Mean and standard deviation was calculated and shown on each 
graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was 
performed, comparing each group against the control group, and significant differences are 
marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
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Furthermore, expression of the gene encoding the long-chain fatty acid transporter 

Slc27a2 was not significantly downregulated in the mice pre-treated with TM5441 

prior to LPS administration at the 16-hour timepoint (Figure 5.33). Both Ldlr and 

Slc27a2 gene expression noticeably increased compared to the LPS vehicle treated 

group, but were still lower than the control groups. Ldlr gene expression was still 

significantly lower in the combination treatment group than in the controls. Again, 

this could be due to the reduced bioavailability of TM5441 by the 16-hour mark. As 

expected, Cd36 gene expression did not significantly change across all 4 groups. 

Overall, TM5441 prevented the downregulation most of the liver fatty acid 

metabolism genes in response to LPS at 16 hours.   

 
Figure 5.33, TM5441 partially reversed the LPS-induced downregulation of key 
liver LCFA transporter genes at 16 hours. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 16 hours after final LPS I.P. was administered. RNA 
was extracted from whole liver lysates and analysed using RT-qPCR. Gene expression was 
normalised against Rps18. Mean and standard deviation was calculated and shown on each 
graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was 
performed, comparing each group against the control group, and significant differences are 
marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 
 
Next, the serum was analysed using LC-MS to investigate the effect of TM5441 pre-

treatment on circulating fatty acids 16 hour after LPS administration. Results within 

and between groups were compared using a PCA plot to assess the similarities and 

differences (Figure 5.34A). The combination treatment of TM5441 with LPS clustered 

closely to the vehicle control and TM5441 only mice, whereas the vehicle with LPS 

treated mice were more distinctly separate from the other groups. Total serum LCFA 
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concentration was calculated by adding the concentration of each individual LCFA 

that was measured (Figure 5.34B). LPS treated mice had significantly higher levels of 

LCFA compared to both controls. The combination treatment of TM5441 and LPS did 

not have significantly increased levels of serum LCFAs compared to controls. The 

relative abundance of each LCFA further supported these results. The majority of 

LCFAs were not significantly upregulated in the combination treatment group (Figure 

5.34C). Only C18 (steric acid), was still significantly upregulated, although to a much 

lower level than in the LPS only treatment group. Interestingly, alongside C15 

(pentadecanoic acid), C20.4 (arachidonic acid) and C20.5 (eicosapentaenoic acid) 

were not significantly altered across all 4 treatment groups. However overall, the 

reduction in serum LCFAs supports the role of the liver in controlling the availability 

of circulating fatty acids.  
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Figure 5.34, TM5441 prevented the LPS-induced increase in serum LCFAs at 16 
hours. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 16 hours after final LPS I.P. was administered. 
Serum was separated from whole blood and LCFA content was analysed using LC-MS. A) 
PCA plot of serum LCFA abundance from vehicle control, TM5441 only, LPS + vehicle and LPS 
+ TM5441 treated mice. B) Total serum LCFA was calculated by adding the concentration of 
each individual LCFA measured. C) Relative abundance of each LCFA measured in the serum 
normalised to a control mouse. Mean and standard deviation was calculated and shown on 
each graph (n = 7). For B, a Kruskal-Wallis test with a Dunn’s correction for multiple 
comparisons was performed, comparing each group against the control group. For C, a 2way 
ANOVA with a Dunnett’s correction for multiple comparisons was performed comparing 
each group against the control group for each individual LCFA. Significant differences are 
marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Blood glucose levels were still significantly reduced in both LPS treatment groups 

(Figure 5.35). This provides evidence that PAI-1 inhibition using TM5441 did not affect 

the reduction in blood glucose levels in response to LPS, further supporting the idea 

that PAI-1 is not responsible for regulating blood glucose levels.  
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Figure 5.35, There were no significant differences in blood glucose levels in 
TM5441 treated mice compared to LPS alone at 16 hours. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 16 hours after final LPS I.P. was administered. 
Glucose levels within the blood were measured using a blood glucose monitor and test-
strips. Mean and standard deviation was calculated and shown on the graph (n = 7). A 
Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each group against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 
 

Both groups of mice treated with LPS still lost a significant amount of bodyweight by 

16 hours compared to their starting weight (Figure 5.36). This means that TM5441 had 

no effect on LPS-induced weight loss within this mouse model. This could potentially 

be due to the mice still feeling unwell and not wanting to eat, however food intake 

would have to be monitored to confirm this.  
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Figure 5.36, Weight loss was similar in LPS treated mice and mice treated with 
both TM5441 and LPS at 16 hours. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 16 hours after final LPS I.P. was administered. Mice 
were weighed at the start of the experiment and again at the end. Percentage change of 
weight was calculated by comparing the difference between these two weights. Mean and 
standard deviation was calculated and shown on the graph (n = 7). A Kruskal-Wallis test with 
a Dunn’s correction for multiple comparisons was performed, comparing each timepoint 
against the control group, and significant differences are marked using asterisks (* = p < 0.05, 
** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Finally, the effect of TM5441 pre-treatment on immune cell populations in response 

to LPS was investigated. First, the impact on HSC expansion was assessed. Bone 

marrow was extracted from femurs and tibias by centrifugation and stained with 

antibodies for HSPC markers. The same gating strategy used to identify LSKs, MPPs 

and HSCs as shown in chapter 1 (Figure 3.1). As expected, the population of LSKs, 

MPPs and HSC per 100,000 bone marrow cells all significantly increased in response 

to LPS stimulation after 16 hours (Figure 5.37). However, interestingly, the 

combination treatment groups where mice were pre-treated with TM5441 prior to LPS 

injection did not have the same increase in HSC count per 100,000 bone marrow 

cells. This provides evidence that reducing the availability of circulating fatty acids 

may impact the ability for HSCs to expand. However, further investigation would be 

needed to prove that TM5441 treatment was not directly affecting HSCs themselves. 

Despite the reduced HSC count, LSK and MPP counts per 100,000 bone marrow cells 

were both still significantly increased in the combination treatment group. This would 

indicate that TM5441 itself or the reduced availability of LCFAs impacted only HSCs 

within the bone marrow.  
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Figure 5.37, TM5441 partially prevents the LPS induced increase in the proportion 
of HSPCs in the bone marrow. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 16 hours after final LPS I.P. was administered. 
Isolated bone marrow cells were stained with an antibody panel using markers for LSK, MPP 
and HSC populations. Number of LSKs, MPPs and HSCs per 100,000 BM cells were recorded 
in control and LPS treated mice with and without TM5441 (n = 7). Means and standard 
deviations were calculated and shown on each graph. A Kruskal-Wallis test with a Dunn’s 
correction for multiple comparisons was performed, comparing each timepoint against the 
control group, and significant differences are marked using asterisks (* = p < 0.05, ** = P < 
0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Whilst HSC expansion is a hallmark of the immune response to acute infection, the 

ability of the HSC to take up LCFAs is also important. Therefore, it was investigated if 

TM5441 affected HSCs’ ability to take up LCFAs.  Isolated bone marrow was 

incubated with C16-tagged BODIPY (palmitic acid) before being washed and stained 

with the same HSC antibody panel. The same gating strategy as was used to identify 

the HSC population and a histogram of BODIPY fluorescent intensity revealed a 
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distinct difference in C16 uptake between control and LPS treated mice, indicating 

that LPS treated HSCs had increased LCFA uptake (Figure 5.38A). Due to washing off 

any excess BODIPY stain, any remaining fluorescence indicates C16 taken up directly 

into the cell. The MFI of BODIPY of the HSC population was measured for each 

sample (Figure 5.38B). Results demonstrate a significant increase in palmitic acid 

uptake by HSCs in response to LPS, in both the LPS only and combination treatment 

groups. This suggests that HSCs have an increased reliance and need for LCFAs 

during expansion in response to LPS. Interestingly, HSCs from mice treated with both 

TM5441 and LPS did not take up as much palmitic acid as the LPS only treatment. 

This may indicate that TM5441 treatment may affect HSCs themselves. Further 

investigation would be needed to assess if TM5541 treatment directly affects HSCs 

themselves and that reduction in HSC expansion is not just due to the reduction of 

LCFA availability to fuel HSCs. 

 

Figure 5.38, LPS increases HSC palmitic acid uptake in HSCs with and without 
TM5441. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 16 hours after final LPS I.P. was administered. A) 
Representative flow cytometry histogram of HSC C16 BODIPY uptake in control and LPS 
treated mice with and without TM5441. B) Median fluorescent intensity of BODIPY in HSCs in 
control and LPS treated mice with and without TM5441 (n = 7). Mean and standard deviation 
was calculated and shown on the graph. A Kruskal-Wallis test with a Dunn’s correction for 
multiple comparisons was performed, comparing each timepoint against the control group, 
and significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 
0.001 and **** = p < 0.0001). 
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To investigate the impact of reduced HSC expansion on immune cell populations 

within the peripheral blood as well as mature blood cell production in the bone 

marrow, lysed peripheral blood and isolated bone marrow was stained with 

antibodies to identify monocytes (CD11b+, Ly6G-), neutrophils, CD11b+, Ly6G+), T 

cells (CD4+ or CD8+) and B cells (CD19+). The gating strategy is shown in Figure 5.39 

using peripheral blood samples, but the same gating strategy was used to analyse 

bone marrow as well.  

  

Figure 5.39, Gating strategy for mature immune cell populations in the peripheral 
blood and bone marrow. 
Flow cytometry gating strategy for mature immune cells in the bone marrow and peripheral 
blood monocular cells in the blood. 

 

 Cell counts were calculated based on 100,000 bone marrow cells collected. The 

number of monocytes, neutrophils and T cells per 100,000 bone marrow cells all 

significantly decreased in response to LPS, regardless of the addition of TM5441 

(Figure 5.40). The number of B cells did not significantly change across all 4 groups. 

This result indicates that at the 16-hour timepoint, the reduction of HSC expansion 

did not affect mature cell populations within the bone marrow.  
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Figure 5.40, Bone marrow mature immune cells in response to TM5441 and LPS 
treatment at 16 hours. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 16 hours after final LPS I.P. was administered. 
Isolated bone marrow cells were stained with an antibody panel using markers for 
monocytes (CD11b+, Ly6G-), neutrophils, CD11b+, Ly6G+), T cells (CD4+ or CD8+) and B 
cells (CD19+) . Mean and standard deviation was calculated and shown on each graph (n = 
7). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each group against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Peripheral blood collected at endpoint was analysed via flow cytometry to assess the 

number of circulating mature blood cell populations. Results shown are relative to 

the total number of nucleated blood cells collected over 30 seconds to ensure that 

any red blood cells that were not successfully lysed did not affect the nucleated cell 

number and skew results. Results show that 16 hours after LPS administration there 

was a reduction in B and T cells (Figure 5.41). This supports the wider literature that 
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B and T cell populations in the peripheral blood decrease in response to LPS (598). 

The addition of TM5441 did not alter this, and both populations were still significantly 

decreased in the combination treatment group. Mice treated with LPS had a 

significant increase in neutrophils within peripheral blood, with a mean neutrophil 

count of 338 in the LPS only treatment group compared to 102 in the control. 

However, this increase in peripheral blood neutrophil count was visibly lower in the 

combination treatment group, with a mean of 254 compared to 106 in the TM5441 

only treatment group. LPS had no impact on the population of monocytes. Results 

indicate that inhibiting PAI-1 using TM5441 may have affected LPS-induced changes 

to peripheral blood neutrophil population, without affecting B cells, T cells and 

monocytes. Therefore, PAI-1 could play an important role in neutrophils’ response to 

LPS. Despite this, further experiments would be needed to properly explore PAI-1’s 

role in neutrophil regulation in response to LPS.  
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Figure 5.41, Peripheral blood mature immune cells in response to TM5441 and 
LPS treatment at 16 hours. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 16 hours after final LPS I.P. was administered. 
Peripheral blood was stained with an antibody panel using markers for monocytes (CD11b+, 
Ly6G-), neutrophils, (CD11b+, Ly6G+), T cells (CD4+ or CD8+) and B cells (CD19+) . Mean 
and standard deviation was calculated and shown on each graph (n = 7). A Kruskal-Wallis 
test with a Dunn’s correction for multiple comparisons was performed, comparing each 
group against the control group, and significant differences are marked using asterisks (* = p 
< 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

Taken together, these results demonstrate that PAI-1 inhibition using TM5441 does 

not affect LPS-induced changes to mature bone marrow and peripheral blood 

mononuclear cells. The exception to this is that TM5441 decreased the number of 

neutrophils within the peripheral blood. This indicates that PAI-1 may play an 

important role in the neutrophil response to infection.  
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5.7 Summary 

In the third chapter of this thesis, the data presented demonstrates that pre-treating 

mice with the PAI-1 inhibitor TM5441, but not Tiplaxtinin, prevented the LPS-induced 

downregulation of liver fatty acid metabolism associated gene expression at 6 hours. 

Treatment with TM5441 prior to LPS resulted in a reduction of serum PAI-1 compared 

to LPS alone, whereas Tiplaxtinin treatment had no effect of LPS induced PAI-1 serum 

levels at 6 hours.  TM5441 also partially prevented the increase of circulating LCFAs 

in response to LPS, most likely as a result of the reversal of liver fatty acid 

downregulation. At 6 hours, TM5441 treatment ameliorated the LPS-induced 

increase in the proportion of neutrophils within the liver. TM5441 treatment alone 

may also affect the population of monocytes and macrophages within the liver at 6 

hours. T5441 also partially prevented the increase of circulating LCFAs in response 

to LPS.  

At 16 hours, this prevention of increased availability of circulating LCFAs 

corresponded with a reduction in bone marrow HSC expansion. Whilst C16 BODIPY 

uptake experiments demonstrated that HSCs treated with a combination of TM5441 

and LPS still had an increased ability to take up LCFAs, it was lower than HSCs treated 

with LPS alone. This may indicate that TM5441 treatment may also affect the HSCs. 

Neutrophil count per 100,000 bone marrow cells still significantly decreased in the 

combination treatment group. However, there was no longer a significant increase in 

neutrophils found in the peripheral blood of mice treated with both TM5441 and LPS 

compared to LPS treatment alone. This provides evidence that PAI-1 may play a role 

in the neutrophil immune response.  

Taken together, the data presented provides evidence for the role of PAI-1 in the 

downregulation of liver fatty acid uptake and metabolism, leading to the increased 

availability of circulating fatty acids in response to LPS. Inhibiting PAI-1 using TM5441 

prevented this increase in circulating LCFAs and resulted in a reduction in HSC 

expansion in response to LPS. 
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6 Platelets play an important role in the LPS-induced PAI-1 

response 

6.1 Introduction 

Whilst many cell types are able to synthesise PAI-1, including macrophages, 

adipocytes, liver cells, fibroblasts and megakaryocytes, it is primarily stored in 

platelets (576). It is estimated that up to 90% of PAI-1 is stored in platelets inside α-

granules (599, 600). These α-granules also store its cofactor vitronectin (601, 602). 

Platelets are also able to synthesise high levels of PAI-1 (603). Studies have suggested 

that only up to 5% of PAI-1 stored with platelets is stored in its active form (600). Thus, 

it remains debated if platelets are able to release large amounts of active PAI-1 or not. 

However, Huebner et al., 2018 demonstrated that treating platelets with thrombin 

triggers them to rapidly release active PAI-1, this prevents the breakdown of fibrin 

clots through α-degranulation (599).  

It is unclear if platelets can be directly activated by LPS itself. Whilst platelets express 

the LPS receptor TLR4, they do not express the coreceptor CD14, which is required 

for LPS-induced TLR4 endocytosis (604). TLR4 needs CD14 in order to recognise LPS 

(605). However, it has been shown that platelets can absorb CD14 from the 

surrounding plasma to aid LPS/TLR4 signalling (606).  

The ability for platelets to respond to LPS is controversial. Therefore, this chapter 

aims to investigate if platelets play an important role in regulating the availability of 

circulating LCFAs in response to LPS infection. Experiments were performed to 

investigate if platelets were an important source of PAI-1 in the acute immune 

response to LPS. This was done through a mixture of ex vivo experiments, assessing 

if platelets can release PAI-1 in response to LPS stimulation, as well as the in vivo 

experiments to explore the impact of platelet depletion on the LPS induced immune 

response.  
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6.2 Platelets release PAI-1 when stimulated with LPS 

First, it was investigated if platelets could release PAI-1 when stimulated with LPS. In 

order to choose an appropriate timepoint for this experiment, a small-scale pilot 

experiment was done to investigate how long it took for PAI-1 levels to increase in the 

serum of mice treated with LPS. For this, mice were injected with LPS for 0, 30, 60, 90 

or 120 minutes, with 2 mice allocated to each group (Figure 6.1). The final endpoint 

chosen was 2 hours because the cytokine array presented in chapter 2 demonstrated 

that serum PAI-1 increased in mice treated with LPS for 90 minutes. 

 

Figure 6.1, Schematic of pilot experiment assessing speed of PAI-1 release in 
response to LPS. 
Experimental design of pilot study. WT mice treated with 0.5 mg/kg LPS via I.P. Mice were 
sacrificed 30, 60, 90 or 120 minutes after LPS was administered.  
 

A PAI-1 ELISA was performed on serum collected from mice during sacrifice. Results 

show that PAI-1 levels start to increase at 60 minutes after LPS was administered, 

reaching levels around 5-times greater than in control mice (Figure 6.2). However, 

PAI-1 levels dramatically increased 90 minutes after LPS administration to more than 

50 times to levels found in controls.  

 

Figure 6.2, Serum PAI-1 levels in response to LPS over a short time course. 
WT mice treated with 0.5 mg/kg LPS via I.P. Mice were sacrificed 30, 60, 90 or 120 minutes 
after LPS was administered. Serum was separated from whole blood and PAI-1 content was 
analysed using a PAI-1 ELISA. Mean and standard deviation was calculated and shown on the 
graph (n = 2). No statistical analysis was performed due to small sample sizes.  
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Using the previous results as a guideline for an appropriate timepoint, platelet rich 

plasma was isolated from whole blood collected from WT control mice. Cells were 

counted and seeded at a density of 500,000 cells. Platelets were treated with 100 

ng/mL LPS for either 30 or 60 minutes before supernatant was collected from all 

samples including the controls, and analysed for PAI-1 content using an ELISA. Whilst 

control platelets released small amounts of PAI-1, platelets treated with LPS 

released significantly more PAI-1 (Figure 6.3). This result indicates that platelets can 

directly release PAI-1 in response to LPS. 

 

Figure 6.3, Platelets isolated from WT mice release PAI-1 when stimulated with 
LPS. 
Whole blood was collected from WT healthy mice. Platelet rich plasma was isolated, and 
platelets were counted and seeded at a density of 500,000 cells. Platelets were then treated 
with 100 ng/mL LPS for 30 or 60 minutes before supernatant was collected and analysed for 
PAI-1 content using an ELISA. Mean and standard deviation was calculated and shown on the 
graph (n = 5). A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was 
performed, comparing each group against the control group, and significant differences are 
marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   

 

Taken together, this provides evidence that platelets can rapidly release PAI-1 in 

response to LPS. However, further work would be needed to investigate the 

mechanism behind this. Additionally, whilst this does demonstrate that ex vivo 

platelets can release PAI-1 in response to LPS, it does not necessarily mean that LPS 

directly causes PAI-1 release from platelets in vivo.  
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6.3 Depleting platelets partially reverses LPS-induced downregulation of liver 
fatty acid metabolism 

As platelets are the main store of PAI-1 and they can release PAI-1 in response to LPS 

stimulation, the importance of platelets in the regulation of fatty acid availability in 

response to LPS was investigated. For this, platelets were depleted from WT mice 

using R300 anti-CD42 antibody, which has been proven to effectively deplete 

platelets from mice for at least 48 hours (607). This antibody was administered via 

the tail vein by Dr Charlotte Hellmich. Mice were left overnight to allow full depletion 

of platelets before 0.5 mg/kg LPS was administered to mice via I.P. After 6 hours, mice 

were sacrificed, and samples collected (Figure 6.4). 

 

Figure 6.4, Schematic of experimental design for platelet depletion prior to LPS 
infection. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. Mice were split into 4 experimental groups: 1) control mice, 2) Platelet 
depleted control mice, 3) LPS only, and 4) Platelet depleted mice treated with LPS. 
 
 
Firstly, peripheral blood was stained with CD41 as a marker for platelets and Ter119 

to exclude red blood cells. Flow cytometry analysis was done to confirm platelet 

depletion using the gating strategy shown below (Figure 6.5). Sphero beads were 

used to confirm the presence of antibodies even in the platelet depleted groups. 

Sphero beads are blank, unstained beads ranging between 6.0 – 6.4 μm in size. These 

were added as a positive control to confirm the presence of the antibodies in all 

groups, even in those with no platelets present.  
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Figure 6.5, Gating strategy used to quantify the number of platelets within the 
peripheral blood. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Peripheral blood was collected in EDTA tubes to 
prevent clotting, diluted and Sphero control beads were added before the sample was 
stained for CD41 (platelets) and Ter119 (red blood cells). Samples were flowed for 60 
seconds on medium flow rate (35 μL/min). Platelets were identified by their small size, 
CD41+ and Ter119-. 
 

Results confirmed that mice treated with R300 overnight had been successfully 

depleted of platelets within their peripheral blood (Figure 6.6). Additionally, there was 

no significant difference in the number of platelets per μL of blood in control and LPS 

treated mice. This indicates that LPS does not have an effect on the number of 

platelets in the peripheral blood at 6 hours.  
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Figure 6.6, R300 treatment successfully depleted platelets from the peripheral 
blood of mice. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Peripheral blood was collected in EDTA tubes to 
prevent clotting, diluted and the sample was stained for CD41 (platelets) and Ter119 (red 
blood cells). Samples were flowed for 60 seconds on medium flow rate (35 μL/min). CD41+ 
Ter119- cells were identified as platelets, and the number of platelets per μL of blood was 
calculated based on flow rate and platelet count. Mean and standard deviation was 
calculated and shown on the graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction for 
multiple comparisons was performed, comparing each group against the control group, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001).   

 

Next, liver gene expression was assessed. The LPS-induced downregulation of 

Acadm, Acsl1, Hmgcs2 and Hmgcr expression was partially attenuated in platelet 

depleted mice (Figure 6.7). This provides evidence that platelets play a role in the 

LPS-driven downregulation of liver fatty acid metabolism. Platelet depletion alone 

did not impact the expression of these genes. In line with previous results, Ctp1a 

expression remained unchanged across all treatment groups.  
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Figure 6.7, Depleting platelets prior to LPS treatment partially prevented the 
downregulation of key liver fatty acid metabolism genes. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. RNA was extracted from whole liver lysates and analysed using RT-qPCR. 
Gene expression was normalised against Rps18. Mean and standard deviation was 
calculated and shown on each graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction 
for multiple comparisons was performed, comparing each group against the control group, 
and significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 
0.001 and **** = p < 0.0001).   
 

Furthermore, the gene expression of the fatty acid transporters Ldlr and Slc27a2 were 

also partially restored in the combination treatment group (Figure 6.8). This further 

demonstrates the importance of platelets in regulating the livers response to LPS. 

Cd36 expression was unaffected in the platelet depleted mice.  
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Figure 6.8, Depleting platelets prior to LPS treatment partially prevented the 
downregulation of key liver LCFA transporter genes. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. RNA was extracted from whole liver lysates and analysed using RT-qPCR. 
Gene expression was normalised against Rps18. Mean and standard deviation was 
calculated and shown on each graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction 
for multiple comparisons was performed, comparing each group against the control group, 
and significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 
0.001 and **** = p < 0.0001).   
 

Due to the partial restoration of liver fatty acid metabolism gene expression in the 

platelet depleted mice treated with LPS, the levels of circulating LCFA in the serum 

was assessed using LC-MS. A PCA plot was used to visualise the overall relationships 

both between and within groups (Figure 6.9A).  Control and platelet depleted mice 

clustered closely together. LPS treated mice clustered furthest away from the control 

group, indicating the biggest difference in LCFA content and composition compared 

to controls. Platelet depleted mice treated with LPS clustered between the control 

and LPS only treated groups, indicating that they may have an intermediatory 

phenotype. Total serum LCFA concentrations confirmed this (Figure 6.9B). There was 

no difference in total LCFA content in the control and platelet depleted mice. LPS 

treated mice had a significant increase in serum LCFAs. However, platelet depleted 

mice treated with LPS did not have significantly increased serum total LCFAs 

compared to control or platelet depleted mice. The relative abundance of each LCFA 

measured also further confirmed this (Figure 6.9C). Whilst C14 (myristic acid), C16 

(palmitic acid), C16.1 (palmitoleic acid), C18.2 (linoleic acid) and C22.6 

(docosahexaenoic acid) were all still significantly increased in the serum of LPS-

treated platelet depleted mice compared to control mice, they were all noticeably 

lower than levels found in the LPS only treated mice. Taken together, these results 
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implicate the importance of platelets in the regulation of LCFA availability in 

response to LPS.  

 
Figure 6.9, Depleting platelets prior to LPS injection partially prevented the 
increase of serum LCFAs. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. Serum was separated from whole blood and LCFA content was analysed using 
LC-MS. A) PCA plot of serum LCFA abundance from control, platelet depleted control mice 
(R300), LPS-treated mice and platelet depleted mice treated with LPS (LPS + R300). B) Total 
serum LCFA was calculated by adding the concentration of each individual LCFA measured. 
C) Relative abundance of each LCFA measured in the serum normalised to a control mouse. 
Mean and standard deviation was calculated and shown on each graph (n = 7). For B, a 
Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each group against the control group. For C, a 2way ANOVA with a Dunnett’s 
correction for multiple comparisons was performed comparing each group against the 
control group for each individual LCFA. Significant differences are marked using asterisks (* 
= p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 
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Next, PAI-1 content within the serum was calculated using an ELISA. Results showed 

that the levels of PAI-1 decreased by nearly 40 % in the platelet depleted group 

compared to the LPS only group, with a mean of 283 ng/mL, SD ± 50 in the LPS only 

group compared to 176 ng/mL, SD ± 50 in the platelet depleted LPS treated group 

(Figure 6.10). This provides further evidence that platelets are important in the 

release of PAI-1 in response to acute LPS infection. However, PAI-1 levels were still 

fairly high in the LPS-treated platelet depleted mice. This could explain why the LPS-

induced phenotype was only partially and not fully reversed in platelet depleted LPS-

treated mice. 

 

Figure 6.10, Serum PAI-1 levels were reduced in platelet depleted mice treated 
with LPS. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. Serum was separated from whole blood and PAI-1 content was analysed using 
a PAI-1 ELISA. Mean and standard deviation was calculated and shown on the graph (n = 7). 
A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each group against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 

Whilst platelets are the main source of stored PAI-1, multiple other tissues can 

synthesise PAI-1 in response to stimuli including inflammation (576). Both adipose 

tissue and liver tissue are large producers of PAI-1. Therefore, the expression of 

Serpine1, the gene encoding PAI-1, in the liver was checked. Results show that 6 

hours after LPS infection, LPS-treated mice had more than a 100-fold increase in 

Serpine1 gene expression, with a mean relative gene expression of 140.94, SD ± 51.62 

compared to 2.34, SD ± 1.25 in the control group (Figure 6.11). However, in the 

platelet depleted mice relative gene expression was visibly higher, with a mean of 

233.38, SD ± 51.89 compared to 0.95, SD ± 0.14 in the platelet depleted only mice. 
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This result may demonstrate that in the absence of platelets, other tissues 

compensate and produce more PAI-1 in order to create the appropriate immune 

response. However, further investigations would be needed to confirm this theory. 

 
Figure 6.11, Depleting platelets prior to LPS treatment increased the expression 
of the gene encoding PAI-1 in the liver. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. RNA was extracted from whole liver lysates and analysed using RT-qPCR. 
Gene expression was normalised against Rps18. Mean and standard deviation was 
calculated and shown on the graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction for 
multiple comparisons was performed, comparing each group against the control group, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001).   
 

In addition, other markers were measured in this model to assess the impact of 

platelet depletion. Blood glucose levels were significantly decreased in both LPS 

treated groups (Figure 6.12). Although not significant, there was also a notable 

reduction in blood glucose levels in the platelet depleted control mice. This 

implicates platelets in the regulation of blood glucose levels.  
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Figure 6.12, Depleting platelets from mice prior to LPS treatment did not affect 
the LPS-induced downregulation of blood glucose levels. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. Glucose levels within the blood were measured using a blood glucose monitor 
and test-strips. Mean and standard deviation was calculated and shown on the graph (n = 7). 
A Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each group against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 

The weight of mice was measured prior to platelet depletion and again at experiment 

endpoint. Neither LPS nor platelet depletion significantly affected mouse weight, 

with no notable weight change across all 4 groups (Figure 6.13). 

 
Figure 6.13, Short-term platelet depletion did not affect mouse weight. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. Mice were weighed at the start of the experiment and again at the end. 
Percentage change of weight was calculated by comparing the difference between these two 
weights. Mean and standard deviation was calculated and shown on the graph (n = 7). A 
Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each timepoint against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001). 
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Platelet depletion also had no impact on inguinal and gonadal fat pad weight in 

proportion to total bodyweight (Figure 6.14).  

 
Figure 6.14, Short-term platelet depletion did not significantly affect fat pad 
weight. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. Inguinal and gonadal fat pads were dissected from mice and weighed. The 
percentage the weight of each fat pad was calculated against total body weight at time of 
sacrifice. Mean and standard deviation was calculated and shown on each graph (n = 7). A 
Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each group against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
 
 

Finally, the populations of liver immune cells were studied to assess the impact of 

platelet depletion on liver immune cells. Total immune cell number per 50,000 events 

significantly decreased in the liver in response to LPS treatment in both control and 

platelet depleted mice (Figure 6.15). Lymphoid cells only significantly decreased in 

number in LPS treated mice. This decrease was not seen in the platelet depleted 

mice treated with LPS. Similarly, there was a significant increase in neutrophils per 

50,000 isolated liver cells in the LPS treated mice. Whilst there was an increase in 

neutrophils in both the platelet depleted controls and platelet depleted mice treated 

with LPS, neither reached statistical significance and this was visibly lower than in 

the LPS control treated mice. Therefore, platelet depletion may affect neutrophil 

populations within the liver, regardless of LPS.  Myeloid cell number per 50,000 

isolated liver cells did not significantly change across all 4 groups.  
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Figure 6.15, Liver immune cell numbers in response to platelet depletion and LPS 
treatment. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. Immune cells isolated from the liver were stained with an antibody panel using 
markers for lymphoid, myeloid and neutrophil populations. Mean and standard deviation 
was calculated and shown on each graph (n = 7). A Kruskal-Wallis test with a Dunn’s 
correction for multiple comparisons was performed, comparing each group against the 
control group, and significant differences are marked using asterisks (* = p < 0.05, ** = P < 
0.01, *** = p < 0.001 and **** = p < 0.0001).   
 

The number of monocytes per 50,000 isolated liver cells was also significantly 

decreased in platelet depleted and LPS treated mice (Figure 6.16). This indicates that 

both platelet depletion and LPS affects the population of monocytes within the liver. 

Within this monocyte population, there was a significant decrease in classical 

monocytes in both the control and platelet depleted mice treated with LPS. Classical 
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monocytes play a role in the inflammatory response and thus this indicates that 

inflammation may be lower in the platelet depleted control mice, however further 

investigation would be needed to support this idea.  Platelet depletion alone had no 

impact on classical monocytes in the liver. Interestingly, there was a significant 

reduction in non-classical monocytes within platelet depleted control mice. 

Because non-classical monocytes are associated with anti-inflammatory 

responses, this could implicate a role for platelets within this. There was a visible but 

non-significant increase in non-classical monocytes in response to LPS which was 

not seen in platelet depleted mice treated with LPS. This further highlights a potential 

role for platelets in the non-classical monocyte population within the liver.   
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Figure 6.16, Liver monocyte numbers in response to platelet depletion and LPS 
treatment. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. Immune cells isolated from the liver were stained with an antibody panel using 
markers for classical and non-classical monocyte populations. Mean and standard deviation 
was calculated and shown on each graph (n = 7). A Kruskal-Wallis test with a Dunn’s 
correction for multiple comparisons was performed, comparing each group against the 
control group, and significant differences are marked using asterisks (* = p < 0.05, ** = P < 
0.01, *** = p < 0.001 and **** = p < 0.0001). 

 

The population of macrophages per 50,000 isolated liver cells was also significantly 

downregulated in both platelet depleted mice and mice treated with LPS (Figure 

6.17). This could indicate that platelet depletion affects liver macrophage 

populations. In line with this, there was a reduction in the number of infiltrating 

macrophages in the liver in the platelet depleted mice, however this did not reach 
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statistical significance. The number of infiltrating macrophages per 50,000 isolated 

liver cells was even lower in LPS-treated mice. The reduction was similar in mice with 

platelet depletion treated with LPS. Finally, whilst LPS treatment alone did not affect 

the number of Kupffer cells, both groups with platelet depleted mice had a significant 

reduction in the number of Kupffer cells.  

 
Figure 6.17, Liver macrophage numbers in response to platelet depletion and 
LPS treatment. 
WT mice pre-treated with 2 mg/kg R300 anti-CD42 antibody via tail vein I.V. 12 hours prior to 
being injected with 0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was 
administered. Immune cells isolated from the liver were stained with an antibody panel using 
markers for macrophage populations. Mean and standard deviation was calculated and 
shown on each graph (n = 7). A Kruskal-Wallis test with a Dunn’s correction for multiple 
comparisons was performed, comparing each group against the control group, and 
significant differences are marked using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 
and **** = p < 0.0001). 
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Taken together, this data supports the role of platelets in the initial immune response 

to LPS infection. Platelet depletion did not affect mouse body or fatpad weight. There 

were some changes to the population of liver immune cells associated with platelet 

depletion, such as a reduction in the populations of monocytes and macrophages. 

Whilst limited, other studies have demonstrated that neutrophil depletion actually 

resulted in an increase in the population of macrophages within the liver (608). This 

indicates that the reduction of macrophages within the liver in response to platelet 

depletion may be specific to platelet depletion and not just a response to cell 

depletion in general.  Depleting platelets prior to LPS infection partially reduced the 

increase in neutrophil numbers within the liver.  

Given the importance of platelets in regulating the availability of circulating LCFAs in 

response to LPS infection, it was investigated if the PAI-1 inhibitor TM5441 affected 

the number of platelets. There was no significant difference in platelet count in mice 

treated with TM5441 both with and without LPS compared to control mice (Figure 

6.18). This result indicates that TM5441 targets PAI-1 itself without affecting platelet 

count. 

 

Figure 6.18, TM5441 did not affect platelet number in the peripheral blood of 
mice. 
WT mice pre-treated with 10 mg/kg TM5441 via oral gavage 1 hour prior to being injected with 
0.5 mg/kg LPS via I.P. Mice were sacrificed 6 hours after final LPS I.P. was administered. 
Peripheral blood was collected in EDTA tubes to prevent clotting, diluted and the sample was 
stained for CD41 (platelets) and Ter119 (red blood cells). Samples were flowed for 60 
seconds on medium flow rate (35 μL/min). CD41+ Ter119- cells were identified as platelets, 
and the number of platelets per μL of blood was calculated based on flow rate and platelet 
count. Mean and standard deviation was calculated and shown on the graph (n = 7). A 
Kruskal-Wallis test with a Dunn’s correction for multiple comparisons was performed, 
comparing each group against the control group, and significant differences are marked 
using asterisks (* = p < 0.05, ** = P < 0.01, *** = p < 0.001 and **** = p < 0.0001).   
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6.4 Summary 

In summary, this chapter demonstrates the importance of platelets in the initial 

response to LPS infection. Platelets can release PAI-1 in response to LPS within 60 

minutes of stimulation. Depleting platelets prior to LPS treatment resulted in a 

marked reduction in serum levels of PAI-1. This reduction of PAI-1 in platelet depleted 

mice was associated with a partial reversal of the downregulation of key liver fatty 

acid metabolism genes. Platelet depleted mice had a notable reduction in total levels 

of circulating LCFAs. 
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7 Discussion 

7.1 General Discussion 

Despite representing only a small minority of cells within the bone marrow, HSCs are 

responsible for indirectly producing over 500 billion blood cells every day through the 

tightly controlled process of haematopoiesis (609). However, in times of stress such 

as infection, a state of emergency haematopoiesis is triggered. During this, the 

demand for immune cells increases by nearly ten-fold (610). In order to cope with this 

demand, the population of HSCs expand (611). This allows for a rapid and robust 

innate immune response to occur, generating vast amounts of immune cells, in 

particular leukocytes over a short-time period (612). However, the switch from steady 

state to emergency haematopoiesis creates a substantial increase in metabolic 

demands. For example, during emergency haematopoiesis, HSCs increase 

mitochondrial oxidative phosphorylation to boost ATP production (613). FAO has 

been shown to be a crucial part of HSC expansion (614). Increased LCFA uptake into 

HSCs via CD36 is critical for enabling HSC activation and re-entry into the cell cycle. 

Therefore, to fuel HSC’s need for fatty acids, especially LCFAs, the levels of 

circulating fatty acids increase in response to infection. Whilst this increase in 

circulating fatty acids has been widely demonstrated using multiple models of 

bacterial and viral infections (421, 533), the kinetics and mechanistic control of this 

increase remains unclear. By understanding the mechanisms underpinning a healthy 

immune response, findings can be applied to better understand if they become 

dysregulated in diseases such as ageing and cancer.  

In this thesis, the data presented demonstrates that circulating LCFAs significantly 

increased by 6 hours after LPS was administered. This increase in LCFA levels was 

associated with the downregulation of liver fatty acid metabolism genes, and a 

reduction in hepatocyte LCFA uptake. PAI-1 was identified as one factor able to 

rapidly induce this downregulation of key genes involved in liver fatty acid 

metabolism, resulting in increased availability of circulating LCFAs. This increase in 

circulating LCFAs is associated with increased LCFA uptake into HSCs and their 

subsequent expansion. Additionally, this thesis identified the importance of platelets 

in this immune response. 
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7.2 Key findings 

7.2.1 Circulating LCFAs increase in response to LPS 

Data presented in this thesis provides evidence that within 6 hours of LPS 

administration, the levels of circulating LCFAs significantly increases. This increase 

has been previously well described. However, the kinetics behind the increase in 

LCFAs in response to infection were previously undefined and thus represent a novel 

finding of this thesis. Circulating levels of free fatty acids have been shown to rise 

dramatically during infection in both animal models and human studies (421, 533, 

534, 544). This includes both gram positive and gram negative bacteria, viral, and 

parasitic infections. Infection associated alterations to serum lipid levels is thought 

to be proportional to infection severity. Clinically, serum levels of palmitic acid may 

negatively correlate with disease severity of certain viruses including H7N9 influenza 

(615) and COVID-19 (616). Mouse models using LPS as a bacterial infection mimic 

and S. Typhimurium also demonstrate similar findings, showing increased serum free 

fatty acids in response to infection (421). However, the majority of these publications, 

especially clinical studies, measured serum fatty acid levels once the innate immune 

response was already fully underway, often days after the initial infection occurred. 

Therefore, the kinetics of this increase was previously undetermined. This highlights 

the novelty of this finding, that within 6 hours of LPS treatment, LCFA levels 

significantly increased in the serum of mice. However, further work would be needed 

to establish the kinetics of this response in bacterial and viral infections.  

7.2.2 LPS induces a downregulation of genes associated with liver fatty acid 
metabolism 

LPS treatment within mice induced a downregulation of key genes involved in liver 

fatty acid metabolism. The liver is a crucial organ involved in the regulation of 

circulating fatty acids, including LCFA availability. The liver takes up circulating fatty 

acids in proportion to their concentration within the blood (567, 568). In this study, 

bulk-RNA sequencing, supported by RT-qPCR analysis of gene expression from liver 

tissue, identified a significant downregulation of several metabolic pathways 

important in fatty acid metabolism in response to LPS. This included pathways 

associated with fatty acid synthesis and elongation. Further gene expression analysis 
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also identified the downregulation of several LCFA transporters in response to LPS. 

This downregulation of hepatic LCFA uptake and metabolism offers a potential 

explanation to why the levels of circulating LCFAs increased. For example, several 

metabolic disorders which affect the liver including diabetes and obesity increase 

the risk of MASLD (617). During MASLD, there is an excessive accumulation of lipids 

within the liver (618). This results in a reduction in hepatic fatty acid uptake, 

contributing to increased concentrations of circulating fatty acids in the blood, a 

hallmark of this condition (545). Whilst limited, some studies have demonstrated 

that infection can decrease FAO in several organs, including the heart and kidney 

(619), as well as tissues such as the diaphragm (620). Mice treated with a high dose 

(5 mg/kg) of LPS for 16 hours had a nearly 40% reduction in the FAO of LCFAs in the 

diaphragm muscle. This was associated with a significant downregulation of several 

key fatty acid metabolism genes including Acls1 and Cd36 (620). Similarly, another 

study demonstrated that LPS treatment decreased renal FAO by 40% in mice, finding 

a similar downregulation of FAO associated gene expression within the kidney (619). 

Taken together, these studies provide evidence to support the findings of this thesis, 

that LPS can induce the downregulation of several key genes involved in liver fatty 

acid metabolism.  

This thesis provides evidence that this downregulation of fatty acid metabolism 

associated gene expression within the liver is not a direct response to LPS itself. 

Treating hepatocytes in vitro with LPS had no effect on key fatty acid metabolism gene 

expression, palmitic acid uptake or fatty acid associated mitochondrial respiration. 

Instead, using serum models, it was determined that a factor released into the serum 

of these mice treated with LPS caused the downregulation of hepatic fatty acid 

metabolism associated gene expression. The two aforementioned studies used 

mouse models to study the effects of LPS on the kidney and diaphragm muscle, and 

thus did not determine if LPS itself was directly causing the reduction in FAO seen 

(619, 620). However, a study looking at the effect of LPS on adipose tissue also found 

that genes associated with adipose tissue triglyceride biosynthesis was 

downregulated in mice treated with LPS. Despite this, in vitro models of adipocyte 

cells lines treated with LPS did not show the same downregulation. Instead, the study 

found adipocytes treated with that TNF-α, IL-1β and IFNγ, but not IL-6, induced the 
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same downregulation of triglyceride biosynthesis associated genes (544). These 

findings support the data presented in this thesis, that LPS does not directly induce 

the downregulation of liver fatty acid metabolism. Instead, the inflammation 

associated with the infection response is at least partly responsible. 

7.2.3 PAI-1 regulates liver fatty acid metabolism and increases the availability 
of LCFAs 

This thesis provides evidence that PAI-1 levels significantly increase within 90 

minutes of mice being injected with LPS. Previous studies have implicated a role for 

PAI-1 in the early immune response. For example, PAI-1 knockout mice had a reduced 

ability to clear Haemophilus influenzae and Mycobacterium tuberculosis infections 

compared to control mice (580, 581). Additionally, high PAI-1 levels have been widely 

observed in many COVID-19 patients, with PAI-1 levels being shown to independently 

predict disease severity and COVID-19 mortality rates (582). High levels of PAI-1 have 

also been observed in septic patients (621). 

PAI-1 has been linked to several metabolic conditions, including obesity, 

cerebrovascular and cardiovascular disease. For example, PAI-1 has been shown to 

be significantly increased in obese individuals, with PAI-1 levels positively correlating 

with decreased sensitivity to insulin and increased visceral fat (622, 623). 

Furthermore, diabetic mice treated with a novel PAI-1 inhibitor called PAItrap3 had 

improved metabolic function and reduced triglyceride levels (624). Data collected as 

part of the Study of Women’s Health Across the Nation, termed the SWAN study, 

showed that increased levels of blood PAI-1 was associated with increased risk of 

cardiovascular and metabolic complications (625). This was the case even when 

confounding factors including age and BMI were accounted for. Elevated PAI-1 has 

also been associated with increased risk of atherosclerosis (626). Furthermore, a 

sustained increase in blood PAI-1 levels has been observed during the acute phase 

of ischemic strokes in patients (627) and has been linked to other cerebrovascular 

conditions (628). The majority of conditions associated with increased levels of PAI-

1 have also been associated with immune dysregulation, increased risk of infection 

and a weaker immune response. Obesity (432), diabetes (629), stroke (630), and 

cardiovascular disease (631) have all been associated not only with an increased risk 

of infection, but also with a worse recovery after an infection. Perhaps PAI-1 can 



244 
 

provide the link between the already altered lipid metabolism and the diminished 

infection response. 

In some of these conditions, particularly those associated with vascular tissues, this 

increase in PAI-1 has been linked to impaired fibrinolytic activity. For example, obesity 

increases the risk of atherosclerosis. One major component of atherosclerotic 

plaques is fibrin. The elevated PAI-1 in obese individuals would prevent the 

breakdown of this fibrin, resulting in increased plaque formation and size. Similarly 

obesity, alongside atherosclerosis and diabetes, also massively increases the risk of 

stroke, which again is thought to be linked to fibrinolytic activity. However, whilst this 

is the main impact of elevated PAI-1 studied in these conditions, it does not mean 

this is the only effect PAI-1 has in these conditions. For example, many of these 

diseases majorly affect many metabolic pathways, including lipid metabolism. Thus, 

the role of PAI-1 within this requires greater investigation, including what causes this 

increase in circulating PAI-1.  

Outside of infection, higher levels of PAI-1 have been associated with poor prognosis 

in breast cancer (632). In fact, several cancers have been shown to upregulate PAI-1 

(633).  Alongside this, many cancers including haematological cancers have adapted 

to use fatty acids as an energy source (634). Several mechanisms that control free 

fatty acid uptake and metabolism are altered in cancer cells to support their survival. 

In models of triple negative breast cancer, PAI-1 activated the ERK signalling cascade 

and promoted mitochondrial fragmentation (635). Pharmacological inhibition of PAI-

1 using Tiplaxtinin prevented PAI-1 induced ERK activation and prevented cell 

migration. PAI-1 has also been shown to be elevated in patients with multiple 

myeloma (636). Reducing PAI-1 levels by silencing Stomatin-like protein 2 (known to 

be overexpressed in other cancers), prevented multiple myeloma cell proliferation 

(637). Thus, too much PAI-1 may be detrimental for patient outcomes in both 

infection and cancer. 

Metabolically, other studies support this thesis’ findings, that PAI-1 can alter hepatic 

fatty acid metabolism. For example, Levine et al., 2021 provided evidence that PAI-1 

is a critical regulator of hepatic lipid metabolism, by directly regulating numerous 

genes associated with lipid homeostasis including PCSK9 and FGF21 (593). 
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Inhibition of PAI-1 using TM5614 in obese mice prevented obesity associated 

hyperlipidaemia, further supporting the role of PAI-1 in regulating fatty acid 

metabolism. Additionally, PAI-1 levels have been shown to be elevated in patients 

with MASLD, further providing a link between PAI-1 and liver fatty acid metabolism. 

Not only that, but studies have demonstrated that plasma PAI-1 levels are more 

strongly associated with PAI-1 expression in the liver than in adipose tissue, and this 

was further correlated with hepatic fat accumulation, referred to as hepatic steatosis 

(638). This same study also proposed that liver steatosis induced TNF dysregulation 

could be part of the signalling cascade leading to increased PAI-1 expression in the 

liver. Pharmacological and genetic inhibition of PAI-1 prevented obesity induced 

hepatic steatosis, however did not affect obesity associated hepatic inflammation 

and fibrosis (639). This further supports the specificity of PAI-1 in regulating hepatic 

fatty acid metabolism and not just hepatic inflammation in general.  

7.2.4 PAI-1 may work specifically to downregulate hepatocyte fatty acid 
metabolism without affecting glucose metabolism. 

The results presented in this thesis identify PAI-1’s ability to induce the 

downregulation of hepatic fatty acid metabolism, including reduced LCFA uptake 

using both in vivo and in vitro models. In vitro, hepatocytes treated with PAI-1 had 

reduced fatty acid associated mitochondrial respiration under both normal and 

stressed conditions. Whilst the literature supporting this is limited, some studies 

have shown that PAI-1 can alter mitochondrial oxygen production under stress 

conditions. However, this effect was not seen under resting steady state conditions 

(640). Furthermore, PAI-1 knockout mice had reduced mitochondrial depolarisation 

and increased smooth muscle death when oxidative stress was induced by hydrogen 

peroxide (640). It should be noted that both of these studies used oxidative stress to 

model stroke pathology, and thus were not specifically investigating metabolism. 

However, results from studies such as these can provide crucial insights into a variety 

of other pathways and diseases linked to PAI-1. Furthermore, mouse models of 

obesity have demonstrated that PAI-1 has been directly linked to adipocyte 

inflammation and downregulation of genes involved in mitochondrial biogenesis and 

function (594). 
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Interestingly, in this thesis, in hepatocytes fuelled with glucose instead of palmitic 

acid, recombinant PAI-1 was unable to induce the same downregulation of 

mitochondrial respiration. This provides evidence that PAI-1 may specifically target 

hepatic fatty acid metabolism and not just metabolism in general. Wider literature 

can support these findings. In triple negative breast cancer cell lines, PAI-1 promoted 

glycolysis over oxidative phosphorylation, increasing extracellular acidification rate 

(ECAR) (635). Furthermore, inhibiting glycolysis in bone marrow derived 

macrophages reduced PAI-1 secretion by nearly 50% (641). Both of these studies 

provide a link between PAI-1 and reliance on glycolysis. In multiple myeloma, 

downregulating PAI-1 expression reduced myeloma cell glucose consumption, and 

subsequent lactate production (637), further highlighting this link that PAI-1 levels are 

associated with increased glucose consumption. This also highlights one of the 

limitations of this thesis. Whether or not PAI-1 downregulated hepatic fatty acid 

metabolism without affecting glycolysis could have been investigated further. For 

example, the effect of glucose uptake into hepatocytes treated with PAI-1 could have 

been explored using a similar BODIPY assay. Moreover, this increased reliance of 

cells on glucose in response to PAI-1 may also partially explain the decrease in 

glucose levels seen in mice treated with LPS presented in this thesis. However, 

glucose regulation is complex and pharmacological inhibition of PAI-1 did not reverse 

this reduction in blood glucose levels. 

7.2.5 PAI-1 inhibition using TM5441 but not Tiplaxtinin prevented LPS-induced 
increase in circulating LCFAs 

In this study, pre-treating mice with the PAI-1 inhibitor TM5441 prevented the 

downregulation of liver fatty acid metabolism in response to LPS. This resulted in a 

decrease in circulating LCFAs. However, pre-treating mice with a different PAI-1 

inhibitor called Tiplaxtinin did not show the same effect. One reason for this could be 

that Tiplaxtinin has been shown to promote PAI-1 cleavage (592). Cleavage of PAI-1 

has been shown to impede the anti-proteolytic activity of PAI-1 and thus its effect on 

preventing the breakdown of fibrin blood clots. However, this anti-proteolytic activity 

may not be important in PAI-1’s role in the acute immune response to LPS. Studies 

using Tiplaxtinin have demonstrated using Western blotting that total PAI-1 protein 

does not decrease, and instead the ratio of cleaved PAI-1 to active PAI-1 increases 
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(592).  On the other hand, in experiments which used TM5441, Western blotting 

revealed a decrease in total PAI-1 protein, regardless of conformation (594). Data 

presented in this thesis supports these studies, as total serum PAI-1 content in mice 

treated with LPS and a combination of LPS and Tiplaxtinin was comparable. However, 

serum PAI-1 content was significantly lower in mice treated with both TM5441 and 

LPS compared to mice treated with LPS alone. This may indicate that TM5441 targets 

PAI-1 protein degradation, although the mechanism of action for TM5441 remains 

unclear. With little data confirming the binding site for Tiplaxtinin and none for 

TM5441, protein-ligand structure predictions were performed using Boltz-2 (Rowan 

Scientific. https://www.rowansci.com - accessed 2025-07-25). Boltz-2 is an open-

source deep learning model which can be used to predict protein-ligand structures 

using protein-ligand co-folding (642). Boltz-2 is a stochastic model that will produce 

different structures each time a prediction is run. Multiple runs predicted Tiplaxtinin 

binding to PAI-1 in the same place each time, in the pocket just above the vitronectin 

binding site (Figure 7.1). However, when predictions were run for PAI-1 with TM5441, 

50% of them predicted the same binding site as Tiplaxtinin, whilst the other 50% 

predicted TM5441 binds to PAI-1 lower down, specifically within the same binding 

site vitronectin has been shown to bind (643). Whilst this is only predictive software, 

if TM5441 and Tiplaxtinin bind to two different regions of PAI-1, this could potentially 

explain the differences observed within this study.  

https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.rowansci.com%2F&data=05%7C02%7Ck.hampton%40uea.ac.uk%7C923412ae5de644ffc3f408ddcd18166f%7Cc65f8795ba3d43518a070865e5d8f090%7C0%7C0%7C638892225928716892%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=lXuhngqhf%2B83L%2Bzt6Ui%2FSSxXLZ71dhgEO7DF0x62Mng%3D&reserved=0
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Figure 7.1, Predicted binding site for Tiplaxtinin and TM5441. 
Boltz-2 was used to predict protein-ligand structures using protein-ligand co-folding for 
Tiplaxtinin and TM5441. 

 

Other studies also support the potential role of TM5441 in inhibiting metabolic 

processes linked to PAI-1. For example, HepG2 cells, a hepatocellular carcinoma cell 

line, treated with TM5441 inhibited PAI-1-induced mitochondrial dysfunction and 

lipid accumulation (644). In mice, TM5441 prevented high-fat diet associated weight 

gain and improved insulin resistance (594). TM5441 treatment also normalised the 

dysregulation of JNK and Akt phosphorylation in adipose tissue and improved 

mitochondrial fitness. PAI-1 knockout mice fed a control diet had no difference in 

food intake or weight gain compared to WT mice. However, food intake was 

decreased in PAI-1 knockout mice fed a high-fat diet compared to WT mice, which 

resulted in a suppression in diet-associated weight gain (645). WT mice treated with 

TM5441 showed a similar result. Taken together, these results provide supporting 

evidence to the data presented in this thesis: that TM5441 can effectively inhibit PAI-

Tiplaxtinin 

TM5441 TM5441 
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1 and reverse some of the metabolic associated phenotypes associated with 

elevated PAI-1. The data presented in this thesis could be significantly strengthened 

by using a PAI-1 knockout mouse model to further support these findings.  

7.2.6 PAI-1 inhibition impaired HSC expansion in response to LPS 

This thesis provides evidence that inhibiting PAI-1 with TM5441 results in a reduced 

expansion of HSCs in response to LPS at 16 hours. HSC expansion in response to 

infection has been well documented (421). To cope with the rapid expansion of HSCs 

during emergency haematopoiesis, HSCs increase their energy production by 

switching from low ATP-yielding glycolysis to high ATP-yielding mitochondrial 

oxidative phosphorylation (613). It is this metabolic switch which provides enough 

energy to enable rapid HSC expansion and differentiation into downstream progeny 

to increase the immune cell pool and effectively clear the infection. The expression 

of CD36 on HSCs significantly increases in response to infection (421). This allows 

HSCs to increase their fatty acid uptake. CD36 mediated LCFA uptake is so crucial 

for HSC expansion that loss of CD36 prevented fatty acid uptake into HSCs, impairing 

HSC cycling and expansion (420, 421). Furthermore, loss of CD36 has also been 

shown to directly affect the rate of FAO (422), highlighting the importance of LCFA 

uptake into HSCs to fuel ATP production.  

Therefore, the reduction in HSC expansion demonstrated in this thesis is likely to be 

directly related to the prevention of LCFA accumulation within the serum by PAI-1 

inhibition. Because HSCs no longer have the necessary fuel to drive rapid ATP 

production, this may slow HSCs ability to replicate and expand. Long-term HSCs 

have been shown to only increase uptake of LCFAs, and not MCFAs or SCFAs in 

response to LPS (421). Using palmitate tracing and subsequent metabolomic 

analysis has further demonstrated that HSCs and their progenitors specifically 

engage in LCFA associated FAO (546). Despite this, short-term HSCs have been 

shown to increase both SCFA and LCFA uptake in response to LPS (421). This 

highlights another limitation of this thesis, that the expansion of different 

subpopulations of HSCs was not assessed. Additional markers could have been 

added to the HSC flow cytometry panel to further subdivide the HSC population into 

long and short-term HSCs. Even so, CD36 expression on HSCs is critical for HSC 
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expansion, which is specifically a LCFA transport protein. Thus, it can be concluded 

that LCFAs are essential for HSC expansion. In fact, the proliferative capacity of HSCs 

has been directly linked to the availability of fatty acids. Increasing the serum 

content, which contains an abundance of LCFAs, in the media of cultured HSCs 

increased their proliferation (646). Conversely, HSCs cultured in serum-free media, 

which would have extremely low LCFA content, had significantly reduced HSC 

expansion even when cytokines known to induce HSC proliferation were added. The 

small amount of expansion seen was then shown to be due to the HSC itself 

synthesising the necessary LCFAs (646). Taken together, this provides evidence that 

HSCs require LCFAs to expand, and that reducing LCFA availability by PAI-1 inhibition 

may potentially be the cause of the reduction of HSC expansion in response to LPS. 

Interestingly, this thesis demonstrated that whilst PAI-1 inhibition using TM5441 

reduced HSC expansion in response to LPS, this was not the case for bone marrow 

LSK or MPP cells. Both the population of LSKs and MPPs per 100,000 bone marrow 

cells still significantly increased in response to LPS even with PAI-1 inhibition. One 

potential explanation for this, is that LSKs expand independently of HSCs. However, 

studies have demonstrated that CD36 knockout mice have impaired LSK and MPP 

expansion in response to LPS (421). This implies that CD36, and thus LCFA uptake, is 

crucial for LSKs and MPPs as well. In steady state, the population of HSCs is 

maintained by balancing differentiation and proliferation (647). During the initial 

phase of emergency haematopoiesis, this balance switches to favour proliferation 

over differentiation (311, 648). This results in an increase in HSC numbers. Once 

enough HSCs have been produced and the infection is under control, the scale is 

flipped and differentiation is favoured to produce the remaining immune cells 

required, whilst allowing the population of HSCs to return to pre-infection numbers 

(648). Therefore, an alternative explanation for increased LSK and MPP populations 

in the absence of HSC expansion, is that when the supply of LCFAs for HSCs is lower 

than the demand, the rate of HSC proliferation under stress is lower. This may then 

shift the balance towards HSC differentiation. Overtime, higher rates of HSC 

differentiation compared to proliferation would result in a reduction of HSC 

expansion without impacting the production of LSKs and MPPs. However, the role 

that PAI-1 plays on HSCs themselves, along with any effects TM5441 may have on 
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HSCs still needs to be fully characterised to confirm if it is the reduction of circulating 

LCFAs alone which is impacting this LPS-induced HSC expansion presented in this 

thesis.  

7.2.7 Platelets release PAI-1 when stimulated with LPS 

Results in this thesis provide evidence that platelets can directly release PAI-1 in 

response to LPS. Whilst platelets express the LPS receptor TLR4, they do not express 

CD14, which is thought to be an essential component of the TLR4 signalling cascade, 

important to enable TLR4 to recognise and bind LPS (649). Thus, it has been widely 

debated whether or not LPS can directly activate platelets (650). Despite this, plenty 

of studies have reported that LPS can indeed directly active platelets, through a 

TLR4/MyD88 dependent pathway (651). For example, it has been demonstrated that 

LPS can induce α-degranulation within platelets. Increased expression of granule-

stored proteins was detected on the surface of these platelets within 1 hour of LPS 

exposure, which further increased when stimulated for longer (652). This provides 

evidence that platelets can indeed be activated by LPS, and allow the release of 

factors and proteins stored within their α-granules. 

Some of the controversy around LPS-induced platelet activation may come from the 

method used to isolate platelets. For example, it has been shown that platelets can 

absorb CD14 from the surrounding plasma to aid LPS/TLR4 signalling (606). However, 

if the surrounding plasma has been removed from the platelets during the isolation 

protocol, then there may be no availability of CD14 to enable platelet activation by 

LPS. For this thesis, platelets were isolated and kept in their platelet rich plasma, 

meaning that the platelets would still have access to any CD14 readily present in the 

plasma.   

Platelets retain the mRNA and machinery to synthesise large amounts of PAI-1 (600). 

Whilst literature is incredibly limited as to if platelets can release PAI-1 in response to 

LPS, there is a larger body of evidence proving that activating platelets using factors 

associated with acute stress induces the rapid release of PAI-1. For example, studies 

have demonstrated that treating platelets with thrombin triggers them to rapidly 

release active PAI-1, this prevents the breakdown of fibrin clots through α-

degranulation (599). Additionally, hypoxic stress has been shown to increase platelet 



252 
 

PAI-1 synthesis and release PAI-1 through extracellular vesicle shedding (653). 

Collectively, studies such as these provide evidence that PAI-1 can be synthesised 

and released from platelets in response to acute stress. 

Whilst the exact mechanism behind PAI-1 release from platelets is not yet fully 

understood, platelets are not the only cell type able to produce PAI-1. Thus, other cell 

types can provide mechanistic insights which may be relevant to platelets. In models 

using LPS, studies have shown that LPS-induced PAI-1 expression was accompanied 

with an upregulation of microRNA-19b in human aortic endothelial cells. Treating 

cells with anti-microRNA-19b significantly decreased LPS induced PAI-1 expression 

(654). MicroRNAs are a type of short, non-coding RNA which often play an important 

role in regulating gene expression. Additionally, treating these endothelial cells with 

a STAT-3 inhibitor also attenuated LPS-stimulated PAI-1 expression (654). 

Mechanistically, LCFAs themselves have also been shown to affect PAI-1 secretion 

from certain cell types. For example, treating endothelial cells with oleic (C18.1), 

linoleic (C18.2), linolenic (C18.3) and eicosapentaenoic acid (C20.5) significantly 

increased the amount of PAI-1 secreted by cells (655). However interestingly, palmitic 

(C16) and stearic acid (C18) had no effect on endothelial cell PAI-1 secretion. This 

may indicate a feedback mechanism, that PAI-1 helps increase circulating LCFAs, 

which in turn drives other cells and tissues to produce PAI-1. Taken together, this 

provides some insight into the potential mechanism of LPS-induced PAI-1 

expression.  

7.2.8 Platelet depletion partially ameliorates the LPS-induced increase in 

circulating LCFAs 

In this thesis, the data presented demonstrates there is a dramatic spike in serum 

PAI-1 within 90 minutes of LPS treatment. Whilst many tissues are able to synthesise 

PAI-1, platelets are the most obvious source of this PAI-1. This is because platelets 

are able to store large amounts of PAI-1, which can then be rapidly released when 

needed. The data presented in this thesis supports the importance of platelets in 

LPS-induced PAI-1 release. Depleting platelets from mice prior to LPS treatment 

resulted in a significant reduction in plasma PAI-1 levels. This was associated with a 
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partial prevention in the downregulation of liver fatty acid metabolism, and a 

reduction in circulating LCFAs in response to LPS.   

The role of platelets in increasing blood PAI-1 levels may be unique to infection and 

subsequent immune response. Obesity and diabetes have been associated with 

increased levels of blood PAI-1. However, platelets isolated from these individuals 

did not have any increase in platelet Serpine1 gene expression (the gene encoding 

PAI-1), nor PAI-1 protein levels compared to healthy controls (603). Furthermore, it 

has been stipulated that adipose tissue is the main contributor of elevated PAI-1 

levels in these metabolic disorders. Obesity is strongly associated with chronic low-

grade inflammation, which includes elevated levels of TGF-β (656). Using both in vivo 

and in vitro models, adding TGF-β increased adipocyte Serpine1 expression, which 

correlated with increased plasma PAI-1 (657). Adipocyte-derived PAI-1 is 

predominantly expressed from visceral fat and is released into the blood in 

proportional to visceral fat mass (658). On the other hand, acute triggers such as 

trauma and hypoxia have been shown to cause platelets to rapidly release large 

quantities of PAI-1 (653). Thus, different cell-types synthesising and releasing PAI-1 

may play different roles in PAI-1 production depending on if it is an acute or chronic 

response.  

Clinical findings further support the importance of platelets in the innate immune 

response to infection. For instance, thrombocytopenia has been associated with 

impaired immune function and increased susceptibility to more serious infections 

(659). Furthermore, patients suffering from the autoimmune disease immune 

thrombocytopenia (ITP) are more vulnerable to infections (659). In ITP, the immune 

system inappropriately attacks and destroys platelets, resulting in low platelet 

numbers (660). One explanation to why ITP patients are at an increased risk of 

infections is that due to low platelet numbers, they do not have the reserve of PAI-1 

normally stored within platelets to rapidly increase serum PAI-1 levels to the required 

levels. This could affect the liver’s ability to downregulate hepatic fatty acid 

metabolism and increase circulating LCFAs to fuel emergency haematopoiesis. 

However, ITP patients have been shown to have elevated levels of PAI-1 compared to 

both healthy individuals and chemotherapy induced thrombocytopenic patients 

(661). This could imply that PAI-1 is released from platelets when targeted by the 
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immune system during ITP. Adding to this, a high proportion of ITP patients suffer from 

hyperlipidaemia as well as other metabolic diseases including cardiovascular and 

cerebrovascular disease (662). A study characterising serum lipid levels in ITP 

patients found that NEFA levels (circulating free fatty acids) were high, with a mean 

of 51.3 mmol/L (663). Although this study did not report the NEFA in healthy 

individuals, other studies have reported healthy controls to have a fasting NEFA of 

between 0.5-1.3 mmol/L (664, 665). Thus, when considered together this provides a 

potential link between elevated PAI-1 levels and increased circulating fatty acids in 

individuals with ITP. Interestingly, sustained ITP has been shown to increase the 

number of functional long-term HSCs, although this study did not check PAI-1 or 

NEFA levels (666). Perhaps increased PAI-1 due to platelet destruction results in 

increased NEFAs and this in turn leads to expansion of long-term HSCs, although no 

study has directly investigated this and thus this can only be hypothesised.  

7.2.9 PAI-1 and immune cells 

Finally, this thesis provided evidence that inhibition of PAI-1 using TM5441 reduced 

the LPS-induced increase in liver neutrophils. At 6 hours, LPS resulted in a significant 

increase in liver neutrophils, however this was not seen in mice pre-treated with 

TM5441. This may be linked to the reduction PAI-1 levels in the combination 

treatment group compared to LPS alone. Studies have demonstrated that PAI-1 can 

inhibit neutrophil apoptosis, prolonging neutrophil survival (667). PAI-1 has been 

shown to play a key role in the inflammatory response following an ischaemic event, 

directing neutrophils to the site of injury (668). Furthermore, PAI-1 has been shown to 

regulate neutrophil infiltration into the colon during inflammatory bowel disease via 

NF-κB (669). A different study investigating chronic obstructive pulmonary disease 

treated mice with TM5441. They also observed a reduction in neutrophil count within 

the lungs of mice treated with TM5441 compared to mice treated with cigarette 

smoke extract alone (670). Collectively, studies such as these provide evidence for 

the link between PAI-1 and neutrophil infiltration in response to inflammation, and 

support the findings of this thesis. 

Data presented in this thesis also demonstrated that depleting platelets prior to LPS 

treatment had the same reduction in LPS-induced neutrophil infiltration into the liver. 
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Again, this was associated with a reduction in serum PAI-1 levels. Platelets have been 

shown to interact with neutrophils during infection and inflammation (671). For 

example, LPS induced degranulation and P-selectin expression in platelets. This 

promoted neutrophil binding. Neutrophils are an important cell within the innate 

immune response, able to trap pathogens via the release of neutrophil extracellular 

traps as well as phagocytose them (672). Platelet-neutrophil interactions have been 

shown to be key within this inflammatory response, aiding neutrophil activation 

(673). Thus, it is not surprising that depleting platelets prior to LPS lead to a reduction 

in neutrophil infiltration into the liver in response to LPS. Interestingly, the findings in 

this thesis included that neutrophil numbers within the liver also significantly 

increased in platelet depleted mice compared to healthy controls. Whether or not 

this is due to the loss of platelets themselves, to the subsequent reduction in PAI-1 

levels or a combination of both warrants further investigation. Data presented in this 

thesis would indicate that it is likely a combination of both the platelet itself as well 

as the PAI-1 released contributing towards liver neutrophil infiltration in response to 

LPS.   
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7.3 Limitations 

Although the data presented in this study provided new insights into the regulation of 

LCFA availability in response to LPS, there are several important limitations to 

consider. One major limitation to this thesis is the sole use of LPS as an infection 

mimic. To confirm that these findings are relevant to infection in general, key 

experiments would need to be repeated using alternative models of infection, such 

as S. Typhimurium. Whilst there were initially plans to do this, due to time constraints 

these experiments were unfortunately not performed. In vivo experiments were 

planned in accordance with home office guidelines and careful consideration of the 

3Rs (Replacement, Reduction and Refinement). Therefore, experiments using S. 

Typhimurium were planned in conjunction with the use of PAI-1 inhibitors to 

maximise experimental potential. However, due to the first PAI-1 inhibitor selected 

(Tiplaxtinin) being unsuccessful, the subsequently planned S. Typhimurium 

experiments were delayed until an appropriate inhibitor was identified. Experiments 

using the alternative PAI-1 inhibitor (TM5441) in combination with LPS were only 

performed right at the end of this project and thus there was unfortunately no time to 

conduct the planned S. Typhimurium experiments. Whilst this is not ideal, LPS has 

been shown to be an effective method to model infection and thus the findings of this 

thesis are still important. 

Another considerable limitation is the reliance of this project on gene expression to 

characterise liver fatty acid metabolism. Liver bulk-RNA sequencing demonstrated 

that the gene expression of multiple fatty acid transporters was significantly 

downregulated in response to LPS treatment. However, it would have been valuable 

to perform some immunohistochemical analysis of liver sections to visualise if this 

gene downregulation correlated with a reduction in LCFA transport protein. This 

would have complemented the in vitro assays, measuring C16 BODIPY uptake into 

hepatocytes, whilst providing valuable insights into LCFA protein expression in the 

liver in vivo. 

Adding to this, whilst many of the in vitro experiments were performed using both the 

hepatocyte cell line (AML12s) and primary hepatocytes, unfortunately due to the 

difficulties in obtaining primary hepatocytes, none of the PAI-1 inhibitor experiments 
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were done using primary hepatocytes. Whilst this is a limitation of this project, the 

hepatocyte cell line and primary hepatocytes appeared to react in very similar ways 

and thus this strengthens the argument that the AML12 cell line is an appropriate 

model of mouse hepatocytes in the absence of the availability of primary 

hepatocytes.  

Another factor not fully explored in this project is the effect of PAI-1 and PAI-1 

inhibition on HSCs themselves. Whilst the literature is incredibly limited, there are a 

few studies which implicate PAI-1 in HSC engraftment success. HSCs treated with a 

PAI-1 inhibitor prior to transplantation showed an increased engraftment level 

compared to untreated HSCs (674). It would have been interesting to explore the 

effect of PAI-1 on HSCs themselves. However, the primary aim of this project was to 

characterise how the availability of LCFAs is regulated in response to infection and 

thus these experiments were not prioritised.  

Finally, a considerable limitation of this study is that it does not consider the impact 

of PAI-1 inhibition on recovery following infection. It would have been interesting to 

explore if PAI-1 inhibition delayed or prevented infection recovery. Again, the primary 

aim of this project was to study the initial acute response to infections and for this 

reason the experiments characterising the recovery phase were not prioritised. 

Again, because LPS is only a bacterial mimic, it would be more suitable to study 

recovery following infection using alternative models such as S. Typhimurium.  
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7.4 Future work 

The main aims and objectives of this study were addressed in this thesis. However, 

as is often the case with research, there are still many interesting questions left and 

some key important experiments that could have been done to further strengthen 

this project. The main and most obvious would be to perform both LPS and S. 

Typhimurium experiments using PAI-1 knockout mice. Whilst PAI-1 knockout mice are 

available to purchase, buying and shipping new mouse strains is expensive. 

Therefore, due to the high costs, this project did not use them. However, if PAI-1 

knockout strains had been available during this project, several key experiments 

would have been done. Firstly, do levels of circulating LCFAs increase in the serum of 

PAI-1 knockout mice treated with LPS? If these knockout mice have impaired 

downregulation of hepatic fatty acid metabolism, and subsequently reduced 

availability of LCFAs in response to infection, similar to results seen in mice pre-

treated with a PAI-1 inhibitor, then it would be interesting to characterise if this has a 

knock-on effect on HSC expansion. Furthermore, PAI-1 knockout mice would be ideal 

to study whether loss of PAI-1 affects recovery following infection and/or infection 

severity.  

Finally, the other important next experiments which warrant further investigation 

would be to identify the mechanism of action. Whilst this project identified PAI-1 as 

the causative factor downregulating hepatic fatty acid metabolism in response to 

LPS, it did not identify the mechanism by which this occurs. Using the bulk-RNA 

sequencing data along with experiments already done, candidates of master 

regulators of fatty acid metabolism could be identified. Further experiments could 

then be done, both in vivo and in vitro, pharmacologically targeting the most likely 

candidate(s), either agonising or antagonising it depending if it was up or 

downregulated in response to infection. If possible, genetic knockdown models, 

either using siRNAs or a liver specific knockout mouse model for that gene could then 

be done to confirm these findings. Finally experiments such as phospho-arrays could 

be performed to identify the signalling pathway involved in the downregulation of 

hepatic fatty acid metabolism in response to infection.  This could then be confirmed 

using drugs to target that specific pathway. Taken together, these experiments could 

provide the mechanistic insight into how PAI-1 induces the downregulation of liver 



259 
 

fatty acid metabolism in response to infection, a key element currently missing from 

this project.  

7.5 Conclusion 

In conclusion, this thesis provides evidence that 6 hours after LPS infection, several 

key liver fatty acid uptake and metabolism genes are significantly downregulated. 

This corresponds with a significant increase in the availability of circulating LCFAs. In 

vitro assays using hepatocytes demonstrated that circulating cytokines released in 

response to LPS caused this downregulation of hepatic fatty acid metabolism. A 

cytokine array of serum from LPS-treated mice revealed significant upregulation of 

several cytokines and chemokines. Of these, only PAI-1 significantly decreased LCFA 

uptake and metabolism in hepatocytes and reduce hepatocyte fatty acid associated 

mitochondrial respiration. Furthermore, mice treated with recombinant PAI-1 

showed significantly increased circulating LCFAs and decreased liver fatty acid 

metabolism genes.  

Pharmacological inhibition of PAI-1 using TM5441 prevented the downregulation of 

hepatic fatty acid metabolism both in vitro and in vivo, resulting in a reduction in the 

availability of circulating LCFAs in response to LPS. Subsequently, pre-treating mice 

with TM5441 prior to LPS injection resulted in a significant reduction in HSC 

expansion normally seen in response to LPS. Furthermore, this project identifies 

platelets as an important producer of PAI-1 in the acute immune response to LPS. Up 

to 90% of PAI-1 is stored in platelets. This thesis demonstrates that platelets can 

rapidly release PAI-1 in response to LPS. Depleting platelets from mice prior to LPS 

infection resulted in a significant reduction in circulating PAI-1 levels. This partially 

reversed the downregulation of hepatic fatty acid metabolism and reduced the 

availability of circulating LCFAs.  

Overall, the data presented in this thesis provides new insights into the metabolic 

changes occurring in response to LPS, which regulates the availability of circulating 

LCFAs necessary to fuel HSC expansion during emergency haematopoiesis.   
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9 Appendix 
 

 

Figure 9.1, FMOs for HSC panel. 
FMOs for HSC flow panel to demonstrate the gating strategy. This links to Figure 3.1. 
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Figure 9.2, FMOs for liver immune cell panel. 
FMOs for the liver immune cell panel. This links to Figure 3.15. 
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Figure 9.3, FMOs for peripheral blood and mature bone marrow cell panels.  
FMOs for peripheral blood and mature bone marrow cell panel. This links to Figure 5.39. 

 


