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Abstract— The global energy demands are growing every 
year, and fossil fuels  won’t  be  able  to  fulfill  our  energy 
needs in the near future. Carbon  emissions  from  the  fossil 
fuels hit an all-time high in 2018 due to increased energy 
consumption around the globe. On the other hand, renewable 
energy is an emerging technology and considered as a reliable 
alternative to the fossil fuels. It is much safer and cleaner than 
conventional sources. With the advancements  in  technology, 
the renewable energy sector has made significant progress in 
the last decade. One most significant challenge, the large scale 
renewable energy farms are facing is the un-predictability of 
the weather patterns. This stochastic nature of the weather data 
is impacting the solar and wind farms significantly. Although, 
the classical technologies are in place for weather forecasting 
but they are not efficient enough to give a feedback to the base-
station  for  any  sudden  change  or  future  predictions. The 
demand for renewable energy will only increase in the 
future. And, that is why renewable energy companies need to 
invest in Artificial Intelligence (AI), Internet-of-Things (IoT), 
and other emerging technologies to improve productivity and 
overcome the shortfalls. Even the large consumers of renewable 
energy, like supermarkets, factories, offices, railways can use AI 
technology to make data-driven decisions on power usage and 
demand. In this article, we present an overview of AI techniques 
for modelling, prediction and forecasting of wind farming data. 
Additionally, we have presented economic impact of low carbon 
energy techniques by analysing the climate change patterns and 
diverse sources of power generation for the Scotland, United 
Kingdom region, as a case study. 

I. INTRODUCTION 

Motivated by the recent technological advancements and 

increasing concern over the sustainability and environmental 

impact of conventional fossil fuel usage, the likelihood of 

producing clean, sustainable power in substantial quantities 

from renewable energy sources triggered interest around the 

globe [1], [2]. The power distribution grid is one of the 

complex networks on Earth, but it is evolving rapidly with 

the addition of variable low carbon energy sources. Due to 

the inherent stochastic nature of the wind and solar, the 

current grid faces many challenges in accommodating the 

diversity of renewable energy [3]. The utility industry needs 

digital smart systems that can help improve the integration of 

renewable into the existing grid and make renewable energy 

an equal player in the energy supply. That is the reason, AI 

technology can improve the reliability of renewable energy 

and modernize the overall grid [4]. The energy grid can 

be interconnected with devices and IoT sensors to collect 

a large amount of data that can be coupled with the cloud 

servers for real-time storage [5]. When integrated with AI, 

this data can give new insights to the grid operators for better 

control operations. It offers flexibility to the energy suppliers 

to cleverly adjust the supply with demand. Additionally, 

machine-to-machine (M2M) communications and advanced 

IoT sensors can make weather and load predictions that can 

overall improve the integration and efficiency of renewable 

energy sector. AI can help with the integration of micro- 

grids and managing distributed energy. When the renewable 

energy generated power is added to the primary grid, it 

becomes hard to balance the energy flow with-in the grid 

[6]. The AI-powered control system can play a vital role 

in solving the quality and congestion issues especially for 

the next generation digital sub-station scenarios. The AI- 

powered predictive analysis can predict the future weather 

and wind patterns but also collect the data from wind turbine 

sensors to monitor wear and tear. The system will monitor 

the overall health of the equipment and alert the operator 

when the maintenance is needed [7]. 

II. ECONOMIC IMPACT OF LOW-CARBON ENERGY 

Climate change has been seen as an emerging global affair 

and is the defining issue of our generation [8]. From the 

changing weather patterns [9], that are causing long term 

damage to the food production, catastrophic flooding, rising 

of sea beds, melting of the northern glaciers, damaging the 

ozone layer, it is a well known fact that the impacts of 

climate change are wide ranging and unprecedented in scale 

[10]. Greenhouse gases are instinctive in nature and are 

essential for the survival of living beings [11], by keeping 

some of the solar warmth from reflecting back into space and 

making earth livable. But after exponential increase in the 

industrialization, deforestation, and large scale agriculture, 

quantities of greenhouse gases in the atmosphere have risen 

to the record levels in recent centuries [12]. As populations, 

economies and standards of living grow, so does the aggre- 

gate level of greenhouse gas (GHGs) emissions. 

Due to the research data collected from the observatories 

around the world [13], it is a well-established fact that the 

average increase in the temperatures is due to the burning 

of fossil fuels [14] that are indirectly linked to the economic 

development indicators [15]. These facts are: 

1) The concentration of GHGs in the earth’s atmosphere 

due to the fuels is directly linked to the average global 
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Fig. 1. Analysis of the output data of: (top) regional average air 
temperatures over land and change to GHG and (below) number of weather 
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temperature on the earth. 

2) The concentration has been rising steadily, and mean 

global temperatures along with it, since the time of the 

industrial revolution and economic development. 

3) The most abundant GHGs, accounting for about two- 

thirds of GHGs, carbon dioxide (CO2), is largely the 

product of burning fossil fuels and not using the 

renewable energy resource. 

In order to give a comprehensive assessment of the rise 

of average temperatures over the last 3 centuries due to the 

cumulative CO2 emissions, we analyzed the data ranging 

from the year 1750 till 2013 1. From the data, as depicted in 

Fig. 1 and 2, the average temperature increase in the United 

Kingdom (UK) is approximately +2.3 deg-C in 100 years 

time and that can be linked with the massive industrialization. 

Global warming [16] mitigation requires rapid, far-reaching 

and unprecedented changes in all aspects of economy, in- 

dustry and society. The two well-known conventions, i.e. 

Kyoto Protocol [17] and Paris Agreement [18], stipulates 

that the targets to reduce the greenhouse emissions are 

strengthen over time, both in ambition and scope due to 

the general trends in research and development of renewable 

(low carbon) energy resources [19]. 

Promotion and investment [20] in low carbon and related 

technologies by the governments is a positive way forward. 
 

1Source of Data Sets: Berkeley Earth Library (Climate Science and 
Strategic Analysis), www.berkeleyearth.lbl.gov 

Fig. 2. Analysis of the output data of: (top) regional mean of daily high 
temperatures and (below) regional mean of daily low temperatures (monthly 
mean observations:15M) 

 

 

Already massive subsidies [21], to foster the low carbon 

technologies is having major impact on energy prices, fuel 

poverty, off-shore and on-shore wind farming, bio-fuels, 

electric vehicles etc. For elaboration, we take the case-study 

of wind farming in the Scotland region as compared to the 

rest of the United Kingdom that is the major share of low 

carbon energy in this region, as depicted in Fig. 3. On-shore 

wind farming are at or near the point where they can supply 

electricity to the grid without subsidy. But one of the key 

factors that hinders new developments is uncertainty about 

the costs and installation of the projects with respect to the 

energy generated and supply  to  the  domestic  consumers, 

as in Fig. 4. These statistics, clearly depicts the demand, 

generation through renewables and storage. This emphasize 

and translates into the data-driven approach to efficiently and 

intelligently harvest the low carbon energy [22]. The data in 

Fig. 4 depicts the time-line graph for the grid in Scotland, 

United kingdom. The data is normalised and modelled in 

proportion to the wind power and demand data2. 

To meet future usage for clean and sustainable energy, 

tremendous progress has been achieved in development for 

scavenging wind energy [23]. Most recently, the researchers 

have developed advanced harvesting techniques, such as 

triboelectric nano-generators to enhanced the generation of 
 

2Source of Data Sets: UK National Grid Status, Scottish Scientists. 
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Fig. 3. Deployment of Renewable Energy Technologies as at the end of 
2017. (Statistics: BEIS Renewable Energy Planning Database (REPD)) 

 

 

energy from wind farms. Despite of the hardware advance- 

ments, the vital challenge of adapting wind farming on large 

scale is the control of its un-certain output. The efficacious 

solution to this problem is the precise estimate of the future 

wind power mainly dependent on the weather patterns, i.e. 

data analytics. The correct Wind Power Forecasting (WPF) 

helps in improving the operation scheduling of power sys- 

tems. The operating schedule for backup generators and 

storage systems are optimized based on the accurate WPF 

[24]. 

III. DEEP NEURAL NETWORKS FOR LOW CARBON 

ENERGY 

It is widely accepted that accurate WPF significantly 

reduces the risks of incorporating wind power in power 

distribution networks [25]. Generally, the WPF results are in 

the deterministic form (i.e., point forecasting). Reducing the 

forecasting errors of WPF is the focus of many researchers 

[26]. A point forecasting is the estimated value of future 

wind energy generation. However, wind power generation 

is a random variable having a Probability Density Function 

(PDF), and point forecasts are unable to capture the un- 

certainty of this random variable. This is the limitation of 

the point forecasts. Therefore, point forecasts have limited 

use in stability and security analysis of power systems [27] 

especially for the low carbon energy technologies. To over- 

come the limitation of point forecasts, artificial intelligence 

(AI) or Deep Learning Methods (DLM) are widely used in 

the field of WPF. Deep Neural Networks (DNN) have the  

inherent property of automatic modeling of the wind power 

characteristics [28]. The energy data collected and modelled 

with high accuracy proved to be a useful resource for wind 

power predictive analytics. Recently, big data driven models 

show significant accuracy in wind power forecasting, and 

the most impactful examples are Google Deep Mind Project 

[29], Australia’s First AI based Wind Farm [30] and Makani  

Shell Wind Kites Project [31]. 

A. Google DeepMind Wind Farm Project 

In early 2019, Google and DeepMind started a project 

for on-shore wind farms, where machine learning (ML) 

algorithms are applied to a 700 megawatts facility located 

in central United States. These wind farms are a part of 

Google’s global fleet of renewable energy projects [32]. 

Using a deep neural network trained on widely available 

weather forecasts and historical turbine data, the researchers 

configured the DeepMind system [33] to predict wind power 

output 36 hours in-advance of actual generation, as predicted 

in Fig. 5. Based on these predictions, their model recom- 

mends how to make optimal hourly delivery commitments 

to the power grid a full day in advance. This is important, 

because energy sources that can be scheduled (i.e. can deliver 

a set amount of electricity at a set time) are often more 

valuable to the power grid.3 

Based on these algorithms, the Google has announced, 

they have boosted the value of wind generation by approxi- 

mately 20%. Moreover, by reducing the variability of wind 

power, the renewable energy source becomes sufficiently 

more predictable and valuable, giving wind farm operators 

more data-driven assessments of how to meet upcoming 

electricity demand, i.e. intelligent wind farming. 

B. Australia’s First AI Wind Farm Project 

In July 2019, Australia launched it’s first wind farm 

equipped with AI software developed by Advanced Micro- 

grid Solutions (AMS) [34]. AI software gives the researchers 

an edge to manage risk and improve margins in energy 

markets that are becoming more challenging with high pene- 

tration of renewable generation. Furthermore, the researchers 

have trained several hundred variations of the deep neural 

network model on energy generation and weather data. 

C. Makani Shell Wind Kites Project 

Makani Shell Wind Kites have the potential to accelerate 

access to new offshore wind areas and complement the 

expansion of low carbon industry ecosystem. Unlike most 

floating offshore wind technologies deployed at water depths 

greater than 50 meters, Makani’s kites don’t need to be 

supported by large complex platforms. Hence reducing the 

cost of regular maintenance and teleprotection [31]. Instead, 

the researchers plan to mount Makani’s  kite  on  a  small 

spar buoy moored with a synthetic line and gravity anchor. 

This is possible because Makani’s kites are 90% lighter than 

turbines of a similar power rating and the overall system is 

smaller, replacing tons of steel with lightweight electronics 

and smart intelligent software, which reduces overall costs 

of wind energy generation. This project also incorporates 

AI techniques to predict wind turbine failures, AI-managed 

radio to efficiently harness the wind energy. 

IV. INTELLIGENT WIND SPEED FORECASTING (I-WSF) 

Wind speed forecasting (WSF) is a very important pa- 

rameter for large-scale wind farms particularly due to the 

cost related issues, dispatch planning and energy market 

operations [35], [36]. These AI based algorithms are em- 

ployed for optimal operational policies and operating cost 

management [37], [38], load balancing [35], [39], site and 
 

3Source of Data: Google and DeepMind. 
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Fig. 4. Low carbon energy generation and storage in Scotland, United Kingdom (Peak Demand (52,500 MW), Store – 1.1 days x peak demand (1,385 
GWh), Wind – 5.5 x peak demand (288,600 MW), Back-up – 0.15 x peak demand ( 7,900 MW)) 

 
 

capacity planning [40], [41]  and  on-grid  contribution  of 

the energy with respect to the market trends [35]–[37]. 

Several heuristic approaches had been adopted to get the 

maximum power generation based on the measure of the 

nominal power and historical atmospheric data [42], [43]. 

While classical approach may help you to forecast energy 

demands and consumption but inaccurate WSF will become 

a potential point of failure of large scale on-shore and off-

shore wind farms [44]. Recently, data mining and AI based 

forecasting algorithms have been applied to the wind 

farming.By making use of both satellite data from weather 

forecasts and ML algorithms trained to analyze the industry’s 

data to make more accurate forecasting. The high-resolution 

weather forecasting is generated from satellite images. These 

images are then used to generate both large-scale and small- 

scale weather models. The ML algorithms analyze such big 

data and predicts the state of the atmosphere in a particular 

region. Support Vector Regression (SVR), is one of the AI 

algorithm, that has been used for prediction of wind speed 

and other atmospheric variables with positive results [45]– 

[49]. Before going in much details of SVR, here are the few 

important terms: 

• Kernal: The function used to map a lower dimensional 
data into a higher dimensional data. 

• Hyper Plane: The line that will will help us predict the 

continuous value or target value. 

• Boundary Line: There are two lines other than Hyper 
Plane which creates a margin . The support vectors can 

 
 

 
Fig. 5. Deep Neural Network (DNN) trained to make a model based on 
weather predictions for wind farms 36 hours in advance [32] 

 

be on the Boundary lines or outside it. This boundary 

line separates the two classes. 

• Support Vectors: These are the data points which are 

closest to the boundary. The distance of the points is 

minimum or least. 

SVR is considered as a non-parametric method because 

it mainly relies on the kernel functions. For simplification, 

Support Vector Machine (SVM) can also be used as a 

regression method, maintaining all the main features that 

characterize the algorithm (maximal margin). The SVR uses 

the same set of principles as the SVM for classification, with 

only a few minor differences. First of all, because output 

is a real number it becomes very difficult to predict the 

information at hand, which has infinite possibilities. In the  

case of regression, a margin of tolerance (epsilon) is set 

in approximation to the SVM which would have already 

requested from the problem [50]. But  besides  this  fact, 

there is also a more complicated reason, the algorithm is 

more complicated therefore to be taken in consideration. 

However, the basics are always the same: to minimize error 

ratio, individualizing the hyper plane which maximizes the 

margins, while keeping in mind that part of the error is 

tolerated, as depicted in Fig. 6. Mathematically, the linear 

SVR can be given as in Eq. 1. Basically, we are trying to 

decide a decision boundary at ‘ε’ distance from the original 

hyper plane such that data points closest to the hyper plane 

or the support vectors are within that boundary line. Thus 

the decision boundary is our margin of tolerance, i.e. we 

are going to take only those points those are within this 

boundary. 

 
i=1 

y = ∑(α − α∗).∗xi, x + b (1) 
N 

 

Whereas, for non-linear SVR methods, the kernel func- 

tions transform the data into a higher dimensional feature 

space to make it possible to perform the linear separation, 

as depicted in Fig. 7. 

Mathematically, this can be expressed as in Eq. 2 and 3. 
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Fig. 6. Schematic of the one-dimensional linear support vector regression 
(SVR) model. 

 

 
Fig. 7. Schematic of the one-dimensional non-linear support vector 
regression (SVR) model. 

 

 

 
i=1 

y = ∑(α − α∗).∗ϕ(xi), ϕ(x) + b (2) 
N 

i=1 

y = ∑(α − α∗).k(xi, x)+ b (3) 
N 

Whereas, the Kernel functions used to solve the above 

equations, i.e. the polynomial and Gaussian basis function, 

are given as in Eq. 4 and 5, respectively: 
 

k(xi, x)= (xi.x j )
d (4) 

I   I I2   

to the next generation renewable energy industry. With the 

help of advancements in the IoT infrastructure, smart grid 

will be able to analyze a vast  amount  of  data  collected 

from several sensors and make timely decisions on energy 

generation and allocation. The main challenge is to harness 

AI to improve the efficiency of wind and solar by using 

deep neural networks to enhance predictability of generation 

and grid stability. For this, industry have to adopt the latest 

trends, install new hardware that is capable of running AI 

algorithms, integrate AI in classical systems and have unified 

cyber-security standards. 
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