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Abstract. Let H “ Hr,npq,Qq denote an Ariki-Koike algebra over a field of characteristic p ě 0. For each

r-multipartition λ of n, there exists a H-module Sλ and for each Kleshchev r-multipartition µ of n, there

exists an irreducible H-module Dµ. Given a multipartition λ and a Kleshchev multipartition µ both lying
in a Rouquier block such that λ and µ have the same multicore, we give a closed formula for the graded

decomposition number rSλ : Dµsv when p “ 0 or when each component of µ has fewer than p removable

e-rim hooks.

1. Introduction

Let H “ Hr,npq,Qq denote an Ariki-Koike algebra. These algebras were introduced by Ariki and Koike [2]
as a simultaneous generalization of the Hecke algebras of type A, when r “ 1 and type B, when r “ 2. In
a natural generalization of the combinatorics which appear in the type A case, there is a class of important
H-modules, called Specht modules, which are indexed by the set of r-multipartitions of n. When H is
semisimple, these Specht modules form a complete set of non-isomorphic irreducible H-modules; otherwise,
the simple modules appear as the heads of a subset of the Specht modules.

One of the most important open problems in the representation theory of the Ariki-Koike algebras is to
determine the multiplicity rSλ : Dµs of a simple module Dµ as a composition factor of a Specht module Sλ;
it also seems to be a very difficult problem. Even when r “ 1, there are very few cases where there is a closed
formula for these decomposition numbers. However when r “ 1, the decomposition numbers are known for
certain blocks called Rouquier blocks or RoCK blocks.

The Rouquier blocks for the Hecke algebras of type A were defined by Rouquier [37]. Due to work on
them by Chuang and Kessar [8], many authors refer to them as RoCK (Rouquier or Chuang-Kessar) blocks.
Chuang and Kessar showed that a Rouquier block of FpSn of weight w ă p is Morita equivalent to the
principal block of Sp oSw, and hence they were able to prove Broué’s abelian defect group conjecture for the
Rouquier blocks; Chuang and Rouquier [9] later extended the proof of the conjecture to all blocks of FpSn

by showing that any block of weight w is derived equivalent to a Rouquier block. There is an elegant closed
formula for the decomposition numbers of Specht modules lying in Rouquier blocks, proved by Leclerc and
Miyachi [30] when p “ 0; by Chuang and Tan [11] for the symmetric group algebra when p ă w; and by
James, Mathas and the author [25] for a Hecke algebra over a field of characteristic p ă w. Apart from the
value of knowing decomposition numbers, this explicit formula has been used to study the other aspects of
the Hecke algebras. Decomposition numbers for the Rouquier blocks were recently used in the proof that all
blocks of of weight at least 2 in quantum characteristic e ą 2 are Schurian-infinite [3]; they appear in the
classification of the irreducible Specht modules when e ą 2 [15]; they were used in the first construction of
homomorphism spaces of dimension larger than 1 between Specht modules when e ą 2 [14]; and they provide
a starting point for many results about Specht modules in blocks of small weight [17,19].

In [32], we introduced the notion of Rouquier blocks for the Ariki-Koike algebras, as a natural generalization
of the Rouquier blocks for the Hecke algebras of type A. The description of Rouquier blocks we give is in
terms of abacus combinatorics. Analogously to [41], we use the term RoCK block to refer to a block which
is Scopes equivalent to a Rouquier block; although our main theorem is stated (and proved) for Rouquier
blocks, similar results hold for any RoCK block. Given the known results for r “ 1, it is natural to ask
whether it is possible to have a closed formula for the decomposition numbers for the Rouquier blocks of the
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Ariki-Koike algebras. This paper gives a partial answer. When H is defined over a field of characteristic 0
we give such a formula for the graded multiplicity rSλ : Dµsv where λ and µ lie in a Rouquier block and
have a common multicore. The formula also holds when the characteristic of the field is larger than the
number of removable e-rim hooks in every component of µ. Additional motivation for our results is given
by work of Muth, Speyer and Sutton [36] who show that these decomposition numbers should be related to
decomposition numbers for cell modules in the cyclotomic wreath-zigzag algebra.

We summarize the main results of the paper. We will define notation rigorously in later sections; for now,
we just indicate where the definitions can be found.

Suppose that λ and µ are both r-multipartitions of n lying in a Rouquier block, with µ e-regular, and
that λ and µ have a common multicore. For 0 ď k ď r ´ 1 and 0 ď i ď e ´ 1, let λki (resp. µki ) denote the
quotient on runner i of the abacus configuration of the kth component of λ (resp. µ); we define these terms
in Section 2.3. Set

gλµpvq “ vωpλq´ωpµq
ÿ
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We define ωpλq in Section 2.3. The terms cλα1...αt are generalized Littlewood-Richardson coefficients, which
are defined in Section 2.6, and Γsf is the set of ps ˆ fq-matrices whose entries are partitions; we give more
details in Section 3.1.

Let tsλ | λ an r-multipartitionu denote the standard basis of the Fock space representation Fa of Uvppsleq,
which appears in Section 2.5. For each e-regular r-multipartition µ, let Gpµq denote the canonical basis
vector of Fa indexed by µ and suppose that

Gpµq “
ÿ

λ

daλµpvqsλ.

Theorem A. Suppose that λ and µ are r-multipartitions of n with µ e-regular. Suppose further that λ and
µ belong to a Rouquier block and that they have the same multicore. Then

daλµpvq “ gλµpvq.

Applying (the graded version of) Ariki’s Theorem [1,6] to Theorem A, we immediately obtain the following
result.

Theorem B. Let H “ Hr,npq,Qq be an Ariki-Koike algebra defined over a field of characteristic 0 and
suppose that λ and µ are r-multipartitions of n with µ a Kleshchev multipartition. Suppose further that λ
and µ belong to a Rouquier block and that they have the same multicore. Then the graded multiplicity of the
simple module Dµ as a composition factor of the Specht module Sλ is

rSλ : Dµsv “ gλµpvq.

Using the cyclotomic q-Schur algebra, we may extend this result to fields of prime characteristic.

Theorem C. Let H “ Hr,npq,Qq be an Ariki-Koike algebra defined over a field of characteristic p ą 0 and
suppose that λ and µ are r-multipartitions of n with µ a Kleshchev multipartition. Suppose further that λ
and µ belong to a Rouquier block, that they have the same multicore and that no component of µ has p or
more removable e-rim hooks. Then the graded multiplicity of the simple module Dµ as a composition factor
of the Specht module Sλ is

rSλ : Dµsv “ gλµpvq.

Let Sr,n denote the cyclotomic q-Schur algebra corresponding to an Ariki-Koike algebra Hr,npq,Qq; see [35]
for details. For λ an r-multipartition of n, let ∆pλq denote the Weyl module indexed by λ and Lpλq the
simple module indexed by λ. We prove the next conjecture in the case that µ is e-regular.

Conjecture D. Suppose that Sr,n is a cyclotomic q-Schur algebra as above defined over a field of character-
istic p ě 0. Suppose that λ and µ are r-multipartitions of n which lie in a Rouquier block and which have
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the same multicore and that p “ 0 or no component of µ has p or more removable e-rim hooks. Then the
multiplicity of Lpµq as a composition factor of ∆pλq is given by

r∆pλq : Lpµqs “
ÿ

αPΓre`1
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βPΓre
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.

We prove Theorem A using a variation on an algorithm of Fayers [20]. The variation is very similar to
the method employed in [25] to determine the decomposition numbers for the Rouquier blocks when r “ 1

in that we find elements f ps,jq P Uvppsleq whose action on the standard basis elements sλ P Fa where the
multipartitions obtained by adding s e-rim hooks to rλs belong to a Rouquier block is particularly nice.
Combined with results of Fayers, this enables us to compute the transition coefficients daλµpvq under the
assumptions of Theorem A. As noted above, we may then use Ariki’s theorem to prove Theorem B.

The paper is structured as follows. In Section 2, we recall the definitions that we will need, including
background on the Ariki-Koike algebras, multipartitions and abacuses, Rouquier blocks, the Fock space
representation and Ariki’s theorem, and Littlewood-Richardson coefficients. Although we include some new
results which will be used later, most of this material is standard.

In Section 3 we move on to the proof of the main results. In Section 3.1 we introduce the coefficients gλµpvq

and consider some of their properties. In Section 3.2, we define the elements f ps,jq and in Proposition 3.5 we
describe the action of f ps,jq on a standard basis element sτ , where the resulting basis elements are indexed
by multipartitions lying in a Rouquier block. This enables us to describe the action of f ps,jq on a truncated
canonical basis element Qpνq, which is given in Proposition 3.9. Having set up our machinery, we then prove
Theorem A in Section 3.3. The proof is given by a triple induction, firstly on r, secondly on the number of
removable e-rim hooks in the first component of µ and lastly using a total order on the first component of µ.

In Section 3.4, we introduce the cyclotomic q-Schur algebra. Working in this algebra and applying the
Schur functor, we prove Theorem C. In Section 3.5, we note how our results also apply to blocks which are
Scopes equivalent to the Rouquier blocks. Finally, in Section 3.6 we briefly discuss some open questions
related to our results.

2. Background and definitions

Throughout this paper, the letters n, r and e will be used to represent non-negative integers, with n ě 0,
r ě 1 and e ě 2. Given e, we will take I “ t0, 1, . . . , e´ 1u which we may identify with Z{eZ; in particular,
once e is established, we will assume I is understood and will not define it. The symbol a will be used to
represent an element of Ir.

2.1. Multipartitions and Young diagrams. For n ě 0, we define a partition of n to be a sequence
λ “ pλ1, λ2, . . .q of non-negative integers such that λ1 ě λ2 ě . . . and

ř

iě1 λi “ n. When writing a partition,

we usually omit the zeros at the end and gather together equal terms, so that p3, 3, 2, 1, 1, 0, 0, . . .q “ p32, 2, 12q.
Let Λn denote the set of partitions of n and let Λ “

Ť

ně0 Λn denote the set of all partitions. We write ∅ to
denote the unique partition of 0. If λ P Λn, we write |λ| “ n.

For r ě 1, we say that an r-multipartition, or multipartition, of n is an r-tuple of partitions λ “

pλp0q, λp1q, . . . , λpr´1qq such that
řr´1
k“0 |λ

pkq| “ n; we write |λ| “ n. Note that, contrary to the usual conven-
tion, the components of our multipartitions are labelled from 0 to r ´ 1 rather than from 1 to r. We write
Λrn to denote the set of r-multipartitions of n and Λr “

Ť

ně0 Λrn to denote the set of all r-multipartitions.
Let ∅r denote the unique r-multipartition of 0. For e ě 2, we say that λ P Λ is e-regular if no e non-zero
parts of λ are the same, and we say that λ P Λr is e-regular if each component of λ is an e-regular partition.
Let Λrreg denote the set of e-regular r-multipartitions.

Now fix e ě 2. Suppose that λ P Λr and a “ pa0, a1, . . . , ar´1q P I
r. The Young diagram of λ is the set

rλs “ tpx, y, kq P Zą0 ˆ Zą0 ˆ t0, 1 . . . r ´ 1u | y ď λpkqx u.

To each node px, y, kq P rλs we associate its residue, resapx, y, kq “ ak`y´x mod e; using the identification
above we assume that resapx, y, kq P I. We define the residue set of λ to be the multiset Resapλq “ trespnq |
n P rλsu.
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We say that n P rλs is a removable node of rλs if the diagram containing the nodes rλsztnu is the diagram
of a multipartition. Similarly we say that n R rλs is an addable node of rλs if the diagram containing the
nodes rλsYtnu is the diagram of a multipartition. If a removable (resp. addable) node has residue i, we refer
to it as a removable (resp. addable) i-node. Let remipλq (resp. addipλqq denote the set of removable (resp.
addable) i-nodes of λ. If n1 “ px, y, kq, n2 “ px

1, y1, k1q P Zą0 ˆ Zą0 ˆ t0, 1, . . . , r ´ 1u then we say that n1 is
above n2 if k ă k1 or if k “ k1 and x ă x1.

The rim of rλs consists of the nodes tpx, y, kq P rλs | px` 1, y` 1, kq R rλsu and if l ě 1 then an l-rim hook
of rλs is a connected subset of the rim of size l.

2.2. The Ariki-Koike algebra. We refer the reader to [35] for a survey of the Ariki-Koike algebras and
to [28] for the relationship between the Ariki-Koike algebras and the cyclotomic Khovanov-Lauda-Rouquier
algebras.

Fix r ě 1 and n ě 0 and let F be a field of characteristic p ě 0. Suppose q P Fzt0u and Q “

pQ0, . . . , Qr´1q P Fr. The Ariki-Koike algebra H “ Hr,npq,Qq is the unital associative F-algebra with
generators T0, T1, . . . , Tn´1 and relations

pTi ` qqpTi ´ 1q “ 0, for 1 ď i ď n´ 1,
TiTj “ TjTi, for 0 ď i, j ď n´ 1, |i´ j| ą 1,

TiTi`1Ti “ Ti`1TiTi`1, for 1 ď i ď n´ 2,
pT0 ´Q0q . . . pT0 ´Qr´1q “ 0,

T0T1T0T1 “ T1T0T1T0.

Define e ě 2 to be minimal such that 1`q`¨ ¨ ¨`qe´1 “ 0, or set e “ 8 if no such value exists. Throughout
this paper we shall assume that e is finite and we shall refer to e as the quantum characteristic of H. We
shall further assume that each Qk is a power of q, that is, there exists a “ pa0, a1, . . . , ar´1q P I

r such that
Qk “ qak for 0 ď k ď r ´ 1. We call a the e-multicharge corresponding to H.

For each multipartition λ P Λrn one may define a H-module Sλ called a Specht module and when H is
semisimple the set tSλ | λ P Λrnu forms a complete set of non-isomorphic irreducible H-modules. There
is a subset Λan Ď Λrn such that the simple modules arise as the heads of the Specht modules in the set
tSµ | µ P Λanu. We denote the simple modules as Dµ so that tDµ | µ P Λanu is a complete set of non-
isomorphic irreducible H-modules.

The Specht modules we use are dual to the Specht modules defined in [13] so that Λan is a subset of the
e-regular multipartitions; see [18] for the connections between the two conventions. We use this definition for
two reasons: firstly so that our description of the decomposition numbers is consistent with the well-known
formula for decomposition numbers of Rouquier blocks when r “ 1 [11, 25, 30] and secondly so that our
notation is consistent with an algorithm of Fayers [20] which informs our computations. We let Λa “

Ť

ně0 Λan
and call the elements of Λa Kleshchev multipartitions, although elsewhere in the literature, our Kleshchev
multipartitions are often refered to as conjugate Kleshchev multipartitions. If r “ 1, they are simply the
e-regular partitions. Otherwise, these is a recursive method that will test whether λ P Λr is a Kleshchev
multipartition. A Kleshchev multipartition is always e-regular so we have the inclusions Λa Ď Λrreg Ď Λr.

If λ P Λrn and µ P Λan, let rSλ : Dµs denote the multiplicity of the simple module Dµ as a composition factor
of the Specht module Sλ; these numbers are called decomposition numbers. Determining the decomposition
numbers is one of the most important open problems in the representation theory of the Ariki-Koike algebras.
Even when r “ 1, there are very few cases when a closed formula for decomposition numbers is known. We
note that the decomposition numbers depend only on e, p and a, not on the actual values of q and Q.

In [5], it was shown that the Ariki-Koike algebra H is isomorphic to a cyclotomic Khovanov-Lauda-
Rouquier algebra of type A. These are Z-graded algebras and it was further shown in [7] that there is a
corresponding Z-grading on the Specht modules. Using these results one may define graded decomposition
numbers rSλ : Dµsv P Nrv, v´1s; we recover the original decomposition numbers by setting v “ 1. For more
details, see [28].

All of the composition factors of a Specht module Sλ belong to the same block, and so we can think about
a Specht module lying in a specific block or two Specht modules lying in the same block; it is clear that if
rSλ : Dµs ‰ 0 then Sλ and Sµ lie in the same block.



DECOMPOSITION NUMBERS FOR ROUQUIER BLOCKS OF ARIKI-KOIKE ALGEBRAS I 5

Proposition 2.1 ( [33, Theorem 2.11]). Suppose that H “ Hr,npq,Qq has e-multicharge a. Let λ,µ P Λrn.
Then Sλ and Sµ lie in the same block of H if and only if Resapλq “ Resapµq.

2.3. The abacus. For the remainder of Section 2, we fix e ě 2.
The abacus was first introduced by James [24] as a way to represent partitions. Suppose that λ “

pλ1, λ2, . . .q P Λ and a P I. Define the β-set

Bapλq “ tλi ´ i` a | i ě 1u.

We encode a partition as an abacus configuration. Our abacus will have e runners, labelled 0, 1, . . . , e ´ 1
from left to right. The positions on the abacus are labelled in order by the elements of Z such that the
runners congruent to i modulo e lie on runner i, for 0 ď i ď e ´ 1. Given λ P Λ and a P I, we form the
resulting abacus configuration by putting a bead at each element of the β-set Bapλq.

Example. Let λ “ p102, 8, 4, 2, 13q and let a “ 3. Then

Bapλq “ p12, 11, 8, 3, 0,´2,´3,´4,´6,´7,´8, . . .q.

If e “ 5 then the corresponding abacus configuration is given by

where we assume that the runners extend infinitely up and down the page with beads above the levels shown
and empty positions below the levels shown.

Given an abacus configuration corresponding to a partition λ and a P I, it is straightforward to recover
a and hence λ. Let B be the β-set of the configuration and choose x such that b P B for all b ă xe. If
M “ #tb P B : b ě xeu then a ” M mod e. In the example above, with e “ 5, we can count 13 beads and
so, as expected, a “ 3.

If r “ 1 it is well-known that removing a e-rim hook from a Young diagram corresponds to moving a
bead up one position on the corresponding abacus configuration. The partition λ̄ obtained by removing all
possible e-rim hooks of λ, or equally, by moving all beads up as high as possible on the abacus configuration,
is called the e-core (or core) of λ and the number of hooks removed to get to the core is called the e-weight
(or weight) of λ.

Proposition 2.2 ( [31]). Suppose that r “ 1, that a “ paq and that λ, µ P Λ. Then Resappλqq “ Resappµqq
if and only λ and µ have the same core and the same weight.

We now want to translate this to higher levels. Let a P Ir and λ P Λr. The abacus configuration of λ with
respect to a is the r-tuple of abacuses where abacus k has β-numbers Bakpλ

pkqq, for 0 ď k ď r ´ 1. Erasing
a removable i-node from component k of rλs corresponds to moving a bead on runner i of abacus k back by
one position, that is, to runner i´ 1 (or from runner 0 to runner e´ 1).

In an analogue of the r “ 1 case, we define the multicore λ̄ of a multipartition λ to be the multipartition
obtained by removing all possible e-rim hooks from all components of rλs. We define hpλq “ p|λ| ´ |λ̄|q{e to
be the number of e-rim hooks removed in order to get to the multicore.

We now define two equivalence relations on the set Λr. Let a P Ir and suppose λ,µ P Λr.

‚ Say that λ „a µ if Resapλq “ Resapµq.
‚ Say that λ «a µ if λ and µ have the same multicore and hpλq “ hpµq.

In fact, the relation «a is independent of a as the process of adding and removing e-rim hooks from
a multipartition does not depend on the e-multicharge. Following Proposition 2.1, we refer to the „a-
equivalence classes as blocks. Proposition 2.2 shows that if λ «a µ then λ „a µ. The converse is true (again
by Proposition 2.2) if r “ 1; but is false in general for r ą 1.
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Example. Let r “ 2 and e “ 3 and suppose a “ p0, 1q. Let λ “ pp9, 7, 5, 3, 12q, p22, 12qq. Then the „a-
equivalence class of λ splits into five «a-equivalence classes with representatives below.

, , , ,

Suppose now that λ P Λr and a P Ir. For each 0 ď k ď r ´ 1, consider the β-numbers Bakpλ
pkqq. For

0 ď i ď e ´ 1, let Bk
i “ tb P Bakpλ

pkqq | b ” i mod eu and let Cki “ tpb ´ iq{e | b P Bk
i u. Then each Cki is a

β-set and so corresponds to a partition which we denote by λki . We define the quotient of λ to be the r-tuple
of elements of Λe given by

qtpλq “ ppλ0
0, λ

0
0, . . . , λ

0
e´1q, pλ

1
0, λ

1
1, . . . , λ

1
e´1q, . . . , pλ

r´1
0 , λr´1

1 , . . . , λr´1
e´1qq.

Note that

hpλq “
r´1
ÿ

k“0

e´1
ÿ

i“0

|λki |.

We also define

ωpλq “
r´1
ÿ

k“0

e´1
ÿ

i“0

pe´ i` k ´ 1q|λki |;

we will see this function again in Section 3. Note that if C is a «a-equivalence class in Λr with hpλq “ h for
any λ P C then the elements of C are in bijection with the tuples

ppλ0
0, λ

0
0, . . . , λ

0
e´1q, pλ

1
0, λ

1
1, . . . , λ

1
e´1q, . . . , pλ

r´1
0 , λr´1

1 , . . . , λr´1
e´1qq

with
řr´1
k“0

ře´1
i“0 |λ

k
i | “ h.

2.4. Rouquier blocks. The Rouquier blocks for Ariki-Koike algebras were recently introduced by the author
as a generalization of the Rouquier blocks previously defined when r “ 1 [32]. The definition we give here is
equivalent. For the remainder of Section 2, we fix an e-multicharge a P Ir. Let λ P Λr. For 0 ď i ď e ´ 1
and 0 ď k ď r ´ 1, define

bki pλq “ max

"

pb´ iq

e
| b P Bakpλ̄

pkqq and b ” i mod e

*

.

We can think of bki pλq as the lowest level in runner i of component k of the abacus configuration of λ̄ which
contains a bead. Note that if λ «a µ then bki pλq “ bki pµq for all i, k. For 1 ď i ď e ´ 1 and 0 ď k ď r ´ 1,
define

dki pλq “ bki pλq ´ bki´1pλq.

We say that λ is a Rouquier multipartition if

hpλq ď dki pλq ` 1

for all 1 ď i ď e ´ 1 and 0 ď k ď r ´ 1. We say that a „a-equivalence class B of Λr is a Rouquier block if
each λ P B is a Rouquier multipartition. As observed in [32], if r ě 2, it is perfectly possible to have λ „a µ
with λ a Rouquier multipartition and µ not. But if λ «a µ then λ is a Rouquier multipartition if and only
if µ is a Rouquier multipartition.

Let Ra Ă Λr denote the set of multipartitions that belong to Rouquier blocks. We return to the last
example.

Example. Let r “ 2 and e “ 3 and suppose a “ p0, 1q. Let λ “ pp9, 7, 5, 3, 12q, p22, 12qq. Then the „a-
equivalence class of λ is a Rouquier block. To see this, it is sufficient to consider the five «a-equivalence
classes.
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, , , ,

For each multipartition µ in the first class (which only contains one multipartition) we have

d0
1pµq “ 1, d0

2pµq “ 4, d1
0pµq “ 2, d1

1pµq “ 0, hpµq “ 0.

Similarly we can see that the other four classes contain only Rouquier multipartitions.

In fact, it follows from [12, Corollary 5.2] that it is sufficient to check the Rouquier condition on the classes
obtained by adding hooks to the ‘core block’ of the equivalence class, that is, the classes with the maximal
number of removable e-rim hooks.

Given a multipartition µ P Ra, we may easily use the abacus to determine whether it is e-regular.

Lemma 2.3 ( [10, Lemma 4.1 (1)]). Suppose that µ P Ra with

qtpµq “ ppµ0
0, µ

0
1, . . . , µ

0
e´1q, pµ

1
0, µ

1
1, . . . , µ

1
e´1q, . . . , pµ

r´1
0 , µr´1

1 , . . . , µr´1
e´1qq.

Then µ is e-regular if and only if µk0 “ ∅ for 0 ď k ď r ´ 1.

2.5. The Fock space representation of Uvppsleq. Let U denote the quantized enveloping algebra U “

Uvppsleq. There exists a representation Fa of U whose basis tsλ | λ P Λru is indexed by multipartitions and
where the action of U depends on a. We call Fa the Fock space representation of U . The U-submodule Ma

generated by s∅r is isomorphic to the irreducible highest weight module V pΥq for some dominant integral
weight Υ of U . This module has a canonical basis (in the sense of Lusztig and Kashiwara) and so we may
write the canonical basis elements in terms of the standard basis above. The canonical basis elements can be
indexed by the set of Kleshchev multipartitions; following the conjecture by Lascoux, Leclerc and Thibon [29],
Ariki [1] proved that the transition coefficients between the canonical basis and the standard basis evaluated
at v “ 1 are exactly the decomposition numbers rSλ : Dµs which appear in the representation theory of the
Ariki-Koike algebras, where the algebras are defined over a field of characteristic 0. It was later shown [6]
that in fact the transition coefficients are equal to the graded decomposition numbers rSλ : Dµsv.

We are therefore interested in computing the canonical basis vectors for Ma. There are various algorithms
which will perform this computation; we use the main ideas of an algorithm of Fayers [20] which computes
canonical basis vectors for a U-module Mba where Ma ĎMba Ď Fa.

Below we describe only the concepts that we need for this paper; for a full description of the algebra U
and its action on the Fock space Fa, we refer the reader to [29]. They may also find it useful to refer to [20].

Let U “ Uvppsleq. This is a Qpvq-algebra with generators ei, fi for i P I and vh for h P P_; the relations
may be found in [29]. There exists a Q-linear automorphism ´ : U Ñ U called the bar involution determined
by

ei “ ei, fi “ fi, v “ v´1, vh “ v´h.

Let Fa be the Qpvq-vector space with basis tsλ | λ P Λru. This becomes a U-module under the action
described in [29]; it is sufficient for us to describe the action of fi which we do below. Let Ma be the
submodule generated by s∅r . We can define a bar involution on Ma which is compatible with the bar
involution on U by setting

s∅r “ s∅r and um “ um for all u P U and m PMa.

Then Ma has a canonical basis tGapµq | µ P Λau which is uniquely determined subject to the following
properties. For µ P Λa,

‚ Gapµq “ Gapµq.
‚ Suppose Gapµq “

ř

λPΛr d
a
λµpvqsλ where daλµpvq P Qpvq. Then

– daµµpvq “ 1; and
– daλµpvq P vZrvs for λ ‰ µ.
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As explained in [20, Section 2.5], it is possible to extend the bar involution on Ma to the whole of Fa
so that there exists a canonical basis tGapλq | λ P Λru for Fa which satisfies the conditions above. For
λ,µ P Λr, we define daλµpvq P Qpvq to be the coefficient which appears in the sum

Gapµq “
ÿ

λPΛr

daλµpvqsλ.

Ariki’s theorem relates the coefficients daλµpvq evaluated at v “ 1 to the decomposition numbers for the Ariki-

Koike algebras over fields of characteristic 0. Brundan and Kleshchev later showed that daλµpvq is exactly the
graded decomposition number.

Theorem 2.4 ( [1,6]). Let H “ Hr,npq,Qq be an Ariki-Koike algebra over a field of characteristic 0, where H
has quantum characteristic e and a P Ir is such that qak “ Qk for all 0 ď k ď r´ 1. Suppose that λ,µ P Λrn
with µ P Λan. Then

rSλ : Dµsv “ daλµpvq.

Let F˝ “ tx P Fa | x “ xu denote the set of bar-invariant elements of Fa. The next result is used
implicitly in [20] and elsewhere.

Lemma 2.5. We have

F˝ “

#

ÿ

µPΛr

bµpvqG
apµq | bµpvq P Qpvq and bµpvq “ bµpvq for all µ P Λrq

+

.

Proof. Take x “
ř

µPΛr bµpvqG
apµq P F . Then

x “
ÿ

µPΛr

bµpvqGapµq “
ÿ

µPΛr

bµpvqG
apµq

and equating coefficients, we have x “ x if and only if bµpvq “ bµpvq for all µ P Λr. �

Corollary 2.6. Suppose that x “
ř

λPΛr cλsλ P F˝ where cλ P Zrvs. Then

x “
ÿ

µPΛr

cµPZ

cµG
apµq.

As shown in [20, Proposition 4.2], the space Mba with basis tGapµq | µ P Λrregu is a U-submodule of

Fa. Since every Kleshchev multipartition is e-regular, we have Ma Ă Mba Ă Fa. Fayers described an
algorithm to compute the coefficients daλµpvq where µ P Λrreg. The following results are easy consequences of
his algorithm.

Lemma 2.7. Suppose that λ,µ P Λr with µ P Λrreg.

‚ daλµpvq “ 0 unless Resapλq “ Resapµq. In particular, µ and λ must have the same size.

‚ Suppose that |µ| “ |λ|. Then daµµpvq “ 1 and daλµpvq “ 0 unless |µp0q| ě |λp0q|.

Now suppose r ě 2. If λ “ pλp0q, λp1q, . . . , λpr´1qq P Λr, let λ̂ “ pλp1q, . . . , λpr´1qq P Λr´1. If a “
pa0, a1, . . . , ar´1q P I

r, write â “ pa1, . . . , ar´1q.

Lemma 2.8 ( [20, Corollary 3.2]). Suppose r ě 2 and that λ P Λr, µ P Λrreg with µp0q “ λp0q “ ∅. Then

daλµpvq “ dâ
λ̂µ̂
pvq.

For i P I and m ą 0, we write f
pmq
i “ fmi {rms!, the quantum divided power. We describe the action of

the divided powers f
pmq
i on the standard basis of Fa. If ν P Λr, write ν

m:i
ÝÝÑ λ if rλs is formed from rνs by

adding m nodes all of residue i. If ν
m:i
ÝÝÑ λ set

Npν,λq “
ÿ

nPrλszrνs

#tm P addipνq | m is above nu ´#tm P remipλq | m is above nu.



DECOMPOSITION NUMBERS FOR ROUQUIER BLOCKS OF ARIKI-KOIKE ALGEBRAS I 9

Then
f
pmq
i sν “

ÿ

ν
m:i
ÝÝÑλ

vNpν,λqsλ.

As we have seen previously, adding a node of residue i to a multipartition ν corresponds to moving a bead
on the abacus configuration of ν from runner i ´ 1 to runner i. By identifying the basis elements sν with

abacus configurations, we observe the action of f
pmq
i on sν .

Example. Let r “ 2 and e “ 3. Take a “ p2, 1q and ν “ pp4, 35, 2, 1q, p24, 13qq. Consider f
p2q
1 sν .

f
p2q
1
ÝÝÑ ` ` v

Note that it is straightforward to read Npν,λq from the abacus. Let ν P Λr and for 0 ď k ď r ´ 1 let
Bpkq “ Bakpν

pkqq be the set of β-numbers for νpkq. Then there is a bijection between addable i-nodes of ν
and elements of the set

tpb, kq P Zˆ t0, 1, . . . , r ´ 1u | b R Bpkq, b` 1 P Bpkq and b ” i´ 1 mod eu

with pb, kq lying above pb1, k1q if and only if k ă k1 or k “ k1 and b ă b1. A similar construction exists for
removable i-nodes.

The next example illustrates Proposition 3.5.

Example. Let r “ 2 and e “ 3. Take a “ p0, 2q and ν “ pp6, 4, 22, 12q, p7, 5, 32, 22, 12qq. Consider

f
p2q
1 f

p2q
2 f

p2q
0 sν .

f
p2q
1 f

p2q
2 f

p2q
0

ÝÝÝÝÝÝÝÑ ` v ` v2

` v ` v2 ` v2 ` v3

` v2 ` v3 ` v4

The final result, which follows from [29], is used in Fayers’ algorithm [20].

Lemma 2.9 ( [29]). Suppose that µ P Λr with µp0q e-regular. Let µ̂∅
“ p∅, µp1q, . . . , µpr´1qq. Then there

exists f “ f
ptxq
ix

f
ptx´1q

ix´1
. . . f

pt1q
i1

P U such that

fsµ̂∅ “ sµ `
ÿ

λ“pλ,µp1q,...,µpr´1q
q

λ„pa0qµ
p0q, λ‰µp0q

bλpvqsλ `
ÿ

λ„µ

|λp0q|ă|µp0q|

bλpvqsλ
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where bλpvq P Nrv, v´1s for all λ. In particular, if µp0q is an e-core then the middle term above is empty.

2.6. Littlewood-Richardson coefficients. The Littlewood-Richardson coefficients appear naturally in the
representation theory of the symmetric groups Sn over the complex numbers. We give a brief introduction
to them here; for more details, and for a combinatorial description of how to compute them, we refer the
reader to [21, Chapter 5].

For λ P Λn we let SλC denote the irreducible CSn-module corresponding to λ. If α, β P Λ with |α| “ n and
|β| “ m then we have

SαC b S
β
C Ò

CSn`m
CpSnˆSmq

“
ÿ

λ$n`m

cλαβS
λ
C

for some non-negative integers cλαβ . If α, β, λ P Λ with |α|`|β| “ |λ| then cλαβ is the corresponding Littlewood-

Richardson coefficient. We extend the definition to arbitrary α, β, λ P Λ by setting cλαβ “ 0 if |α| ` |β| ‰ |λ|.
Since the tensor product is associative, we can generalize this definition. Suppose that t ě 1 and

α1, α2, . . . , αt P Λ with αi $ ni for each i. Let n “
řt
i“1 ni and let G “ Sn1

ˆSn2
ˆ . . .ˆSnt . Then

Sα1

C b Sα2

C b . . .b SαtC Ò
CSn
CG “

ÿ

λ$n

cλα1α2...αtS
λ
C

for some non-negative integers cλα1α2...αt , and we call cλα1α2...αt a generalized Littlewood-Richardson coefficient.

If |λ| ‰ |α1| ` . . .` |αt| we set cλα1α2...αt “ 0.
Using the properties of the tensor product, we can see that the generalized Littlewood-Richardson coeffi-

cients satisfy the following recursive equation. We have cλα “ δαλ and for t ě 2 we have

cλα1α2...αt “
ÿ

βPΛ

cλα1βc
β
α2...αt ;

note that for t “ 2, this formula is self-referential. Also note that if λ, α P Λ then cλα∅ “ δλα.
For the rest of this section, we use the convention that unless otherwise stated, all sums are over Λ,

with the understanding that only partitions of the right size contribute to the sum. Recall that if λ is a
partition of n then λ1 is the conjugate partition, that is, the partition of n such that the Young diagram of
the 1-multipartition pλ1q is given by the set of nodes

rpλ1qs “ tpx, y, 1q P Zą0 ˆ Zą0 ˆ t1u | x ď λyu.

Lemma 2.10 ( [23, Theorem 6.7]). Suppose λ P Λ. Then

Sλ
1

C – SλC b S
p1nq
C ,

where S
p1nq
C is the 1-dimensional sign representation.

The following results are well-known.

Lemma 2.11. Suppose that α, β, γ, λ P Λ. Then

cλ
1

α1β1 “ cλαβ “ cλβα,
ÿ

σ

cλασc
σ
βγ “

ÿ

σ

cλβσc
σ
αγ “

ÿ

σ

cλγσc
σ
αβ .

Proof. The equalities in the first equation follow from Lemma 2.10 and the symmetry of the tensor product.
Then all the terms in the second equation are equal to cλαβγ . �

The proof of the following result again uses the properties of the tensor product.

Lemma 2.12 ( [11, Lemma 2.2]). Let ν, τ, σ P Λ and let t ě 0. Then

ÿ

µ

cµντ c
µ
σp1tq “

t
ÿ

l“0

ÿ

α,β

cσα1βc
ν1

αplqc
τ
βp1t´lq.

The next result follows immediately from the definition of the Littlewood-Richardson coefficients.

Lemma 2.13. Let ν P Λn and s ě 1. Suppose λ P Λn`s. Then
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‚ cλνp1sq “ 1 if rνs Ă rλs and no two nodes of rλszrνs lie in the same row, and cλνp1sq “ 0 otherwise.

‚ cλνpsq “ 1 if rνs Ă rλs and no two nodes of rλszrνs lie in the same column, and cλνpsq “ 0 otherwise.

We can rephrase Lemma 2.13 in terms of β-numbers.

Lemma 2.14. Let ν P Λn and s ě 1. Let a P I and suppose that B “ Bapνq. Suppose that λ P Λn`s and
that C “ Bapλq. Suppose that

tb P B | b R Cu “ tb1, b2, . . . , btu, tc P C | c R Bu “ tc1, c2, . . . , ctu,

where bt1 ă bt1`1 and ct1 ă ct1`1 for 1 ď t1 ă t; note that these sets do have the same size and that they

satisfy
řt
t1“1pct1 ´ bt1q “ s. Then

‚ cλνp1sq “ 1 if

b1 ă c1 ă b2 ă c2 ă . . . ă bt ă ct and if bt1 ă b ă ct1 for some t1 then b P BX C;

and cλνp1sq “ 0 otherwise.

‚ cλνpsq “ 1 if

b1 ă c1 ă b2 ă c2 ă . . . ă bt ă ct and if bt1 ă b ă ct1 for some t1 then b R BY C;

and cλνpsq “ 0 otherwise.

We end with a more complicated result that we will use later. If d P Λt we use the convention that
d “ pd0, d1, . . . , dt´1q.

Lemma 2.15. Let s ě 0 and r ě 1 and suppose that 0 ď m ď r ´ 1. Suppose η,ν P Λr. Then

ÿ

γPΛr`1

ÿ

δPΛr

ÿ

εPΛr

ÿ

z0`...`zr´1“s

˜

r´1
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

c∅γr

“
ÿ

γPΛr

ÿ

δPΛr

ÿ

εPΛm

ÿ

z0`...`zm´1

`Z“s

˜

m´1
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

cδ
m

νmγmp1Zq

˜

r´1
ź

k“m`1

cδ
k´1

γkηk´1c
δk

νkγk

¸

cη
r´1

δr´1 .

In particular, setting m “ 0 we have

ÿ

γPΛr`1

ÿ

δPΛr

ÿ

εPΛr

ÿ

z0`...`zr´1“s

˜

r´1
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

c∅γr “
ÿ

γPΛr

ÿ

δPΛr

cδ
0

ν0γ0p1sq

˜

r´1
ź

k“1

cδ
k´1

γkηk´1c
δk

νkγk

¸

cη
r´1

δr´1 .

Proof. We have

ÿ

γPΛr`1

ÿ

δPΛr

ÿ

εPΛr

ÿ

z0`...`zr´1“s

˜

r´1
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

c∅γr

“
ÿ

γPΛr`1

ÿ

δPΛr

ÿ

εPΛr

ÿ

z0`...`zr´1“s

˜

r´2
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

cδ
r´1

νr´1γr´1cδ
r´1

γrεr´1c
ηr´1

εr´1p1zr´1 q
c∅γr

“
ÿ

γPΛr

ÿ

δPΛr

ÿ

εPΛr´1

ÿ

z0`...`zr´1“s

˜

r´2
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

cδ
r´1

νr´1γr´1c
ηr´1

δr´1p1zr´1 q

“
ÿ

γPΛr

ÿ

δPΛr´1

ÿ

εPΛr´1

ÿ

z0`...`zr´2

`Z“s

˜

r´2
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

cη
r´1

νr´1γr´1p1Zq

“
ÿ

γPΛr

ÿ

δPΛr

ÿ

εPΛr´1

ÿ

z0`...`zr´2

`Z“s

˜

r´2
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

cδ
r´1

νr´1γr´1p1Zqc
ηr´1

δr´1
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and so the result holds for m “ r ´ 1. Suppose now that 0 ď m ď r ´ 2 and that the equation holds for
m` 1. Then

ÿ

γPΛr`1

ÿ

δPΛr

ÿ

εPΛr

ÿ

z0`...`zr´1“s

˜

r´1
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

c∅γr

“
ÿ

γPΛr

ÿ

δPΛr

ÿ

εPΛm`1

ÿ

z0`...`zm
`Z“s

˜

m
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

cδ
m`1

νm`1γm`1p1Zq

˜

r´1
ź

k“m`2

cδ
k´1

γkηk´1c
δk

νkγk

¸

cη
r´1

δr´1

“
ÿ

γPΛr

ÿ

δPΛr

ÿ

εPΛm`1

ÿ

z0`...`zm´1

`Za`Zb“s

˜

m´1
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

cδ
m

νmγmc
δm

γm`1εmc
ηm

εmp1Za q
cδ
m`1

νm`1γm`1p1Zb q

˜

r´1
ź

k“m`2

cδ
k´1

γkηk´1c
δk

νkγk

¸

cη
r´1

δr´1

“
ÿ

γPΛr

ÿ

δPΛr

ÿ

εPΛm`1

ÿ

z0`...`zm´1

`Za`Zb“s

˜

m´1
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

ÿ

g

cδ
m

νmγmc
δm

γm`1εmc
ηm

εmp1Za q
cδ
m`1

νm`1gc
g

γm`1p1Zb q

˜

r´1
ź

k“m`2

cδ
k´1

γkηk´1c
δk

νkγk

¸

cη
r´1

δr´1

“
ÿ

γ0,...,γm

ÿ

γm`2,...,γr´1

ÿ

δPΛr

ÿ

εPΛm

ÿ

z0`...`zm´1

`Za`Zb“s

˜

m´1
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

ÿ

g

cδ
m

νmγmc
δm`1

νm`1g

¨

˝

ÿ

γm`1,εm

cδ
m

γm`1εmc
ηm

εmp1Za q
cg
γm`1p1Zb q

˛

‚

˜

r´1
ź

k“m`2

cδ
k´1

γkηk´1c
δk

νkγk

¸

cη
r´1

δr´1

“
ÿ

γ0,...,γm

ÿ

γm`2,...,γr´1

ÿ

δPΛr

ÿ

εPΛm

ÿ

z0`...`zm´1

`Z“s

˜

m´1
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

ÿ

g

cδ
m

νmγmc
δm`1

νm`1g

ÿ

d

cdgηmc
d
δmp1Zq

˜

r´1
ź

k“m`2

cδ
k´1

γkηk´1c
δk

νkγk

¸

cη
r´1

δr´1 by Lemma 2.12

“
ÿ

γ0,...,γm

ÿ

γm`2,...,γr´1

ÿ

δ0,...,δm´1

ÿ

δm`1,...,δr´1

ÿ

εPΛm

ÿ

z0`...`zm´1

`Z“s

˜

m´1
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

ÿ

g,d

cdνmγmp1Zqc
d
gηmc

δm`1

νm`1g

˜

r´1
ź

k“m`2

cδ
k´1

γkηk´1c
δk

νkγk

¸

cη
r´1

δr´1

“
ÿ

γPΛr

ÿ

δPΛr

ÿ

εPΛm

ÿ

z0`...`zm´1

`Z“s

˜

m´1
ź

k“0

cδ
k

νkγkc
δk

γk`1εkc
ηk

εkp1zk q

¸

cδ
m

νmγmp1Zq

˜

r´1
ź

k“m`1

cδ
k´1

γkηk´1c
δk

νkγk

¸

cη
r´1

δr´1 ,

and so the equation holds for m´1. Hence by induction the equation holds for all 0 ď m ď r´1, and setting
m “ 0 we get the final result. �

3. Decomposition numbers

Throughout this section, we fix the parameters r ě 1 and e ě 2. If a P Ir is an e-multicharge, recall that
Ra is the set of multipartitions which belong to Rouquier blocks (with respect to that e-multicharge). If
λ,µ P Ra then λ «a µ if λ and µ have the same size and the same multicore.
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From an r-tuple of abacus configurations we can read off not just the corresponding multipartition but also
the underlying e-multicharge. Since we think of the Rouquier multipartitions in terms of abacus configura-
tions, a Rouquier block carries with it an inherent e-multicharge. Hence from now on, we set R “

Ť

aPIr Ra
and when we talk about a Rouquier block we shall assume that the e-multicharge is understood. If λ,µ P Ra
for some a P Ir, we will drop the a in our notation and write λ „ µ instead of λ „a µ, dλµpvq instead of
daλµpvq and so forth. Set Rreg “ RX Λrreg to be the set of e-regular multipartions which belong to Rouquier
blocks. Set

R˛ “ tpλ,µq P RˆRreg | λ « µu.

In this section we determine a closed formula for dλµpvq, where pλ,µq P R˛, in terms of sums of products of
Littlewood-Richardson coefficients. By Theorem 2.4, this formula also describes the graded decomposition
number rSλ : Dµsv where H is defined over a field of characteristic 0. We begin by defining coefficients
gλµpvq P Nrv, v´1s and describing some of their properties; we then show that they are equal to the transition
coefficients dλµpvq.

3.1. The coefficients gλµpvq. If λ P R, we will assume that

qtpλq “ ppλ0
0, λ

0
1, . . . , λ

0
e´1q, pλ

1
0, λ

1
1, . . . , λ

1
e´1q, . . . , pλ

r´1
0 , λr´1

1 , . . . , λr´1
e´1qq

and we shall use λki to denote the ith part of the quotient corresponding to λpkq without further explanation.
When the multicore is understood, we shall abuse notation by identifying λ with its quotient.

For s, f ě 1, let Γsf denote the set of s ˆ f matrices whose entries are partitions. The rows of each

matrix are indexed by the set t0, 1, . . . , s´ 1u and the columns by the set t0, 1, . . . , f ´ 1u. For α P Γsf and

0 ď k ď s´ 1, 0 ď i ď f ´ 1, we let αki P Λ denote the entry in the row indexed by k and the column indexed
by i.

Suppose that pλ,µq P R˛. Recall from Lemma 2.3 that this implies that µk0 “ ∅ for all 0 ď k ď r ´ 1.
Define

gλµpvq “ vωpλq´ωpµq
ÿ

αPΓre`1

ÿ

βPΓre

ÿ

γPΓr`1
e

ÿ

δPΓre

˜

r´1
ź

k“0

e´1
ź

i“0

c
δki
µki γ

k
i

c
δki
αki β

k
i γ

k`1
i

c
λki
βki pα

k
i`1q

1

¸

c∅
γ0
0γ

0
1 ...γ

0
e´1
c∅γr0γr1 ...γre´1

(3.1)

We find it helpful to arrange the terms in the double product into an array.

Example. Let r “ 2 and e “ 3 and suppose pλ,µq P R˛. Then

gλµpvq “ vωpλq´ωpµq
ÿ

αPΓ2
4

ÿ

βPΓ2
3

ÿ

γPΓ3
3

ÿ

δPΓ2
3

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

c
δ00
µ0
0γ

0
0

c
δ01
µ0
1γ

0
1

c
δ02
µ0
2γ

0
2

c
δ00
α0

0β
0
0γ

1
0

c
λ0
0

β0
0pα

0
1q
1 c

δ01
α0

1β
0
1γ

1
1

c
λ0
1

β0
1pα

0
2q
1 c

δ02
α0

2β
0
2γ

1
2

c
λ0
2

β0
2pα

0
3q
1

c
δ10
µ1
0γ

1
0

c
δ11
µ1
1γ

1
1

c
δ12
µ1
2γ

1
2

c
δ10
α1

0β
1
0γ

2
0

c
λ1
0

β1
0pα

1
1q
1 c

δ11
α1

1β
1
1γ

2
1

c
λ1
1

β1
1pα

1
2q
1 c

δ12
α1

2β
1
2γ

2
2

c
λ1
2

β1
2pα

1
3q
1

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

where γ0
0 “ γ0

1 “ γ0
2 “ γ2

0 “ γ2
1 “ γ2

2 “ ∅.

Lemma 3.1. If r “ 1 then

gλµpvq “ vωpλq´ωpµq
ÿ

α0,...,αe

ÿ

β0,...,βe´1

e´1
ź

i“0

c
µ0
i

αiβi
c
λ0
i

βipαi`1q1

where

|αi| “
i´1
ÿ

j“0

´

|λ0
j | ´ |µ

0
j |

¯

for 0 ď i ď e, |βi| “ |λ
0
i | `

i
ÿ

j“0

´

|µ0
j | ´ |λ

0
j |

¯

for 0 ď i ď e´ 1,
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and

ωpλq ´ ωpµq “
e´1
ÿ

i“0

pe´ i´ 1q
´

|λ0
i | ´ |µ

0
i |

¯

“

e´1
ÿ

i“0

i
´

|µ0
i | ´ |λ

0
i |

¯

.

Proof. If r “ 1 then the only terms γki which contribute to the sum are those where γki “ ∅ for k “ 0, 1 and
0 ď i ď e ´ 1. Then the only terms δ0

i which contribute must satisfy δ0
i “ µ0

i for 0 ď i ď e ´ 1 and we see
that gλµpvq is indeed given by the formula indicated. The terms αi and βi which contribute to the sum must
satisfy

|αi| ` |βi| “ |µ
0
i |, |βi| ` |αi`1| “ |λ

0
i |, for 0 ď i ď e´ 1

and so noting that |µ0
0| “ 0, it is clear that such |αi| and |βi| are as stated. The first part of the formula

for ωpλq ´ ωpµq follows from the definition and the second part follows because since λ « µ we have
ře´1
i“0 |λ

0
i | “

ře´1
i“0 |µ

0
i |. �

It is well-known that the formula in Lemma 3.1 gives the graded decomposition numbers for the Rouquier
blocks in characteristic 0 when r “ 1 [30], and this will later form the base step in our inductive argument
to prove the main theorem.

The terms c∅
γ0
0γ

0
1 ...γ

0
e´1

and c∅γr0γr1 ...γre´1
which appear at the Equation 3.1 ensure that the only terms γki

which contribute to the sum satisfy γki “ ∅ for k “ 0, r and 0 ď i ď e´ 1. This means that we do not have
to specify the size of the partitions αki and so forth that appear in the sum as only partitions of the right size
will contribute.

Lemma 3.2. The only terms α,β,γ, δ which contribute to Equation 3.1 satisfy

e´1
ÿ

i“0

|γki | “
k´1
ÿ

l“0

e´1
ÿ

i“0

´

|µli| ´ |λ
l
i|

¯

, for all 0 ď k ď r ´ 1,

|αki | “
i´1
ÿ

j“0

´

|λkj | ´ |µ
k
j | ´ |γ

k
j | ` |γ

k`1
j |

¯

, for all 0 ď k ď r ´ 1, 0 ď i ď e,

|βki | “ |λ
k
i | `

i
ÿ

j“0

´

|µkj | ´ |λ
k
j | ` |γ

k
j | ´ |γ

k`1
j |

¯

, for all 0 ď k ď r ´ 1, 0 ď i ď e´ 1,

|δki | “ |µ
k
i | ` |γ

k
i |, for all 0 ď k ď r ´ 1, 0 ď i ď e´ 1.

Proof. Assume that we have terms α, β, γ and δ which contribute to Equation 3.1. Then for each 0 ď k ď
r ´ 1 and 0 ď i ď e´ 1 we have

|λki | “ |β
k
i | ` |α

k
i`1|, |δki | “ |µ

k
i | ` |γ

k
i | “ |α

k
i | ` |β

k
i | ` |γ

k`1
i |.

Now noting that µk0 “ ∅ for all 0 ď k ď r ´ 1 and γ0
0 “ ∅, the second condition above implies that γk0 “ ∅

for 0 ď k ď r and αk0 “ βk0 “ ∅ for 0 ď k ď r´ 1. From here, it is straightforward to see that we can indeed
write each term |αki |, |β

k
i |, |δ

k
i | as in Lemma 3.2. Now

r´1
ÿ

k“0

e´1
ÿ

i“0

|µki | “
r´1
ÿ

k“0

e´1
ÿ

i“0

|λki | ùñ
r´1
ÿ

k“0

e´1
ÿ

i“0

´

|βki | ` |α
k
i`1|

¯

“

r´1
ÿ

k“0

e´1
ÿ

i“0

´

|αki | ` |β
k
i | ` |γ

k`1
i | ´ |γki |

¯

ùñ

r´1
ÿ

k“0

|αke | “
r´1
ÿ

k“0

e´1
ÿ

i“0

´

|γk`1
i | ´ |γki |

¯

“

e´1
ÿ

i“0

´

|γei | ´ |γ
0
i |

¯

“ 0

so αke “ ∅ for all 0 ď k ď r ´ 1. We now use induction on k to show that the first equality of Lemma 3.2
holds. If k “ 0, both sides of the equation are equal to 0, so suppose that 0 ă k ď r´1 and that the equation
holds for k ´ 1. Then

k´1
ÿ

l“0

e´1
ÿ

i“0

´

|µli| ´ |λ
l
i|

¯

“

k´2
ÿ

l“0

e´1
ÿ

i“0

´

|µli| ´ |λ
l
i|

¯

`

e´1
ÿ

i“0

´

|µk´1
i | ´ |λk´1

i |

¯
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“

e´1
ÿ

i“0

|γk´1
i | `

e´1
ÿ

i“0

´

|αk´1
i | ` |βk´1

i | ` |γki | ´ |γ
k´1
i | ´ |βk´1

i | ´ |αk´1
i`1 |

¯

“

e´1
ÿ

i“0

|γki |

and so by induction, the first equation holds for all 0 ď k ď r ´ 1. �

We could give more restrictions on the size of the partitions γki that contribute to Equation 3.1 using the
fact that |αki | ě 0 and |βki | ě 0 for all possible i, k. However, we can easily see that for r ě 2, it may be that
partitions of more than one size can contribute.

Example. Let r “ 2 and e “ 3. Suppose that pλ,µq P R˛ with

qtpµq “ pp∅, p1q, p1qq, p∅,∅,∅qq, qtpλq “ pp∅, p1q,∅q, p∅, p1q,∅qq.
Then there are two values of pα,β,γ, δq which contribute to gλµpvq, namely

α “

ˆ

∅ ∅ ∅ ∅
∅ ∅ p1q ∅

˙

, β “

ˆ

∅ p1q ∅
∅ ∅ ∅

˙

, γ “

¨

˝

∅ ∅ ∅
∅ ∅ p1q
∅ ∅ ∅

˛

‚, δ “

ˆ

∅ p1q p1q
∅ ∅ p1q

˙

and

α “

ˆ

∅ ∅ p1q ∅
∅ ∅ ∅ ∅

˙

, β “

ˆ

∅ ∅ ∅
∅ p1q ∅

˙

, γ “

¨

˝

∅ ∅ ∅
∅ p1q ∅
∅ ∅ ∅

˛

‚, δ “

ˆ

∅ p1q p1q
∅ p1q ∅

˙

,

and after computing the Littlewood-Richardson coefficients, we see that gλµpvq “ 2v2.

We note that the coefficients gλµpvq do satisfy the properties of the transition coefficients dλµpvq. It is not,
we admit, actually necessary to prove this since we will later show that they really are transition coefficients;
but the proof is not difficult and may satisfy the reader who prefers not to make assumptions ahead of time.

Lemma 3.3. Suppose pλ,µq P R˛. Then gλµpvq “ 1 if λ “ µ and gλµ P vNrvs otherwise.

Proof. If λ “ µ then by Lemma 3.2, the only terms α,β,γ, δ which contribute to Equation 3.1 satisfy |γki | “
|αki | “ 0, |βki | “ |λ

k
i | and |δki | “ |µ

k
i | for all possible values of k, i, so in fact must satisfy βki “ δki “ λki “ µki

and αki “ γki “ ∅. It is then clear that gλµpvq “ 1. So we want to show that if λ ‰ µ and gλµpvq ‰ 0 then
ωpλq ą ωpµq.

Take pλ,µq P R˛ and suppose that gλµ ‰ 0. Choose α,β,γ, δ as in Equation 3.1 such that
˜

r´1
ź

k“0

e´1
ź

i“0

c
δki
µki γ

k
i

c
δki
αki β

k
i γ

k`1
i

c
λki
βki pα

k
i`1q

1

¸

c∅
γ0
0γ

0
1 ...γ

0
e´1
c∅γr0γr1 ...γre´1

ą 0,

so that α,β,γ, δ satisfy the conditions of Lemma 3.2. Then

r´1
ÿ

k“0

e
ÿ

i“0

|αki | “
r´1
ÿ

k“0

e´1
ÿ

i“0

|αki | “
r´1
ÿ

k“0

e
ÿ

i“0

i´1
ÿ

j“0

´

|λkj | ´ |µ
k
j | ´ |γ

k
j | ` |γ

k`1
j |

¯

“

r´1
ÿ

k“0

e´1
ÿ

i“0

pe´ i´ 1q
´

|λki | ´ |µ
k
i | ´ |γ

k
i | ` |γ

k`1
i |

¯

“

r´1
ÿ

k“0

e´1
ÿ

i“0

pe´ i´ 1q
´

|λki | ´ |µ
k
i |

¯

so that

ωpλq ´ ωpµq “
r´1
ÿ

k“0

e´1
ÿ

i“0

pe´ i` k ´ 1q
´

|λki | ´ |µ
k
i |

¯

“

r´1
ÿ

k“0

e
ÿ

i“0

|αki | `
r´1
ÿ

k“0

e´1
ÿ

i“0

k
´

|λki | ´ |µ
k
i |

¯
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“

r´1
ÿ

k“0

e
ÿ

i“0

|αki | ` pr ´ 1q
r´1
ÿ

k“0

e´1
ÿ

i“0

´

|λki | ´ |µ
k
i |

¯

`

r´1
ÿ

k“0

e´1
ÿ

i“0

pr ´ 1´ kq
´

|µki | ´ |λ
k
i |

¯

“

r´1
ÿ

k“0

e
ÿ

i“0

|αki | `
r´1
ÿ

k“0

l
ÿ

l“0

e´1
ÿ

i“0

´

|µlj | ´ |λ
l
j |

¯

“

r´1
ÿ

k“0

e
ÿ

i“0

|αki | `
r´1
ÿ

k“0

e´1
ÿ

i“0

|γki |

Hence ωpλq ´ ωpµq ě 0 with equality if and only if |αki | “ |γki | “ 0 for all i, k. But in this case, the
Littlewood-Richardson coefficients are non-zero if and only if µki “ δki “ βki “ λki for all 0 ď i ď e ´ 1 and
0 ď k ď r ´ 1. Thus if λ ‰ µ and gλµ ‰ 0, we do indeed have ωpλq ´ ωpµq ą 0. �

We now show that if the first components of λ and µ have no removable e-rim hooks then these components
do not contribute to gλµpvq.

Lemma 3.4. Suppose pλ,µq P R˛ where hpλp0qq “ hpµp0qq “ 0. Let λ̂ “ pλp1q, . . . , λpr´1qq and µ̂ “

pµp1q, . . . , µpr´1qq. Then

gλµpvq “ gλ̂µ̂pvq.

Proof. Our assumptions are that

qtpλq “ pp∅,∅, . . . ,∅q, pλ1
0, λ

1
1, . . . , λ

1
e´1q, . . . , pλ

r´1
0 , λr´1

1 , . . . , λr´1
e´1qq,

qtpλ̂q “ ppλ1
0, λ

1
1, . . . , λ

1
e´1q, . . . , pλ

r´1
0 , λr´1

1 , . . . , λr´1
e´1qq,

qtpµq “ pp∅,∅, . . . ,∅q, p∅, µ1
1, . . . , µ

1
e´1q, . . . , p∅, µr´1

1 , . . . , µr´1
e´1qq,

qtpµ̂q “ pp∅, µ1
1, . . . , µ

1
e´1q, . . . , p∅, µr´1

1 , . . . , µr´1
e´1qq.

For s, f ě 1 and ε P Γsf , define ε̌ P Γs`1
f by setting ε̌0i “ 0 for 0 ď i ď f ´ 1 and ε̌ki “ εk´1

i for 1 ď k ď s
and 0 ď i ď f ´ 1. Then

gλ̂µ̂p1q “
ÿ

αPΓr´1
e`1

ÿ

βPΓr´1
e

ÿ

γPΓre

ÿ

δPΓr´1
e

˜

r´2
ź

k“0

e´1
ź

i“0

c
δki
µ̂ki γ

k
i

c
δki
αki β

k
i γ

k`1
i

c
λ̂ki
βki pα

k
i`1q

1

¸

c∅
γ0
0γ

0
1 ...γ

0
e´1
c∅γr0γr1 ...γre´1

“
ÿ

αPΓr´1
e`1

ÿ

βPΓr´1
e

ÿ

γPΓre

ÿ

δPΓr´1
e

˜

r´1
ź

k“0

e´1
ź

i“0

c
δ̌ki
µki γ̌

k
i

c
δ̌ki
α̌ki β̌

k
i γ̌

k`1
i

c
λki
β̌ki pα̌

k
i`1q

1

¸

c∅
γ̌1
0 γ̌

1
1 ...γ̌

1
e´1
c∅γ̌r0 γ̌r1 ...γ̌re´1

“
ÿ

αPΓre`1

ÿ

βPΓre

ÿ

γPΓr`1
e

ÿ

δPΓre

˜

r´1
ź

k“0

e´1
ź

i“0

c
δki
µki γ

k
i

c
δki
αki β

k
i γ

k`1
i

c
λki
βki pα

k
i`1q

1

¸

c∅
γ0
0γ

0
1 ...γ

0
e´1
c∅γr0γr1 ...γre´1

“ gλµp1q

where we applied Lemma 3.2 in the penultimate step. Also

ωpλq ´ ωpµq “
r´1
ÿ

k“0

e´1
ÿ

i“0

pe´ i` k ´ 1q
´

|λki | ´ |µ
k
i |

¯

“

r´1
ÿ

k“1

e´1
ÿ

i“0

pe´ i` k ´ 1q
´

|λki | ´ |µ
k
i |

¯

“

r´2
ÿ

k“0

e´1
ÿ

i“0

pe´ i` kq
´

|λk`1
i | ´ |µk`1

i |

¯

“

r´2
ÿ

k“0

e´1
ÿ

i“0

pe´ i` k ´ 1q
´

|λk`1
i | ´ |µk`1

i |

¯

`

r´2
ÿ

k“0

e´1
ÿ

i“0

´

|λk`1
i | ´ |µk`1

i |

¯
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“

r´2
ÿ

k“0

e´1
ÿ

i“0

pe´ i` k ´ 1q
´

|λk`1
i | ´ |µk`1

i |

¯

“ ωpλ̂q ´ ωpµ̂q

and so gλµpvq “ gλ̂µ̂pvq as required. �

3.2. Induction in the Fock space. Suppose that 1 ď j ď e´ 1 and s ě 1. Define

f ps,jq “ f
psq
j . . . f

psq
2 f

psq
1 f

psq
j`1 . . . f

psq
e´1f

psq
0 P U .

Define R̄s Ă R to be the set of multipartitions λ lying in a Rouquier block which have the property that if
we add s e-rim hooks to λ, the resulting multipartitions still lie in R; note that R̄s is a union of Rouquier
blocks. Set R̄s

reg “ R̄s XRreg.

Proposition 3.5. Suppose s ě 1 and that τ P R̄s. Let 1 ď j ď e´ 1 and set

Ijpτ q “ tλ P R | λ and τ have the same multicore and for 0 ď k ď r ´ 1, λki “ τki unless i “ j ´ 1, ju.

Then

f ps,jqsτ “
ÿ

λPIjpτ q

s
ÿ

x“0

ÿ

l0`...`lr´1“x
`0`...``r´1“s´x

r´1
ź

k“0

vpk`1qlk`k`kc
λkj´1

τkj´1plkq
c
λkj
τkj p1

`k q
sλ.

Proof. When r “ 1, the ungraded version of this result is [25, Lemma 3.6]. We first prove the ungraded
version of Proposition 3.5 by reducing it to the r “ 1 case. We want to consider

f
psq
j . . . f

psq
2 f

psq
1 f

psq
j`1 . . . f

psq
e´1f

psq
0 sτ

where τ satisfies the conditions of the proposition. Suppose that sν occurs as one of the terms in f
psq
0 sτ , that

is, rνs is formed by adding s nodes of residue 0 to rτ s. Suppose that pk nodes were added to rτ pkqs so that
p0 ` p1 ` . . . ` pr´1 “ s. Then, by the assumptions on τ , for 0 ď k ď r ´ 1, rνpkqs has at most pk addable
pe´ 1q-nodes. Hence any multipartition formed from ν by adding s pe´ 1q-nodes must again add pk nodes
to rνpkqs for all 0 ď k ď r ´ 1. Continuing in this way, we see that the only terms that occur in f ps,jqsτ are
those formed by choosing some p0 ` p1 ` . . . ` pr´1 “ s and, for 0 ď k ď r ´ 1, essentially applying f ppk,jq

to the kth component of τ . Hence [25, Lemma 3.6] gives the ungraded version of Proposition 3.5.
Before giving the graded result, we consider an example which illustrates how these induction sequences

occur. The reader may also find it helpful to read the proof of [25, Lemma 3.6].

Example. Let r “ 1. Take j “ 2 and s “ 4. To save space, we have omitted the top lines of the abacuses.
Below we have qtpτ q “ pp∅,∅, p1q,∅qq and qtpλq “ pp∅, p2q, p13q,∅qq.

4:0
ÝÝÑ

4:3
ÝÝÑ

4:1
ÝÝÑ

4:2
ÝÝÑ

We now consider the graded version of Proposition 3.5. Assume that sλ occurs in f ps,jqsτ with non-zero
coefficient. Then there exist l0, . . . , lr´1, `0, . . . , `r´1 with

řr´1
k“0plk ` `kq “ s and

c
λkj´1

τkj´1plkq
“ c

λkj
τkj p1

`k q
“ 1
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for all 0 ď k ď r ´ 1. Hence by Lemma 2.13, λkj´1 is formed from τkj´1 by adding horizontal strips in

non-overlapping rows and λkj is formed from τkj by adding vertical strips in non-overlapping columns. We
have a sequence of multipartitions

τ
s:0
ÝÝÑ τ peq

s:e´1
ÝÝÝÑ τ pe´ 1q

s:e´2
ÝÝÝÑ . . .

s:j`2
ÝÝÝÑ τ pj ` 2q

s:j`1
ÝÝÝÑ τ pj ` 1q

s:1
ÝÝÑ τ p1q

s:2
ÝÝÑ . . .

s:j
ÝÝÑ τ pjq “ λ.

Let

N “ Npτ , τ peqq `
e´1
ÿ

m“j`1

Npτ pm` 1q, τ pmqq `Npτ pj ` 1q, τ p1qq `
j
ÿ

m“2

Npτ pm´ 1q, τ pmqq

so that the coefficient of sλ in f ps,jqsτ is vN .
Let 0 ď k ď r´ 1. If Bk “ Bakpτ

pkqq and B1k “ Bakpλ
pkqq then by Lemma 2.14 there exist tk, t

1
k ě 0 and

‚ ak1 ă ak2 ă . . . ă aktk with akl ” j ´ 1 mod e and akl P Bk, akl R B
1
k for all l,

‚ bk1 ă bk2 ă . . . ă bktk with bkl ” j ´ 1 mod e and bkl P B
1
k, bkl R Bk for all l,

‚ ck1 ă ck2 ă . . . ă ckt1k
with ckl ” j mod e and ckl P Bk, ckl R B

1
k for all l,

‚ dk1 ă dk2 ă . . . ă dkt1k
with dkl ” j mod e and dkl P B

1
k, dl R Bk for all l,

such that

ak1 ă bk1 ă ak2 ă bk2 ă . . . ă aktk ă bktk ă ck1 ă dk1 ă ck2 ă dk2 ă . . . ă ckt1k
ă dkt1k

and if b P Z is not in the list above then b P Bk ðñ b P B1k. (The middle inequality, bktk ă ck1 occurs
because we are in a Rouquier block.) We can further say that if b ” j´ 1 mod e and there exists l such that
akl ă b ď bkl then b R Bk and if c ” j mod e and there exists l such that ckl ă c ď dkl then c P Bk. Let

Mk
1 “ tg P Z | there exists 1 ď l ď tk such that akl ď ge` j ´ 1 ă bkl u,

Mk
2 “ tg P Z | there exists 1 ď l ď t1k such that ckl ď ge` j ă dkl u.

The idea is that these sets correspond to the rows of abacus k where, at various steps in the induction, we
will increase a β-number. Note that |Mk

1 | “ lk and |Mk
2 | “ `k.

We describe which β-numbers change at each induction step.

‚ τ
s:0
ÝÝÑ τ peq: For each 0 ď k ď r ´ 1, on component k, increase the β-number of all beads in the set

tge` e´ 1 | g PMk
1 YM

k
2 u by 1.

‚ τ pm ` 1q
s:m
ÝÝÑ τ pmq for e ´ 1 ě m ě j ` 1: For each 0 ď k ď r ´ 1, on component k, increase the

β-number of all beads in the set tge`m´ 1 | g PMk
1 YM

k
2 u by 1.

‚ τ pj ` 1q
s:1
ÝÝÑ τ p1q: For each 0 ď k ď r ´ 1, on component k, increase the β-number of all beads in

the set tpg ` 1qe | g PMk
1 YM

k
2 u by 1.

‚ τ pm ´ 1q
s:m
ÝÝÑ τ pmq for 1 ď m ď j ´ 1: For each 0 ď k ď r ´ 1, on component k, increase the

β-number of all beads in the set tpg ` 1qe`m´ 1 | g PMk
1 YM

k
2 u by 1.

‚ τ pj ´ 1q
s:j
ÝÝÑ τ pjq: For each 0 ď k ď r ´ 1, on component k, increase the β-number of all beads in

the set tge` j ´ 1 | g PMk
1 u Y tpg ` 1qe` j ´ 1 | g PMk

2 u by 1.

So for g P
Ťr´1
k“0M

k
1 YM

k
2 , we can consider the contribution made by g to N . First, consider the removable

and addable nodes from components l ă k. At the first step of the induction, there are addable 0-nodes
on component l of ν but no removable 0-nodes on component l of λ. At later steps, only removable nodes
contribute to the sum. The contribution is

k´1
ÿ

l“0

´

pble´1pτ q ´ bl0pτ q ` 1q ´
e´1
ÿ

m“1

pblmpτ q ´ blm´1pτ qq
¯

“ k,

where we recall from Section 2.4 that blipτ q is the position of the last bead on runner i of abacus l in the abacus
configuration for τ̄ . Now consider the removable and addable nodes from component k which contribute to
the sum. If g P Mk

2 , then over the course of the inductions, there is an overall contribution of 0. If g P Mk
1 ,
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then over the course of the inductions, there is an overall contribution of 1. Hence

N “

r´1
ÿ

k“0

¨

˝

ÿ

gPMk
1

pk ` 1q `
ÿ

gPMk
2

k

˛

‚“

r´1
ÿ

k“0

pk ` 1qlk ` k`k.

�

There are two immediate consequences of Proposition 3.5 which will be important later.

Corollary 3.6. Suppose s ą 0 and that τ P R̄s. Let 1 ď j ď e ´ 1. If f ps,jqsτ “
ř

λ bλpvqsλ, then
bλpvq P Nrvs for all λ P Λr.

Corollary 3.7. Suppose s ą 0 and that τ ,σ P R̄s are such that τ „ σ. Let 1 ď j ď e ´ 1. Suppose that
sµ appears with non-zero coefficient in f ps,jqsτ and sλ appears with non-zero coefficient in f ps,jqsσ. Then
τ « σ if and only if µ « λ.

Now suppose that µ P Rreg. Define

Qpµq “
ÿ

λ«µ

gλµpvqsλ and Q̌pµq “
ÿ

λ«µ

gλµp1qsλ.

The heavy lifting for the proof of the main theorem is done by Proposition 3.9 below. We first prove
an ungraded version of the proposition. We abuse notation slightly by identifying a multipartition with its
quotient.

When r “ 1, Proposition 3.8 appears as [25, Lemma 3.10 b)].

Proposition 3.8. Suppose s ą 0 and that ν P R̄s
reg. Let 1 ď j ď e´ 1. Then

f ps,jqQ̌pνq “
ÿ

ηPΛ

cη
ν0
j p1

sq
Q̌ppν0

0 , . . . , ν
0
j´1, η, ν

0
j`1, . . . , ν

0
e´1q, pν

1
0 , ν

1
1 , . . . , ν

1
e´1q, . . . , pν

r´1
0 , νr´1

1 , . . . , νr´1
e´1 qq.

(3.2)

Proof. Let λ P R. Let p:q denote the coefficient of the standard basis element sλ P F on the left-hand side
of Equation 3.2 and p;q the coefficient of sλ on the right-hand side of Equation 3.2. By Proposition 3.5,

p:q “
ÿ

τ«ν

ÿ

aPΓre`1

ÿ

bPΓre

ÿ

cPΓr`1
e

ÿ

dPΓre

˜

r´1
ź

k“0

e´1
ź

i“0

c
dki
νki c

k
i

c
dki
aki b

k
i c
k`1
i

c
τki
bki pa

k
i`1q

1

¸

c∅
c00c

0
1...c

0
e´1
c∅cr0cr1...cre´1

˜

r´1
ź

k“0

ź

i‰j´1,j

c
λki
τki

¸

¨

˚

˚

˝

ÿ

x0`...`xr´1
`y0`...`yr´1“s

r´1
ź

k“0

c
λkj´1

τkj´1pxkq
c
λkj
τkj p1

yk q

˛

‹

‹

‚

“
ÿ

τ0
j´1,...,τ

r´1
j´1

τ0
j ,...,τ

r´1
j

ÿ

aPΓre`1

ÿ

bPΓre

ÿ

cPΓr`1
e

ÿ

dPΓre

˜

r´1
ź

k“0

ź

i‰j´1,j

c
dki
νki c

k
i

c
dki
aki b

k
i c
k`1
i

c
λki
bki pa

k
i`1q

1

¸

c∅
c00c

0
1...c

0
e´1
c∅cr0cr1...cre´1

ÿ

x0`...`xr´1
`y0`...`yr´1“s

r´1
ź

k“0

c
dkj´1

νkj´1c
k
j´1

c
dkj´1

akj´1b
k
j´1c

k`1
j´1

c
τkj´1

bkj´1pa
k
j q
1c
dkj
νkj c

k
j

c
dkj

akj b
k
j c
k`1
j

c
τkj
bkj pa

k
j`1q

1c
λkj´1

τkj´1pxkq
c
λkj
τkj p1

yk q
(3.3)

and applying the definitions we have

p;q “
ÿ

ηPΛ

cη
ν0
j p1

sq

ÿ

αPΓre`1

ÿ

βPΓre

ÿ

γPΓr`1
e

ÿ

δPΓre

˜

ź

i‰j

c
δ0i
ν0
i γ

0
i
c
δ0i
α0
iβ

0
i γ

1
i
c
λ0
i

β0
i pα

0
i`1q

1

¸

c
δ0j
ηγ0
j
c
δ0j
α0
jβ

0
j γ

1
j
c
λ0
j

β0
j pα

0
j`1q

1

˜

r´1
ź

k“1

e´1
ź

i“0

c
δki
νki γ

k
i

c
δki
αki β

k
i γ

k`1
i

c
λki
βki pα

k
i`1q

1

¸

c∅
γ0
0γ

0
1 ...γ

0
e´1
c∅γr0γr1 ...γre´1
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“
ÿ

αPΓre`1

ÿ

βPΓre

ÿ

γPΓr`1
e

ÿ

δPΓre

˜

ź

i‰j

c
δ0i
ν0
i γ

0
i
c
δ0i
α0
iβ

0
i γ

1
i
c
λ0
i

β0
i pα

0
i`1q

1

¸

c
δ0j
ν0
j γ

0
j p1

sq
c
δ0j
α0
jβ

0
j γ

1
j
c
λ0
j

β0
j pα

k
j`1q

1

˜

r´1
ź

k“1

e´1
ź

i“0

c
δki
νki γ

k
i

c
δki
αki β

k
i γ

k`1
i

c
λki
βki pα

k
i`1q

1

¸

c∅
γ0
0γ

0
1 ...γ

0
e´1
c∅γr0γr1 ...γre´1

. (3.4)

Now we look at some of the terms from the last line of Equation 3.3. For fixed partitions dkj , ck`1
j , akj`1,

bkj´1, τkj´1, τkj where 0 ď k ď r ´ 1 we have

ÿ

a0j ,...,a
r´1
j

ÿ

b0j ,...,b
r´1
j

ÿ

x0`...`xr´1
`y0`...`yr´1“s

r´1
ź

k“0

c
τkj´1

bkj´1pa
k
j q
1c
dkj

akj b
k
j c
k`1
j

c
τkj
bkj pa

k
j`1q

1c
λkj´1

τkj´1pxkq
c
λkj
τkj p1

yk q

“
ÿ

a0j ,...,a
r´1
j

ÿ

b0j ,...,b
r´1
j

ÿ

x0`...`xr´1
`y0`...`yr´1“s

r´1
ź

k“0

c
dkj

akj b
k
j c
k`1
j

c
τkj´1

bkj´1pa
k
j q
1c
λkj´1

τkj´1pxkq
c
τkj
bkj pa

k
j`1q

1c
λkj
τkj p1

yk q

and applying Lemma 2.11 repeatedly

“
ÿ

a0j ,...,a
r´1
j

ÿ

b0j ,...,b
r´1
j

ÿ

e0,...,er´1

ÿ

x0`...`xr´1
`y0`...`yr´1“s

r´1
ź

k“0

c
dkj

ck`1
j ek

ce
k

akj b
k
j
c
λkj´1

bkj´1τ
k
j´1

c
τkj´1

pakj q
1pxkq

c
λkj
pakj`1q

1τkj
c
τkj
bkj p1

y
kq

“
ÿ

a0j ,...,a
r´1
j

ÿ

b0j ,...,b
r´1
j

ÿ

e0,...,er´1

ÿ

x0`...`xr´1
`y0`...`yr´1“s

r´1
ź

k“0

c
dkj

ck`1
j ek

c
λkj´1

bkj´1τ
k
j´1

c
λkj
pakj`1q

1τkj
ce
k

akj b
k
j
c
τkj´1

pakj q
1pxkq

c
τkj
bkj p1

y
kq

and applying Lemma 2.12

“
ÿ

e0,...,er´1

ÿ

f0,...,fr´1

ÿ

z1`...`zr“s

r´1
ź

k“0

c
dkj

ck`1
j ek

c
λkj´1

bkj´1τ
k
j´1

c
λkj
pakj`1q

1τkj
cfk
pτkj´1q

1τkj
cfk
ekp1zk q

.

We now substitute this expression back into Equation 3.3. We also perform the change of variables
τkj´1 ÞÑ pakj q

1 and τkj ÞÑ bkj for 0 ď k ď r ´ 1. Thus we see that

p:q “
ÿ

aPΓre`1

ÿ

bPΓre

ÿ

cPΓr`1
e

ÿ

dPΓre

˜

r´1
ź

k“0

ź

i‰j´1,j

c
dki
νki c

k
i

c
dki
aki b

k
i c
k`1
i

c
λki
bki pa

k
i`1q

1

¸

c∅
c00c

0
1...c

0
e´1
c∅cr0cr1...cre´1

ÿ

e0,...,er´1

ÿ

f0,...,fr´1

ÿ

z0`...`zr´1“s

r´1
ź

k“0

c
dkj´1

νkj´1c
k
j´1

c
dkj´1

akj´1b
k
j´1c

k`1
j´1

c
dkj
νkj c

k
j

c
dkj

ck`1
j ek

c
λkj´1

bkj´1pa
k
j q
1c
λkj
bkj pa

k
j`1q

1c
fk
akj b

k
j

cfk
ekp1zk q

“
ÿ

aPΓre`1

ÿ

bPΓre

ÿ

cPΓr`1
e

ÿ

dPΓre

˜

r´1
ź

k“0

ź

i‰j´1,j

c
dki
νki c

k
i

c
dki
aki b

k
i c
k`1
i

c
λki
bki pa

k
i`1q

1

¸

c∅
c00c

0
1...c

0
e´1

˜

r´1
ź

k“0

c
dkj´1

νkj´1c
k
j´1

c
dkj´1

akj´1b
k
j´1c

k`1
j´1

c
λkj´1

bkj´1pa
k
j q
1

¸

¨

˝

ÿ

e0,...,er´1

ÿ

f0,...,fr´1

ÿ

z0`...`zr´1“s

r´1
ź

k“0

c
dkj
νkj c

k
j

c
dkj

ck`1
j ek

c
λkj
bkj pa

k
j`1q

1c
fk

akj b
k
j

cf
k

ekp1zk q

˛

‚c∅cr0cr1...cre´1
. (3.5)

Now we focus on the last line of Equation 3.5. Applying Lemma 2.15 we have

ÿ

c0j ,...,c
r
j

ÿ

d0j ,...,d
r´1
j

ÿ

e0,...,er´1

ÿ

f0,...,fr´1

ÿ

z0`...`zr´1“s

r´1
ź

k“0

cf
k

akj b
k
j

c
λkj
bkj pa

k
j`1q

1c
dkj
νkj c

k
j

c
dkj

ck`1
j ek

cf
k

ekp1zk q
c∅cr0cr1...cre´1
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“
ÿ

c0j ,...,c
r
j

ÿ

d0j ,...,d
r´1
j

ÿ

f0,...,fr´1

˜

r´1
ź

k“0

cf
k

akj b
k
j

c
λkj
bkj pa

k
j`1q

1

¸

c
d0j
ν0
j c

0
j p1

sq

˜

r´1
ź

k“1

c
dk´1
j

ckj f
k´1c

dkj
νkj c

k
j

¸

cf
r´1

dr´1
j

c∅cr0cr1...cre´1

“
ÿ

c0j ,...,c
r
j

ÿ

d0j ,...,d
r´1
j

ÿ

f0,...,fr´1

˜

r´1
ź

k“0

cf
k

akj b
k
j

c
λkj
bkj pa

k
j`1q

1c
dkj

ck`1
j fk

¸

c
d0j
ν0
j c

0
j p1

sq

˜

r´1
ź

k“1

c
dkj
νkj c

k
j

¸

c∅cr0cr1...cre´1

“
ÿ

c0j ,...,c
r
j

ÿ

d0j ,...,d
r´1
j

c
d0j
a0jb

0
jc

1
j
c
λ0
j

b0j pa
0
j`1q

1c
d0j
ν0
j c

0
j p1

sq

˜

r´1
ź

k“1

c
dkj

akj b
k
j c
k`1
j

c
λkj
bkj pa

k
j`1q

1c
dkj
νkj c

k
j

¸

c∅cr0cr1...cre´1
.

Finally, substituting this expression back into Equation 3.5 we see that

p:q “
ÿ

aPΓre`1

ÿ

bPΓre

ÿ

cPΓr`1
e

ÿ

dPΓre

˜

ź

i‰j

c
d0j
ν0
i c

0
i
c
d0i
c1ia

0
i b

0
i
c
λ0
i

b0i pa
0
i`1q

1

¸

c
d0j
a0jb

0
jc

1
j
c
λ0
j

b0j pa
0
j`1q

1c
d0j
ν0
j c

0
j p1

sq

˜

r´1
ź

k“1

e´1
ź

i“0

c
dki
νki c

k
i

c
dki
aki b

k
i c
k`1
i

c
λki
bki pa

k
i`1q

1

¸

c∅
c00c

0
1...c

0
e´1
c∅cr0cr1...cre´1

.

This is indeed equal to p;q, completing the proof of the proposition. �

Proposition 3.9. Suppose s ą 0 and that ν P R̄s
reg. Let 1 ď j ď e´ 1. Then

f ps,jqQpνq “
ÿ

η

cη
ν0
j p1

sq
Qppν0

0 , . . . , ν
0
j´1, η, ν

0
j`1, . . . , ν

0
e´1q, pν

1
0 , ν

1
1 , . . . , ν

1
e´1q, . . . , pν

r´1
0 , νr´1

1 , . . . , νr´1
e´1 qq.

(3.6)

Proof. By Proposition 3.8, if we set v “ 1 in Equation 3.6, both sides of the equation are equal to
ř

λ xλsλ
for some xλ P N. We claim that both sides of Equation 3.6 are then equal to

ÿ

λ

vωpλq´ωpνq´pe´j´1qsxλsλ. (3.7)

As before, we fix λ and look for the coefficient of sλ on both sides of the equation.
Let η be any multipartition with

qtpηq “ ppν0
0 , . . . , ν

0
j´1, η, ν

0
j`1, . . . , ν

0
e´1q, pν

1
0 , ν

1
1 , . . . , ν

1
e´1q, . . . , pν

r´1
0 , νr´1

1 , . . . , νr´1
e´1 qq

where cη
ν0
j p1

sq
ą 0. Then the coefficient of sλ on the right-hand side of Equation 3.6 is equal to vωpλq´ωpηqxλ

where ωpηq “ ωpνq ` pe´ j ´ 1qs. So the right-hand side of Equation 3.6 is indeed equal to Equation 3.7.
Now suppose that τ « ν. Then gτνpvq “ vωpτ q´ωpνqgτνp1q. If sλ appears in f ps,jqsτ , it appears with

coefficient vM where

M “

r´1
ÿ

k“0

pk ` 1qp|λkj´1| ´ |τ
k
j´1|q ` kp|λ

k
j | ´ |τ

k
j |q.

Thus we have a contribution to the sum of vM
1

gτνp1qsλ where

M 1 “ ωpτ q ´ ωpνq `
r´1
ÿ

k“0

pk ` 1qp|λkj´1| ´ |τ
k
j´1|q ` kp|λ

k
j | ´ |τ

k
j |q.

Now note that

ωpλq ´ ωpτ q “
r´1
ÿ

k“0

pe´ j ` kqp|λkj´1| ´ |τ
k
j´1|q ` pe´ j ` k ´ 1qp|λkj | ´ |τ

k
j |q

“

r´1
ÿ

k“0

pe´ j ´ 1qp|λkj´1| ´ |τ
k
j´1| ` |λ

k
j | ´ |τ

k
j |q ` pk ` 1qp|λkj´1| ´ |τ

k
j´1|q ` kp|λ

k
j | ´ |τ

k
j |q

“ pe´ j ´ 1qs`
r´1
ÿ

k“0

pk ` 1qp|λkj´1| ´ |τ
k
j´1|q ` kp|λ

k
j | ´ |τ

k
j |q.
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Hence

M 1 “ ωpλq ´ ωpνq ´ pe´ j ´ 1qs,

which is independent of the choice of τ . So the left-hand side of Equation 3.6 is indeed equal to Equation 3.7.
�

3.3. Proof of the main results.

Theorem 3.10. Suppose that pλ,µq P R˛. Then

dλµpvq “ gλµpvq.

Proof. Let µ P Rreg. We want to show that

Gpµq “
ÿ

λ«µ

gλµpvqsλ `
ÿ

λ„µ
λffµ

dλµpvqsλ. (3.8)

We prove this by induction, firstly on r, secondly on hpµp0qq and thirdly using the a total order ą on µp0q.
Suppose that r “ 1. Then Equation 3.8 holds by Lemma 3.1 and [30, Corollary 10]. So suppose that r ą 1,
that Theorem 3.10 holds for r ´ 1 and that µ P Rreg. Suppose first that hpµp0qq “ 0. Following Fayers [20],

if ν “ pνp0q, νp1q, . . . , νpr´1qq P Λr, we define ν̂ “ pνp1q, . . . , νpr´1qq and ν̂∅
“ p∅, νp1q, . . . , νpr´1qq. Then

µ̂ P Rreg and by the inductive hypothesis

Gpµ̂q “
ÿ

λ«µ̂

gλµ̂pvqsλ `
ÿ

λ„µ̂
λffµ̂

dλµ̂pvqsλ.

Applying Lemma 2.8,

Gpµ̂∅
q “

ÿ

λ«µ̂∅

λp0q“∅

gλ̂µ̂pvqsλ `
ÿ

λ„µ̂∅,λffµ̂∅

λp0q“∅

dλ̂µ̂pvqsλ.

Now µp0q is e-regular and is an e-core. By Lemma 2.9, there exists f “ f
ptxq
ix

f
ptx´1q

ix´1
. . . f

pt1q
i1

P U such that

fpGpµ̂∅
qq “

ÿ

λ«µ

λp0q“µp0q

gλµpvqsλ `
ÿ

λ„µ,λffµ

λp0q“µp0q

dλ̂µ̂pvqsλ `
ÿ

τ„µ

|τp0q|ă|µp0q|

bτ pvqsτ

for some bτ pvq P Nrv´1, vs, where we note that the identities gλ̂µ̂pvq “ gλµpvq follow from Lemma 3.4. Now

fpGpµ̂∅
qq P U˝ and of the coefficients in the sum, gλµpvq P vNrvs for λ ‰ µ and dλ̂µ̂pvq P vNrvs. It is possible

that we have bτ pvq R vNrvs, but this is of no consequence since by Lemma 2.7, dλτ pvq “ 0 if |τ p0q| ă |λp0q|.
Thus we can conclude that

fpGpµ̂∅
qq “ Gpµq `

ÿ

τ„µ

|τp0q|ă|µp0q|

cτGpτ q

for some cτ P Nrv´1 ` vs, and equating terms we see that

Gpµq “
ÿ

λ«µ

gλµpvqsλ `
ÿ

λ„µ
λffµ

dλµpvqsλ

as required.
This completes the proof of Theorem 3.10 for multipartitions µ when hpµp0qq “ 0. So now suppose that

h “ hpµp0qq ą 0 and that Theorem 3.10 holds for all multipartitions in Rreg with fewer than h removable
e-rim hooks on the first component. Let Hpµq be the set of partitions λ « µ such that |λki | “ |µ

k
i | for all

0 ď i ď e´ 1 and 0 ď k ď r ´ 1 and define a total order ą on Hpµq by saying that λ ą η if λ ‰ η and the
minimal k such that λpkq ‰ ηpkq, the minimal i such that λki ‰ ηki and the minimal x such that pλki qx ‰ pη

k
i qx

satisfy pλ
pkq
i qx ą pη

pkq
i qx. Assume that the inductive hypothesis holds for all multipartitions η P Hpµq where

µ ą η.
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Choose 1 ď j ď e ´ 1 such that µ0
j ‰ ∅. Let ν be the partition whose Young diagram is obtained

by removing the first column from rµ0
j s, where we suppose that we remove s ą 1 nodes. Let ν be the

multipartition with the same multicore as µ and

νki “

#

ν, k “ 0 and i “ j,

µki , otherwise.

By the inductive hypothesis,

Gpνq “
ÿ

λ«ν

gλνpvqsλ `
ÿ

λ„ν
λffν

dλνpvqsλ “ Qpνq `
ÿ

λ„ν
λffν

dλνpvqsλ.

Now

f ps,jqGpνq “ f ps,jqQpνq ` f ps,jq
ÿ

λ„ν
λffν

dλνpvqsλ “
ÿ

η

cηνp1sqQpηq ` f
ps,jq

ÿ

λ„ν
λffν

dλνpvqsλ (3.9)

by Proposition 3.9, where we use the terminology of that proposition so that

qtpηq “ ppν0
0 , . . . , ν

0
j´1, η, ν

0
j`1, . . . , ν

0
e´1q, pν

1
0 , ν

1
1 , . . . , ν

1
e´1q, . . . , pν

r´1
0 , νr´1

1 , . . . , νr´1
e´1 qq.

Now note that if λ „ ν but λ ff ν then dλµpvq P vZrvs from the definition of the canonical basis. Hence by
Proposition 3.5, we see that

f ps,jq
ÿ

λ„ν
λffν

dλνpvqsλ “
ÿ

τ„µ
τffµ

bτ pvqsτ

where bτ pvq P vZrvs for all τ . (We note that for this step it is necessary to have µ P Rreg rather than just µ
an e-regular Rouquier multipartition, since we need to apply Proposition 3.5 to multipartitions τ „ µ with
τ ff µ.) It follows by Corollary 2.6 that

f ps,jqGpνq “
ÿ

η

cηνp1sqGpηq “ Gpµq `
ÿ

µąη

cηνp1sqGpηq (3.10)

where the last equality follows from Lemma 2.13. Now suppose λ « µ and consider the coefficient of sλ in
f ps,jqGpνq. By Equation 3.10, this coefficient is given by

dλµpvq `
ÿ

µąη

cηνp1sqdηµpvq “ dλµpvq `
ÿ

µąη

cηνp1sqgηµpvq

where the last step follows from the inductive hypothesis. However, by Equation 3.9, the coefficient is given
by

gλµpvq `
ÿ

η

cη
ν0
j p1

sq
gηµpvq

and so we have gλµpvq “ dλµpvq as required. By induction, this completes the proof of Theorem 3.10. �

The next theorem follows immediately by applying Theorem 2.4 to Theorem 3.10.

Theorem 3.11. Suppose that Hr,npq,Qq is defined over a field of characteristic 0. Take λ P Λrn and µ P Λan
with pλ,µq P R˛. Then

rSλ : Dµsv “ gλµpvq.

3.4. The cyclotomic q-Schur algebra and characteristic p. In order to look at the case where the
underlying field F has prime characteristic, we introduce a new player, the cyclotomic q-Schur algebra. For
the definition of this algebra and the construction of the Weyl modules, we refer the reader to [35, Section 4]
and for the graded theory we refer them to [39].

Let a P Ir. Suppose that F is a field of characteristic p ě 0. For n ě 0, take H “ Hr,npq,Qq to be
an Ariki-Koike algebra over a field of characteristic p with quantum characteristic e where Qk “ qak for
0 ď k ď r ´ 1. The cyclotomic q-Schur algebra is the endomorphism algebra

S “ EndH

˜

à

µPΛr
Mµ

¸
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where each Mµ is a certain H-module. Then S is a cellular algebra in the sense of Graham and Lehrer [22].
It is quasi-hereditary, with the cell modules and the simple modules both indexed by the r-multipartitions of
n. If λ P Λrn, the cell module indexed by λ is called a Weyl module and is denoted ∆λ and the simple module
indexed by λ is denoted Lλ. For λ,µ P Λrn, let r∆λ : Lµs denote the multiplicity of Lµ as a composition
factor of ∆λ.

Work of Stroppel and Webster [39] has shown that there is a grading on the cyclotomic q-Schur algebras
analogous to that of the Ariki-Koike algebras; we define r∆λ : Lµsv to be the graded multiplicity. Again,
when S is defined over a field of characteristic 0, the decomposition numbers are given by the transition
coefficients for the Fock space.

Theorem 3.12 ( [39, Corollary 7.23]). Suppose that p “ 0 and let λ,µ P Λrn. Then

r∆λ : Lµsv “ dλµpvq.

Over a field of arbitrary characteristic, the decomposition numbers for the cyclotomic q-Schur algebras
agree with those for the Ariki-Koike algebras.

Theorem 3.13 ( [35, Theorem 5.1]). Suppose that λ,µ P Λrn with µ P Λan. Then

r∆λ : Lµs “ rSλ : Dµs.

We define a partial order İ on Λrn by saying that µ İ λ if

l´1
ÿ

k“0

|µpkq| `
t
ÿ

i“1

µ
plq
i ě

l´1
ÿ

k“0

|λpkq| `
j
ÿ

i“1

λ
plq
i

for all 0 ď l ď r´ 1 and all t ě 0, and we write µŹ λ if µ İ λ and µ ‰ λ. The next results follow from the
construction of the cellular basis of S [35, Theorem 4.11] and the block structure of S [33, Theorem 2.11].

Proposition 3.14. Suppose that λ,µ P Λrn.

‚ r∆λ : Lµs “ 1 and r∆λ : Lµs “ 0 unless µ İ λ.
‚ r∆λ : Lµs “ 0 unless λ „ µ.

The next result is an application of a theorem of Bowman and Speyer.

Proposition 3.15 ( [4, Corollary 3.15]). Suppose that r ě 2, that λ,µ P Λrn and that |λp0q| “ |µp0q|. Let

µ̂ “ pµp1q, . . . , µpr´1qq, λ̂ “ pλp1q, . . . , λpr´1qq and â “ pa1, . . . , ar´1q. Consider the decomposition numbers

r∆pλ
p0q
q : Lpµ

p0q
qs and r∆λ̂ : Lµ̂s where the first is for a cyclotomic q-Schur algebra with e-multicharge pa0q

and the second for a cyclotomic q-Schur algebra with e-multicharge â. We have

r∆λ : Lµs “ r∆pλ
p0q
q : Lpµ

p0q
qsr∆λ̂ : Lµ̂s.

Let G denote the Grothendieck group of S with rrM ss denoting the element of G corresponding to the
S-module M , so that rrM ss “ rrN ss whenever the multiset of composition factors of M is equal to the multiset
of composition factors of N . By Proposition 3.14, trr∆λss | λ P Λrnu is a basis of G . Set hλµ “ r∆

λ : Lµs. For
µ P Λrn, let Pµ denote the projective cover of the simple module Lµ. Then, by the properties of a cellular
algebra,

rrPµss “
ÿ

λPΛrn

hλµrr∆
λss.

Now let S0 denote a cyclotomic q-Schur algebra with the same parameters r, n, e and a as S, but defined
over a field of characteristic 0. Let h0

λµ denote the multiplicity of the simple S0-module Lµ as a composition

factor of the S0-module ∆λ. Let D (resp. D0) denote the decomposition matrix of S (resp. S0), that is
the matrix whose rows and columns are indexed by the elements of Λrn and where the pλ,µq-entry is hλµ
(resp. h0

λµ). We assume that the ordering on D and D0 is identical and is compatible with İ so that by
Proposition 3.14 the decomposition matrices are lower unitriangular.

The reference we give below is actually for the q-Schur algebra, but the proof for the cyclotomic q-Schur
algebra is identical. The matrix A is known as an adjustment matrix.
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Theorem 3.16 ( [34, Theorem 6.35]). There exists a square lower unitriangular matrix A whose rows and
columns are indexed by the elements of Λrn and whose entries are non-negative integers such that

D “ D0A.

Hence if A “ paτµq and λ,µ P Λrn, we have

hλµ “
ÿ

τPΛrn

h0
λτaτµ.

Let i P I and m ě 1. As in [40], we define an induction functor Ò
pmq
i : Sr,n-mod Ñ Sr,n`m-mod with the

property that if ν P Λrn,

rr∆νss Ò
pmq
i “

ÿ

ν
m:i
ÝÝÑλ

rr∆λss.

The reader should compare with the action of f
pmq
i on sν in Section 2.5. The functor Ò

pmq
i is exact and so

rrP νss Ò
pmq
i “

ÿ

λPΛrn`m

bλrrP
λss,

for some bλ P N. Suppose that 1 ď j ď e´ 1 and s ě 1. Define

Òps,jq“Ò
psq
j ˝ Ò

psq
2 ˝ Ò

psq
1 ˝ Ò

psq
j`1 ˝ . . . ˝ Ò

psq
e´1 ˝ Ò

psq
0

and compare the definition with that of f ps,jq P U . Mirroring our notation in the previous section, if µ P Rreg,
we set Qpµq “

ř

λ«µ gλµrr∆
λss, where gλµ “ gλµp1q. Our set-up is then identical to that of Proposition 3.8

and so we obtain the following result.

Lemma 3.17. Suppose s ą 0 and that ν P R̄s
reg. Let 1 ď j ď e´ 1. Then

Qpνq Ò
psq
j “

ÿ

ηPΛ

cη
ν0
j p1

sq
Qppν0

0 , . . . , ν
0
j´1, η, ν

0
j`1, . . . , ν

0
e´1q, pν

1
0 , ν

1
1 , . . . , ν

1
e´1q, . . . , pν

r´1
0 , νr´1

1 , . . . , νr´1
e´1 qq.

Lemma 3.18. Suppose s ą 0 and that ν P R̄s. Suppose that σ „ ν,σ ff ν and ν Ź σ. Suppose that ε P R
is formed by adding s e-rim hooks to the first component of ν. Suppose that for some 1 ď j ď e ´ 1, rr∆τ ss

appears in the sum rr∆σss Ò
psq
j with non-zero coefficient. Then τ ­İ ε.

Proof. Take all multipartitions as above and suppose that τ İ ε. Then

|τ p0q| ě |εp0q| “ |νp0q| ` se ě |σp0q| ` se ě |τ p0q|,

so we must have equalities throughout the equation. Thus τ pkq “ σpkq and εpkq “ νpkq for all k ě 1. However,
thanks to the equality of the sizes of the first component and the dominance conditions, we have

l´1
ÿ

k“1

|νpkq| `
t
ÿ

i“1

ν
plq
i ě

l´1
ÿ

k“1

|σpkq| `
t
ÿ

i“1

σ
plq
i ,

l´1
ÿ

k“1

|τ pkq| `
t
ÿ

i“1

τ
plq
i ě

l´1
ÿ

k“1

|εpkq| `
t
ÿ

i“1

ε
plq
i ,

for all 1 ď l ď r´ 1 and t ě 0, so that in fact σpkq “ νpkq for all k ě 1. But σ „ ν, so by Proposition 2.2, we
have pσp0qq « pνp0qq so that σ « ν, giving the required contradiction. �

Lemma 3.19. Suppose that µ,λ P R with µ « λ and |µ0
i | “ |λ0

i | for all 0 ď i ď e ´ 1. Suppose that

hpµp0qq “ hpλp0qq ă p. Then hλµ “ 0.

Proof. Given the conditions on µ and λ, we have |µp0q| “ |λp0q|. By [25, Proposition 3.3] we have that

r∆pλ
p0q
q : Lpµ

p0q
qs “ 0. The lemma then follows from Proposition 3.15. �

We are now ready to prove the main result of this section. Set gλµ “ gλµp1q.
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Theorem 3.20. Suppose that λ « µ where λ P R and µ P Rreg. Suppose further that p “ 0 or hpµpkqq ă p
for all 0 ď k ď r ´ 1. Then

hλµ “ gλµ.

Proof. If p “ 0 then the result follows from Theorem 3.12 and Theorem 3.10, so assume that p ą 0. As in the
proof of Theorem 3.10, we use multiple induction arguments. The case r “ 1 appears as [25, Theorem 4.1].
So suppose that r ą 1, that Theorem 3.20 holds for r´1 and that µ P Rreg with hpµpkqq ă p for 0 ď k ď r´1.

Suppose first that hpµp0qq “ 0. For any λ “ pλp0q, λp1q, . . . , λpr´1qq P Λr, set λ̂ “ pλp1q, . . . , λpr´1qq and set
â “ pa1, . . . , ar´1q. Then µ̂, pµp0qq P Rreg. Suppose that λ « µ. If hpλp0qq ą 0 then µ ­İ λ and hλµ “ gλµ “ 0

so assume hpλp0qq “ 0, that is, λp0q “ µp0q. Now, applying Proposition 3.15 we have

hλµ “ hpλp0qqpµp0qqhλ̂µ̂ “ gλ̂µ̂ “ gλµ

where the middle step follows from the inductive hypothesis and Proposition 3.14 and the last step follows
from Lemma 3.4. Hence Theorem 3.20 holds when hpµp0qq “ 0.

Now suppose that p ą hpµp0qq ą 0 and that Theorem 3.20 holds for all ν P Rreg with hpνp0qq ă hpµp0qq

and hpνpkqq ă p for 1 ď k ď r ´ 1. Choose 1 ď j ď e ´ 1 such that µ0
j ‰ ∅. Let ν be the partition whose

Young diagram is obtained by removing the first column from rµ0
j s, where we suppose that we remove s ě 1

nodes. Let ν be the multipartition with the same multicore as µ and

νki “

#

ν, k “ 0 and i “ j,

µki , otherwise.

By the inductive hypothesis,

rrP νss “
ÿ

σ«ν

gσνrr∆
σss `

ÿ

σ„ν
σffν

hσνrr∆
σss “ Qpνq `

ÿ

σ„ν
σffν

hσνrr∆
σss.

Now by Lemma 3.17,

rrP νss Ò
psq
j “ Qpνq Ò

psq
j `

ÿ

σ„ν
σffν

hσνrr∆
σss Ò

psq
j “

ÿ

η

cηνp1sqQpηq `
ÿ

σ„ν
σffν

hσνrr∆
σss Ò

psq
j ;

we also have

rrP νss Ò
psq
j “

ÿ

ε«µ

bεrr∆
εss `

ÿ

ε„µ
εffµ

bεrr∆
εss

for some bε P N. Take η ‰ µ0
j such that cηνp1sq ‰ 0 and define η as in the proof of Proposition 3.9. By

Lemma 3.19 we have hηµ “ 0. Take ε „ µ such that bε ‰ 0.

‚ If ε ff µ then by Lemma 3.18, ε ­İ η and so hηε “ 0.
‚ If ε « µ and εŹ η then εki “ µki unless k “ 0 and i “ j. Hence by Lemma 3.19, hηε “ 0.

Thus the only way that we have hηµ “ 0 is if

rrP νss Ò
psq
j “

ÿ

η

cηνp1sqrrP
ηss `

ÿ

ε

rεrrP
εss

for some rε P N. Consider λ « µ. Then the coefficient of rr∆λss in rrP νss Ò
psq
j is

ÿ

η

cηνp1sqgλη “
ÿ

η

cηνp1sqhλη `
ÿ

ε

rεhλε.

But by Theorem 3.16, each η that appears in the sum above is such that gλη “ h0
λη ď hλη, and so we must

have gλη “ hλη. Taking η “ µ, we complete the proof of the theorem. �

Theorem 3.21. Suppose that λ « µ where λ,µ P R and µ P Λa. Suppose further that hpµpkqq ă p for all
0 ď k ă r. Then

rSλ : Dµsv “ gλµpvq.



DECOMPOSITION NUMBERS FOR ROUQUIER BLOCKS OF ARIKI-KOIKE ALGEBRAS I 27

Proof. The ungraded version of Theorem 3.21 follows from Theorem 3.20 and Theorem 3.12. The graded
version follows from Theorem 3.11 because there is a graded adjustment matrix that relates the graded
decomposition numbers in characteristic 0 and characteristic p [28, Section 10.3]. �

3.5. Scopes equivalences. A celebrated paper of Scopes [38] proves certain equivalences between blocks
of the symmetric group algebra. Scopes’ paper, which was generalized by Jost [27] to the Hecke algebras
of type A, shows that the blocks are Morita equivalent and that there is a corresponding bijection between
the partitions in the respective blocks which preserves the decomposition matrices. As we explain below,
an generalization of the decomposition number result to the Ariki-Koike algebras was recently given by
Dell’Arciprete [12] and a generalization of the Morita equivalence is a special case of even more recent work
by Webster [41].

Fix an e-multicharge a P Ir. For 0 ď i ď e´ 1, define φi : ZÑ Z by setting

φipbq “

$

’

&

’

%

b` 1, b ” i´ 1 mod e

b´ 1, b ” i mod e,

0, otherwise.

Suppose λ P Λr. Define Φipλq to be the multipartition where the β-set of component k is equal to ΦipB
k
ak
pλqq,

that is we obtain the abacus configuration of Φipλq from that of λ by swapping runners i and i ` 1 on all
components (with a vertical shift if i “ 0).

The map Φi preserves „a-equivalence classes.

Lemma 3.22 ( [16, Proposition 4.6]). Let λ,µ P Λr. Then λ „a µ if and only if Φipλq „a Φipµq.

Let B be a „a-equivalence class of Λr. Say that the „a-equivalence class B̃ is formed from B by making
a Scopes move if B̃ “ ΦipBq for some 0 ď i ď e ´ 1 and no multipartition λ P B has any addable i-nodes.
Let ”Sc be the equivalence relation on the „a-equivalence classes of Λr generated by making Scopes moves;
we call this Scopes equivalence. If B ”Sc B̃ then by composing the bijections Φi,Φ

´1
i which give the Scopes

moves between B and B̃, we have a bijection Φ : B Ñ B̃.

Proposition 3.23 ( [12, Proposition 5.5]). Suppose that B and B̃ are „a-equivalence classes with B ”Sc B̃.
Suppose λ,µ P B with µ a Kleshchev multipartition. Then Φpµq is a Kleshchev multipartition and we have
rSλ : Dµs “ rSΦpλq : DΦpµqs.

Proposition 3.24 ( [41, Lemma 3.2]). Suppose that B and B̃ are „a-equivalence classes with B ”Sc B̃.

Then the blocks of the Ariki-Koike algebras corresponding to B and B̃ are Morita equivalent.

Using Webster’s work and the results of [32, Section 3.3], we can describe when a block is Scopes equivalent
to a Rouquier block. Let λ P Λr and recall the definition of bki pλq from Subsection 2.4. For 0 ď i ď e ´ 1,

define b˚i pλq “
řr´1
k“0 b

k
i pλq. By [16, Lemma 3.2], the function b˚i is constant on „a-equivalence classes, so if

B is such a class, we can define b˚i pBq. Define a total order Ì on t0, 1, . . . , e´ 1u by saying that

i Ì j if b˚i pBq ă b˚j pBq or if b˚i pBq “ b˚j pBq and i ă j

and define π “ πpBq to be the permutation such that

b˚πp0qpBq Ì b˚πp1qpBq Ì . . . Ì b˚πpe´1qpBq.

We say that a „a-equivalence class B is a RoCK block if every λ P B satifies

hpλq ď bkπpiqpλq ´ bkπpi´1qpλq ` 1

for all 1 ď i ď e´ 1 and 0 ď k ď r ´ 1.

Proposition 3.25 ( [41, Proposition 4.3] & [32, Section 3.3], Section 3.3). A „a-equivalence class B is a
RoCK block if and only if it is Scopes equivalent to a Rouquier block.

We could equally have defined a RoCK block to be a block which is Scopes equivalent to a Rouquier
block and then given the equivalent combinatorial definition. Our terminology follows that of [41], although
Webster’s RoCK blocks are defined more generally; when applied to the Ariki-Koike algebras, the notations
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coincide. Applying Proposition 3.23, we are now in a position to give some decomposition numbers for RoCK
blocks.

Theorem 3.26. Suppose that Hr,npq,Qq is defined over a field of characteristic p ě 0. Take λ P Λrn and
µ P Λan such that λ and µ lie in a RoCK block R and λ «a µ. Let π “ πpRq be the permutation defined
above. Suppose that p “ 0 or hpµpkqq ă p for all 0 ď k ď r ´ 1. Then

rSλ : Dµs “
ÿ

αPΓre`1

ÿ

βPΓre

ÿ

γPΓr`1
e

ÿ

δPΓre

˜

r´1
ź

k“0

e´1
ź

i“0

c
δki
µk
πpiq

γki
c
δki
αki β

k
i γ

k`1
i

c
λkπpiq
βki pα

k
i`1q

1

¸

c∅
γ0
0γ

0
1 ...γ

0
e´1
c∅γr0γr1 ...γre´1

.

3.6. Open questions. In Theorem 3.10, we show that dλµpvq “ gλµpvq for any pλ,µq P R˛, and in order to
obtain Theorem 3.11 we just ignore any µ P Rreg not indexed by a Kleshchev multipartition. The definition of
gλµpvq does not depend on the common multicore of λ and µ. However, the set ΛaXRreg does. Unfortunately
we do not have a non-recursive way of testing whether a multipartition in a Rouquier block is a Kleshchev
multipartition; that is, we would like an analogue of Lemma 2.3 for r ą 1.

Example. Let e “ 2 and r “ 2 and let

νp1q “ , νp2q “ , νp3q “ , νp4q “ ,

µp1q “ , µp2q “ , µp3q “ , µp4q “ .

The 2-regular multipartitions are νp2q,νp4q, µp2q and µp4q, and dνpxqνpyqpvq “ dµpxqµpyqpvq for all 1 ď x ď 4
and y “ 2, 4. However νp2q and νp4q are Kleshchev multipartitions whereas µp2q and µp4q are not.

If r “ 1, we are able to express the decomposition numbers rSλ : Dµsv in terms of other (unknown)
decomposition numbers.

Proposition 3.27 ( [25, Proposition 4.3]). Let r “ 1. Suppose that µ P Rreg and λ « µ. Set

T pµq “ tτ « µ : |τ0
i | “ |µ

0
i | for all 0 ď i ď e´ 1u.

Then

hλµ “
ÿ

τPT pµq

gλτhτµ.

We were initially hopeful that an analogue of this result held for r ě 2. We do not have any examples
that contradict it, however we do not think it is likely to hold. When ν ff µ, we have no control over the
entries aνµ of the adjustment matrix.

In Conjecture D, we conjectured that we have a formula for the decomposition numbers r∆pλq : Lpµqs for
the cyclotomic q-Schur algebras where λ « µ lie in a Rouquier block that holds for arbitrary µ, rather than
µ e-regular as in Theorem 3.20. The formula differs from gλµp1q only by the addition of a term c∅

α0
0α

1
0...α

r´1
0

.

In [25, Corollary 3.12], we proved Conjecture D in the case that r “ 1 using a runner-removal result of James
and Mathas [26]. Unfortunately we do not have an analogue of the runner removal theorem for r ą 1.
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[38] J. Scopes, Cartan matrices and Morita equivalence for blocks of symmetric groups, J. Algebra 142 (1991), 441–455.

[39] C. Stroppel and B. Webster, Quiver Schur algebras and q-Fock space. arXiv: 1110.1115v2.

[40] K. Wada, Induction and restriction functors for cyclotomic q-Schur algebras, Osaka J. Math 51 (3) (2014), 785–823.
[41] B. Webster, RoCK blocks for affine categorical representations, arXiv: 2301.01613.

School of Mathematics, University of East Anglia, Norwich NR4 7TJ, UK.

Email address: s.lyle@uea.ac.uk


	1. Introduction
	2. Background and definitions
	2.1. Multipartitions and Young diagrams
	2.2. The Ariki-Koike algebra
	2.3. The abacus
	2.4. Rouquier blocks
	2.5. The Fock space representation of Uv(e)
	2.6. Littlewood-Richardson coefficients

	3. Decomposition numbers
	3.1. The coefficients gbold0mu mumu program@epstopdfbold0mu mumu program@epstopdf(v)
	3.2. Induction in the Fock space
	3.3. Proof of the main results
	3.4. The cyclotomic q-Schur algebra and characteristic p
	3.5. Scopes equivalences
	3.6. Open questions

	References

