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Abstract

In recent years, the discussion about systematicity of neural network learning has gained re-
newed interest, in particular the formal analysis of neural network behaviour. In this paper, we
investigate the capability of single-cell ReLU RNN models to demonstrate precise counting be-
haviour. Formally, we start by characterising the semi-Dyck-1 language and semi-Dyck-1 counter
machine that can be implemented by a single Rectified Linear Unit (ReLU) cell. We define three
Counter Indicator Conditions (CICs) on the weights of a ReLU cell and show that fulfilling these
conditions is equivalent to accepting the semi-Dyck-1 language, i.e. to perform exact counting.
Empirically, we study the ability of single-cell ReLU RNNs to learn to count by training and
testing them on different datasets of Dyck-1 and semi-Dyck-1 strings. While networks that satisfy
the CICs count exactly and thus correctly even on very long strings, the trained networks exhibit
a wide range of results and never satisfy the CICs exactly. We investigate the effect of deviating
from the CICs and find that configurations that fulfil the CICs are not at a minimum of the loss
function in the most common setups. This is consistent with observations in previous research
indicating that training ReLLU networks for counting tasks often leads to poor results. We finally
discuss implications of these results and possible avenues for improving network behaviour.

1 Introduction

Recurrent Neural Networks (RNNs) have been demonstrated to be Turing complete, and thus are
theoretically capable of performing any computable task [Siegelmann and Sontag, [1992]. However,
there is a long-standing debate on the ability of neural networks to learn and generalise systematically
since [Fodor and Pylyshyn| [1988]. Counting is one systematic process that is fundamental to many
computational systems that process sequential data. It enables the system to keep track of occurrences,
identify patterns, and make predictions based on past observations. Counting is relevant for natural
language processing tasks such as language modelling, speech recognition, and machine translation.
Furthermore, it is a fundamental cognitive ability that also plays an important role in human language
understanding and comprehension |Le Corre et al., 2006, |Gelman and Gallistel,|2004] and mathematical
reasoning.

For learning systems, the question is what constitutes counting, how it can be defined, and how
we can determine if the learning of counting behaviour has been successful. This is often approached
through formal languages, especially Dyck-1, and by framing counting as a classification or prediction
task. While some formal aspects of RNNs have been studied, there are few specific results on counting
available to our knowledge. Empirical studies on the ability of RNNs to count have addressed mainly
LSTMs, while ReLU RNNs are under-explored. This may be due to ReLU RNNs being notoriously
difficult to train. RNNs in general are relatively inefficient at training time, while the training of
Transformer models [Vaswani et al., 2017] is easy to parallelise and scale, which has been exploited in
large language models, such as LaMDA [Thoppilan et al, 2022] or ChatGPT/GPT-4 [OpenAl, 2023].
However, there has been significant recent progress in designing efficiently trainable RNNs that can
offer efficient training and generation |[Gu et al., 2022, [Peng et al., 2023] |Orvieto et al.| [2023].



In this paper, we investigate the counting behaviour of ReLU RNNs by reduction to a single cell. We
characterise the counting capability of a single ReLU RNN cell as a formal language, the semi-Dyck-1
language, with a grammar and an abstract counter machine. We identify three Counter Indicator
Conditions (CICs) on the weights of a ReLU RNN, and prove that for correct counting behaviour of
a single-cell ReLU RNN it is necessary and sufficient that the network fulfils these three CICs. We
empirically validate that ReLU RNNs that fulfil the CICs indeed show the desired counting behaviour
even for very long strings. However, our experiments also show that learning the CICs is challenging
and we identify a misalignment between the two commonly used loss functions and the CICs as a
potential cause.

Our main contributions in this paper are:

e A characterisation of the counting capabilities of ReLU RNNs with a grammar for the semi-
Dyck-1 language and an abstract counter machine that accepts this language.

e The definition of three Counter Indicator Conditions on a single-cell ReLU RNN with a proof
that fulfilling them is equivalent to the network accepting the semi-Dyck-1 language.

e An empirical evaluation of the behaviour of ReLU RNNs, showing that they do not learn to
fulfil the Counter Indicator Conditions in a common training setup and identifying causes for
this result.

2 Related Work

RNNs are a powerful computational model, capable of computing any function if appropriately config-
ured, and Turing complete with both sigmoid and ReLU activation functions [Siegelmann and Sontag]
1992, |Chen et al. [2018]. However, systematicity in NN learning has been debated for over 30 years
[see [Fodor and Pylyshynl [1988 [Marcus et al.l [1999| [Lake and Baroni, 2018 inter alia]. In this debate,
mostly an intuitive notion of systematicity has been used. Often examples of datasets or benchmarks
have been used to capture the desired capabilities, such as the SCAN task [Lake and Baroni, 2018|
and more recently the extensive BIG-Bench for large language models [Srivastava et al., 2022].

A different approach to defining systematic behaviour is the use of formal languages. The Chomsky
hierarchy has regular languages on its first level that are accepted by finite state
automata (FSA) [Sipser, 1996, |de la Higuera, [2010]. The next level, context-free languages, that are
defined by a context-free grammar, can be accepted by a stack machine. While FSA are insufficient for
infinite counting because of their finite state space, stack machines are more than is needed for simple
counting functionality. Dyck languages |Rozenberg and Salomaal 1997 [Hopcroft and Ullman) [1969]
|Chomsky, 1956, [Duchon| 2000] are context-free languages which consist of strings of well balanced
brackets where an opening bracket is pushed onto the stack and a closing bracket pops the stack. In
the case of some simple context-free languages such as Dyck-1 and a”b", a stack can be reduced to
a single counter, i.e. we store the number of items on the stack rather than the items themselves.
These automata can be cast as Minsky machines , which are monosymbolic pushdown
automata. More general abstract counter machines have been defined by [Fischer et al. [1968] and later
adaptations followed by [2020].

\Gers and Schmidhuber| [2001] already train LSTMs to predict the next token in the context-free
language ab"™ and the context-sensitive language a”b"c¢". There is recently a renewed interest in the
abilities of RNNs to count and accept different formal languages. [Weiss et al.| [2018] show that RNNs
with squashing activation functions, such as Elman RNNs and GRUs, do not have the capacity to
count indefinitely with finite precision activation values, while other RNN models, such as LSTMs and
ReLU RNNs, do. In terms of theoretical studies, |Chen et al.| [2018] provide extensive theoretical work
on ReLLU RNNs, but do not address counting, while does address counting, but not for
ReLU RNNE.

Empirically, [Karpathy et al.| [2015], [Bernardy| [2018], and |[Skachkova et al.| [2018] evaluate the
prediction of brackets in natural and artificial strings with LSTMs. RNNs that incorporate some form
of stack have been designed and evaluated by Mali et al.| [2021], Joulin and Mikolov|[2015], (Grefenstette,
et al.|[2015], Suzgun et al.| [2019b], Hao et al.| [2018], Mali et al.|[2019], and Das et al.| [1992]. However,
for ReLU RNNs there are few results available. Beyond predicting brackets, the generalisation to
longer strings has been studied to a limited extent by [Suzgun et al|[2019a], and |Weiss et al.| [2018]




already found that no models exhibit perfect long-term generalisation. [El-Naggar et al.| [2022] explore
the extent to which RNNs generalise Dyck-1 acceptance to very long strings and observe that ReLU
models show high variability of learning effect. [Lan et al.|[2022] replace backpropagation with a genetic
algorithm and a minimum description length target, which improves long-term generalisation. They
provide proofs that two resulting ReLUs accept specific languages (ab™, a"b?") for arbitrary length
strings.

The general question under which conditions ReL.Us can count exactly and whether they can learn
to count using backpropagation has not yet been addressed to our knowledge. The published reports
of poor learning outcomes of ReLU RNNs with backpropagation on counting tasks suggest there is a
specific problem that deserves studying.

3 Formalising Counting Behaviour in ReLU RNNs

In this section, we ask under which conditions a single-cell ReLU Recurrent Neural Network (ReLU
RNN) can count, or more formally under which conditions a single-cell ReLU RNN accepts the semi-
Dyck-1 language. The semi-Dyck-1 language is a variant of the Dyck-1 language (which is the language
of well-formed bracket strings), adapted to the limitations of a single-cell ReLU RNN. In Theorem
we give a set of conditions that are necessary and sufficient for this to happen. The definitions used
in the following are inspired by the notions of the General Counter Machine and Real-Time Language
Acceptance presented in Merrill| [2020].

3.1 Counter Machines and semi-Dyck-1 Language

We first define a particular variant of a counter machine and demonstrate its links with the semi-Dyck-
1 language. This specific counter machine aligns with the computational constraints of a ReLLU cell,
which is incapable of producing negative activation values.

Definition 1 (Stateless Incremental Non-Negative 1-Counter Machine (SINC)). A Stateless Incre-
mental Non-Negative 1-Counter Machine (SINC) is a tuple (Z,u) where ¥ is a finite alphabet and u
s a counter update function:

u:x— {-1,+1}

where +1 (resp. —1) denote the function f(x) :=x+1 (resp. f(x) :=x-11ifx >0 and f(0) =0) defined
on x € N.

Definition 2 (Computations of SINC). A configuration of a SINC is a non-negative integer value
(the value in the counter). A computation on input x = x1--+X, where x; € ¥ for all1 <i < nisa
sequence of configurations:

Co—=>C1L = —Cp

such that co = 0 is the initial configuration, and for all 1 < i < n, ¢; = u(x;)(ci-1). The value ¢, is
called the output on x of the SINC.

An alphabet X is a finite set of symbols, called tokens and a string on X is a sequence of tokens. In this
paper we only consider finite strings, so finite sequences of tokens. The language accepted by a SINC
is defined as the set of input strings that have output 0. In the following, we use the bracket characters
( and ) to denote the characters in our alphabet, while other brackets have their usual meaning.
Note that a SINC is a particular instance of one-state pushdown automata with a one-token stack-
alphabet, or can be seen as a one-state one-counter Minsky machine with an input alphabet.

Definition 3 (semi-Dyck-1 counter). A SINC (2, u) is said to be a semi-Dyck-1 counter if T = {(, )},
u({) =+1 and u()) = -1.

The Dyck-1 language is the language of well-formed strings of brackets, e.g ({{})(}). It is defined
on the alphabet X = {(, )} and generated by the context-free grammar s — &|(s)s, where & denotes the
empty string.

Definition 4 (semi-Dyck-1 language). We define the semi-Dyck-1 language as generated by the
context-free grammar s — g|{s)s|s)s.



This is the language of strings constructed from strings of the Dyck-1 language in which closing
brackets can be inserted at any point.

Proposition 5. A semi-Dyck-1 counter accepts the semi-Dyck-1 language.

Proof. Consider a semi-Dyck-1 counter (Z,u) with £ = {(,)}. Let us first prove that any string in
the semi-Dyck-1 language is accepted. Let x be a string in the semi-Dyck-1 language. By definition,
u({) = +1 and u()) = —1, which means that the counter is incremented by 1 everytime an opening
bracket is read and decreased by 1 when a closing bracket is read, unless the counter value is 0, in
which case, it remains 0. It is easy to see that the output on x is 0. This can be formally proved by
induction on the grammar generating the semi-Dyck-1 language. Indeed,

e The output on ¢ is 0;

e Suppose now that s and s’ are strings in the semi-Dyck-1 language with output 0 and x = (s)s’.
Then, on input x, first the counter is incremented by 1 after the first opening bracket. Then after
reading s its value is either 1 (if s is in Dyck-1) or 0 (if s has at least one more closing bracket
than opening ones) by induction hypothesis on s. In any case, after reading the closing bracket
the counter has value 0, and after reading s’, has again value 0, by induction hypothesis on s’,
so the output on x is 0;

e Suppose now that s and s’ are strings in the semi-Dyck-1 language with output 0 and x = s)s’.
Then the counter is at 0 after reading s by induction hypothesis, remains at 0 after reading the
closing bracket and is hence also at 0 after reading s’ by induction hypothesis. So the output on
x is 0.

On the other hand, we shall demonstrate that any accepted string belongs to the semi-Dyck-1
language. Consider an input string, x, which is accepted by the semi-Dyck-1 counter. We prove by
induction that the output of x represents the quantity of opening brackets that remain unmatched by
a closing bracket later on in the string.

e This is clearly true for &.

e Suppose x = x’{ with the output on x” being the number of opening brackets that are not matched
later on in x” by a closing bracket. Then, by definition of the semi-Dyck-1 counter, the output
on x is the output on x’ incremented by 1, and hence the induction hypothesis is satisfied for x.

e Suppose x = x’) with the output on x’ being the number of opening brackets that are not matched
later on in x” by a closing bracket. If this value is 0, then the same goes for x and the induction is
satisfied. If this value is positive, then it is decremented by 1 for x, which also closes an opening
bracket in x” so the induction is also satisfied.

This is adequate to conclude the proof, as the output of x equals zero, signifying that every opening
bracket in x is subsequently matched by a closing bracket. Consequently, x is a member of the semi-
Dyck-1 language. O

3.2 ReLU Recurrent Neural Networks (ReLU RNNs) as Counters

We define here formally a ReLU Recurrent Neural Network (ReLU RNN) and state the conditions
that we will prove to be necessary and sufficient for it to behave as a semi-Dyck-1 counter.

Definition 6 (ReLU Recurrent Neural Network (ReLU RNN)). A single-cell ReLU RNN is a tuple
(Z,n,u, W,U,Wp) where X is a finite alphabet, n is a positive integer, u is a mapping from X to R"*, W
1s a vector in R" and U and Wy, are real numbers. W, U, and Wy, are called the weights of the ReLU
RNN. A ReLU RNN takes as input a string x = x1---x, on X, considering a token per timestep. An
output activation function is computed at each timestep and defined as follows: hy = 0 and for all
t=1,...,n,

hy = max(0, Wu(x;) + Uh;—1 + Wp)

The product Wu(x;) is to be understood as the scalar product of two vectors in R™. The output of the
ReLU RNN on input x is hy,.



The language accepted by a ReLU RNN is defined as the set of input strings having output 0. We
now fix £ = {(,)}, and given a ReLU RNN R = (£, n,u, W,U, W), we define the following reals:

ag =Wu()+W, and bg=Wu())+W,

Note that with this definition, the update function becomes h; = max(0,ag + Uh;—1) if x;, = ( and
hy = max(0,bg + Uh;_1) if x; =).

Definition 7 (Counting ReLU Recurrent Neural Network). A single-cell ReLU RNNR = (X, n,u, W,U, Wp)
s said to be Counting if it satisfies the three following conditions:

1. ag = —-bg
2. ag >0
3. U=1

We call these conditions Counter Indicator Conditions (CICs). We now state our main result
below.

Theorem 8. For all single-cell ReLU RNNs R, the three following assertions are equivalent:
e R is Counting,
e R accepts the semi-Dyck-1 language,
o R accepts the same language as a semi-Dyck-1 counter.
First, we give two lemmas that will be used in the proof of Theorem

Lemma 9. For all ReLU RNNs R on X = {{,)} accepting the semi-Dyck-1 language, for all positive
integers n and mon-negative integers m, the output of R on input ()™ is:

ag(1+U+---+U"1) ifm=0
agU1+U+---+U" Y +bg(1+U+---+U™ Y ifn>m>1
max(0, (agU" +bg)(1+U +---+U"" 1)) ifn=m

Proof. The first item is proved by induction on n. For n =1, the output on ( is max(0, ag) which is ag
since ( is not in the semi-Dyck-1 language. Suppose now that this is true for some positive integer n.
By definition of R and induction hypothesis, the output on ("*! is max(0, ag +U(ag (1+U+---+U""1))),
which is max(0,ag(l + U +---+ U™)). Since {"**! is not in the semi-Dyck-1 language, this has to be
positive so the output is ag(1+U +---+ U™).

The second item is proved by induction on m, considering the induction hypothesis is true for
all n > m. For m = 1, for any n > 1, the output on (") is deduced from the previous item and is
max(0, br+Uag(1+U+---+U"1)). This has to be positive so the output is agU(1+U+---+U" V) +bg.
Suppose now that this is true for some positive integer m, and let n > m + 1. Then, by induction
hypothesis, on input ("), the output is max(0, bgr+U(agU™ (1+U+- - -+U" D +bg (1+U+- - -+U™1))),
which is agU™ (1 + U +---+U" 1) + bg(1+ U + - - - + U™) since this has to be positive.

The third item is directly derived from the second and first ones used on input (")~ 1. If n =1,
the output on () is max(0,agU + bg). Otherwise, for all positive integers n > 1, the output on (")"’ is
max(0,bg + U(agU" Y (1 +U+---+U" ) +bgr(1+U + -+ U"?)), which is max(0, (arU" + bg)(1 +
U+---+U"Y). o

Lemma 10. For all strings x on alphabet T = {(,)}, the output value of a semi-Dyck-1 counter on x
is n for some integer n if and only if the output in a Counting ReLU RNN R on x is agn.

Proof. This follows from the definition of a Counting ReLLU RNN. The activation function is now
hy = max(0,ag + h,—1) if x, = ( and h; = max(0,—ag + h;—1) if x; =) for some ag > 0. In other words,
the activation function is incremented by ag everytime an opening bracket is read and decreased by ag
when a closing bracket is read, unless the value is 0, in which case, it remains 0. This describes exactly
the computation of the counter in a semi-Dyck-1 counter, except that the increment and decrement
are by 1 instead of ag. O



Proof of Theorem[8 The two last items are equivalent by Proposition

We prove first that if R accepts the semi-Dyck-1 language, then it is Counting, i.e. it satisfies the
three conditions from Definition On input x = {, the output is max(0,ag). Since x is not in the
semi-Dyck-1 language, this output has to be positive, hence ag > 0. On input x =), the output is
max (0, bg). Since x is in the semi-Dyck-1 language, this output has to be 0, hence bg < 0. We prove
now that U = 1, using Lemma [9]

e On input ((, the output is ag(1 + U). This has to be positive, hence U > —1, since ag > 0.

e For all positive integers n, on input (*)", the output is max(0, (agU" + bg)(1 + U +--- + U™ 1))
and has to be non-positive. Since U > —1, then (1+ U +---+U"" 1) > 0, hence (agU" + bg) < 0
for all n. Since ag > 0, bg < 0 and lim,_,co U" = 00 if U > 1, then necessarily U < 1.

e For all integers n > 2, on input (")"~!’, the output is @, = agU" ' (1+ U +---+ U 1) + bg(1 +
U+---+U"?) and has to be positive. If =1 < U < 1, then lim,e0(1 + U +--- + U 1) =
lim, e (1+U+---+U"2) = (1-U)"! and lim, . U""! = 0, hence lim, o @, = bg(1-U)"! <0.
This contradicts the fact that @, is strictly positive for all n. Then we obtain that U = 1.

Finally, with U = 1, using input x = (), the output is max(0, ag + bg) and is 0, so ag + bg < 0. For all
positive integers n, on input (*)"!, the output is nag+ (n—1)bg > 0, and hence ag+((n—1)/n)bg > 0.
Since lim,, o ag + ((n —1)/n)bg = ag + bg, then ag + bg > 0. We finally get ag = —bg.

We finally prove that if R is Counting, it accepts the same language as a semi-Dyck-1 counter.
This is immediate by Lemma A string is accepted by R if and only if its output is 0 and if and
only if the output of a semi-Dyck-1 counter is 0. O

4 Experiments

Having identified the CICs that determine whether a ReLU RNN is Counting, we study the relationship
between the exact and approximate fulfilment of the CICs and empirical behaviour of a ReLU RNN. We
also investigate if training ReLU RNNs leads to them reaching or approximating the CICs and evaluate
their counting behaviour empirically. Our general setup is similar to that of |Gers and Schmidhuber
[2001], Weiss et al.| [2018], and [Suzgun et al.| [2019a].

4.1 Datasets and Metrics

To test the counting behaviour of our models, we use ten disjoint datasets, with their characteristics
shown in Table[1l All Dyck-1 strings, except those in the Zigzag dataset, are generated in the same
manner as [Suzgun et al|[2019a], using a probabilistic Dyck-1 grammar. The Dyck-1 Zigzag dataset is
created in the same way as in|El-Naggar et al.|[2022]. The Zigzag Dyck-1 strings consist of repetitions of
Jj opening brackets followed by j closing brackets, where j = {10, 20, 25, 50, 100, 125, 200, 250, 500, 1000}.
All datasets consist of strings that are each a valid string in their respective languages as a whole.

In our datasets, there are two labels at every timestep, as introduced by |Gers and Schmidhuber
[2001], Weiss et al.|[|2018], |Suzgun et al.| [2019a]. For Dyck-1 the labels indicate which next tokens, ¢
or ), would be possible in the language, i.e. the string at the current timestep concatenated with the
indicated token would be a prefix for a valid Dyck-1 string. An opening bracket can occur at any point
in a Dyck-1 string, therefore the corresponding label 1 is always 1, but a closing bracket cannot occur
at a point when there are no excess opening brackets, therefore label 2, for a closing bracket, is 0 iff
there are no excess opening brackets, i.e. the current string is a valid Dyck-1 string. Therefore, this
task can also be viewed as a classification task for Dyck-1 validity. Label 1 is obviously redundant in
this setting, but we include it to ensure comparability with the literature.

The semi-Dyck-1 datasets are created from the Dyck-1 datasets by replacing every opening bracket
with a closing one with probability 0.5. In order to generate strings of odd length, for half the strings
we either add a closing bracket at a random position or remove a randomly chosen opening bracket,
each with probability 0.5. In this way, the average string length is maintained.

The labels are set to ensure compatibility with the previous experiments and the literature. At
every timestep we set the label 1 to 1 and label 2 to 0 if the string up to this point is a valid semi-Dyck-1
string, analogous to the Dyck-1 datasets. For semi-Dyck-1, the interpretation of output neurons as



Table 1: The datasets in our experiments, with different string structures and lengths, each in two
versions: Dyck-1 (D) and semi-Dyck-1 (S). We report for all datasets the size (number of strings),
lengths of the strings, percentage of valid strings (i.e. count value of 0), the mean and maximal
counter value per string averaged over each dataset.

D valid counter S valid counter
Type size lengths % mean max % mean max
Training 10,000 2-50 5.5 4.1 8.5 65.3 0.6 2.8
Validation 5,000 2-50 5.2 4.3 8.9 65.3 0.6 2.9
Long 5,000 52100 24 69 143 643 0.6 3.8
Zigzag 10 2,000 1.2 114.0 228.0 53.9 3.0 24.2
Very Long 100 1,000 0.2 27.2 56.1 63.2 0.7 7.4
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Figure 1: ReLLU Model with a configuration satisfying the Counter Indicator Conditions.

indicating what next token is allowed in the language is not valid in our encoding (we can always add
an opening or closing bracket and the string is still a prefix to a valid semi-Dyck-1 string).

This way of changing the datasets to contain strings that are in semi-Dyck-1 but not Dyck-1 has
several side effects. It changes the overall proportion of closing brackets from 0.5 to just over 0.75. The
class ratio between valid and invalid strings is much more balanced, as can be seen in Table The
counter values that are needed for processing the strings also changed to much lower values, especially
for the Zigzag and the Very Long datasets. Higher values require the model to count more precisely as
any deviations from U = 1 are multiplied by the counter values and deviations from a = —b accumulate.
The semi-Dyck-1 dataset is therefore easier to process and better model performance in tests can be
expected.

4.2 Experimental Setup and Evaluation

For our experiments, we use a ReLU RNN with a single hidden neuron as shown in Figure [I Output
neuron 1 has always target value 1 and neuron 2 indicates whether the string up to the current time
is valid in the respective language. Although output neuron 1 has no role in the classification, it
is still included in the loss calculation and optimisation, for compatibility as mentioned above. The
output neurons have a sigmoid activation function (see Appendix [A|for the definition). We experiment
with Binary Cross Entropy (BCE) loss and Mean Squared Error (MSE) loss (see Appendix [A] for the
definitions). The combination of a sigmoid activation with MSE loss is an unusual combination which
does not have a probabilistic interpretation like the commonly used cross-entropy, but it is what was
used by |Gers and Schmidhuber| [2001], Weiss et al.| [2018], and [Suzgun et al.| [2019a] and is retained
here for comparability.

We report average Accuracy (number of strings classified correctly at every timestep) as a classi-
fication metric, as well as First Point of Failure (FPF), which reflects the exact counting capability
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Figure 2: Heatmaps showing the FPF values on the Dyck-1 Very Long dataset and MSE and BCE
loss on the Dyck-1 Validation dataset for models with a correct configuration and with deviations.
The thin green lines represent the CIC values for the a/b ratio and U value, and the intersection
between the green lines is the point of a correct model. For FPF, the value in the centre of graph (a) is
undefined, as no failures occurred for the correct model. It can be seen that the lowest MSE and BCE
loss values are not located at the position of the correct model configurations. For a larger version of
these heatmaps see Appendix Q

better. The FPF is the first point at which a model fails when a string is processed. For each model
the average FPF value over the Very Long dataset is reported. FPF tests the generalisation abilities
of models for very long strings, where fully correct processing becomes increasingly rare for imperfect
models, so that accuracy ceases to differentiate models well.

4.3 Validating the Counting Model

For the correct model configuration, we use input weight vector [1,—1], which, together with a hidden
neuron bias of 0, leads to a =1 and b = —1, which satisfies the CICs 1 and 2. We also use a recurrent
weight U = 1, satisfying the CIC 3. The output bias is 1 for output neuron 1 and -0.5 for output
neuron 2. We use a threshold of 0.5 for the final classification when calculating accuracy and FPF. As
shown in Table (3] the correct model achieves perfect results on all datasets.

4.4 Effect of Deviation from the Correct Model

We systematically vary the a and U values from correct weights to study the effect of the deviation
from CIC values on the MSE validation loss, BCE validation loss and FPF. For the U deviations, we
use increments of 0.0001 between 0.9995 and 1.0005 for the U weight. Similarly, we use increments
of 0.004 between 0.98 and 1.02 for the a weight. For these model variations, the MSE loss and BCE
loss calculated on the Dyck-1 Validation dataset, and the FPF on the Dyck-1 Very Long dataset are
shown in Figure [2| We observe that the highest FPF value occurs where the correct model is located.
However, within our test grid, the lowest MSE or BCE losses do not occur at the correct a/b ratio or
U value. There are different values of @ and b possible for any given a/b ratio value. If we vary the
biases proportional to the value of b (or b) for a given a/b ratio the only change to the ReLU activation
value is a multiplication by a constant factor, as is easy to show by induction. Thus the only change
of the relative magnitudes of network outputs is caused by the sigmoid output activation (for MSE),
which is a monotonic function. We have plotted additional heatmaps in Appendix [C] illustrating the
very minor changes of the loss for different values of 4. Thus, minimising the MSE or BCE loss will
likely not converge to a model that fulfils the CICs and counts correctly.

4.5 Training ReLUs to Count

We train models in different configurations: using MSE (M/) and BCE (B/) loss with Randomly
Initialised (RI), and Correctly Initialised weights with and without Bias in the ReLU (CB and CI,
respectively). We train models for 30 epochs, with the Adam optimiser [Kingma and Ba, 2014, using




Table 2: Numbers of trained and converged models for Dyck-1 and semi-Dyck-1 experiments. The
model names are as in Table [3]

Dyck-1 Semi-Dyck-1
M/RI M/CI M/CB B/RI B/CI B/CB‘M/RI M/CI M/CB B/RI B/CI B/CB
Trained 35 10 10 10 10 10 25 16 16 16 16 16
Conv 12 10 8 6 10 7 5 16 14 1 16 14

Table 3: Classification performance of various models trained and tested on Dyck-1 and semi-Dyck-1,
and models with correct weights. Models are trained with MSE (M/) and BCE (B/) loss. Accuracy
in percent and FPF values are given as mean (minimum/maximum) over runs after training models
with Random Initialisation (RI), Correct Initialisation - without or with trainable ReLU bias (CI and
CB). For B/RI trained on semi-Dyck-1, only one model converged, therefore there are no (min/max)
values. An FPF value ‘-” indicates that the model did not fail on the Very Long dataset.

Mod Train Validation Long Zigzag V. Long FPF
Models with correct weights, Testing: Dyck-1 (*), semi-Dyck-1 (**)

*) 100 100 100 100 100 -

(**) 100 100 100 100 100 -

(a) Training: Dyck-1, Testing: Dyck-1
M/RI 91.6 (48.7/100) 90.5 (43.1/100) 62.4 (3.74/100) 20.0 (0.0/40.0) 0.4 (0.0/4.0)  846.4 (528.2/979.3)
M/CI 95.2 (71.4/100) 94.4 (67.3/100) 76.1 (10.9/100) 25.0 (0.0/50.0) 1.2 (0.0/8.0)  905.3 (862.1/987.7)
M/CB 85.4 (39.4/100) 83.6 (33.2/100) 42.9 (0.9/98.1) 13.8 (0.0/30.0) 0.0 (0.0/0.0)  757.1 (432.0/911.9)
B/RI 97.7 (86.4/100) 97.3 (83.8/100) 83.9 (12.9/100) 23.3 (10.0,/40.0) 8.3 (0.0/50.0) 848.4 (305.1/995.8)
B/CI 100 (100/100) 100 (100/100) 95.5 (60.3/100) 29.0 (10.0/60.0) 2.9 (0.0/29.0) 843.8 (553.0,/992.4)
B/CB 91.9 (65.2/100) 90.4 (59.5/100) 72.2(3.9/100)  21.4 (10.0/40.0) 0.0 (0.0/0.0)  703.3 (257.4/959.9)

(b) Training: Dyck-1, Testing: semi-Dyck-1
M/RI 100 (100/100) 100 (99.9/100) 100 (99.6/100) 44.2 (20.0/90.0) 99.0 (88.0/100 ( )
M/CI 100 (100/100) 100 (99.9/100) 100 (99.7/100) 53.0 (20.0/100) 98.0 (88.0/100) 984.9 (907.6/-)
M/CB 99.9 (99.4/100) 99.9 (99.2/100) 99.5 (97.0/100) 99.9 (99.2/100) 90.8 (56.0/100) 938.3 (723.2/-)
( ( ( )
( ( (
(

992.3 (907.6/ -

==

B/RI 100 (100/100) 100 (100/100) 100 (99.9/100) 66.7 (20.0/90.0) 99.3 (96.0/100) 995.1 (970.8/~
B/CI 90.0 (0.0/100) 90.0 (0.0/100) 90.0 (0.0/100) 49.0 (0.0/100) 90.0 (0.0/100) 900.3 (2.6/-)
B/CB 100 (100/100) 100 (100/100) 99.8 (99.3/100) 48.6 (20.0/90.0) 96.0 (84.0/100) 974.4 (892.3/-)

(¢) Training: semi-Dyck-1, Testing: Dyck-1
M/RI 99.4 (97.8/100) 99.2 (97.1/100) 73.3 (33.1/100) 22.0 (10.0/40.0) 3.2 (0.0/16.0) 724.7 (461.3/948.9)
M/CI 98.3 (87.5/100) 97.9 (85.6/100) 71.8 (25.8/100) 18.8 (10.0/70.0) 5.9 (0.0/94.0) 815.6 (436.2/999.5)
M/CB 100 (99.9/100) 99.9 (99.8/100) 90.3 (79.0/100) 25.0 (10.0/30.0) 6.8 (0.0/25.0) 893.3 (730.2/989.0)
B/RI 100 100 99.1 0.0 0.0 957.7
B/CI 90.8 (4.4/100) 90.2 (2.7/100) 68.9 (0.0/100) 16.4 (0.0/70.0) 7.1 (0.0/100) 788.2 (55.1/-)
B/CB 81.5 (0.0/100) 80.3 (0.0/100) 50.2 (0.0/100) 5.6 (0.0/30.0) 0.0 (0.0/0.0)  698.7 (0/985.0)

(d) Training: semi-Dyck-1, Testing: semi-Dyck-1
M/RI 100 (100/100) 100 (100/100) 100 (100/100) 46.0 (30.0/90.0) 100 (100/100) - (-/-)
M/CI 100 (100/100) 100 (100/100) 100 (100/100) 42.5 (20.0/100) 100 (100/100) - (-/-)
M/CB 100 (100/100) 100 (100/100) 100 (100/100) 50.0 (20.0/100) 99.7 (98.0/100) 995.8 (970.8/-)
B/RI 100 100 100 50.0 100 -
B/CI 100 (100/100) 100 (100/100) 100 (100/100) 68.1 (20.0/100) 99.7 (95.0/100) 996.0 (936.5/-)
B/CB 100 (100/100) 100 (100/100) 100 (100/100) 60.7 (30.0/100) 100 (100/100) - (-/-)

a learning rate of 0.01. We train models on the Dyck-1 dataset and on the semi-Dyck-1 dataset, and
test each variant on both Dyck-1 and semi-Dyck-1 versions of the datasets.

We trained different models for different numbers of runs and in many runs the models did not
converge to a loss value substantially below their initial state throughout the training. Therefore, we
only include models that have converged in our results. The number of trained and converged models
for each configuration is shown in Table 2] We select the models with the lowest validation loss for
each run.



We report the accuracy for the converged models on all datasets and FPF values on the Very Long
dataset in Table All models show a large variation in the results. The largest differences can be
observed between testing on the Dyck-1 and the semi-Dyck-1 datasets ((a) and (¢) vs (b) and (d)),
which was expected, given the difference in counter values discussed in section [£.1] The results differ
also between the models trained on different datasets ((a) and (b) vs (¢) and (d)), but unexpectedly
the models trained on the less demanding semi-Dyck-1 dataset perform mostly better than the models
trained on Dyck-1. However, fewer models converge when training on semi-Dyck-1 from random
initialisation. Models trained with BCE loss perform broadly similar to the models trained with MSE
loss.

Models trained from correct initialisation (*/C*) do not retain the correct weight configuration
and their performance after training is often worse than that of the correct models, especially with a
trainable bias (*/CB). This is consistent with our observation that the correct weights are not at the
minimum of the loss (Section and with the the findings of [El-Naggar et al|[2022] that training
from correct weights with a sigmoid output activation function results in unlearning of correct weights.
However, the models that are correctly initialised tend to converge better (see Table [2)).

Overall, no trained models show perfect results in the tests, i.e. they do not learn the correct
weights that satisfy the CICs. For the models trained on Dyck-1 strings, we show plots of the a/b
and U values of the 5 M/RI models with the lowest validation loss and the 5 M/RI models with the
highest FPF in Figure [3] More distribution plots can be found in Appendix The plots show that
the all models deviate from the correct values, and the deviations of the a/b ratio and the U value
tends to be positive.
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Figure 3: The best 5 M/RI models trained and tested on Dyck-1 selected (a) by average validation
loss and (b) by FPF on the Very Long dataset. The red box represents the area corresponding to
the heatmaps in Figure The correct model position is at the intersection of the green lines. Two
models present in both sets are marked with pink diamonds. For all models, the validation loss and
FPF values are shown next to the markers.

5 Discussion and Conclusions

We have formalised the counting mechanism of a ReLU RNN cell with the semi-Dyck-1 language and
corresponding abstract counter machines that account for the absence of negative activation values
in ReLUs. On this basis, we established three Counter Indicator Conditions (CICs) on the ReLU
weights, which are necessary and sufficient for exhibiting correct counting behaviour. ReLU RNN cells
that satisfy the CICs can count exactly, allowing for generalisation to strings of arbitrary length and
arbitrarily great counter values (numeric representation permitting). We have empirically validated
that a single-cell ReLU RNN that satisfies the CICs does indeed count correctly and accept the semi-
Dyck-1 language, even on very long strings. However, our results also indicate that the mean squared
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error and the binary cross entropy as loss functions for training ReLU RNNs do not train the ReLLU
RNN to satisfy the CICs so that the trained models fail on very long strings.

Another observation was that ReLU RNN training often fails to converge. In earlier work [El-
Naggar et al |2022], we observed that LSTMs are trainable with reliable convergence on this type
of data, suggesting that they possess a more suitable inductive bias for counting. However, we also
observed that LSTMs tend to systematically underestimate counts, unlike ReLLU RNNs which do not
exhibit this issue. Therefore, it would be useful to better understand the interaction between stable
convergence and long-term counting success and the loss function.

We believe that our empirical results in this paper offer relevant insights into some of the difficulties
encountered during the training of ReLU RNNs, as highlighted by Weiss et al|[2018]. On the other
hand, the theoretical framework of semi-Dyck-1 language and CICs and our finding of misalignment of
the loss functions can be used to design new training methods and network architectures that take into
account these conditions to enable effective learning of exact counting in ReLU RNN networks. These
can include heterogeneous models that include discrete counter modules or specific regularisations that
stabilise convergence and create an inductive bias towards exact counting.
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A Model Output and Loss Functions

Definition 11 (Model Output Calculation). The model’s output layer performs the following calcu-
lation:
Y =oc(Wyh; + by),
where Y is the output Wy is the output weight, h; is the output of the ReLU hidden layer, and by is
the output bias. o is the logistic sigmoid function
1
1+e*

o(x) =

where e is Euler’s number.
Definition 12 (Mean Squared Error MSE Loss (MSE)). Mean Squared Error loss is calculated as
follows:
1< A
MSELoss = - Z(Yi A
=]

where n is the length of the string, Y; is the predicted output value and Y; is the target output value at
timestep i.

Definition 13 (Binary Cross Entropy Loss (BCE)). Binary Cross Entropy Loss is calculated using
the following equation:

BCELoss = —Zﬁ log(Y;) + (1 = ¥;) log(1—Y)

n=i

where Y is the predicted output, Y is the target output and ¢ is the number of classes.

B Deviation from CICs - FPF and Loss Plots

See Figure [4 and Figure
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Figure 4: Effect of Deviations from the CICs on the First point of Failure (maximum is 1000).
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Figure 6: Heatmaps showing the FPF values on the Dyck-1 Very Long dataset and MSE and BCE loss
on the Dyck-1 Validation dataset for models with a correct configuration and with deviations. The thin
green lines represent the CIC values for the a/b ratio and U value, and the intersection between the
green lines is the point of a correct model. For FPF, the value in the centre of graph (a) is undefined,
as no failures occurred for the correct model. It can be seen that the lowest MSE and BCE loss values
are not located at the position of the correct model configurations.

D Distribution of CICs in Models Trained from Random Ini-
tialisation

We inspect the 12 models successfully trained on Dyck-1 from random initialisation with MSE loss
and extract the U value and a/b ratio. We verify that a > 0 and plot the distribution of the a/b ratio
and U and Euclidean distance between the observed [a/b, U] and the correct [-1, 1] in Figure[8] The
models do not reach the correct combination of values. The U value distribution has a clear peak at
1. The a/b ratio has a broader distribution with the mean not at -1, but slightly above.
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E Testing on Dyck-1 Strings for semi-Dyck-1 Acceptance

The Dyck-1 datasets contain only valid Dyck-1 strings with balanced opening and closing brackets. The
., Xk, where k < n) are also evaluated, where we have excess opening brackets
or balanced brackets. The case of excess closing brackets does not occur in these datasets. Dyck-1
acceptance (where the excess closing brackets are invalid) or semi-Dyck-1 acceptance (where the results
of excess closing brackets are valid) are therefore not fully covered by these datasets. However, in the
case of a single-cell ReLU RNN R, if bg < 0 and h; = 0 for a balanced bracket string s with ¢ tokens,
then for s;41 =), we have h;41 = 0 by Definition [6} If R is a semi-Dyck-1 counter for excess open and

prefix sequences (x, ..
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the green lines is the point of a correct model. It can be seen that the lowest MSE and BCE loss values
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Figure 8: Distributions of the CICs over the 12 converged M/RI Dyck-1 models.
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