
1

SIMPLE TRANSITIVE 2-REPRESENTATIONS OF SOERGEL BIMODULES

FOR FINITE COXETER TYPES

MARCO MACKAAY, VOLODYMYR MAZORCHUK, VANESSA MIEMIETZ,
DANIEL TUBBENHAUER AND XIAOTING ZHANG

Abstract. In this paper we show that Soergel bimodules for finite Coxeter types
have only finitely many equivalence classes of simple transitive 2-representations
and we complete their classification in all types but H3 and H4.
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1. Introduction

The series of papers [MM1], [MM2], [MM3], [MM4], [MM5], [MM6] laid the founda-
tions for a systematic theory of finitary 2-representations of finitary 2-categories, which
is a categorical analog of the theory of finite dimensional representations of finite di-
mensional algebras. This theory is a part of modern 2-representation theory which
originated in seminal papers like [Os3], [ENO], [CR] and [KhLa]. The main difference
to the “alternative” theory of module categories over tensor categories, see [EGNO]
and references therein, is not that 2-categories can have more than one object: every
finitary 2-category gives rise to a multifinitary monoidal category with the same finitary
2-representation theory and vice versa, see [EGNO, Remark 4.3.7] and [MMMTZ, Sub-
section 2.4]. The main difference is that finitary 2-representations and 2-categories are
not assumed to be abelian, but additive and idempotent complete. This is important
for the main character of this paper, the one-object C-linear 2-category S = S(W,S)
of Soergel bimodules for a Coxeter system (W,S) of finite type over the coinvariant
algebra of W , which is finitary but not abelian. (Our choice of ground field in this
paper is crucial, as S behaves very differently over a field of positive characteristic.)
One can, of course, consider an abelianization C of a finitary 2-category C , but such
abelianizations do not admit adjunctions in general, which is a serious obstruction.
Recall that a finitary 2-category is (quasi) fiat if it has a duality structure satisfying
conditions akin to those for (rigid or) pivotal monoidal categories (this is the categorical
analog of an algebra having an involution). Tensor categories are rigid by assumption
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and many of the structural results on their module categories do not hold without
that assumption, see [EGNO], but C is not equivalent to a multitensor category for a
general quasi fiat 2-category C . For this reason, there are many differences between
the representation theories of quasi fiat 2-categories and multitensor categories, e.g.
cell structures have played a key role in the first one but no role at all in the second.
Even the formulation of analogous results in the two theories, and the respective proofs,
can have important differences, e.g. the role of coalgebras in quasi fiat 2-categories is
analogous to that of algebras in multitensor categories, but technically more involved,
compare e.g. [MMMT, Section 4] and [EGNO, Subsections 7.8 to 7.10]. However,
the two representation theories coincide when C is fusion or pivotal fusion, i.e. locally
semisimple (meaning that morphism categories are semisimple) and quasi fiat or fiat,
which is very helpful for the purpose of this paper, as we will explain below.

A key result in finitary 2-representation theory is the (weak) Jordan–Hölder theorem
[MM5, Theorem 8] for finitary 2-representations, in which the role of the simples is
played by the so-called simple transitive 2-representations. Classifying the simple tran-
sitive 2-representations of a given finitary 2-category C is therefore a fundamental
problem in 2-representation theory, which we will refer to as the Classification Problem.
When C is fusion, there are only finitely many equivalence classes of simple transitive
2-representations by (a consequence of) Ocneanu rigidity, see e.g. [EGNO, Proposition
3.4.6 and Corollary 9.1.6]. For certain fusion 2-categories those equivalence classes
have even been classified explicitly, see Section 8. However, when C is not locally
semisimple, that finiteness result need not be true, see e.g. [EO, Subsection 4.3], and
in most cases the Classification Problem is unsolved.

In this paper we address the Classification Problem for the fiat 2-category S of Soergel
bimodules. This 2-category, which is naturally graded and categorifies the correspond-
ing Hecke algebra H = H(W,S), was introduced by Soergel [So1], [So3] to give an
alternative proof of the famous Kazhdan–Lusztig conjectures of positive integrality in
the case of Weyl groups and provides a framework in which to generalize and approach
these conjectures for arbitrary Coxeter groups, see e.g. [So2]. A general and completely
algebraic proof using Soergel bimodules was eventually found by Elias and Williamson
[EW3]. Since their introduction, Soergel bimodules and their (graded) 2-representations
have played a fundamental role in representation theory, both in characteristic zero, see
e.g. [KiMa], [KMM] (and the above mentioned papers), and, more recently, in positive
characteristic, see e.g. [LW], [RW]. It is therefore interesting to study its (graded)
2-representation theory, initially in characteristic zero. However, only very partial re-
sults on the classification of its simple transitive 2-representations were known. To be
precise, the Classification Problem was completely solved for finite Coxeter type A in
[MM5] both in the graded and the ungraded setting, for finite dihedral type in [KMMZ]
and [MT] in the graded setting and almost completely in the ungraded setting, and
for a small number of other special cases in other Coxeter types, see e.g. [KMMZ]
and [MMMZ], both in the graded and the ungraded setting. In all these cases, the
classification turned out to be finite. However, in general it was not even known if the
number of equivalence classes of simple transitive 2-representations of S is finite, left
aside any classification. In this paper, we show that there are indeed only finitely many
equivalence classes of simple transitive 2-representations of S for any finite Coxeter
type, and classify them completely for all finite Coxeter types except H3 and H4. All
our results are proved in the graded setting, but they hold in the ungraded setting as
well, see Subsection 7.4.

Let us explain our results in some more detail. First of all, the Classification Problem
for S can be reduced to that of certain subquotients. To do that, one uses the cell
structure of S , which is the categorical analog of the Kazhdan–Lusztig cell structure
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of H. By [ChMa, Subsection 3.2], for every (graded or ungraded) simple transitive
2-representation M of S there is a unique two-sided cell, called apex, that is not
annihilated by M and is maximal in the two-sided order with respect to that prop-
erty. The Classification Problem for S can therefore be addressed apex by apex, and
for a fixed two-sided cell J we denote the 2-category of (graded) simple transitive
2-representations of S with apex J by S -(g)stmodJ . Next, we can reduce the Clas-
sification Problem even further by (strong) H-reduction, see [MMMZ, Theorem 15] or
[MMMTZ, Theorem 4.32]. For any diagonal H-cell H ⊆ J , which, by definition, the
intersection of a left cell in J and the dual right cell, there is a subquotient SH of
S whose only left, right and two-sided cells are the trivial cell and H. By [MMMTZ,
Theorem 4.32], there is a biequivalence

S -(g)stmodJ ' SH -(g)stmodH.

This is a major reduction, because SH is much smaller than S and one can pick any
diagonal H-cell in J (which is helpful in practice, because not all diagonal H-cells of
J necessarily have the same structure, see Section 8).

By the results in this paper, the benefits turn out to be even bigger. Based on Elias
and Williamson’s results in [EW3], Lusztig defined in [Lu2, Subsection 18.15] a locally
semisimple bicategory AJ , for any two-sided cell J of any Coxeter group. This bi-
category categorifies the summand of the asymptotic Hecke algebra corresponding to
the cell J . The bicategory AJ is pivotal fusion by [EW1] and contains a one-object
pivotal fusion full subbicategory AH for any diagonal H-cell H ⊂ J , which we call the
asymptotic bicategory associated to H. Being fusion, the bicategory AH has only one
cell, corresponding to H, which is left, right, two-sided and diagonal simultaneously, so
all its simple transitive 2-representations have apex H. The main insight of this paper is
that these asymptotic bicategories completely determine the (graded) simple transitive
2-representations of S . To be precise, our main result (Theorem 7.1) is the existence
of a biequivalence of graded 2-categories

SH -gstmodH ' AH -stmod′

for every diagonal H-cell H of S for any finite Coxeter type. Here AH -stmod′ is
the graded 2-category with translation obtained from AH -stmod by a well-known and
straightforward construction, which we will recall in Subsection 2.6. As a matter of
fact, AH -stmod′ and AH -stmod are biequivalent as ungraded 2-categories, but not as
graded 2-categories. In the ungraded case, therefore, the above biequivalence becomes

SH -stmodH ' AH -stmod,

see Subsection 7.4. By [EGNO, Corollary 9.1.6 and Proposition 3.4.6] and strong
H-reduction, this implies that the number of equivalence classes of (graded) simple
transitive 2-representations of S is finite for any finite Coxeter type, c.f. Corollary 7.3
and the end of Subsection 7.4. Moreover, for all finite Coxeter types but H3 and H4,
all two-sided cells contain a diagonal H-cell H for which both AH and AH -stmod are
known explicitly, as summarized in Section 8. For some two-sided cells in Coxeter types
H3 and H4 this is unfortunately not true, see Section 8. Therefore, we get a complete
solution of the Classification Problem for S for all finite Coxeter types but H3 and H4,
and even for those two Coxeter types we get a complete solution for more than half
the number of apexes, see Section 8. Finally, Theorem 7.1 also implies (see Theorem
7.10) that S-(g)stmodJ is locally (graded) semisimple, meaning that its morphism
categories are all (graded) semisimple, for any two-sided cell J and any finite Coxeter
type.

Let us briefly sketch the key ingredients of the proof of Theorem 7.1. Let CH be the
cell 2-representation of SH with apex H, which categorifies the Kazhdan–Lusztig cell
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module of the Hecke algebra associated to H. The main ingredient in the proof of
Theorem 7.1 is the existence of a graded biequivalence

EndSH (CH) ' A ′,op
H ,

c.f. Corollary 6.12. (For the experts, we remark that the proof of this proposition uses
that the Duflo involution Cd ∈ H is a separable Frobenius algebra in SH , as we show in
Subsection 4.4 and Proposition 6.3.) In the ungraded setting, the above biequivalence
becomes

EndSH (CH) ' A op
H

Another important ingredient in the proof of our main result is the double centralizer
theorem, see [MMMTZ, Theorem 5.2], which implies that there is a biequivalence

SH -(g)stmodH '
(
EndSH (CH)

)op
-(g)stmod,

as we show in Proposition 7.8. (Note that the bicategory BH in that proposition,
which will be defined in (4.6), is graded biequivalent to

(
EndSH (CH)

)op
by Corollary

4.8.)

Along the way, we also show several results that are interesting in their own right, e.g.
the aforementioned fact that Cd ∈ H is a separable Frobenius algebra in SH . In order
to achieve this, we prove in Proposition 4.3 that the underlying algebra B of CH is
a finite dimensional positively graded weakly symmetric Frobenius algebra of graded
length 2a, where a is the value of Lusztig’s a-function on H. In certain cases B is
known to be symmetric, see Remark 4.4. However, we do not know if B is symmetric
in general.
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2. Recollections

2.1. Categorical conventions. Categories C and 2-categories, 2-semicategories and
bicategories C in this paper are assumed to be essentially small. We also view a
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monoidal category as a 2-category with one (possibly unspecified) object; a perspective
which we will use throughout, e.g. for Soergel bimodules. We will also use the following
notation:

• objects in categories (which are not morphism categories in 2-categories) are
denoted by letters such as X ∈ C, and morphisms by f ∈ C;
• objects in 2-categories are denoted by i ∈ C , 1-morphisms by F ∈ C and

2-morphisms by Greek letters such as α ∈ C ;
• for any i, j ∈ C , we denote by C(i, j) the corresponding morphism category;
• identity 1-morphisms are denoted by 1i and identity 2-morphisms by idF, where

the subscripts are sometimes omitted;
• we write FG = F ◦G for composition of 1-morphisms, and ◦v and ◦h denote

vertical and horizontal compositions of 2-morphisms, respectively.

We will also use bicategories, silently adapting definitions and results to the weaker
setting if necessary, using [MMMTZ]. We will stress when we do not work with genuine
2-categories, 2-functors etc. The reader is referred to e.g. [ML], [Le] or [Ben] for these
and related notions.

2.2. Finitary and fiat 2-categories, and their 2-representations. Let k be an alge-
braically closed field.

A category C is called finitary (over k) if it is equivalent to the category of finitely
generated, injective (or projective) modules over some associative, finite dimensional

k-algebra. These categories assemble into a 2-category Afk having additive, k-linear
functors and natural transformations as 1- and 2-morphisms, respectively. Similarly, a
2-category C is finitary (over k) if it has finitely many objects, all identity 1-morphisms
1i are indecomposable and each morphism category C(i, j) is finitary over k with
all compositions being (bi)additive and k-(bi)linear. We further say that C is fiat if
it has a weak antiinvolution ?, reversing the direction of both 1- and 2-morphisms,
and adjunction 2-morphisms associated to ?. If ? is just a weak antiequivalence of
finite order, then C is called quasi fiat. Finally, a finitary 2-category C is called locally
semisimple if its morphism categories are all semisimple. Let us note that our use of
the term “locally semisimple” is similar to such standard categorical terminology as
“locally small”, with “locally” referring to 1-morphism categories.

Remark 2.1. For completeness, dropping the assumption of the identity 1-morphisms
being indecomposable gives what we call multifinitary, multifiat or quasi multifiat 2-
categories. Most of the theory goes through for these as well, see [MMMTZ], but we
will not need that level of generality in this paper.

Example 2.2. For a finite group G, the (strictified) one-object 2-category Rep(G,k)
of finite dimensional representations of G over k is fiat if and only if the algebra k[G]
has finite representation type. This is true, for example, if char(k) - #G, in which case
Rep(G,k) is locally semisimple.

Let k = C. Another example of a fiat 2-category is S = SC(W, S), the one-object
2-category of Soergel bimodules over the coinvariant algebra of a finite Coxeter group,
see Section 3.

Example 2.3. For any finite dimensional algebra B we have an associated one-object 2-
category CB, called the 2-category of projective functors, whose 1-morphisms are direct
sums of functors with summands isomorphic to the identity functor or to tensoring with
projective B-B-bimodules. (Despite the name of CB, the identity functor is not a
projective functor, but is needed to make CB a genuine 2-category instead of a 2-
semicategory.) Assume that B is basic and connected and that 1 = e1 + · · · + en is
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a splitting of the identity into orthogonal primitive idempotents, then {Bei ⊗k ejB |
i, j = 1, . . . , n} is a complete and irredundant set of indecomposable projective B-B-
bimodules. By e.g. [MM1, Lemma 45 and its proof], for every i, j = 1, . . . , n,

(Bei ⊗k ejB)? ∼= (ejB)? ⊗k eiB.

The left injective B-modules (ejB)?, for j = 1, . . . , n, are projective if and only if
B is Frobenius (since B is assumed to be basic, it is self-injective if and only if it is
Frobenius). Therefore, CB is quasi fiat if and only if B is Frobenius.

Assume that CB is quasi fiat. Then (ejB)? ∼= Beσ(j), for j = 1, . . . , n, where σ is the
Nakayama permutation. Applying ? twice yields

(Bei ⊗k ejB)?? ∼= Beσ(i) ⊗k eσ(j)B,

for all i, j = 1, . . . , n. We thus see that CB is fiat if and only if B weakly symmetric.
For more details, see [MM1, Subsection 7.3]

A locally semisimple quasi fiat 2-category is called a fusion 2-category and a locally
semisimple fiat 2-category can be equipped with the structure of a pivotal fusion 2-
category. Note that one-object (pivotal) fusion 2-categories, a.k.a. (pivotal) fusion
categories, form an important class of tensor categories which has been intensively
studied, see e.g. [EGNO].

Example 2.4. The 2-category Rep(G,k) is pivotal fusion unless char(k)|#G. By
contrast, the 2-category S is not (pivotal) fusion, since it is not locally semisimple.

Remark 2.5. Throughout this paper, we will consistently use the above 2-categorical
terminology. Let us, for convenience, list the correspondence between our terminology
and the one used in [EGNO] in the abelian setting for one-object 2-categories/monoidal
categories:

• quasi fiat ↔ finitary and rigid;
• fiat ↔ finitary and pivotal;
• locally semisimple ↔ semisimple;
• (pivotal) fusion 2-category ↔ (pivotal) fusion category.

Note that the notion of fiat only requires the existence of a natural isomorphism between
the identity and ??, whereas the notion of pivotal requires a choice of such a natural
isomorphism. In practice, this subtle difference is not important for us because the
abstract results hold for fiat 2-categories, whereas in the examples the pivotal structure
is known and fixed.

For a finitary 2-category C , a finitary 2-representation M is an additive, k-linear 2-
functor from C to Afk . Finitary 2-representations of C form a 2-category, as we will
explain in Subsection 2.5; in particular, there is an appropriate notion of equivalence.
The underlying category of M is defined as

M :=
∐
i∈C

M(i).

The rank of M is by definition the number of isomorphism classes of indecomposable
objects in M. Moreover, we will often use the action notation FX := M(F)(X) for
2-representations.

Example 2.6. If C is finitary, then the so-called principal or Yoneda 2-representation
Pi := C(i,−) is finitary, for all i ∈ C .
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A finitary 2-representation M is called transitive if, for any i ∈ C and any non-zero
object X ∈M(i), the additive closure (in the sense of being closed under direct sums,
direct summands and isomorphisms)

add
(
{FX | j ∈ C ,F ∈ C(i, j)}

)
coincides with M. Recall that an ideal of M is by definition a C -stable ideal of M.
A transitive 2-representation M is said to be simple transitive provided that it has
no non-trivial ideals. Moreover, every transitive 2-representation has a unique simple
transitive quotient.

The importance of simple transitive 2-representations is explained, in particular, by the
existence of a weak version of the Jordan–Hölder theorem. Namely, for any finitary
2-representation M of C , there is a finite filtration

0 = M0 ⊂M1 ⊂ · · · ⊂Mm = M

where every 2-representation Mk generates an ideal Ik in Mk+1 such that Mk+1/Ik
is transitive, and thus, has a unique associated simple transitive quotient Lk+1. Up to
equivalence and ordering, the set {Lk | 1 ≤ k ≤ m} is an invariant of M.

The above motivates the Classification Problem, i.e. the classification of simple tran-
sitive 2-representations for a fixed finitary 2-category.

Example 2.7. For the 2-category Rep(G,C) the Classification Problem has a well-
known solution in terms of subgroups of G and their group cohomology, see Section 8
for details.

By contrast, solving the Classification Problem for S is the main objective of this paper.

See [MM1, Subsections 2.2, 2.3 and 2.4], [MM6, Subsection 2.5], [MM3, Subsection
2.3] and [MM5, Subsection 3.5] for details.

2.3. Cells and cell 2-representations. For every finitary 2-category C , one has the
notion of cells: For any pair of indecomposable 1-morphisms F and G, we define
F ≥L G if F is isomorphic to a direct summand of HG, for some 1-morphism H. This
produces the left preorder ≥L, for which the equivalence classes are called left cells.
Similarly one obtains right cells and two-sided cells. By [ChMa, Subsection 3.2], for
any transitive 2-representation M there is a unique two-sided cell J , an invariant of M
called the apex, which is not annihilated by M and is maximal, in the two-sided order,
with respect to this property.

Example 2.8. Any one-object (pivotal) fusion 2-category C , a.k.a. (pivotal) fusion
category, has only one cell, which is left, right and two-sided. This follows from the
fact that XX? and X?X both contain the identity 1-morphism as a direct summand,
for all indecomposable X ∈ C .

Example 2.9. When char(k) - #G, the 2-category Rep(G,k) is pivotal fusion and has,
therefore, only one cell, which is left, right and two-sided. When char(k) | #G, the
2-category Rep(G,k) has more than one cell, for example, the projective modules form
a two-sided cell.

As we will recall in Subsection 3.1, the cells of S are given by the Kazhdan–Lusztig
cells in the sense of [KaLu].

Each left cell L of C can be used to define a cell 2-representation CL as follows.
First we note that all 1-morphisms in L have the same domain, say i. Define a 2-
subrepresentation M≥L of Pi using the induced action of C on

add
(
{F | F ≥L L}

)
.
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The 2-representation M≥L has a unique maximal ideal I and we define

CL := M≥L/I,

which is a simple transitive 2-representation by construction. If C is quasi fiat, then
the apex of CL is the two-sided cell containing L.

Example 2.10. The (unique) cell 2-representation of Rep(G,C) coincides with its
unique principal 2-representation.

The cell 2-representations of S categorify the Kazhdan–Lusztig cell representations,
see Subsection 3.1.

Finally, recall that a 2-category is called J -simple, where J is a two-sided cell, if any
non-zero 2-ideal contains the identity 2-morphisms of all 1-morphisms in J . If C is fiat,
then C has an associated J -simple subquotient 2-category CJ , whose only two-sided
cells are J and the two-sided cells containing 1i, such that i is the source of some
1-morphism in J . Note that these cells may all coincide, e.g. if C is fusion.

For further details we refer to [MM1, Subsection 4.5], [ChMa, Subsection 3.2], [MM5,
Section 3], [MMMZ, Subsection 4.2] and [MMMTZ, Subsections 2.5 and 2.6].

2.4. Coalgebra and algebra 1-morphisms. Finitary 2-categories can be injectively or
projectively abelianized. The injective abelianization is denoted C and the projective
abelianization is denoted C . Moreover, C embeds into C or into C , and the isomor-
phism closure of the image of this embedding is the 2-full 2-subcategory of injective or
projective 1-morphisms, respectively. In particular, in these abelianizations, each inde-
composable 1-morphism F ∈ C has an associated simple socle or head, respectively.

These abelianizations are rather technical and not all properties of C carry over to the
abelianizations. In particular, the abelianizations of fiat 2-categories are usually not
even finitary and the involution ? only gives rise to an antiequivalence between C and
C .

The same abelianizations, mutatis mutandis, exist for finitary 2-representations, where
we use the same notation.

See [MMMT, Section 3] for details.

Example 2.11. When char(k) - #G, we have Rep(G,k) ' Rep(G,k) ' Rep(G,k),

because Rep(G,k) is locally semisimple. In contrast, S is not abelian and neither S
nor S are equivalent to it.

Abelianizations play a key role in the construction and study of 2-representations: Recall
that a coalgebra C := (C, δC, εC) in C is a 1-morphism in some C(i, i) equipped with
2-morphisms δC : C → CC, called comultiplication, and εC : C → 1i, called counit,
satisfying the usual conditions. Dually, one can define algebras as well. A right C-
comodule M = (M, δM,C) is a 1-morphism in some C(i, j) together with a right
coaction δM,C : M → MC, again satisfying the usual coherence conditions. For each
object j ∈ C , these assemble into a category

comodC (C)j := {(M, δM,C) | M ∈ C(i, j), M is a right C-comodule},

whose morphisms are called right C-comodule morphisms and satisfy the usual in-
tertwining condition. All of these notions can be defined, mutatis mutandis, for left
coactions as well, and we put the coalgebras on the left-hand side to stress that we
have a left coaction. Let

injC (C)j := {(M, δM,C) | M ∈ comodC (C)j injective}
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denote the full subcategory of comodC (C)j consisting of all injective objects. We set

comodC (C) =
∐
j∈C

comodC (C)j and injC (C) =
∐
j∈C

injC (C)j.

Note that left composition defines a natural C-action on comodC (C), which restricts to
a natural left C -action on injC (C). We use a bold font whenever we want to consider

these as 2-representations, e.g. we write injC (C) instead of injC (C).

Example 2.12. The identity 1-morphism 1i, for any i ∈ C , has a natural structure of
a coalgebra, with both the comultiplication and the counit being given by the identity
2-morphism. The 2-representation comodC (1i) of C is equivalent to Pi and the
2-representation injC (1i) of C is equivalent to Pi.

Another natural source of coalgebras in C is provided by the internal cohom construc-
tion: Let M be a finitary 2-representation of C and consider objects X ∈ M(i),
Y ∈ M(j). Their internal cohom [X,Y ] ∈ C(i, j) is uniquely determined, up to
isomorphism, by the isomorphism

HomM(j)(Y,GX) ∼= HomC (i,j)

(
[X,Y ],G

)
for all G ∈ C(i, j). If it is not immediately obvious in which 2-category or bicategory
the internal cohom is taken, we will use a subscript [X,Y ]C to clarify. The 1-morphism

CX := [X,X] has a natural structure of a coalgebra in C . Moreover, if C is fiat and
X generates M in the sense that add{FX | F ∈ C} = M, then injC (CX) ' M.
In this way, we can realize any finitary 2-representation of a fiat 2-category C , up to
equivalence, as injC (C) for some coalgebra C in C (or in the injective abelianization

of the additive closure of C , if no generator in a single M(i) exists), and simple
transitive 2-representations of C (which always have a generator) correspond to cosimple
coalgebras in C . If M is a simple transitive 2-representation of C with apex J and C
is J -simple, then CX is in C for every X ∈M.

Finally, we recall that coalgebras in C have an associated Morita–Takeuchi theory. In
particular, C and C′ are Morita–Takeuchi equivalent if and only if injC (C) ' injC (C′).

See also e.g. [EGNO, Chapter 7], [MMMT, Sections 4 and 5] and [MMMZ, Subsection
3.6].

For later use, we recall one technical result and record three others. The first result,
Theorem 2.13, is the content of Theorem [KMMZ, Theorem 2], which we will need
repeatedly throughout the paper.

Theorem 2.13. Let M be a simple transitive 2-representation of a fiat 2-category C
with apex J . For every 1-morphism F ∈ J , the endofunctor M(F) is projective (in
the category of right exact linear endofunctors).

In particular, suppose that C has only one object i and that B is the basic connected
underlying algebra of M(i), i.e., M ' B-proj and M ' B-mod. Theorem 2.13 then
implies that, for every 1-morphism F ∈ J , the action of M(F) on B-mod is given by
tensoring over B with a projective B-B-bimodule BF. Note that BF ⊗B M ∈ B-proj
for any M ∈ B-mod.

Corollary 2.14. The algebra B is Frobenius.

Proof. Let 1 = e1 + · · · + en be a splitting of the unit into orthogonal primitive
idempotents in B. Then {Bei ⊗k ejB|i, j = 1, . . . , n} is a complete and irredundant
set of indecomposable projective B-B-bimodules.
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Choose j ∈ {1, . . . n}. By Theorem 2.13 and transitivity of M, for every i ∈ {1, . . . , n}
with i 6= j, there is an F ∈ add(J ) such that Bei is a direct summand of BF ⊗B Bej ,
so BF contains a direct summand of the form

Bei ⊗k ekB,

for some k ∈ {1, . . . , n}. As in Example 2.3, the decomposition of BF
∼= BF?? thus

contains a direct summand of the form

(eiB)? ⊗k elB,

for some l ∈ {1, . . . , n}. This shows that (eiB)? is a projective left B-module, by
Theorem 2.13.

Since this holds for all i ∈ {1, . . . , n}, every left injective B-module is also projective,
i.e., B is self-injective. Since every self-injective basic algebra is Frobenius, the result
follows. �

Corollary 2.14 shows that Theorem 2.13 can also be formulated in terms of the injective
abelianization M, so M' B-inj = B-proj and M∼= B-mod, and the action of M(F)
on B-mod is also given by BF, which is injective-projective as an B-B-bimodule. This
consequence of Theorem 2.13 and Corollary 2.14 is crucial and will be used repeatedly
throughout the paper.

Remark 2.15. The 2-category CB in Example 2.3 is fiat if and only if B is weakly sym-
metric, whereas simple transitivity of M only implies that B = BM is Frobenius. The
reason is that, for any F ∈ J , the B-B-bimodule BF is a direct sum of indecomposable
B-B-bimodules. When C is fiat, then B??F

∼= BF, but ?? can still permute the indecom-
posable direct summands, so the Nakayama permutation of B need not be trivial. In
Proposition 5.8, however, we will show that BM is weakly symmetric if M is a (graded)
simple transitive 2-representation of Soergel bimodules of finite Coxeter type.

Proposition 2.16. Suppose that C is a one-object pivotal fusion 2-category and M a
finitary 2-representation of C . If M is simple transitive, then M is semisimple.

Proof. Suppose that M is simple transitive. As explained in Example 2.8, C has only
one cell, which is thus the apex of M. By Theorem 2.13, this implies that M(1) is a
projective endofunctor of M, where 1 is the unique identity 1-morphism of C . This
implies that every simple L ∈ M is projective, since L = M(1)(L). Therefore, M is
semisimple. �

Corollary 2.17. Suppose that C is a one-object pivotal fusion 2-category and C a
cosimple coalgebra in C . Then injC (C) = comodC (C) is semisimple.

Proof. If C is a cosimple coalgebra in C , then injC (C) is simple transitive by [MMMZ,
Corollary 12]. Therefore, its underlying category is semisimple by Proposition 2.16. �

2.5. 2-Categories of 2-representations. The Classification Problem suggests study-
ing the following 2-categories. Given two 2-categories C and D , let [C ,D ] denote the
2-category of 2-functors together with 2-natural transformations and modifications.

If C is finitary, then let C-afmod := [C ,Afk ] denote the additive, k-linear 2-category
of its finitary 2-representations. We let C-stmod denote the 1, 2-full 2-subcategory of
C-afmod consisting of all simple transitive 2-representations. Further, we indicate by
the subscript J , where J is a given two-sided cell of C , the 1, 2-full 2-subcategories
consisting of the finitary 2-representations of C whose weak Jordan–Hölder constituents
all have apex J . Finally, we use the superscript ex to indicate the 2-full 2-subcategories
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having the same objects, but 1-morphisms being exact, in the sense of their component
functors extending to exact functors in the (injective) abelianization.

Example 2.18. Suppose that C is fiat and L a left cell inside a two-sided cell J of C .
Then CL ∈ C-stmodex

J ⊂ C-stmodJ ⊂ C-stmod ⊂ C-afmod.

As discussed in detail in [MMMTZ, Subsection 2.6], there are various relations between
the above 2-categories. We recall two of the most crucial ones here in the form in
which we need them. The first relates to all morphisms between simple transitive
2-representations with the same apex being exact:

Proposition 2.19. Suppose that C is fiat. For any two-sided cell J of C , the 2-
categories C-stmodex

J and C-stmodJ are equal.

The second one is the so-called strongH-reduction [MMMTZ, Theorem 4.32]: Suppose
that C is fiat and let J be a two-sided cell of C . Then ? preserves J and the J -simple
subquotient CJ , see the end of Subsection 2.3, is also fiat and, by [MMMTZ, Theorem
4.28], there is a biequivalence

CJ -stmodJ ' C -stmodJ .

The point of this biequivalence is that the structure of CJ is simpler than that of the
whole C in general.

However, there are even simpler 2-categories, which still contain enough information
to solve the Classification Problem. We define H-cells as the intersection of left and
right cells. Suppose that C is fiat. Then, for every left cell L, we define the associated
diagonal H-cell

H(L) := L ∩ L?.

By construction, H = H(L) lies in the same two-sided cell J as L. Further, recall that
each L contains a unique distinguished 1-morphism D = D(L) called Duflo involution
and that, in fact, D ∈ H(L).

Given a left cell L in some two-sided cell J , we define CH to be the 2-full 2-subcategory
of CJ generated by all 1-morphisms in H := H(L) together with the identity 1-
morphism 1i, where i is the unique domain and codomain of all 1-morphisms in H.
The 2-category CH is fiat, has H as its maximal two-sided cell and is H-simple. The
importance of CH is expressed by the following result, called strong H-reduction.

Theorem 2.20. Let C be a fiat 2-category and fix a two-sided cell J of C . For any
diagonal H-cell H ⊂ J , there is a biequivalence

C -stmodJ ' CH-stmodH.

Example 2.21. The main purpose of this paper is to study S -stmod. Theorem 2.20
tells us that, by varying over all two-sided cells J and choosing an arbitrary but fixed
diagonal H-cell in each J , this problem can be reduced to studying SH -stmodH. The
main result of this paper, which is Theorem 7.1, shows that the latter problem can be
reduced even further.

The main reference for the above is [MMMTZ, Subsections 2.6, 4.7 and 4.8].

2.6. Grading conventions. Let k-fgmod denote the category of finite dimensional
(Z-)graded k-vector spaces. An object in k-fgmod has the form V =

⊕
t∈Z Vt, where

Vt denotes the linear subspace of elements of V which are homogeneous of degree
t. Morphisms in k-fgmod are k-linear maps (not necessarily homogeneous, but each
morphism is a linear combination of homogeneous morphisms). The group Z acts on
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k-fgmod by grading shift 〈−〉 via the rule (V 〈t〉)s = Vs+t, for all s, t ∈ Z. From now
on, if p(v) = n -kv -k + · · ·+ nlv

l ∈ N0[v, v -1] and V is a graded vector space, then we
use the notation

V ⊕p := V 〈k〉⊕n -k ⊕ · · · ⊕ V 〈−l〉⊕nl .

With this notation, we have e.g. V 〈−t〉 = V ⊕vt . Further, if V is a finite dimensional
graded vector space, then its graded dimension grdim(V ) ∈ N0[v, v -1] is uniquely de-
fined by the property that the graded vector spaces V and k⊕grdim(V ) are isomorphic
by a homogeneous isomorphism of degree 0, where k is concentrated in degree zero.
A finite dimensional algebra A is called positively graded if it is non-negatively graded,
i.e. grdim(A) ∈ N0[v], and its degree 0 component A0 is semisimple. A finite di-
mensional positively graded algebra A is called a graded Frobenius algebra of length

k if Homk(A,k) ∼= A⊕v -k

as graded left A-modules, where again the isomorphism is
homogeneous of degree zero.

A graded k-linear category C is a category enriched over k-fgmod (in this paper, most
categories will have finite dimensional morphism spaces, but there are some exceptions).
This means that

HomC(X,Y ) =
⊕
t∈Z

HomC(X,Y )t

and the composite of two homogeneous morphisms of degrees t1 and t2 is homogeneous
of degree t1 + t2. We let

homC(X,Y ) := HomC(X,Y )0.

By definition, C(0) is the (non-full) subcategory of C given by taking the degree zero
morphisms between all objects of C, i.e.

HomC(0)(X,Y ) := homC(X,Y ).

The grading on C(0) is, of course, trivial.

We call a functor F: C → D between graded k-linear categories a graded functor,
provided the assignment

HomC(X,Y )→ HomD
(
F(X),F(Y )

)
on morphisms is homogeneous of degree zero.

Following [CiMa], a k-linear category C is a Z-category if it is equipped with a group
homomorphism from Z to the group of autoequivalences of C. It is a free Z-category

if the action of Z thus obtained is free. For t ∈ Z, we again write X〈t〉 = X⊕v -t

for
the action of t on C.

We say that a graded k-linear category C admits translation if it is a free Z-category

and for every t ∈ Z there is a homogeneous natural isomorphism φt : 〈0〉
∼=−→ 〈t〉 of

degree t, such that φ0 = IdC and φsφt = φs+t, for s, t ∈ Z. In particular, we have

HomC(X
⊕v -s

, Y ⊕v -t

) ∼= HomC(X,Y )⊕vs -t

for all objects X,Y ∈ C and s, t ∈ Z. If C comes with a fixed choice of isomorphisms
φt, we say that C is a category with translation.

A graded functor F: C → D between two graded categories with translation automati-
cally preserves translations (up to natural isomorphism), as follows from the existence
of the homogeneous degree-zero natural isomorphism

F(X⊕vt)
F(φCt )−−−−→ F(X)

φD−t−−→ F(X)⊕vt

for any X ∈ C and t ∈ Z.
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Suppose that C admits translation. Then in C(0) the objects X and X⊕vt are isomorphic
if and only if t = 0, so C(0) does not admit translation, although it is a free Z-category.
Note also that C(0) is never finitary, because C(0) has infinitely many isomorphism classes
of indecomposable objects. We say that a free Z-category X is Z-finitary if there is a
finite set of indecomposable objects Xi ∈ X , i ∈ I, such that every indecomposable

object in X is isomorphic to X⊕vt

i , for some i ∈ I and t ∈ Z, and every object in X
has an essentially unique decomposition into indecomposables objects. We will call C
graded finitary provided that C(0) is Z-finitary.

Given a graded k-linear category C, we can define a new graded k-linear category C ′
with objects (X, t), where X ∈ C and t ∈ Z, and

HomC′
(
(X, s), (Y, t)

)
:= HomC(X,Y )⊕vs -t

,

with the evident composition. Then C ′ has a translation, with φt given by the identity
on C shifted by t degrees, and the natural embedding of C into C ′ sending X to (X, 0)
is an equivalence of ungraded categories.

Remark 2.22. Note that the above embedding is degree-preserving but it need not be an
equivalence of graded categories in general, e.g. if C = C(0), then the functorial inverse
of the embedding would have to be given by (X, t) 7→ X, for all X ∈ C and t ∈ Z.
However, that functor is not degree-preserving, as it maps any homogeneous morphism
of any degree in C ′ to a homogeneous morphism of degree zero in C. Nonetheless, if C
admits translation, then it is equivalent to C′ as a graded category, because (X, t) 7→
X⊕v -t

defines a functorial inverse of the above embedding.

Observe that, given a k-linear category C admitting translation, C is equal to the skew-
category C(0)[Z] in the sense of [CiMa, Definition 2.3]. Recall that for any k-linear free
Z-category D, the objects of D[Z] coincide with those of D and the morphism spaces
are defined by

HomD[Z](X,Y ) :=
⊕
t∈Z

HomD(X,Y ⊕v -t

),

with the composition being induced by the one in D after shifting. The skew-category
D[Z] is naturally graded and comes with the natural translation induced by the identity
on D. By construction, the isomorphism classes of its objects correspond bijectively to
the Z-orbits of objects in D.

For future use, we record the following easy lemma.

Lemma 2.23. Let C = C(0) be a trivially graded k-linear category, and let C′ be defined
as above. Then (C′)(0) is equivalent, as a k-linear free Z-category, to

⊕
t∈Z C〈t〉, where

C〈t〉 is the full subcategory of (C′)(0) with objects (X, t) for X ∈ C.

Moreover, let D := (C′)(0)[Z]. Then C′ and D are equivalent as graded k-linear cate-
gories.

Proof. The first statement is clear and the second is a special case of [CiMa, Proposition
2.6]. �

Another notion that we will need is that of graded semisimplicity. A graded finitary
category C is called graded semisimple if C(0) is semisimple. Note that in the latter
case there is a finite number of simple object Li ∈ C(0), i ∈ I, and every simple object

in C(0) is isomorphic to L⊕v -t

i , for some i ∈ I and t ∈ Z.

Graded k-linear categories admitting translation, together with graded functors and all
natural transformations form a 2-category, which we will denote by Ag

k. We denote by
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Agf
k the 1, 2-full 2-subcategory whose objects are graded finitary categories admitting

translation.

As our notation emphasizes, all non-trivially graded k-linear categories in this paper will
be assumed to admit translation.

References for the above are for example [He, Section 1] and [CiMa].

2.7. Graded 2-categories of 2-representations. Many 2-categories in this paper will
be graded, meaning their morphism categories are in Ag

k and horizontal composition is
a graded bifunctor.

By a graded finitary 2-category, we mean a graded k-linear 2-category which has finitely
many objects, on which identity 1-morphisms are indecomposable, and morphism cat-
egories in Agf

k with horizontal composition being a graded k-bilinear bifunctor.

If C is a graded k-linear 2-category, not necessarily admitting translation, we define
the 2-category with translation C ′, with the same objects as C and morphism spaces
defined by C ′(i, j) := C(i, j)′ and the evident horizontal composition.

For a graded 2-category C , we denote by C (0) the 2-subcategory whose morphism
categories are given by C (0)(i, j) := C(i, j)(0). As in the case of categories, even if C

is graded finitary, the 2-subcategory C (0) will never be finitary, since F and F⊕vt are
not isomorphic in C (0) unless t = 0. However, C (0) is a Z-finitary 2-category, meaning
that its morphism categories are Z-finitary categories and horizontal composition is
compatible with the free Z-actions. Moreover, the skew 2-category C (0)[Z], whose
morphism categories are given by C (0)[Z](i, j) := C (0)(i, j)[Z], is biequivalent to C
(since C (0) is a free Z-category).

A graded finitary 2-category C is called locally graded semisimple if all its morphism
categories are graded semisimple. Equivalently, this means that C (0) is locally semisim-
ple.

A graded finitary 2-representation M of a graded finitary 2-category C is a graded k-
linear 2-functor C → Agf

k , where by a graded 2-functor we mean that all its component
functors are graded.

Similarly, a morphism of graded finitary 2-representations is a collection of graded
functors together with homogeneous natural isomorphisms of degree zero providing the
compatibility with the 2-actions.

Graded finitary 2-representations of a graded finitary 2-category C , together with mor-
phisms of graded finitary 2-representations and modifications, form a graded 2-category,
since spaces of modifications are naturally enriched over k-fgmod. This 2-category is
denoted by C-gafmod.

The concepts of transitive, simple transitive and cell 2-representations are defined as in
the ungraded case. In particular, we can define the 1, 2-full 2-subcategory C-gstmod,
whose objects are graded simple transitive 2-representations of C . As in the ungraded
case, a subscript J indicates that we are restricting our attention to simple transitive
2-representations with apex J .

For a graded finitary 2-representation M of a graded finitary 2-category C , we define
a graded finitary 2-representation M′ of C ′ by M′(i) := M(i)′, for every i ∈ C , with
the obvious extension of the action.

Similarly, for a graded finitary 2-representation M of a graded finitary 2-category C , we
define a 2-representation M(0) of C (0) by M(0)(i) := M(i)(0) for every i ∈ C . Again,
M(0) is a Z-finitary 2-representation, meaning that M(0)(i) is a Z-finitary category, for
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every i ∈ C , and all other data of the 2-representation are compatible with the free Z-
actions. Conversely, given a Z-finitary 2-representation N of C (0), we define a graded
finitary 2-representation N[Z] of C by setting N[Z](i) := N(i)[Z] and extending the
other data of the 2-representation in the obvious way. Finally, we say that a graded
finitary 2-representation M is graded semisimple if M(0) is semisimple.

Following [McPh, Subsection 6.4], given a graded finitary 2-representation M, we can
associate a coalgebra C in C (0) to M(0), and injC (C) ' M. In other words, we
can associate to M a coalgebra C whose comultiplication and counit are homogeneous
of degree zero. We, therefore, call it a graded coalgebra. Now, suppose that M is
simple transitive, then C is cosimple in C , see Subsection 2.4. This implies that C is
also cosimple in C (0), of course, whence M (0) ' injC (0)(C) is also simple transitive

(again, see Subsection 2.4). In all this, however, the definition of the graded injective
abelianization C requires some care. It is defined as

C := (C (0))′.

This means that the 1-morphisms in C are complexes of the form

X
α−→ Y,

where X, Y are 1-morphisms in C and α ∈ homC (X,Y), and 2-morphisms in C are
defined in the usual way without the restriction of homogeneity. With this definition,
C is indeed a graded abelian 2-category and, for any graded coalgebra C in C(i, i),

the category injC (C) is indeed a graded subcategory of
∐

j∈C C(i, j).

3. Soergel bimodules and the asymptotic bicategory

3.1. Soergel bimodules. From now on we set k = C (or any other algebraically closed
field of characteristic zero), and all categories and 2-categories etc. are over C unless
indicated otherwise.

Let (W, S) be a Coxeter system of finite type. We fix a reflection faithful representation
of W and let C be the corresponding coinvariant algebra with the usual (Z-)grading.
We denote by S = SC(W, S) the 2-category of Soergel bimodules over C, by which
we mean the 2-category with one object ∅, which we identify with the category of
finite dimensional graded C-modules, whose 1-morphisms are endofunctors of the latter
category isomorphic to tensoring with Soergel bimodules, and whose 2-morphisms are
natural transformations, which we can identify with bimodule homomorphisms. The
2-category S is graded fiat (this follows from e.g. [EW3], see also [MM1, Subsection
7.1] for the case of Weyl groups).

By [So3] (see also [EW2]), there is a Z[v, v -1]-linear isomorphism between the split
Grothendieck ring of S (0) and the Hecke algebra H := HZ[v,v -1](W, S) of W such that,
for each w ∈W , there is a unique (up to homogeneous isomorphism) indecomposable
Soergel bimodule Bw in S (0) whose Grothendieck class is sent to the Kazhdan–Lusztig
basis element bw corresponding to w, and [X⊕v] = v[X] for any 1-morphism X in S (0).
We call this fact the Soergel–Elias–Williamson categorification theorem and we call
the isomorphism the character isomorphism. As a consequence, the cell structure of
S is given by the Kazhdan–Lusztig combinatorics. In particular, Lusztig’s conjectures
[Lu2, Conjecture 14.2], which we will use several times, hold in our case, see e.g. [Lu2,
Subsection 15.1] or [duCl, Corollary 1.4].

We set

Cw := B⊕va(w)

w and cw := va(w)bw,
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where we recall that, to each w ∈ W , Lusztig [Lu1] assigns a number a(w), called its
a-value, such that the function a : W → N0 is constant on two-sided cells. In S the
projective 1-morphism Bw has a simple head, and dually in S the injective 1-morphism
Bw has a simple socle.

Example 3.1. For s ∈ S we have BsBs ∼= B
⊕(v -1+v)
s in S (0), but CsCs ∼= C

⊕(1+v2)
s .

The heads of Bs and Cs, seen as projective 1-morphisms in S , are concentrated in
degrees −1 and 0, respectively.

For x, y, z ∈W , we let hx,y,z ∈ N0[v, v -1] and γx,y,z -1 ∈ N0 be given by

BxBy ∼=
⊕
z∈W

B⊕hx,y,zz in S (0), hx,y,z = va(z)γx,y,z -1

(
mod va(z)−1N0[v -1]

)
,(3.1)

where a is Lusztig’s a-function. Since the h are bar invariant, i.e. invariant with respect
to the symmetry v↔ v -1, we also have

hx,y,z = v -a(z)γx,y,z -1

(
mod v -a(z)+1N0[v]

)
.(3.2)

By the Soergel–Elias–Williamson categorification theorem, the h are also the structure
constants of H with respect to the basis {bw | w ∈ W} and the γ are the structure
constants of Lusztig’s asymptotic Hecke algebra, denoted A, with respect to the basis
{aw | w ∈W}. (Lusztig [Lu3] called the asymptotic Hecke algebra the J -ring, denoting
its basis elements by tw in [Lu3].)

Recall from Subsection 2.5 that, for every two-sided cell J , there is a J -simple
subquotient SJ of S and, for every left cell L in J , there is a diagonal H-cell
H = H(L) = L ∩ L? and a 2-full 2-subcategory SH of SJ which is H-simple. Re-
call also that every left cell L contains a unique Duflo involution d = dL and that
dL ∈ H(L). Let D(J ) denote the set of Duflo involutions in J . Both SJ and SH
have asymptotic counterparts too, which we denote by AJ and AH , respectively, and
will recall in Subsection 3.2. For every two-sided cell J of W , the split Grothendieck
group of AJ is a subalgebra of A, denoted AJ . The unit of AJ is equal to

∑
d∈D(J ) ad

and there is a decomposition of algebras

A ∼=
∏
J⊂W

AJ ,

where the direct product runs over all two-sided cells of W . Note that AJ is an
idempotent subalgebra of A. Similarly, for every diagonal H-cell H ⊂ J , the split
Grothendieck group of AH is an idempotent subalgebra of AJ , denoted by AH. The
unit of AH is equal to ad, but the direct product of these AH is strictly smaller than
AJ in general. In fact, AJ decomposes as

AJ ∼=
⊕

L1,L2⊂J
AL?1∩L2

as a vector space, where the direct sum runs over all pairs of left cells in J and AL?1∩L2

is the direct summand of AJ generated by {aw | w ∈ L?1 ∩ L2}, which is an AH(L1)-
AH(L2)-bimodule. Alternatively, we can see AJ as a finitary category, whose objects
are indexed by the left cells L ⊂ J and whose morphism categories are defined by

HomAJ (L1,L2) := AL?1∩L2
.

The identity morphism on L is given by adL .

From Soergel’s hom formula, see [EW3, Theorem 3.6], we obtain

dim
(
homS (Bv,B

⊕vk

w )
)

= δv,wδ0,k, v, w ∈W,k ∈ Z≥0.(3.3)
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By slight abuse of terminology, we will also refer to (3.3) as Soergel’s hom formula.
Consequently, for any subset U ⊂ W , the 2-endomorphism algebra of ⊕w∈UBw in S
is positively graded. This property is inherited by SH .

Let a(H) := a(x) for any x ∈ H. Finally, the following lemmas are evident and we
state them for later use.

Lemma 3.2. In S
(0)
H , for all x, y, z ∈ H, we have that

CxCy ∼=
⊕
z∈H

C⊕va(H)hx,y,z
z .

In particular, if C⊕vk

z is isomorphic to a direct summand of CxCy, then k ≥ 0.

Lemma 3.2 has the following “negative” counterpart.

Lemma 3.3. For x ∈ H, set C̃x := C⊕v -2a(H)

x = B⊕v -a(H)

x . Then, in S
(0)
H , for all

x, y, z ∈ H, we have that

C̃xC̃y ∼=
⊕
z∈H

C̃⊕v -a(H)hx,y,z
z .

In particular, if C̃⊕vk

z is isomorphic to a direct summand of C̃xC̃y, then k ≤ 0.

3.2. The asymptotic bicategory. We define two 2-semicategories inside S
(0)
H :

X := add
(
{C⊕vk

w | w ∈ H, k ≥ 0}
)(0)

,

X̃ := add
(
{C⊕vk

w | w ∈ H, k > 0}
)(0)

.

The 2-semicategory X is, in fact, a lax monoidal category with lax identity 1-morphism
Cd and strict associators. Let us explain this in detail. From [MM3, Subsection 7.6]
and positivity of the grading on Soergel bimodules, it follows that there is a unique,

up to a non-zero scalar, 2-morphism εd : Cd → 1∅ in S (0) . The lax structure of the
identity 1-morphism of X on Cd is now defined, for X ∈ X , by the two 2-morphisms

in S (0)

`X : CdX
εd◦hidX−−−−−→ X, rX : XCd

idX◦hεd−−−−−→ X,

with the unitality condition expressed, for X,Y ∈ X , by the diagram

(XCd)Y

rX◦hidY $$

X(CdY)

idX◦h`Yzz
XY

(3.4)

which commutes by associativity and the interchange law.

The bicategory AH is defined as the quotient X/(X̃ ), where (X̃ ) denotes the 2-ideal

of X generated by X̃ . We denote by Π : X → X/(X̃ ) the natural projection.

Note that AH is only a bicategory as it does not contain any strict identity 1-morphism,
but, at the same time, the composition in AH is strictly associative. Up to isomorphism,
the identity 1-morphism in AH is the image Ad := Π(Cd) of the lax identity 1-morphism
Cd of X . Finally, note that there is no non-trivial Z-action on AH and the grading is
trivial, i.e. all 2-morphisms are homogeneous of degree zero.

By the Soergel–Elias–Williamson categorification theorem and (3.1), AH categorifies
the asymptotic Hecke algebra AH associated to H in the sense that Aw := Π(Cw)
categorifies the basis element aw for w ∈ H. The algebra AH is a fusion algebra and
the following categorifies this fact.
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Proposition 3.4. AH is a (one-object) pivotal fusion bicategory. Moreover, if W is a
finite Weyl group, then AH is biequivalent to CHζ from [BFO, Section 5] and [Os4].

Note that this implies that AH , AH and AH are canonically isomorphic.

Proof. The bicategory AH is fiat by [EW1, Theorem 5.2] (see also [Lu2, Subsection
18.19], [Lu4, Subsection 9.3] and [BFO, Subsection 4.3]). Moreover, due to the defini-
tion of AH and Soergel’s hom-formula (see (3.3)), AH is locally semisimple. Finally,
the connection to [BFO, Section 5] and [Os4] follows from Soergel’s identification of
S and the category of semisimple perverse sheaves on the associated flag variety, see
[So1, Erweiterungssatz 5]. �

Remark 3.5. For completeness, we note that there are analogs of the above for two-
sided cells J instead of diagonal H-cells. In fact, for finite and affine Weyl groups,
Lusztig and Bezrukavnikov–Finkelberg–Ostrik (see [BFO] and the references therein)
showed that the pivotal fusion bicategories AJ corresponding to J can be described
geometrically as bicategories of vector bundles on a square of a finite set equivariant
with respect to an algebraic group.

A small remark about terminology: When J is finite, e.g. for finite Coxeter type, one
can also see AJ as a pivotal multifusion category with decomposable identity object
isomorphic to

⊕
d∈J Cd, where the finite direct sum is over all Duflo involutions in

J . In fact, this is Lusztig’s point of view, see [Lu2, Subsection 18.15]. When J
has infinitely many Duflo involutions (which, of course, can only happen when J is
infinite), there is no identity object, as Lusztig indeed remarks. However, for all J ,
finite or infinite, one can consider AJ to be a pivotal fusion bicategory, whose (possibly
infinitely many) objects are indexed by the left cells of J , which correspond bijectively
to the Duflo involutions in J .

Finally, if J is finite, by strong H-reduction (which we recalled in Theorem 2.20),
Proposition 3.4 and the fact that one-object fusion bicategories have only one two-
sided cell, there is a biequivalence AJ -stmod ' AH -stmod for any diagonal H-cell
H ⊆ J . As we will summarize in Section 8, in each two-sided cell J of a (finite) Weyl
group one can pick a nice diagonal H-cell H, i.e. one such that AH is a well-known
pivotal fusion bicategory for which the Classification Problem has been solved. For
(finite) non-Weyl groups this is no longer true in general. However, even for those
groups, roughly half the number of the two-sided cells contains a nice diagonal H-cell.
This is why we restrict our attention to AH in this paper.

3.3. Going up. This subsection investigates a certain oplax pseudofunctor from AH
to SH which we loosely call “going up”.

By the definition of AH , the projection Π is the identity on add({Cw | w ∈ H})(0) and

zero on (X̃ ), so it is a genuine (in contrast to lax) 2-semifunctor. It sends the lax identity
Cd of X to the identity Ad of AH (which is a weak identity, in the sense that there are
non-trivial left and right unitors) and, for any X,Y ∈ X , we have Π(X)Π(Y) = Π(XY),
by definition.

Indeed, for any X = Π(F) ∈ AH , we can define the 2-morphism

λX : AdX = Π(Cd)X = Π(Cd)Π(F) = Π(CdF)
Π(`F)−−−−→ Π(F) = X.

Then λ is a natural transformation from Ad ◦− to the identity 2-functor on AH and we
have λΠ(F) = Π(`F). Similarly, one can define a natural transformation ρ from − ◦Ad

to the identity 2-functor on AH via ρΠ(F) = Π(rF). Here λ and ρ are the left and
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right unitors for the bicategory AH . In details, by applying Π to (3.4), we obtain the
commutative diagram

(XAd)Y X(AdY)

(
XΠ(Cd)

)
Y

ρX◦hidY // XY X
(
Π(Cd)Y

)
,

idX◦hλYoo

for all X,Y ∈ AH .

Observing that λΠ(F) = Π(`F) and ρΠ(F) = Π(rF), we obtain the commutative dia-
grams

AdΠ(F)

λΠ(F)

��

Π(Cd)Π(F)

Π(F) Π(CdF),
Π(`F)oo

Π(F)Ad

ρΠ(F)

��

Π(F)Π(Cd)

Π(F) Π(FCd),
Π(rF)oo

which, together with the fact that Π preserves strict associativity, imply that Π is a lax
pseudofunctor.

Positivity of the grading on Soergel bimodules shows that the functor underlying Π has
a left adjoint

Θ: AH → X , HomX
(
Θ(F),G

) ∼= HomAH

(
F,Π(G)

)
,(3.5)

which is unique up to natural 2-isomorphisms. Up to isomorphism, Θ is determined by
Θ(Aw) ∼= Cw, in particular, Θ is an embedding.

Since Π is lax, the doctrinal adjunction [Ke] (see also [SS, Formula (3.5)]) implies that
Θ is an oplax pseudofunctor. Note that, for each X ∈ X , the object Π(X) is isomorphic
to Π(Y), where Y is the subobject of X generated in degree 0. As Y ∼= Θ(F), for some
F ∈ AH , the adjunction morphisms guarantee that ΠΘ ∼= idAH .

We can further use εd : Cd → 1∅ to extend Θ to an oplax pseudofunctor from AH to

SH via the embeddings X ↪→ S
(0)
H ↪→ SH .

We use the notation 1AH := Ad, where d is the Duflo involution in H. Note that 1AH

is only a weak identity 1-morphism. Then Θ(1AH) = Cd.

Lemma 3.6. For any coalgebra A in AH , the oplax 2-functor Θ induces the structure

of a coalgebra in S
(0)
H on Θ(A). Moreover, a (left or right) A-comodule X in AH is

sent to a (left or right) Θ(A)-comodule Θ(X) in S
(0)
H , which can, of course, be viewed

as a comodule in SH .

Proof. Mutatis mutandis as in [JS, Proposition 5.5]. �

Proposition 3.7. If A as in Lemma 3.6 is cosimple in AH , then Θ(A) is cosimple in
SH .

Note that Proposition 3.7 rules out the existence of ungraded subcoalgebras of Θ(A)
as well.

Proof. By construction, Θ(A) belongs to add(H). Let B be a cosimple subcoalgebra of
Θ(A) in SH . By [MMMZ, Corollary 12], the corresponding 2-representation injSH(B)

is simple transitive. By [MMMTZ, Example 4.20], we have B ∼= [B,B]SH , which, by

[MMMTZ, Theorem 4.19], implies that B is a direct summand of Θ(A) in SH . Hence,

B is of the form Θ(Ã), for some 1-morphism Ã in AH . It is easy to check that Ã is a
subcoalgebra of A in AH and is thus isomorphic to A. The claim follows. �
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Example 3.8. Being an identity 1-morphism, Ad is a cosimple coalgebra in AH . By
Lemma 3.6 and Proposition 3.7, this implies that Cd has the structure of a cosimple
coalgebra in SH whose structure 2-morphisms are homogeneous of degree zero. By

duality, this implies that C̃d has the structure of a simple algebra in SH , again with
structure 2-morphisms homogeneous of degree zero.

In Subsection 4.4, we will additionally see that Cd has the structure of a Frobenius
algebra in SH .

We denote by � the cotensor product, see [Ta, Section 0].

Lemma 3.9. Let A be a coalgebra in AH , X a right A-comodule and Y a left A-

comodule. Then there is a 2-isomorphism in S
(0)
H

Θ(X�AY) ∼= Θ(X)�Θ(A)Θ(Y)

that is natural in X and Y.

Proof. Consider the commutative diagram in S
(0)
H

Θ(X�AY) �
� //

� _

��

Θ(XY) //
� _

��

Θ(X A Y)� _

��
Θ(X)�Θ(A)Θ(Y)

� � // Θ(X)Θ(Y)
ϕ // Θ(X)Θ(A)Θ(Y),

where the top row is given by applying Θ to the definition of X�AY, the bottom row
is the definition of Θ(X)�Θ(A)Θ(Y) and the two solid inclusions are given by the oplax
structure of Θ. The dashed inclusion is induced by commutativity of the solid square
and the universality property of the cotensor product. As all solid arrows are natural in
X and Y, the same holds for the dashed inclusion.

Note that the vertical arrows in the solid square restrict to 2-isomorphisms in degree
0. Consequently, the dashed arrow is also 2-isomorphism in degree 0. To prove the
lemma, we need to show that ϕ is injective when restricted to summands of Θ(X)Θ(Y)

generated in positive degrees (as 1-morphisms in S
(0)
H ). We will verify this by passing

to the cell 2-representation CH.

Let B be the underlying algebra of CH. Then B is naturally a positively graded algebra.
The bimodules representing Θ(A), Θ(X) and Θ(Y) are all projective by Theorem 2.13
and generated in degree 0, by construction. Let M be an indecomposable summand of
CH
(
Θ(X)Θ(Y)

)
not generated in degree 0. Being a summand in the tensor product

over B of two projective B-B-bimodules generated in degree 0, we can view M as a
summand of (B⊗C B)⊗B (B⊗C B) ∼= B⊗C B⊗C B. Writing any non-zero element u of
M in a fixed homogeneous basis of B ⊗C B ⊗C B, the element u will have a non-zero
coefficient at some b⊗ c⊗ d, where b, c and d are elements from a fixed homogeneous
basis of B and c has positive degree. Under ϕ, such b⊗ c⊗ d is sent to

q := b⊗ e⊗ c⊗ d− b⊗ c⊗ f ⊗ d,

where e and f are non-zero elements of degree 0 in B. The element q is clearly non-zero
in CH

(
Θ(X)Θ(A)Θ(Y)

)
. All other basis elements appearing with non-zero coefficient

in u will be mapped to elements with zero coefficients at b⊗e⊗c⊗d and b⊗c⊗f ⊗d.
The claim follows. �

Proposition 3.10. Let A and B be Morita–Takeuchi equivalent coalgebras in AH .

Then Θ(A) and Θ(B) are Morita–Takeuchi equivalent in S
(0)
H .
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Proof. By [MMMT, Theorem 5.1], there exist a B-A-bicomodule X and an A-B-
bicomodule Y such that

BX�AYB
∼= BBB and AY�BXA

∼= AAA.

Applying Lemmas 3.6 and 3.9, we obtain

Θ(B)Θ(X)�Θ(A)Θ(Y)Θ(B)
∼= Θ(B)Θ(B)Θ(B),

Θ(A)Θ(Y)�Θ(B)Θ(X)Θ(A)
∼= Θ(A)Θ(A)Θ(A).

The claim of the proposition now follows from [MMMT, Theorem 5.1]. �

Proposition 3.11. If A as in Lemma 3.6 is cosimple and X ∈ injAH(A), then Θ(X)

is in injSH
(
Θ(A)

)
.

Note that Lemma 3.6 shows that the right coaction of Θ(A) on Θ(X) is, in fact,
homogeneous of degree zero.

Proof. By additivity, it suffices to prove that Θ(AwA) is in injSH
(
Θ(A)

)
, for any

w ∈ H.

Set B = [AwA,AwA]AH . By [MMMTZ, Corollary 4.17], the Morita–Takeuchi equiva-
lence between A and B is given by the A-B-bicomodule AA?

w and the B-A-bicomodule
AwA. By Lemma 3.9 and Proposition 3.10, the Θ(A)-Θ(B)-bicomodule Θ(AA?

w) and
the Θ(B)-Θ(A)-bicomodule Θ(AwA) provide a Morita–Takeuchi equivalence between

Θ(A) and Θ(B) in S
(0)
H . In particular, Θ(AwA) is in injSH

(
Θ(A)

)
. �

Corollary 3.12. If A as in Lemma 3.6 is cosimple, then the ranks of injAH(A) and

injSH
(
Θ(A)

)
are equal.

Proof. The fact that ΠΘ ∼= idAH and Proposition 3.11 imply that application of Θ
induces an injection from the set of isomorphism classes of indecomposable objects in
injAH(A) to the set of isomorphism classes of indecomposable objects in injSH

(
Θ(A)

)
.

Let us now argue that this is also surjective.

Let M ∈ injSH
(
Θ(A)

)
be indecomposable. Up to an overall grading shift, we may

assume that there is a decomposition in S
(0)
H of the form

M ∼=
⊕
w∈H

C⊕pww ,

where the pw belong to N0[v] and are such that pw(0) is non-zero for at least one
w ∈ H. Here pw(0) means the evaluation of pw(v) at v = 0. Let

M0 :=
⊕
w∈H

C⊕pw(0)
w .

By positivity of the grading on SH and Lemma 3.2, M0 is a Θ(A)-subcomodule of M

in S
(0)
H .

Note that Π
(
Θ(A)

) ∼= A by construction. Similarly, Π
(
M0Θ(A)

) ∼= Π(M0)Π
(
Θ(A)

)
.

Hence, there is an induced A-comodule structure on Π(M0). By Corollary 2.17, Π(M0)
is injective as an A-comodule since A is cosimple and AH is fusion. Now, Θ

(
Π(M0)

) ∼=
M0 is an injective Θ(A)-comodule in S

(0)
H by Proposition 3.11. Consequently, M0 is

isomorphic to M in S
(0)
H . �
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3.4. Going down. In this subsection we describe, see Lemma 3.13, and investigate
what we loosely call “going down”. As the name suggests, this is, in some sense, the
opposite of going up.

Let M be a graded simple transitive 2-representation of SH with apex H. Let C be a
graded coalgebra in SH such that M is equivalent to injSH(C). Let X1, . . . , Xn be a

complete and irredundant list of representatives of isomorphism classes (up to grading
shift) of indecomposable objects in injSH(C), normalized such that as 1-morphisms in

SH they are concentrated in non-negative degrees with non-zero degree zero part. Set
X := X1 ⊕X2 ⊕ · · · ⊕Xn.

Lemma 3.13. The quotient

add
(
{X⊕vk | k ≥ 0}

)(0)
/
(
add

(
{X⊕vk | k > 0}

)(0))
carries an induced action of AH . Here

(
add

(
{X⊕vk | k > 0}

)(0))
is the ideal generated

by add
(
{X⊕vk | k > 0}

)(0)
.

Proof. Lemma 3.2 implies that, if X⊕vk

m is isomorphic to a direct summand of CwXj in

S
(0)
H , where w ∈ H, then k ≥ 0. Therefore add

(
{X⊕vk | k ≥ 0}

)(0)
is stable under the

action of add
(
{C⊕vl

w | w ∈W, l ≥ 0}
)(0)

. Moreover,
(
add

(
{C⊕vl

w | w ∈W, l > 0}
)(0))

maps add
(
{X⊕vk | k ≥ 0}

)(0)
to
(
add

(
{X⊕vk | k > 0}

)(0))
. The claim follows. �

We state and prove the following lemma for SH or AH , although we only need it in
the latter case, since it is a useful result in its own right.

Lemma 3.14. Let C = SH or C = AH . Given any graded simple transitive 2-
representation M of C with apex H, there exists a coalgebra C in C such that injC (C)
is equivalent to M and C is the image of a multiplicity free direct sum of representatives
of isomorphism classes of indecomposable objects in injC (C) under the forgetful functor
to C .

Proof. Let C′ be any coalgebra in C and Y a multiplicity free direct sum of repre-
sentatives of isomorphism classes of indecomposable objects in injC (C′). Then the

coalgebra C := CY in C is Morita–Takeuchi equivalent to C′, and the equivalence
between injC (C′) and injC (C) identifies Y with C, so C is the image of a multiplicity
free direct sum of representatives of isomorphism classes of indecomposable objects in
injC (C) under the forgetful functor to C , as required. �

Proposition 3.15. There is an injection Θ̂ from the set of equivalence classes of simple
transitive 2-representations of AH to the set of equivalence classes of graded simple
transitive 2-representations of SH with apex H.

Proof. Let N be a simple transitive 2-representation of AH . Let A be a coalgebra in
AH such that N is equivalent to injAH(A). Then injSH

(
Θ(A)

)
is a graded simple

transitive 2-representation of SH (with apex H) due to Proposition 3.7 and [MMMZ,

Corollary 12]. By Proposition 3.10, this yields a well-defined map Θ̂.

Now assume A is chosen such that A is the image of a multiplicity free direct sum of
representatives of isomorphism classes of indecomposable objects in injAH (A) under
the forgetful functor to AH , see Lemma 3.14. Set C := Θ(A). Then, by Proposition
3.11 and Corollary 3.12, the object X defined in the going down procedure is isomorphic
to C. The 2-representation of AH obtained by going down is now, clearly, equivalent
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to injAH (A). Therefore, the map defined in the previous paragraph is injective, as
claimed. �

As we will see later, Theorem 7.1 actually implies that Θ̂ is a bijection.

4. The role of the Duflo involution

Throughout this section we set a := a(H) for our fixed diagonal H-cell, and let d be
the Duflo involution in H.

4.1. Cell 2-representations and Duflo involutions. Let w ∈ H and L̃w be the cor-
responding simple object in CH(∅), concentrated in degree zero. By [MM3, Section

7] (see also [MM1, Subsection 4.5]), C̃w L̃d is an indecomposable injective object in

CH(∅) with simple socle L̃w concentrated in degree 0.

Dually, let Lw be the simple object in CH(∅), corresponding to w, concentrated in
degree zero. Then Cw Ld is an indecomposable projective object in CH(∅) with simple
head Lw concentrated in degree 0.

Lemma 4.1. For any x,w ∈ H,

(i) the injective objects C̃x L̃w and Cx L̃w in CH(∅) are concentrated between
the degrees −2a and 0 and between the degrees 0 and 2a, respectively;

(ii) the projective objects C̃x Lw and Cx Lw in CH(∅) are concentrated between
the degrees −2a and 0 and between the degrees 0 and 2a, respectively.

Proof. Let us prove the first statement in (i). As the 2-category of Soergel bimodules

is positively graded, the fact that C̃xC̃w L̃d is concentrated in non-positive degrees
follows from Lemma 3.3. This in turn implies that C̃x L̃w is concentrated in non-
positive degrees as well.

By adjunction, we have

homCH(C̃x L̃w, L̃
⊕vk

y ) ∼= homCH(L̃w, C̃x -1 L̃⊕v(2a+k)

y ).

As the right-hand side of the above isomorphism is zero for 2a+k < 0, we deduce that

homCH(C̃x L̃w, L̃
⊕vk

y ) is also zero if k < −2a.

The second statement in (i) follows from the first one and the fact that C̃x = C⊕v -2a

x .

The dual statements in (ii) are proved in exactly the same way, using Lemma 3.2 instead
of Lemma 3.3. �

Let P := P∅ be the principal 2-representation of SH and P its injective abelianization,
see Example 2.6. Denote by Iw and Ie the corresponding injective object in P(∅) with

respect to C̃w and C̃e = 1∅, respectively, see [MMMT, Subsection 3.1] for details.

Note that Iw has simple socle L̃w concentrated in degree 0 and Ie has simple socle L̃e
concentrated in degree a.

Lemma 4.2. For any x ∈ H, the following hold.

(i) The injective object C̃x L̃d in CH(∅) has simple head L̃x concentrated in
degree −2a.

(ii) The projective object Cx Ld in CH(∅) has simple socle Lx concentrated in
degree 2a.
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Proof. We only prove statement (i) since the dual statement (ii) follows by similar
arguments. As SH is fiat, the underlying algebra of CH is self-injective, by Corollary

2.14, which implies that the indecomposable injective object C̃x L̃d is also projective

and thus, has a simple head. Therefore, it suffices to prove that homCH(C̃x L̃
⊕v2a

d , L̃x)
is non-zero. By adjunction, this is equivalent to proving that

homCH(L̃d, C̃x -1 L̃x) 6∼= 0,(4.1)

which holds if and only if C̃d L̃d appears as a direct summand of C̃x -1 L̃x in CH(∅).

Note that the latter holds if and only if the same is true in P(∅). (Recall the two
equivalent constructions of cell 2-representations, see [MM1, Subsection 4.5].) In the

principal 2-representation, we can use the following fact. Since C̃x Ie ∼= Ix, we have

homP(C̃x L̃d, I
⊕vk

e ) ∼= homP(L̃d, I
⊕v(2a+k)

x -1 ),

whose right-hand side is zero unless x = d and k = −2a. In other words, the only
x ∈ H such that C̃x L̃d has a composition factor isomorphic to L̃e, up to a shift, is

x = d. Therefore, to prove (4.1), it is enough to show that homP(C̃x -1 L̃x, I
⊕v -2a

e ) is
non-zero. By adjunction, we have

homP(C̃x -1 L̃x, I
⊕v -2a

e ) ∼= homP(L̃x, Ix),

where the right-hand side is non-zero. Hence, L̃⊕v -2a

x appears in the head of C̃x L̃d in
CH(∅). �

Assume that B = BCH is the underlying basic algebra of CH. Then the indecomposable
objects in CH(∅) are identified with indecomposable injective B-modules.

Proposition 4.3. The algebra B is a finite dimensional positively graded weakly sym-
metric Frobenius algebra of graded length 2a.

Proof. By construction, the algebra B is non-negatively graded and its degree 0 part,
which is isomorphic to C#H, is semisimple, so B is positively graded.

Since SH is fiat, the algebra B is Frobenius, see Corollary 2.14.

The fact that B is weakly symmetric follows from Lemma 4.2(i). Together with Lemma
4.1(ii), this implies B is of graded length 2a. �

Remark 4.4. In some cases we know that B is symmetric:

(i) Let L(H) be the left cell for H. From [MS, Theorem 4.6] we know that B is
symmetric if W is a finite Weyl group and

there exists I ⊂ S such that w0w
I
0 ∈ L(H).

(ii) For any finite Coxeter group W , B is symmetric if H is a diagonal H-cell in the
subregular two-sided cell of S , see [KMMZ, Corollary 5, Proposition 14 and
the comment below it, and Remarks 29, 32 and 38] and [MT, Theorem I].

However, we do not know if this holds in general.

Since SH is fiat, the action of Cw on the category of B-modules is exact. Further,
by Theorem 2.13, we know that the action of Cw via CH is given by tensoring with
a projective-injective bimodule. It follows from Lemma 4.1(i) that the bimodule repre-
senting Cw is isomorphic to a direct sum of bimodules of the form Beu⊗C evB, possibly
with multiplicities but without grading shifts, where eu, ev are some primitive idempo-
tents of B. By Proposition 4.3 and the fact that CH is a faithful 2-functor which is
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degree-preserving on 2-morphisms, this implies that the 1-morphism Cw in SH has
graded length at most 4a.

Recall from Example 3.8 that Cd is a cosimple coalgebra 1-morphism in SH . By
[MMMZ, Corollary 12], M := injSH(Cd) is a graded simple transitive 2-representation

of SH with apex H. We denote by BM the basic algebra underlying M.

Proposition 4.5. The algebra BM is a positively graded Frobenius algebra of graded
length 2a.

Proof. The algebra BM is graded, by definition, and Frobenius by Corollary 2.14.

By Lemma 3.14, we can choose a coalgebra A in AH such that injAH(A) is equivalent
to injAH(Ad) and A is the image of a multiplicity free direct sum of representatives of
isomorphism classes of indecomposable objects in injAH(A) under the forgetful functor
to AH . This implies that A ∼= ⊕w∈HAw as 1-morphisms in AH , because Ad is the
identity 1-morphism of AH .

Define C := Θ(A) in SH (0). Since Θ(Aw) ∼= Cw, for all w ∈ H, there is an iso-
morphism C ∼= ⊕w∈HCw in SH (0) and, by Proposition 3.10, there is an equivalence
injSH(C) 'M. From the definition of C, for all k ∈ Z, we have

homSH(C,1⊕vk

SH
) ∼= homM(C,1⊕vk

SH
C).(4.2)

If k > 0, then Soergel’s hom formula [EW3, Theorem 3.6] (here we need the full
formula, not just the restricted version which we recalled in (3.3)) implies that the
left-hand side of (4.2) is zero. If k = 0, then Soergel’s hom formula implies that the
left-hand side of (4.2) has dimension one, because

dim
(
homSH(Cw,1SH)

)
=

{
1 if w = d,

0 else.

This implies that BM is positively graded.

Since C ∼= ⊕w∈HCw in S
(0)
H , the left-hand side of (4.2) is zero if k < −2a and

hence, the graded length of BM is at most 2a. As the algebra underlying the cell
2-representation has graded length 2a, see Proposition 4.3, we know that there exists a

Cw such that homSH(Cw,1
⊕v -2a

SH
) 6= 0, which implies that the left-hand side of (4.2)

is non-zero for k = −2a. Thus, the graded length of BM is exactly 2a. This completes
the proof. �

Lemma 4.6. For all w ∈ H, the 1-morphism Cw in SH is of graded length 4a.

Proof. Recall from [MMMTZ, Example 4.20] that Cd ∼= [Cd,Cd] in S
(0)
H , where the

internal cohom-construction is with respect to M = injSH(Cd). We first claim that

homSH(Cd,C
⊕v -4a

) ∼= homM(Cd,CC⊕v -4a

d )(4.3)

is non-zero, where C is as in the proof of Proposition 4.5. By Lemma 3.2, we have

CwCd ∼=
⊕
z∈H

C
⊕vahw,d,z
z

in S
(0)
H . Noting that (3.1), (3.2) and [Lu2, Conjecture 14.2.P2, P5 and P7] imply that

γw,d,z -1 = γz -1,w,d = δz,w,
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we deduce that

vahw,d,z ∈

{
1 + · · ·+ v2a if z = w,

vN0[v] ∩ v2a−1N0[v -1] if z 6= w.

Therefore, the object C⊕v -2a

is isomorphic to a direct summand of CC⊕v -4a

d in M(0)(∅).
The head of the indecomposable injective object Cd in M is isomorphic to a direct

summand of the socle of C⊕v -2a

in M(0)(∅), see Proposition 4.5 and its proof. Hence,
the right-hand side of (4.3) is non-zero, which implies that the left-hand side is non-

zero. This shows that C has a direct summand in S
(0)
H isomorphic to Cv with graded

length at least 4a. Therefore Cv must have graded length exactly 4a, as we already
know that it is at most 4a. By adjunction, we have

0 6= homSH(Cd,C
⊕v -4a

v ) ∼= homSH(C̃v -1 , C̃⊕v -4a

d ) ∼= homSH(Cv -1 ,C⊕v -4a

d ),(4.4)

yielding that the graded length of Cd is at least 4a. Thus, as above, it must be equal
to 4a. Note that for any w ∈ H we have vahw,w -1,d ∈ 1 + · · · + v2a. Therefore each

C̃w -1C⊕v -4a

w contains a direct summand C⊕v -4a

d in S
(0)
H . By (4.4), we have

0 6= homSH(Cv -1 , C̃w -1C⊕v -4a

w ) ∼= homSH(CwCv -1 ,C⊕v -4a

w ).

By Lemma 3.2, the direct summands of CwCv -1 in S
(0)
H have non-negative shift. Again

as before, this shows that the graded length of Cw is at least 4a, which implies that it
must be equal to 4a. �

Recall from Example 3.8 that C̃d is a simple algebra 1-morphism in SH .

Proposition 4.7.

(i) The 2-representation injSH(Cd) is equivalent to the cell 2-representation CH.

(ii) The 2-representation projSH(C̃d) is also equivalent to the cell 2-representation
CH.

Proof. Again, we will prove the statement (i) and the dual statement (ii) follows ver-
batim. Consider Cd as an object of CH(∅) and set C := [Cd,Cd] (note that here
the internal cohom-construction is with respect to CH and not M as in the proof of

Lemma 4.6). As a 1-morphism in S
(0)
H we have

C ∼=
⊕
w∈H

C⊕pww ,

with pw ∈ N0[v, v -1]. Furthermore,

homSH(C,C⊕vk

w ) = homSH

(
[Cd,Cd],C

⊕vk

w

) ∼= homCH(Cd,C
⊕vk

w Cd).(4.5)

By positivity of the grading on SH and Lemma 3.2, we see that pw ∈ N0[v -1].

If k < −4a, then the right-hand side of (4.5) is zero, because Cd is an indecomposable
injective object of graded length 2a by Lemma 4.1, and the action of Cw increases the
graded length by at most 2a by Lemma 3.2. On the left-hand side, the indecomposable
injective object Cw has graded length 4a, see Lemma 4.6, which implies that C lives
in non-negative degrees, that is, pw = pw(0).

For k = 0, the right-hand side of (4.5) is one dimensional if w = d, and zero otherwise.

This implies C ∼= Cd in S
(0)
H . Since the degree 0 maps Cd → 1SH and Cd → CdCd

are unique up to scalar, it follows that C ∼= Θ(1AH) as coalgebra 1-morphisms in

S
(0)
H . �
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Let

BH := (Cd)biinjadd(H)(Cd)(4.6)

denote the graded one-object bicategory of biinjective Cd-Cd-bicomodules in add(H),
where horizontal composition is given by the cotensor product −�Cd− and the identity
1-morphism is Cd. By definition, a biinjective Cd-Cd-bicomodule is injective as a left
and as a right Cd-comodule, but not necessarily as a Cd-Cd-bicomodule, e.g. Cd is
biinjective but not injective as a Cd-Cd-bicomodule when d 6= e, w0. The bicategory
BH will play an important role in this article, c.f. Proposition 6.11 and Theorem 7.1.
For now, it is important to record the following corollary.

Corollary 4.8. There is a graded biequivalence

B op
H ' EndSH (CH).

Proof. By Proposition 4.7(i), there is a graded biequivalence

EndSH (CH) ' EndSH

(
injSH (Cd)

)
.

Using this identification, the assignment

B op
H −→ EndSH (CH), X 7→ −�CdX

defines a biequivalence, as follows from Proposition 2.19 and [MMMTZ, Theorems 4.26
and 4.31]. �

4.2. The categorified bar involution.

Proposition 4.9. There exists a functorial involution ∨ : S → S , which is covariant
on 1-morphisms and contravariant and degree-preserving on 2-morphisms, such that we
have

(B⊕vk

w )∨ ∼= B⊕v -k

w(4.7)

in S (0) for all w ∈W and k ∈ Z.

Proof. Let D be the diagrammatic (one-object) Soergel 2-category as in [EW2], whose
1-morphisms are of the form w〈k〉, where w is a word in the simple reflections of W and
k ∈ Z indicates a formal degree shift, and whose 2-morphisms are Soergel diagrams,
defined by generators and relations. By [EW2, Theorem 6.28], we can identify S with
add(D). (Strictly speaking, we have to quotient add(D) by the 2-ideal generated by
the totally invariant polynomials with no constant term in the base ring R in that paper,
because S was defined over the coinvariant algebra. This is a technical detail, which we
will suppress from now on.) Now, ∨ : D → D is defined by (w〈−k〉)∨ := w〈k〉, for all
words w and k ∈ Z, and by flipping the Soergel diagrams upside-down. By definition,
∨ is covariant on 1-morphisms, contravariant and degree-preserving on 2-morphisms.
For any word w in the simple reflections of W , let BS(w) be the corresponding Bott–

Samelson bimodule in S . Then
(
BS(w)⊕vk

)∨ ∼= BS(w)⊕v -k

under the identification
S ' add(D).

Extend ∨ to S ' add(D). To show (4.7), we use induction on the length `(w) of w,
the case `(w) = 0 being immediate. Assume that `(w) > 0 and that (4.7) holds for all
v ∈W with `(v) < `(w) and all k ∈ Z. By [So1, Satz 6.24] (see also [EW2, Theorem
3.14] and the text around it) and [EW2, Corollary 6.26], we have

BS(w) ∼= Bw ⊕
⊕
v≺w

B⊕pw,vv in S (0)

for every w ∈W , where w is an arbitrary reduced expression for w, the pw,v ∈ N0[v, v -1]
are invariant under the bar involution (which follows from [Lu2, Chapter 4] and the
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Soergel–Elias–Williamson categorification theorem) and ≺ is the Bruhat order. As

remarked above, we have BS(w)∨ ∼= BS(w) in S (0) . By induction, we also have

(B
⊕pw,v
v )∨ ∼= B

⊕pw,v
v in S (0) for all v ≺ w, using the bar invariance of pw,v. Since

S (0) is Krull–Schmidt, we deduce that B∨w
∼= Bw in S (0) . This implies that (4.7)

holds for all k ∈ Z. �

Recall that the bar involution on the Hecke algebra is uniquely determined by the fact
that it is Z-linear, sends vk 7→ v -k for all k ∈ Z and fixes the Kazhdan–Lusztig basis
elements, see e.g. [Lu2, Chapters 4 and 5]. By Proposition 4.9 and [EW2, Corollary
6.26 and Theorem 6.28], the duality ∨ thus categorifies the bar involution on the Hecke
algebra. We will therefore refer to it as the categorified bar involution.

Remark 4.10. The origin of the categorified bar involution is [So2]. In the diagram-
matic setting ∨ appears in [EW2, Definition 6.22], where it is denoted ι and gives an
antiinvolution on double light leaves.

Proposition 4.11. The categorified bar involution on S induces a functorial involution
on SH , also denoted ∨, which is covariant on 1-morphisms and contravariant and

degree-preserving on 2-morphisms, such that (B⊕vk

x )∨ ∼= B⊕v -k

x in S
(0)
H , for all x ∈ H

and k ∈ Z. This functorial involution extends to an equivalence between SH and SH
which sends injective 1-morphisms in the first 2-category to projective 1-morphisms in
the second.

Proof. Since ∨ is covariant on 1-morphisms and (B⊕vk

w )∨ ∼= B⊕v -k

w in S (0) , for w ∈W
and k ∈ Z, it preserves left, right and two-sided cells.

As ∨ sends identity 2-morphisms to identity 2-morphisms, it also preserves the maximal
2-ideal in S that does not contain the identity 2-morphisms on the 1-morphisms in
add(J ), whence it descends to the J -simple quotient S≤J . Since ∨ also preserves
the two-sided cell J and its diagonal H-cells, it restricts to the 2-full 2-subcategories
SJ and SH , which proves the first claim.

Finally, since ∨ is contravariant on 2-morphisms, it extends to an equivalence between
SH and SH . �

Corollary 4.12. The functorial involution ∨ induces a functorial involution on CH, also
denoted ∨, which is contravariant and degree-preserving on morphisms and satisfies

(B⊕vk

x )∨ ∼= B⊕v -k

x in C
(0)
H (∅), for all x ∈ H and k ∈ Z. This functorial involution

extends to an equivalence between CH and CH which sends injective objects in the
category underlying the first to projective objects in the category underlying the second.

Proof. As already remarked, the functorial involution ∨ also preserves left cells. The
rest now follows as in the proof of Proposition 4.11. �

Remark 4.13. The existence of ∨ implies that any statement in Subsection 4.1 has a
dual counterpart. In particular, the equivalence CH ' CH induces a degree-preserving
isomorphism of algebras B∨ ∼= Bop, see Proposition 4.3.

4.3. Explicit bimodules for the cell 2-representation. In the following, we will use
projective abelianizations instead of injective ones. As we are in the fiat setup, the
difference does not play an essential role on an abstract level, but with this choice we can
conveniently describe the action of Cw by projective bimodules and their composition by
tensoring over the underlying algebra, instead of injective bicomodules and cotensoring
over the underlying coalgebra.
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Denote by

B := EndCH

( ⊕
w∈H

Cw
)op

the algebra underlying the cell 2-representation. Fix a complete set of orthogonal prim-
itive idempotents ew ∈ B, for w ∈ H, corresponding to the indecomposable projective
objects Cw ∈ CH(∅). Set Qw := Bew and let Lw(recall the notation in Subsection
4.1) be the simple head of Qw in CH. Note that Lw is one-dimensional and isomorphic
to Cew as a vector space. Note that Cw Ld ∼= Qw for w ∈ H, see Subsection 2.3 and

[MM3, Section 7]. Lemma 4.2(ii) implies that the socle of Qw is isomorphic to L⊕v2a

w .

For every pair x, y ∈ H, we have

grdim
(
HomB(Qx, Qy)

)
= grdim

(
HomB(Cx Ld,Cy Ld)

)
= grdim

(
HomB(Cy -1Cx L

⊕v -2a

d , Ld)
)

=
∑
z∈H

hy -1,x,z grdim
(
HomB(Cz L

⊕v -a

d , Ld)
)

=
∑
z∈H

hy -1,x,z grdim
(
HomB(Q⊕v -a

z , Ld)
)

= vahy -1,x,d.

(4.8)

By [Lu2, Subsection 13.6], we know that

vahy -1,x,d ∈

{
1 + · · ·+ v2a if x = y;

vN0[v] ∩ v2a−1N0[v -1] if x 6= y.

Recall that, by definition of the Kazhdan–Lusztig basis, the hy -1,x,d are invariant under
the bar involution.

Remark 4.14. By [Lu2, 13.1(e)], we have hv -1,x,d = hx -1,v,d, which corresponds to the
fact that

grdim
(
HomB(Qx, Qv)

)
= grdim

(
HomB(Qv, Qx)

)
for all x, v ∈ H.

For the formulation of the next proposition, we recall that the γw,v,u -1 are defined in
Subsection 3.1.

Proposition 4.15. For any w ∈ H, the action of Cw on the category of finite dimen-
sional graded B-modules is isomorphic to tensoring (over B) with the graded projective
B-B-bimodule ⊕

u,v∈H

(
Beu ⊗C evB

)⊕γw,v,u -1
.

Proof. By Theorem 2.13, we know that the action of Cw is given by tensoring with a
B-B-bimodule of the form ⊕

u,v∈H

(
Beu ⊗C evB

)⊕cw,v,u
,

for certain cw,v,u ∈ N0[v, v -1]. We also know that, for any x ∈ H, we must have

CwQx ∼= CwCx Ld ∼=
⊕
u∈H

Q⊕vahw,x,u
u .

On the other hand, using (4.8), we obtain⊕
u,v∈H

(
Beu ⊗C evB

)⊕cw,v,u ⊗B Bex ∼=
⊕
u,v∈H

(
Beu ⊗C evBex

)⊕cw,v,u
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∼=
⊕
u,v∈H

Be⊕grdim(evBex)cw,v,u
u

∼=
⊕
u,v∈H

Be
⊕vahx -1,v,dcw,v,u
u ,

and hence, deduce that the cw,v,u have to satisfy∑
v∈H

hx -1,v,dcw,v,u = hw,x,u,(4.9)

for all w, x, u, v ∈ H.

For every fixed pair w, u ∈ H, this is a system of #H linear equations, indexed by
x ∈ H, in #H variables, indexed by v ∈ H. We claim that cw,v,u = γw,v,u -1 , for
v ∈ H, is the unique solution of (4.9).

Let us first show that cw,v,u = γw,v,u -1 is a solution of (4.9), i.e. that we have∑
v∈H

hx -1,v,dγw,v,u -1 = hw,x,u.

This equation is similar to one in [Lu2, Subsection 18.8] and can be proved in the same
way, using:

• the equation at the beginning of the proof of Theorem 18.9(b) in [Lu2], i.e.∑
z∈W

hx1,x2,zγz,x3,y -1 =
∑
z∈W

hx1,z,yγx2,x3,z -1 ;(4.10)

• the symmetries in [Lu2, 13.1(e)];
• [Lu2, Proposition 13.9(b) and Conjecture 14.2.P7], i.e.

ha,b,c = hb -1,a -1,c -1 , γa,b,c = γb -1,a -1,c -1 , γa,b,c = γc,a,b;(4.11)

• [Lu2, Conjectures 14.2.P2 and 14.2.P5], i.e.

γv,u,d = δv,u -1 .(4.12)

By (4.10), (4.11) and (4.12), we have∑
v∈H

hx -1,v,dγw,v,u -1 =
∑
v∈H

hx -1,v,dγv -1,w -1,u

=
∑
v∈H

hx -1,v,dγw -1,u,v -1

=
∑
v∈H

hx -1,w -1,vγv,u,d

=hx -1,w -1,u -1

=hw,x,u.

Finally, note

hx -1,v,d = v -aγx -1,v,d

(
mod v -a+1N0[v]

)
,

so the determinant of the matrix (
hx -1,v,d

)
x,v∈H

belongs to v -a(#H)(1 + vN0[v]), and the matrix is hence invertible over C(v). Our
system of linear equations in (4.9) therefore has a unique solution and the statement
of the proposition follows. �
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4.4. The Frobenius structure on the Duflo involution. In this subsection, we de-
scribe the structure of a Frobenius algebra on the Duflo involution in SH explicitly. As
Cd ∼= Θ(Ad) is a graded coalgebra, the comultiplication and counit 2-morphisms are

homogeneous of degree 0. By duality, C̃d = C⊕v -2a

d is a graded algebra. This implies
that the multiplication and unit 2-morphisms of Cd are homogeneous of degree −2a
and 2a, respectively. It remains to show that the multiplication and the comultiplication
of Cd satisfy the Frobenius conditions.

Recall the algebra B constructed in Subsection 4.3. Proposition 4.15, combined with
(4.11) and (4.12), implies that Cd acts via the B-B-bimodule⊕

u∈H
Beu ⊗C euB.

The comultiplication on this bimodule is given by

δd :
⊕
u∈H

Beu ⊗C euB→
⊕
u,v∈H

Beu ⊗C euBev ⊗C evB, eu ⊗ eu 7→ δd(u)eu ⊗ eu ⊗ eu

and the counit by

εd :
⊕
u∈H

Beu ⊗C euB→ B, aeu ⊗ eub 7→ δd(u) -1aeub

for certain δd(u) ∈ C×. In general we do not have a presentation of SH in terms
of generating 2-morphisms and relations, so we can not compute the δd(u) explicitly.
In the specific case of dihedral Soergel bimodules such a presentation does exist and
the δd(u) were computed explicitly in [MT, Subsection 4.2]. In general, all we can
say is that if the bimodule map representing δd involves δd(u), then the bimodule map
representing εd involves δd(u) -1 by counitality.

To describe the algebra structure, consider the Frobenius trace tr : B → C and note
that tr(eubev) = 0 for a homogeneous element eubev unless u = v (because B is
weakly symmetric) and the degree of eubev is 2a. Furthermore, for any u, v ∈ H, let
{bi,v,u | i = 1, . . . ,mu,v} and {bi,u,v | i = 1, . . . ,mu,v} be dual bases of evBeu and
euBev, respectively, with respect to the Frobenius trace tr, i.e.

tr(bi,v,ub
j,u,v) =

{
1 if i = j;

0 if i 6= j.

Here mu,v = hu -1,v,d(1) = hv -1,u,d(1), with h defined as in (3.1). Following the same
convention, the dual of eu is denoted by eu, for u ∈ H. Let σ be the Nakayama
automorphism of B defined by tr(ab) = tr(bσ(a)), for any a, b ∈ B. Note that, since
B is weakly symmetric, we have σ(eu) = eu and σ(eu) = eu for all u ∈ H. Without
loss of generality, we therefore assume that eu = b1,u,u and eu = b1,u,u. The algebra
structure is then given by the multiplication

µd :
⊕
u,v∈H

(
Beu ⊗C euBev ⊗C evB

)⊕v -2a

→
⊕
u∈H

Beu ⊗C euB,

eu ⊗ euaev ⊗ ev 7→ δu,vµd(u)tr(a)eu ⊗ eu
and the unit

ιd : B→
⊕
u∈H

(
Beu ⊗C euB

)⊕v -2a

, eu 7→
∑
v∈H

µd(v) -1

mu,v∑
i=1

bi,u,v ⊗ bi,v,u,

for certain µd(u) ∈ C×. As for the comultiplication and counit 2-morphisms, we
cannot determine the µd(u) explicitly in general. For the specific case of dihedral
Soergel bimodules, those scalars were computed explicitly in [MT, Subsection 4.2]. In
the definition of µd, note that trB(a) = 0 unless u = v.
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We already know that Cd is a coalgebra and an algebra. One can immediately check
that δd and µd satisfy the Frobenius conditions. Since the cell 2-representation is
faithful on 2-morphisms, this proves that Cd is a Frobenius algebra in SH .

The result in this subsection is weaker than the Klein–Elias–Hogancamp conjecture [Kl,
Subsection 5.2], [EH, Conjecture 4.40], which conjectures the existence of a Frobenius
structure on Cd in S itself. Indeed, we do not know how to “lift” the Frobenius
structure on Cd from the H-simple quotient SH to the whole of S . The problem
is that CdCd, as noted in [EH, Conjecture 4.40], may contain indecomposable direct

summands in S (0) isomorphic to C⊕vt

w , with w >J H and either t < a − a(w) or
3a− a(w) < t. Note that, in terms of Cz, Soergel’s hom formula in (3.3) becomes:

dim
(
homS (Cv,C

⊕v(k+a(v)−a(w))

w )
)

= δv,wδ0,k, v, w ∈W,k ∈ Z≥0.

In particular, this implies that the dimension of

homS (Cd,CdCd) or homS (CdCd,C
⊕v2a

d )

need not be one, in general. Let us give one simple example.

Example 4.16. For rank 2 or lower CdCd never contains such direct summands, but
for higher ranks it frequently does. For an explicit and minimal example, let W be of
type A3 with simple reflections s1, s2, s3, where we write i = si for short, and Coxeter
diagram

1 2 3 .

Set d = 12321. Then a = 3. Consider also the longest element w0 = 121321 of W
(whose a-value is 6), which is strictly greater than d in the two-sided order. We have

CdCd ∼= C⊕1⊕3v2⊕3v4⊕v6

d ⊕ C⊕v -4⊕4v -2⊕6⊕4v2⊕v4

w0
in S (0) ,

where the minimal shift of Cw0 is strictly smaller than a−a(w0) = −3 and the maximal
shift is strictly bigger than 3a− a(w0) = 3.

5. Lifted simple transitive 2-representations

5.1. The underlying algebra. Suppose (A, δA, εA) is a cosimple coalgebra in AH .
By [MMMZ, Corollary 12] and Corollary 2.17, N := injAH(A) is a simple transitive
birepresentation of AH and N = injAH(A) = comodAH(A) is semisimple. By Lemma
3.6 and Proposition 3.7, Θ(A) is also a cosimple coalgebra, which implies that M :=
injSH

(
Θ(A)

)
is a graded simple transitive 2-representation of SH with apex H, using

[MMMZ, Corollary 12] again.

Since AH is locally semisimple, see Proposition 3.4, A must contain a direct summand
isomorphic to Ad, which is the identity 1-morphism in AH , and εA : A → Ad is the
projection, which is a morphism of coalgebras. Hence, we obtain a faithful morphism
of birepresentations of AH

ΦAH : injAH(A) = N→ injAH(Ad) ' AH,

which is the identity on morphisms and sends (N, δN,A) in N to (N, (idN ◦hεA)◦vδN,A).
Here AH denotes the cell birepresentation of AH .

Since Θ is C-linear, the above implies that Θ(A) contains a direct summand in S
(0)
H

isomorphic to Θ(Ad) = Cd and the counit εΘ(A) : Θ(A) → 1SH is the composite of
the projection πd := Θ(εA) : Θ(A)→ Cd and εd : Cd → 1SH . In particular, we obtain
a faithful, degree-preserving morphism of 2-representations of SH

ΦSH : injSH
(
Θ(A)

)
= M→ injSH(Cd) ' CH,
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which is the identity on morphisms and sends the comodule (M, δM,Θ(A)) in M(∅) to

the comodule
(
M, (idM ◦h πd) ◦v δM,Θ(A)

)
.

Altogether, this yields a commuting square

M
ΦSH // CH

N
ΦAH

//

Θ

OO

AH.

Θ

OO

Let N1, . . . , Nr be a complete set of pairwise non-isomorphic simple (=indecomposable)
objects in N(∅). For every i = 1, . . . , r, we have

ΦAH(Ni) ∼=
⊕
w∈H

A⊕pi,ww ,

for certain pi,w ∈ N0.

Let Mi := Θ(Ni), for i = 1, . . . , r. Then M1, . . . ,Mr is a complete and irredundant
set of indecomposable objects of M(∅) up to isomorphism and grading shift, and

ΦSH(Mi) ∼=
⊕
w∈H

C⊕pi,ww in C
(0)
H (∅),(5.1)

for every i = 1, . . . , r.

Lemma 5.1. For w ∈ H and i, j = 1, . . . , r, define h̃w,i,j ∈ N[v, v -1] by

CwMi
∼=

r⊕
j=1

M
⊕h̃w,i,j
j in M(0)(∅).(5.2)

Then

h̃w,i,j ∈ v2aN0[v -1] ∩ N0[v].

Proof. The proof follows from comparing two decompositions in C
(0)
H (∅). On one

hand, by (5.1) and (5.2), we have

ΦSH(CwMi) ∼=
r⊕
j=1

ΦSH

(
M
⊕h̃w,i,j
j

) ∼= r⊕
j=1

⊕
v∈H

C⊕h̃w,i,jpj,vv .(5.3)

On the other hand, by (5.1) and the fact that ΦSH is a morphism of 2-representations,
we have

ΦSH(CwMi) ∼= Cw ΦSH(Mi) ∼=
⊕
u∈H

CwC⊕pi,uu
∼=
⊕
u,v∈H

C⊕vapi,uhw,u,v
v .(5.4)

Comparing (5.3) and (5.4) for a fixed v, we obtain the equation

r∑
j=1

h̃w,i,jpj,v = va
∑
u∈H

pi,uhw,u,v.

The facts that pi,u, pj,v ∈ N0 and vahw,u,v ∈ v2aN0[v -1] ∩N0[v] now imply the result,
as for every j = 1, . . . , r there exists at least one v ∈ H such that pj,v 6= 0. �

Define

BM := EndM

( r⊕
i=1

Mi

)op
.
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Then M(∅) is equivalent to the category of finite dimensional graded injective BM-
modules.

Proposition 5.2. The algebra BM is a finite dimensional positively graded Frobenius
algebra of graded length 2a.

Proof. The case of M being the cell 2-representation CH is discussed in Proposition
4.3 (or in Proposition 4.5 because of Proposition 4.7). In the case when M is not
necessarily the cell 2-representation, the proposition follows from similar arguments as
in the proof of Proposition 4.5. �

Remark 5.3. In contrast to the situation in Subsection 4.1, we do not know a priori
that BM is weakly symmetric. Therefore, we have to include a possible Nakayama
permutation in Subsection 5.3 below. Only at the end of that section, we will be able
to show that it is trivial.

5.2. A characterization of 2-representations in the image of Θ̂. We note the
following characterization of the graded simple transitive 2-representations in the image
of the map Θ̂ from Proposition 3.15. As we will see in Theorem 7.1, these exhaust the
graded simple transitive 2-representation of SH with apex H, up to equivalence.

Theorem 5.4. Let M be a graded simple transitive 2-representation of SH with apex
H. Then M is in the image of Θ̂ if and only if the following conditions are satisfied:

(i) there is a choice {Mi | i ∈ I} of representatives of isomorphism classes of
indecomposable objects in M(∅) such that the endomorphism algebra B of

M :=
⊕
i∈I

Mi in M(∅) is positively graded, and, additionally;

(ii) for every w ∈ H and i ∈ I, the object CwMi ∈ M(0)(∅) decomposes into a
direct sum whose summands, up to degree-preserving isomorphism, are of the

form M⊕vl

j , where j ∈ I and 0 ≤ l ≤ 2a;

(iii) the graded length of B is not greater than 2a.

Proof. For the “only if” part observe that, by Proposition 3.11, we can pick a choice
of representatives of isomorphism classes of indecomposable objects in M, which are
in the image of Θ. The condition in (ii) then follows from Lemma 5.1. Conditions (i)
and (iii) hold by Proposition 5.2.

The “if” direction follows the proof of Proposition 4.7 closely. Set C := [M,M ]. Then

homSH(C,C⊕vk

w ) ∼= homM(M,C⊕vk

w M).(5.5)

Conditions (i) and (ii) imply that the right-hand side is zero if k > 0. Hence, writing

C ∼=
⊕
w∈H

C⊕pww in S
(0)
H ,

we obtain pw ∈ N0[v -1].

Next we want to establish an analog of Lemma 4.1. Namely, we claim that, for any
simple object L in M(∅) concentrated in degree 0, and for any w ∈ H, the injective
object Cw L is concentrated between the degrees 0 and 2a. Similarly to the proof
of Lemma 4.1, the fact that Cw L is concentrated in positive degrees follows from
Conditions (i) and (ii). The fact that Cw L is concentrated in degrees below 2a follows
from conditions (ii) and (iii).

Now, if k < −4a, then the right-hand side of (5.5) is zero since, by condition (iii),
M is a projective-injective object of graded length at most 2a and the action of Cw is



SIMPLE TRANSITIVE 2-REPRESENTATIONS OF SOERGEL BIMODULES 35

given by projective functors which increase the graded length by at most 2a (see the
previous paragraph). Given the graded length of Cw in SH , see Lemma 4.6, this again
shows that pw = pw(0) ∈ N0 for all w ∈ H, so C is in the image of Θ, as claimed. �

5.3. Explicit bimodules for the 2-action. The degree-zero part of BM is isomorphic
to
⊕r

i=1 Cei, where e1, . . . , er is a complete and irredundant set of primitive, orthogonal
idempotents corresponding to M1, . . . ,Mr respectively. Due to (5.1), every Mi is
concentrated between degrees 0 and 2a, whence

Mi
∼= HomC(eiB

M,C)⊕v2a ∼= BMeσ(i),

where σ is the Nakayama permutation of BM. By Theorem 2.13, the action of Cw on
the category of finite dimensional graded injective BM-modules, for w ∈ H, is given by
tensoring over BM with a BM-BM-bimodule of the form

r⊕
i,j=1

(
BMeσ(j) ⊗C eσ(i)BM

)⊕γ̃w,i,j
,

for certain γ̃w,i,j ∈ N0[v, v -1].

Proposition 5.5. We have

γ̃w,k,j = h̃w,k,j(0) ∈ N0,

for all w ∈ H and j, k = 1, . . . r.

Proof. For w ∈ H and 1 ≤ k ≤ r, we obtain two different expressions for CwBMeσ(k)

in BM-fgproj(0), the category of finite dimensional graded projective BM-modules. On
one hand, by (5.2) and the fact that Ml

∼= BMeσ(l), we have

CwBMeσ(k)
∼=

r⊕
j=1

BMe
⊕h̃w,k,j
σ(j) .(5.6)

On the other hand, we have

CwBMeσ(k)
∼=

r⊕
i,j=1

BMe
⊕γ̃w,i,jgrdim(eσ(i)BMeσ(k))

σ(j) .(5.7)

Comparing the terms in (5.6) and (5.7) for a fixed j, shows that
r∑
i=1

γ̃w,i,jgrdim
(
eσ(i)BMeσ(k)

)
= h̃w,k,j .(5.8)

Suppose that γ̃w,σ -1(k),j has a non-zero term belonging to vN0[v] for some w, i, j. By

(5.8) and the fact that grdim(ekBMeσ(k)) has highest term v2a, see Proposition 5.2,

this implies that h̃w,k,j has a non-zero term belonging to v2a+1N0[v]. However, this
contradicts Lemma 5.1.

Since grdim(eσ(i)BMeσ(k)) ∈ δi,k + vN0[v], the equation in (5.8) implies that γ̃w,k,j
cannot have non-zero terms belonging to v -1N0[v -1] either, whence

γ̃w,k,j = h̃w,k,j(0) ∈ N0,

for all w ∈ H and j, k = 1, . . . , r. �

In particular, note that the fact that the constant term in grdim
(
eσ(i)BMeσ(k)

)
is 1 if

i = k, and 0 otherwise, implies that

CdBMeσ(k)
∼=

r⊕
j=1

BMe
⊕γ̃d,k,j
σ(j) ⊕R,
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where all summands of R have coefficients in vN0[v]. Since the first summand descends
to the action of Ad, which is the identity 1-morphism in AH , on N(∅), by Lemma
3.13, we see that γ̃d,k,j = δk,j . By Proposition 5.5 and equation (5.8), this shows that
the action of Cd = Θ(Ad) is given by tensoring with the bimodule

r⊕
i=1

BMei ⊗C eiB
M(5.9)

and that

grdim
(
HomBM(BMei,B

Mek)
)

= grdim
(
eiB

Mek
)

= h̃d,σ -1(k),σ -1(i).(5.10)

In [Lu2, Theorem 18.9], Lusztig defined a homomorphism φ : H → A ⊗Z Z[v, v -1] of
Z[v, v -1]-algebras. Its restriction to H is given by

φH(cw) =
∑
u∈H

vahw,d,uau,

where cw := [Cw] in the split Grothendieck group [S
(0)
H ]⊕ (which should not be

confused with Lusztig’s cw) and au := [Au] in [AH ]⊕. Let φ!
H denote the pullback of

φ.

Proposition 5.6. We have

[M]⊕ ∼= φ!
H
(
[N]⊕

)
.

Proof. By (5.9), there is a degree-preserving isomorphism

CdCeσ(i)
∼= BMeσ(i).

Using this, we obtain two expressions for CwBMeσ(i) in BM-fgproj(0). On one hand,

CwBMeσ(i)
∼=

r⊕
j=1

BMe
⊕h̃w,i,j
σ(j) .(5.11)

On the other hand,

CwBMeσ(i)
∼= CwCdCeσ(i)

∼=
⊕
u∈H

C
⊕vahw,d,u
u Ceσ(i)

∼=
⊕
u∈H

r⊕
j=1

BMe
⊕vahw,d,uγ̃u,i,j
σ(j) .

(5.12)

Comparing (5.11) and (5.12) for a fixed j yields

h̃w,i,j =
∑
u∈H

vahw,d,uγ̃u,i,j ,(5.13)

which is precisely what we had to prove. �

Corollary 5.7. v -ah̃w,i,j is bar invariant.

Proof. Equation (5.13) implies that v -ah̃w,i,j is bar invariant, since the hw,d,u and
γ̃u,i,j are bar invariant. This completes the proof. �

Proposition 5.8. The algebra BM is weakly symmetric.

Proof. Recalling (3.1), (3.2) and (4.12), we know that

vahd,d,u ∈

{
1 + · · ·+ v2a if u = d;

vN0[v] ∩ v2a−1N0[v -1] if u 6= d.
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By (5.13) and the equality γ̃d,i,j = δi,j , (5.10) then shows that

grdim
(
eiB

Mei
)

= h̃d,σ -1(i),σ -1(i) ∈ 1 + · · ·+ v2a.

By Proposition 5.2, the highest non-zero term of grdim
(
eiB

Mej
)

is v2a if and only if
j = σ(i). Therefore, we obtain σ(i) = i for all i and the claim follows. �

6. Separability and semisimplicity

Recall the definition of BH from (4.6). The main point of this section is to prove
that the coalgebra Cd in SH is separable, see Propositions 6.3 and 6.5, which in turn
enables us to show that BH is locally graded semisimple, see Proposition 6.11.

6.1. Some (diagrammatic) preliminaries. Let B = BCH be the basic underlying
algebra of the cell 2-representation CH of SH , see Subsection 4.1. This in particular
means that there is an equivalence of 2-representations of SH on

CH(∅) ' B-fgproj

such that the 2-action on B-fgproj, the category of finite dimensional graded projec-
tive B-modules, is given by a graded pseudofunctor from SH to CB (projective B-B-
bimodules, see Example 2.3) which is 2-faithful, i.e. faithful on 2-morphisms. Recall
that B ∼= ⊕2a

i=0Bi is a finite dimensional positively graded weakly symmetric Frobenius
algebra of graded length 2a, where a = a(H) is the value of Lusztig’s a-function on H,
see Proposition 4.3. Note that therefore the objects in B-fgproj are projective-injective
and thus, B-fgproj = B-fginj, the latter denoting the category of finite dimensional
graded injective B-modules.

By Subsection 4.4, Cd is a graded Frobenius algebra in SH with homogeneous comul-
tiplication δd : Cd → CdCd and counit εd : Cd → Ce of degree 0, and homogeneous
multiplication µd : CdCd → Cd and unit ιd : Ce → Cd of degree −2a and 2a, respec-
tively. Recall that γd,u,v = δu,v -1 , so Proposition 4.15 shows that Cd acts on B-fgproj
by tensoring over B with the projective B-B-bimodule⊕

x∈H
Bex ⊗ exB,

and, consequently, the action of CdCd is given by tensoring with⊕
x,y∈H

Bex ⊗ exBey ⊗ eyB.

The B-B-bimodule maps corresponding to δd, µd, εd and ιd, which we defined in
Subsection 4.4, are graphically illustrated as follows (for convenience, we recall the
formulas defining them):

δd : ex ⊗ ex 7→ δd(x)ex ⊗ ex ⊗ ex!
d

d d

(degree 0),(6.1)

µd : ex ⊗ a⊗ ey 7→ δx,yµd(x)tr(a)ex ⊗ ex!

d

d d

(degree− 2a),(6.2)

εd : aex ⊗ exa′ 7→ δd(x) -1aa′!
d

(degree 0),(6.3)
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ιd : ex 7→
∑
y∈H

µd(y) -1

mx,y∑
i=1

bi,x,y ⊗ bi,y,x!
d

(degree 2a).(6.4)

Here the source (bottom) and target (top) of the diagrams in (6.1), (6.2), (6.3) and
(6.4) are composites of unshifted copies of Cd.

Remark 6.1. Unlike the degrees in e.g. [EH, Conjecture 4.40]), the ones above are
“unbalanced”, i.e. deg(µd) 6= deg(δd) and deg(ιd) 6= deg(εd), because we are working
with Cd instead of Bd.

To avoid overloading the diagrams with shifts, we will also sometimes use a diagram of a

2-morphism f : X → Y of degree d to depict the 2-morphism f〈d〉 : X → Y ⊕v -d

. Note

that the dual C?d of Cd is isomorphic to C⊕v -2a

d in S
(0)
H , so we can see e.g. µd〈−2a〉

also as a 2-morphism of degree zero from CdC
?
d or C?dCd, which are isomorphic in S

(0)
H ,

to Cd. The coevaluation and evaluation of Cd in S
(0)
H are given by

coevd = δd ◦v ιd〈2a〉 : Ce → C⊕v -2a

d Cd,

evd = εd ◦v µd〈−2a〉 : CdC
⊕v -2a

d → Ce,
(6.5)

which we draw as

coevd!
d d

:=

d d

(degree 2a),

evd!
d d

:=

d d

(degree − 2a).

Note that ?Cd ∼= C?d in S
(0)
H and we could also define coev′d : Ce → CdC

?
d and

ev′d : C?dCd → Ce in the evident way. Since C??d
∼= Cd, the diagrams for the evaluation

and the coevaluations of Cd and C?d are the same, which justifies the lack of arrows on
the diagrams.

Recall that being a Frobenius algebra in SH means that the (co)multiplication and the
(co)unit satisfy the diagrammatic equations

d

d dd

=

d

dd d

,

d

d dd

=

d

dd d

,(6.6)

d

d

=

d

d

=

d

d

,

d

d

=

d

d

=

d

d

,(6.7)

d

d

d

d

=

d d

dd

=

d

d

d

d

.(6.8)
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Recall further that (6.6), (6.7) and (6.8) imply

d

d

=

d

d

=

d

d

,

d

d

d

=

d

d d

=

d

d

d

,

d

d

d

=

d

d d

=

d

d

d

,

d

=

d

=

d

,

d

=

d

=

d

.

(6.9)

By (6.9) we only need to consider isotopy classes of diagrams, and we simplify our
diagrams by drawing them in a more topological fashion. However, some diagrams are
not the same, as the calculus is not necessarily cyclic for general B-B-bimodule maps.
In particular, for any

α ∈ homSH(Cd . . .Cd,Cd . . .C
⊕v -t+s

d )!

d . . . d

α

d . . . d

(degree t− s),(6.10)

where the dots indicate multiple strands, we define the right mate α? and the left mate
?α of α via

d . . . d

α
?

d . . . d

:=

d . . . d

α

d . . . d

,

d . . . d

α
?

d . . . d

:=

d . . . d

α

d . . . d

,

which have the same degree as the diagram in (6.10) itself. To be more concrete, let us

compute the mates of α ∈ homSH(Cd,C
⊕v -t+s

d ) in the cell 2-representation. Suppose
that the B-B-bimodule map α is given by

α : ex ⊗ ex 7→
∑
y∈H

nx,y∑
i=1

α
(1)
i,x,y ⊗ α

(2)
i,y,x,(6.11)

for nx,y ∈ N0 and some homogeneous α
(1)
i,x,y ∈ exBey and α

(2)
i,y,x ∈ eyBex such that

deg(α
(1)
i,x,y) + deg(α

(2)
i,y,x) = t− s. By (6.5), the B-B-bimodule maps corresponding to

coevd〈−2a〉 and evd〈2a〉 are given by

δd ◦v ιd : ex 7→
∑
y∈H

mx,y∑
i=1

µd(y) -1δd(y)bi,x,y ⊗ ey ⊗ bi,y,x,

εd ◦v µd : ex ⊗ a⊗ ey 7→ δx,yµd(x)δd(x) -1tr(a)ex,
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for x, y ∈ H. Then α? and ?α are given by

α? : ex ⊗ ex 7→
∑
y∈H

ny,x∑
i=1

µd(x)δd(x) -1µd(y) -1δd(y)σ(α
(2)
i,x,y)⊗ α(1)

i,y,x,

?α : ex ⊗ ex 7→
∑
y∈H

ny,x∑
i=1

µd(x)δd(x) -1µd(y) -1δd(y)α
(2)
i,x,y ⊗ σ

-1(α
(1)
i,y,x),

where σ is the Nakayama automorphism. In other words, the B-B-bimodule map as-
sociated to α? can be obtained from the one associated to ?α by applying σ ⊗ σ. To
indicate this diagrammatically, we write

d

α
?

d

= σ

(
d

α
?

d )
.(6.12)

Note that the equations in (6.9) imply that the left and right mates of the structural
2-morphisms of Cd agree, i.e. µd = δ?d = ?δd and ιd = ε?d = ?εd.

6.2. Dot diagrams. Next, recall that CH ' injSH(Cd). For short, we denote the

morphism spaces in the latter category by HomCd (for the enriched version) and homCd

(for morphism spaces of degree zero). A specific object in this category is Cd, since the
coalgebra structure of Cd gives it the structure of an injective right comodule in SH
over itself.

Lemma 6.2. Let α be a homogeneous endomorphism of Cd in SH of degree t, for

some t ∈ Z. Then we have α ∈ homCd(Cd,C
⊕v -t

d ) if and only if the corresponding
B-B-bimodule map is of the form

ex ⊗ ex 7→ αx ⊗ ex, ∀x ∈ H,
where αx is some homogeneous element in exBex of degree t.

Proof. Let x ∈ H and suppose that the B-B-bimodule map associated to α is given by
(6.11). Now compare the B-B-bimodule maps associated to δd◦vα and (α◦h idCd)◦vδd,
respectively

ex ⊗ ex 7→
∑
y∈H

nx,y∑
i=1

δd(y)α
(1)
i,x,y ⊗ ey ⊗ α

(2)
i,y,x,

ex ⊗ ex 7→
∑
y∈H

nx,y∑
i=1

δd(x)α
(1)
i,x,y ⊗ α

(2)
i,y,x ⊗ ex.

By 2-faithfulness of the 2-functor SH → CB defining the cell 2-representation (see the
beginning of this section), we see that the equality δd ◦v α = (α ◦h idCd) ◦v δd holds if
and only if

α
(2)
i,y,x ∈

{
Cex if x = y;

{0} otherwise,

which proves the lemma. �

Before the next statement, which is a version of separability, recall the following special
cases of Soergel’s hom formula (3.3):

homCd(Cd,Cd) ∼= C ∼= homCd(Cd,C
⊕v -2a

d ).(6.13)
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Proposition 6.3. There is a unique 2-morphism in homCd(Cd,C
⊕v -2a

d ), which we call
the dot diagram and which we depict as

the dot diagram:

d

•

d

(degree 2a),

such that

d

•

d

=

d

d

.(6.14)

Proof. Choose any non-zero 2-morphism α ∈ homCd(Cd,C
⊕v -2a

d ), which we depict as
in (6.10). By (6.13), we have

d

α

d

= λ ·

d

d

(6.15)

for some scalar λ ∈ C. We claim that λ 6= 0.

To prove this claim, we only need to compute the B-B-bimodule map corresponding to
the morphism on the left-hand side in (6.15). By Lemma 6.2, we have

d

α

d

 ex ⊗ ex 7→ αx ⊗ ex,

where αx = α(x)ex for some scalar α(x) ∈ C depending on x ∈ H. Hence, (6.1) and
(6.2) imply that

d

α

d

 ex ⊗ ex 7→ δd(x)µd(x)α(x)ex ⊗ ex.

We see that λ = δd(x)µd(x)α(x) for all x ∈ H. In particular, the scalar δd(x)µd(x)α(x)
does not depend on the choice of x. Since α is not zero, there exists an x ∈ H such
that α(x) 6= 0, which implies that λ 6= 0 because δd(x)µd(x) 6= 0 for all x ∈ H. Note
that this also means that α(x) 6= 0 for all x ∈ H.
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Now define

d

•

d

:= λ -1 ·

d

α

d

.

Clearly, this is the unique 2-morphism in homCd(Cd,C
⊕v -2a

d ) ∼= C satisfying (6.14). �

Remark 6.4. One might be tempted to use the diagrammatic calculus to define the dot
diagram as a multiple of

d

d

d

,

but we do not know whether this 2-morphism in homCd(Cd,C
⊕v -2a

d ) is non-zero in
general.

For later use, note that

d

•

d

 ex ⊗ ex 7→ νd(x) -1ex ⊗ ex,(6.16)

for all x ∈ H, where νd(x) := δd(x)µd(x) ∈ C×. Note also that the fact that the dot
diagram is a homomorphism of right Cd-comodules in SH translates to

d

•

d d

=

d

•

d d

.(6.17)

Since σ fixes ex and ex, the equality in (6.12) and the B-B-bimodule map in (6.16)
show that the right and left mates of the dot diagram agree, i.e.

d

•
?

d

=

d

•
?

d

.

Either of these diagrams we therefore call the dual dot diagram, and the following is an
almost immediate consequence of Proposition 6.3, which can be proved diagrammati-
cally using (6.9) and (6.17).
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Proposition 6.5. The dual dot diagram is a homomorphism of left Cd-comodules in
SH and satisfies

d

•
?

d

=

d

d

.(6.18)

Diagrammatically, this means that the dual dot diagram satisfies a sliding relation
analogous to (6.17). Furthermore, as in (6.16), the image of the dual dot diagram in
CB is given by

d

•
?

d

 ex ⊗ ex 7→ νd(x) -1ex ⊗ ex

for all x ∈ H.

A straightforward calculation in CB proves the following diagrammatic equations, which
will be very useful in the following.

Lemma 6.6. We have

•

dd

d d

•

=

d

d

d

•

d

,

•
?

d d

dd

•
?

=

d

d

d

•
?

d

.(6.19)

6.3. Graded semisimple bicomodules. We are now ready to determine the structure
of BH , in particular, that it is locally graded semisimple.

Lemma 6.7. The 1-morphism C⊕vt

x has a unique Cd-Cd-bicomodule structure in S
(0)
H ,

for every x ∈ H and t ∈ Z

Proof. For every x ∈ H, we have Cx ∼= Θ(Ax), see (3.5) and the text below it.
Since Ad is the identity 1-morphism in AH , the 1-morphism Ax is naturally an Ad-
Ad-bicomodule. This, together with the fact that Θ is an oplax pseudofunctor, implies

that Cx is a Cd-Cd-bicomodule in S
(0)
H .

Of course, this implies that C⊕vt

x is a Cd-Cd-bicomodule in S
(0)
H for all t ∈ Z, with the

same (degree zero) structure 2-morphisms. We denote the left and right Cd-coactions

on C⊕vt

x by δ
Cd,C

⊕vt
x

and δ
C⊕vt
x ,Cd

, respectively. Note that the bicomodule structure on

each C⊕vt

x in S
(0)
H is unique because Soergel’s hom formula (3.3) gives

dim
(
homSH(C⊕vt

x ,C⊕vt

x Cd)
)

= 1 = dim
(
homSH(C⊕vt

x ,CdC
⊕vt

x )
)
,

and the choice of δ
Cd,C

⊕vt
x

and δ
C⊕vt
x ,Cd

is fixed by counitality. �
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Lemma 6.8. For any x, y ∈ H and t ∈ Z, we have

dim
(
homBH (Cx,C

⊕vt

y )
)

= δx,yδt,0.

Proof. By arguments analogous to those in the proof of Lemma 6.2, but this time
applied to the left and the right Cd-coactions, we see that

dim
(
homBH (Cx,C

⊕vt

y )
)

= 0 unless t = 0.

The result for t = 0 follows from (3.3). �

Since Cd is a graded Frobenius algebra in SH (c.f. Subsection 4.4), any right, left or
bicomodule of Cd has a compatible right, left or bimodule structure over Cd up to a
degree shift of −2a. This is well-known, but for convenience and later use, we briefly
repeat the main arguments and constructions. The shortest way to do this is diagram-

matically. Let X be a right Cd-comodule in S
(0)
H with right coaction δX,Cd : X→ XCd.

We depict δX,Cd as

δX,Cd !

X

X d

(degree 0).

The coassociativity and counitality of δX,Cd are expressed by the diagrammatic equa-
tions

X

X d d

=

X

X d d

,

X

X

=

X

X

.(6.20)

We can then define the right Cd-action µX,Cd : XCd → X of degree −2a as

µX,Cd !

X

X d

:=

X

X

d

(degree − 2a).(6.21)

Note also that (6.9) implies that

X

X

d

=

X

X d

=

X

X d

.(6.22)
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Similarly, it is easy to see that

X

X d d

=

X

X d d

,

X

X

=

X

d

,

X

X

d

d

=

X

X

d

d

=

X

X

d

d

,

(6.23)

i.e. µX,Cd is associative and unital and there is a Frobenius-type compatibility between
µX,Cd and δX,Cd . Thus, (6.20), (6.21), (6.22) and (6.23) imply that the diagrammatic
calculus is again topological in nature, which we will use to simplify our diagrammatic
arguments.

By symmetry, similar results hold for left coactions and left actions of Cd and one can
check that any Cd-Cd-bicomodule in SH has a compatible Cd-Cd-bimodule structure
and vice versa (which diagrammatically translates into a height exchange, see (6.24)
below). To simplify our diagrams for bimodules and bicomodules, we also allow four
valent vertices, e.g.

X

X dd

:=

X

X dd

=

X

X dd

,

X

X

dd

:=

X

X

dd

=

X

X

dd

.(6.24)

The following lemma is the analog of Lemma 6.6.

Lemma 6.9. We have
X

X

•

d

d

•

=

X

X

d

•

d

,

X

X

•
?

d

d

•
?

=

X

X

d

•
?

d

.(6.25)

Proof. The trick is to reduce the statement to the one from Lemma 6.6. We show how
to do this for the first diagrammatic equation.

X

X

•

d

d

•

=

X

X

•

d

d

•

=

X

X

•

d

d

•

(6.19)
=

X

X

d

•

d

=

X

X

d

•

d

.

The proof of the second diagrammatic equation is analogous. �
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The following lemma is the analog of (6.14) and (6.18).

Lemma 6.10. We have

X

X

• =

X

X

=

X

X

•
?

.(6.26)

Proof. Let us prove the first equality.

X

X

• (6.20)
=

X

X

• =

X

X

• (6.14)
=

X

X

(6.20)
=

X

X

.

The second equation can be proved by symmetry. �

For any t ∈ Z, let AH 〈t〉 be the category defined as

AH 〈t〉 := add
(
{C⊕vk

w | w ∈ H, k ≥ t}
)(0)

/
(
add

(
{C⊕vk

w | w ∈ H, k > t}
)(0))

.

By definition, we will write

A⊕v -t

w = Π(C⊕v -t

w ) ∈ AH 〈t〉,

for any w ∈ H. Note that horizontal composition in SH descends to ◦h : AH 〈s〉 ×
AH 〈t〉 → AH 〈s+ t〉, so the action of AH on AH 〈t〉 gives rise to a semisimple simple
transitive 2-representation of AH . In particular,

⊕
t∈Z AH 〈t〉 is a Z-finitary locally

semisimple bicategory, as defined in Subsection 2.7.

Recall also from Subsection 2.7 the definition of the graded finitary 2-category C ′ with
translation for a given graded k-linear 2-category C .

Proposition 6.11. We have an equivalence of Z-finitary locally semisimple bicategories

B
(0)
H '

⊕
t∈Z

AH 〈t〉.

Moreover, this implies an equivalence of locally graded semisimple bicategories

BH ' A ′H .(6.27)

Proof. Let X be a 1-morphism in B
(0)
H . Suppose that C⊕vt

x is a direct summand of X

in S
(0)
H for some x ∈ H and t ∈ Z. We first claim that C⊕vt

x is also a direct summand

of X in B
(0)
H .

To this end, let α ∈ homSH(C⊕vt

x ,X) and β ∈ homSH(X,C⊕vt

x ) be the embedding
and the projection respectively, i.e. β ◦v α = id

C⊕vt
x

. Depict them using our usual

conventions, with dotted strands of a different color for Cx (which we again denote by
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x in the diagrams) and X:

α!

X

x

α , β!

X

x

β .

Define α′ ∈ homBH (C⊕vt

x ,X) and β′ ∈ homBH (X,C⊕vt

x ) as

α′ :=

X

x

α ••
?

, β′ :=

X

x

β ••
?

.

Note that α′ and β′ are indeed 2-morphisms in B
(0)
H , e.g.

X

x

α ••
?

d

=

X

x

α ••
?

d

(6.17)
=

X

x

α ••
?

d

(6.23)
=

X

x

α ••
?

d

,

which shows that α′ commutes with the right Cd-coaction. Next, by (6.25), (6.26),
the Frobenius properties and β ◦v α = id

C⊕vt
x

, we have β′ ◦v α′ = id
C⊕vt
x

. Indeed,

x

x

α ••
?

β ••
?

=

x

x

α ••
?

β ••
?

(6.25)
=

x

x

α

•

•
?

β•
?

(6.25)
=

x

x

α

••

β

?

=

x

x

••
?

=

x

x

••
? (6.26)

=

x

x

•
? (6.26)

=

x

x

,

which proves our claim. Hence, the decomposition of X into indecomposables is the

same in B
(0)
H as in S

(0)
H .
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Together with Lemma 6.8, this implies that

B
(0)
H (∅,∅) '

⊕
t∈Z

AH (∅,∅)〈t〉

as Z-finitary categories.

To show that this is an equivalence of bicategories, recall the oplax pseudofunctor

Θ: AH → S
(0)
H from (3.5). Since each X ∈ AH has a canonical Ad-Ad-bicomodule

structure, Θ(X) has an induced Cd ∼= Θ(Ad)-bicomodule structure in S
(0)
H by the

oplax condition of Θ. By Lemma 3.9, there are homogeneous 2-isomorphisms of degree
zero

Θ(XY) ∼= Θ(X�AdY) ∼= Θ(X)�Θ(Ad)Θ(Y) ∼= Θ(X)�CdΘ(Y)

that are natural in X and Y. This shows that Θ gives rise to a C-linear pseudofunctor

Θ: AH → B
(0)
H ,

for which we use the same notation.

Observe that Θ extends uniquely to a C-linear pseudofunctor

Θ′ :
⊕
t∈Z

AH 〈t〉 → B
(0)
H

which is compatible with the Z-actions, and again 2-full by Lemma 6.8 and 2-faithful
by semisimplicity. By the claim at the beginning of the proof and Lemma 6.7, each

X ∈ S
(0)
H has therefore a unique Cd-Cd-bicomodule structure and is isomorphic to

Θ′(Z) for some Z ∈
⊕

t∈Z AH 〈t〉. This shows that Θ′ is essentially surjective on
1-morphisms. Hence

B
(0)
H '

⊕
t∈Z

AH 〈t〉

as free Z-bicategories.

Since
⊕

t∈Z AH 〈t〉 ' (A ′H )(0) by Lemma 2.23, this implies that there are biequiva-
lences of free Z-bicategories

(A ′H )(0) '
⊕
t∈Z

AH 〈t〉 ' B
(0)
H .

Moreover, by the paragraph above Lemma 2.23, BH ' B
(0)
H [Z] and, therefore, we

obtain biequivalences of locally graded bicategories

BH ' B
(0)
H [Z] ' (A ′H )(0)[Z] ' A ′H ,

where the third biequivalence follows from Lemma 2.23 and the second from the previous
chain of biequivalences. �

The following corollary follows immediately from Corollary 4.8 and Proposition 6.11.

Corollary 6.12. There is a biequivalence of graded bicategories

EndSH (CH) ' A ′,op
H .

Remark 6.13. If we forget the gradings, then the biequivalence (6.27) becomes a
biequivalence of (ungraded) locally semisimple bicategories

BH ' AH .

This induces the structure of a pivotal fusion bicategory on BH , by Proposition 3.4.

Abusing the terminology slightly, we therefore say that B
(0)
H is pivotal Z-fusion, in

particular, it is a semisimple pivotal monoidal category.
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Notice that the dual of C⊕vt

w in B
(0)
H is isomorphic to C⊕v -t

w -1 , for any w ∈ H and t ∈ Z.

This in contrast to the dual of C⊕vt

w in S
(0)
H , which is isomorphic to C⊕v -t -2a

w -1 .

Remark 6.14. The proof of Proposition 6.11 also shows that

BH ' (Cd)comodadd(H)(Cd).

By the graded version of Theorem 2.20, there is a pair of graded biequivalences

SH -gstmodH ' SJ -gstmodJ ' S -gstmodJ ,

where J is the two-sided cell containing H. Among other things, the first biequivalence
uses the fact that the additive closure of H in SH is equal to the additive closure
of H in SJ . The composite of both biequivalences sends CH ' injSH (Cd) to

CL ' injS (Cd), where L is the left cell such that H = L ∩ L?. It also provides a

graded equivalence between EndSH (CH) and EndS (CL), both being equivalent to
B op
H ' A ′,op

H .

We can now explain a generalization of Proposition 6.11. Let S-gcellJ be the 2-
category whose

• objects are left cells L in J , identified with the cell 2-representation CL of S ;
• morphism categories S-gcellJ (L1,L2) := HomS (CL1

,CL2
) with horizontal

composition given by composition of morphisms of 2-representations.

Recalling that every left cell L contains a unique Duflo involution dL and the equivalence
CL ' injS (CdL), S-gcellJ is biequivalent to the bicategory B op

J , where BJ has the
same objects but with morphism categories

BJ (L1,L2) = (CdL1
)biinjadd(J )(CdL2

)

where horizontal composition is given by taking cotensor products over the relevant
Duflo involution and the identity 1-morphism on L is CdL .

As already recalled in Remark 3.5, we can define the bicategory AJ in analogy to AH
using the perverse filtration of add(J ).

Theorem 6.15. The 2-category S -gcellJ is locally graded semisimple.

Proof. As in Subsection 4.4 and Proposition 6.3, the proof follows from the fact that
the Duflo involution CdL is a separable Frobenius algebra in SJ for every left cell
L in J . Recall that AH is a 2-full one-object subbicategory (i.e. a full monoidal
subcategory) of the bicategory AJ . As we already mentioned in Remark 3.5, the latter
can be regarded as a pivotal multifusion bicategory with one object (whose identity
1-morphism is decomposable in general) or, as we will do in this paper, as a pivotal
fusion bicategory whose objects are the left cells L ⊆ J and whose morphism categories
AJ (L1,L2) consist of 1-morphisms in AL?1∩L2 , for the H-cell L?1 ∩ L2.

Analogously to Proposition 6.11, one can show that BJ is locally graded semisimple
and that there is a biequivalence of Z-finitary bicategories

B
(0)
J '

⊕
t∈Z

AJ 〈t〉,

which implies that there is a graded biequivalence

BJ ' A ′J .

Since there is also a graded biequivalence S-gcellJ ' B op
J , the result follows. �
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Remark 6.16. The previous theorem shows that S-gcellJ is graded biequivalent to

A ′,op
J and hence locally graded semisimple. However the graded cell 2-representations

of S with apex J , which form the objects of S -gcellJ , are not semisimple themselves
in general, as follows from Proposition 4.3.

At the same time, we can analogously define the graded 2-category A ′J -gcellJ as hav-
ing objects L for left cells L ⊂ J , which we now identify with the corresponding graded
cell 2-representations of A ′J (which are graded semisimple), and with morphism cate-
gories given by the corresponding morphisms of 2-representations. Again, this is graded
biequivalent to the bicategory with the same objects, and the graded morphism cate-
gory from L1 to L2 given by (AdL1

)biinjA ′J (AdL2
). Since the AdL1

are idempotents

with the trivial coalgebra structure, this implies that A ′J -gcellJ is graded biequivalent
to (A ′J )op and hence there is a graded biequivalence

S-gcellJ ' A ′J -gcellJ .(6.28)

In Theorem 7.10 we will prove that S-gstmodJ is locally graded semisimple, which is
a generalization of Theorem 6.15. The reason for including the latter theorem here is
that the proof above, which does not depend on the results in Section 7, shows that
both 2-categories in (6.28) are graded biequivalent to A ′,op

J , which is a nice result in
its own right. The analogous result for S -gstmodJ is more involved and, since we do
not need it in this paper, we have omitted it.

7. The main theorem

In this section we will prove our main theorem:

Theorem 7.1. There are biequivalences of graded 2-categories

SH -gstmodH ' BH -gstmod ' AH -stmod′.

Remark 7.2. To avoid confusion about the gradings, recall that BH ' A ′H by Propo-
sition 6.11. The last biequivalence in Theorem 7.1 then means that, for every M ∈
A ′H -gstmod, there is an N ∈ AH -stmod such that M ' N′ in A ′H -gstmod, and
this correspondence establishes a bijection between the equivalence classes of objects in
A ′H -gstmod and AH -stmod. Moreover, for every pair M1,M2 ∈ A ′H -gstmod, there
is an equivalence of graded categories HomA ′H

(M1,M2) ' HomAH(N1,N2)′.

Note that this does not mean that A ′H -gstmod and AH -stmod are biequivalent as
graded 2-categories, because the morphism categories of the former 2-category are non-
trivially graded, whereas those of the latter 2-category are trivially graded (meaning that
all 2-morphisms live in degree zero), c.f. Remark 2.22.

The proof of Theorem 7.1 is the content of Propositions 7.5 and 7.8 in the next two
subsections, each of which proves one of the two biequivalences above, but let us first
state and prove a very important corollary.

Corollary 7.3. For any finite Coxeter type, there are finitely many equivalence classes
of graded simple transitive 2-representations of S .

Proof. Let W be any finite Coxeter group and S = S(W ). By the composite of
the biequivalences in Theorem 7.1, there is a bijection between the set of equivalence
classes of graded simple transitive 2-representations of SH with apex H and the set
of equivalence classes of simple transitive birepresentations of AH , for any diagonal
H-cell of S . Since every AH is pivotal fusion, the corollary now follows from [EGNO,
Corollary 9.1.6 and Proposition 3.4.6], strong H-reduction (see [MMMZ, Theorem 15]
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and [MMMTZ, Theorem 4.32]), and the fact that S has only finitely many two-sided
cells. �

7.1. The right biequivalence in Theorem 7.1.

Lemma 7.4. Every graded simple transitive 2-representation of BH is graded semisim-
ple.

Proof. Let M be a graded simple transitive 2-representation of BH . We want to show
that the radical ofM is trivial, which implies the claim. Recall that the radical R is the
unique maximal nilpotent ideal ofM, which can be defined as the union of the radicals
of all full subcategories of M with finitely many objects. Since such a subcategory
can also be seen as a finite dimensional algebra, its radical can be defined as in [DoKi,
Section 3.1]. By [DoKi, Theorem 3.1.1], this also implies thatM/R is semisimple. We

first consider the B
(0)
H 2-representation M(0), and note that this does not contain any

proper ideals, see the last paragraph of Subsection 2.7.

We then use Proposition 6.11 to restrict M(0) to a 2-representation of AH , and let N
denote the transitive 2-subrepresentation of AH generated by a non-zero indecompos-
able object X in M(0)(∅).

Recall that AH is pivotal fusion and therefore only has one two-sided cell, namely H,
which contains the identity 1-morphism Ad. Thus, Theorem 2.13 implies that Ad acts
projectively, so any simple transitive 2-representation of AH is semisimple. This in turn
implies that the radical rad(N(∅)) is the unique maximal ideal of N. By Proposition
6.11, the direct sums⊕

t∈Z
rad
(
N(∅)〈t〉

)
,

⊕
s6=t∈Z

Hom
(
N(∅),N(∅)〈t− s〉

)
are both B

(0)
H -invariant, and hence so is their sum, which equals rad(M(0)(∅)). Since

M(0) does not contain any proper ideals, the latter radical is zero. Thus M(0) is
semisimple, and hence M is graded semisimple. �

Proposition 7.5. There is a biequivalence of graded 2-categories

BH -gstmod ' AH -stmod′.

Proof. Given a simple transitive 2-representation N of AH , we can choose a simple
object X ∈ N(∅) to obtain N ' injAH

(
[X,X]

)
. By Proposition 6.11 and [MMMT,

Theorem 9] and [MMMZ, Corollary 12], M := injBH
(
[X,X]

)
' N′ is a graded simple

transitive 2-representation of BH . (To simplify notation, we use the identification
[X,X] = Θ

(
[X,X]

)
.) This provides an assignment AH -stmod′ → BH -gstmod on

objects, and we claim that it is essentially surjective.

Indeed, let M be a graded simple transitive 2-representation of BH . As before, we con-

sider the B
(0)
H 2-representation M(0), which again does not contain any proper ideals,

see Subsection 2.7, and restrict it to AH . Letting X be a non-zero indecomposable
object in M(0)(∅), we let N denote the transitive 2-subrepresentation of AH generated
by X. By virtue of AH being pivotal fusion, N is simple transitive and, moreover, the
subcategory N(∅) of M(0)(∅) is also semisimple by Lemma 7.4.

Also by Lemma 7.4, we have

M(0) '
⊕
t∈Z

N〈t〉(7.1)
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as 2-representations of B
(0)
H . By [MMMT, Theorem 4.7] and [MMMZ, Corollary 12]

(which in the context of finitary semisimple categories are the dual versions of [EGNO,
Corollary 7.10.5 and Exercise 7.10.6]) and local semisimplicity of AH , we have

N ' injAH
(
[X,X]

)
,(7.2)

where [X,X] ∈ AH is the cosimple coalgebra given by the internal cohom construction,
see Subsection 2.4. Proposition 6.11 implies that it is also cosimple as a coalgebra in

B
(0)
H and from (7.1) and (7.2) it follows that

M(0) '
⊕
t∈Z

injAH
(
[X,X]

)
〈t〉 ' inj

B
(0)
H

([X,X])

as 2-representations of B
(0)
H . Moreover, BH ' (B

(0)
H )′ and, by semisimplicity, we have

M ' N′ ' injBH
(
[X,X]

)
as graded finitary 2-representations, and our assignment is essentially surjective

We further claim that any morphism Φ of 2-representations of AH between N1 and
N2 extends in a unique way to a morphism of graded 2-representations of BH between
M1 = N′1 and M2 = N′2. To see this, note that any object of M1(∅)(0) is a direct

sum of objects of the form X⊕vt for some X ∈ N1(∅). Since X⊕vt = M1(1⊕vt

∅ )X,
we obtain that

Φ(X⊕vt) = Φ
(
M1(1⊕vt

∅ )X
) ∼= M2(1⊕vt

∅ )Φ(X) = Φ(X)⊕vt in M2(∅)(0).

Similarly, all components of a morphism f in M1(∅) are scalar multiples of id⊕vt

X for

indecomposable X, again by semisimplicity. Since id⊕vt

X = M1(id⊕vt

1∅
)X , we obtain

Φ(id⊕vt

X ) = Φ
(
M1(id⊕vt

1∅
)X
)

= M2(id⊕vt

1∅
)Φ(X) = M2(id1∅)⊕vt

Φ(X) = id⊕vt

Φ(X),

which completes the proof of our claim. Recall that 1-morphisms in AH -stmod′ are of
the form (Φ, s), where Φ is a morphism of 2-representations of AH between N1 and
N2 and s ∈ Z. Extending Φ as above, we send (Φ, s) to Φ〈s〉. Modifications extend
similarly, and we obtain a graded pseudofunctor AH -stmod′ → BH -gstmod.

To check that the above graded functor

HomAH (N1,N2)′ → HomBH (M1,M2)

is an equivalence, let Φ: M1 → M2 be a morphism of graded 2-representations for
BH . Suppose we have defined N1 ' injAH

(
[X1,X1]

)
,N2 ' injAH

(
[X2,X2]

)
via a

choice of objects Xi ∈ Mi(∅). If Φ(X1) ∈ N2(∅)〈t〉, it is easy to see that Φ〈−t〉
restricts to a morphism of 2-representations Ψ: N1 → N2. Modifications restrict
naturally. It is immediate that these assignments provide a quasi-inverse to the functor
HomAH (N1,N2)′ → HomBH (M1,M2). �

7.2. The left biequivalence in Theorem 7.1. A functor between two finitary cate-
gories is called injective if its extension to the injective abelianizations of those cat-
egories is an injective object in the category of left exact functors between the said
abelianizations. Further, a morphism of finitary 2-representations is injective if its un-
derlying functors are injective functors. For a finitary 2-category C and two finitary
2-representations M, N of C , we denote by Hominj

C (M,N) the category of injective
morphisms of 2-representations. Moreover, considering injective endomorphisms of M,
we obtain the 2-semicategory Endinj

C (M). We further denote by Endinj,r
C (M) the ad-

ditive closure of the injective endomorphisms and the identity morphism of M. This
category also defines the 2-category Endinj,r

C (M) whose single object is M.

For future use, we record the following lemma.
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Lemma 7.6. Let F: B → C be an injective functor and assume that both B and C
are finitary Frobenius categories. Then F is isomorphic to tensoring with a projective
bimodule and the collection of such injective functor is closed under adjunctions.

Proof. Assume without loss of generality that B ' B-mod and C ' C-mod for self-
injective algebras B and C, respectively. Any left exact functor from B-mod to C-mod
is isomorphic to HomB(X,−) for some B-C-bimodules X. The morphism space be-
tween such functors HomB(X ′,−) and HomB(X,−) is given by HomB-C(X,X ′), thus
HomB(X,−) is injective if and only if X is a projective bimodule. In this case, using
HomB(B⊗k C,−) ∼= C?⊗k B⊗B −, together with additivity of Hom and self-injectivity
of C, we see that injective functors correspond to tensoring with projective bimodules,
and that these are, moreover, closed under taking adjoints. �

Before we can prove the left biequivalence in Theorem 7.1, we need to recall the
appropriate application of the double centralizer theorem [MMMTZ, Theorem 5.2] to
the case of the cell 2-representation CH of SH . The 2-actions of SH and EndSH (CH)
on CH commute by definition, this implies that there is the canonical (graded) 2-functor

can: SH → Endex
EndSH

(CH)(CH).

The following theorem is a special, but graded, case of [MMMTZ, Theorem 5.2].

Theorem 7.7. The canonical 2-functor can is fully faithful on 2-morphisms and es-
sentially surjective on 1-morphisms when restricted to add(H) and corestricted to

Endinj
EndSH

(CH)(CH).

We are now ready to prove the existence of the left graded biequivalence in Theorem
7.1.

Proposition 7.8. There is a biequivalence of graded 2-categories

SH -gstmodH ' BH -gstmod.

Proof. Consider the following graded fiat 2-category ŜH with two objects, denoted
c and b. We identify the object c with the graded category C := CH(∅), i.e. the
underlying graded category of the cell 2-representation of SH with apex H, and the
object b with the graded category B := BH (∅,∅), i.e. the graded category underly-
ing the principal birepresentation of BH . Recall that, due to the graded equivalence
EndSH (CH) ' B op

H in Corollary 4.8, the 2-category EndSH (CH) acts, by graded
endofunctors and homogeneous degree-zero natural transformations, on both C and B.

The graded morphism categories of ŜH are defined as

ŜH (b, b) := HomEndSH
(CH)(B,B),

ŜH (b, c) := Hominj
EndSH

(CH)(B, C),

ŜH (c, b) := Hominj
EndSH

(CH)(C,B),

ŜH (c, c) := Hominj,r
EndSH

(CH)(C, C).

Note that

HomEndSH
(CH)(B,B)= Hominj

EndSH
(CH)(B,B) = Hominj,r

EndSH
(CH)(B,B)

since B is graded semisimple by Proposition 6.11. The graded 2-categorical structure
on ŜH is given by composition in the same way as in e.g. [MM3, Subsection 2.3], and
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the fiat structure is defined by taking adjoints, which preserves injective functors, since
the underlying categories are Frobenius (see Lemma 7.6).

Next, note that the regular birepresentation of BH defines a natural graded embedding

BH : BH → ŜH (b, b),(7.3)

as it clearly commutes with the right 2-action of BH on B. Locally graded semisim-
plicity of BH implies that this graded embedding is a graded biequivalence.

By Theorem 7.7, the natural graded embedding of SH into ŜH (c, c) is fully faithful
on 2-morphisms and essentially surjective on 1-morphisms when restricted to add(H)

and corestricted to Hominj
EndSH

(CH)(C, C). In particular, the endomorphism 2-category

of the object c has two H-cells: that containing the identity and that consisting of inde-
composable objects in Hominj

EndSH
(CH)(C, C), which we can identify with H. Theorem

7.7 then implies that there is a biequivalence of graded 2-categories

SH -gstmodH ' ŜH (c, c)-gstmodH.

The statement now follows by strong H-reduction, see Theorem 2.20. To see this,
note that ŜH has only one non-trivial two-sided cell (provided H is not trivial, of
course), which we denote by J and is formed by the isomorphism classes of all inde-
composable 1-morphisms that are not isomorphic to 1c. This two-sided cell contains
two diagonal H-cells, the one formed by the isomorphism classes of the indecompos-
able 1-morphisms in ŜH (b, b) and the other formed by the isomorphism classes of the

indecomposable 1-morphisms in Hominj
EndSH

(CH)(C, C), which can both be identified

with H due to Proposition 6.11 and Theorem 7.7. By the above and Theorem 2.20,
there are biequivalences of graded 2-categories

SH -gstmodH ' ŜH -gstmodJ ' BH -gstmodH = BH -gstmod,

where the middle biequivalence is induced by BH in (7.3) and the last equality uses
that BH only has one H-cell, which follows from Remark 2.8 and Proposition 6.11.
This completes the proof. �

Remark 7.9. The construction of the 2-category ŜH in the proof of Proposition 7.8 is
in the spirit of what is known as a Morita context in the tensor category literature, see
[Mu, Remark 3.18 and Section 4].

7.3. Local graded semisimplicity. In this subsection we generalize Theorem 6.15.

Theorem 7.10. The 2-category S -gstmodJ is locally graded semisimple.

Proof. By Theorem 2.20 and Theorem 7.1, it suffices to prove that AH -stmod is locally
semisimple. Noting that AH is pivotal fusion and that, therefore, its simple transitive
2-representations coincide with its so-called indecomposable exact module categories,
this is a consequence of [ENO, Theorems 2.15 and 2.16]. �

7.4. The ungraded case. In this section, let S = S(W,S) be the ungraded category
of Soergel bimodules for a finite Coxeter system (W,S). This category is defined just
as its graded counterpart, but ignores the grading. The indecomposables in S are still
indexed by W and will be denoted by Cx as well. This follows from the fact that for
any object X ∈ S , the endomorphism ring EndS (X) is local in the graded setting
if and only if it is local in the ungraded setting. The character isomorphism in the
Soergel–Elias–Williamson categorification theorem then has a Z-linear counterpart in
the ungraded setting which sends [Cx] ∈ [S ]⊕ to cx ∈ Z[W ], where cx is the image
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of the Kazhdan–Lusztig basis element under the Z-linear map H(W ) → Z[W ] which
sends the standard basis element Tw to w, for w ∈W , and v to 1.

Recall that SH -stmodH denotes the 2-category of all simple transitive 2-representa-
tions of SH with apex H without any grading assumptions. Any simple transitive
graded 2-representation of the graded SH with apex H remains simple transitive in
the ungraded setting, but there is no a priori reason why the forgetful 2-functor

F : SH -gstmodH → SH -stmodH

should be essentially surjective. In principle, there could be ungradable simple transitive
2-representations of SH with apex H. This was actually an open question until now,
e.g. for finite dihedral Coxeter type it was unknown if the bicolored ADE classification
of the graded simple transitive 2-representations of S with subregular apex in [KMMZ]
and [MT] remained valid in the ungraded case. We can now answer that question
affirmatively, because F is indeed a biequivalence for any finite Coxeter type.

This follows from the fact that in the ungraded case the double centralizer property
from Theorem 7.7 still holds (note that [MMMTZ, Theorem 5.2] was formulated and
proved in the ungraded setting) and that there is a biequivalence

EndSH (CH) ' A op
H .(7.4)

The proof of Theorem 7.7 does not use the grading in an essential way, so that theorem
remains true in the ungraded setup. The arguments which prove the existence of the
biequivalence in (7.4) in the ungraded case, are exactly the same as the ones which prove
Proposition 6.11. The only difference is that there is no translation in the ungraded
setting, so the trivial Z-cover of AH “collapses” to AH itself. Just as in the proof of
Theorem 7.1, the double centralizer theorem and the biequivalence in (7.4) imply that
there is a biequivalence

SH -stmodH ' AH -stmod,(7.5)

by Theorem 2.20 (which also holds both in the graded and the ungraded setting). This
shows that the forgetful 2-functor F is indeed a biequivalence.

As in Corollary 7.3, the biequivalence in (7.5) implies that, for any finite Coxeter type,
there are finitely many equivalence classes of simple transitive 2-representations of S .

8. Classification results

The asymptotic bicategory and its 2-representations. Recall that, by Proposition
3.4, AH is a pivotal fusion bicategory and thus, H is its only cell and all of its simple
transitive 2-representations are semisimple. Further, the notion of a simple transitive
2-representation agrees with the notion of an indecomposable exact module category,
which is often used as the terminology in loc. cit. below.

Up to a handful of exceptions, the asymptotic bicategory AH comes in three flavors and
for all of them a classification of simple transitive 2-representations is known, as we will
summarize now (giving more details below). Recall that Rep(G) = Rep(G,C) is the
pivotal fusion 2-category of finite dimensional G-modules. Let Vect(G) = VectC(G)
denote the pivotal fusion 2-category of finite dimensional G-graded C-vector spaces
(Vect = Vect(1) are plain finite dimensional vector spaces), and SO(3)k the piv-
otal fusion 2-category of complex, finite dimensional representations of quantum so3

semisimplified at level k and without twists, see e.g. [EGNO, Examples 2.3.4 and
8.18.5].

(a) Finite Weyl type (excluding G2): generic case. Up to three exceptions in types
E7 and E8, see (b), for each two-sided cell J there exists a diagonal H-cell
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H such that AH ' Vect
(
(Z/2Z)k

)
for some k ∈ N, or AH ' Rep(G) for G

being S3, S4 or S5. This follows from (the arguments in the proof of) [BFO,
Theorem 4].

For all of these, the classification of the associated simple transitive 2-
representation works as follows. Let G be a finite group and let Ω(G) denote
the set of subgroups of G up to conjugacy, K a choice of representative of
[K] ∈ Ω(G), and H2(K,C×) the second group cohomology of K with values
in C× = C \ {0}, whose non-trivial generators are called Schur multipliers. By
e.g. [EGNO, Example 7.4.10 and Corollary 7.12.20], we have{
equivalence classes of simple transitive

2-representations of Vect(G) or Rep(G)

}
1:1←→

{(
[K], $

)
| [K] ∈ Ω(G),

$ ∈ H2(K,C×)

}
.

The simple transitive 2-representations of Vect(G) have rank #G/#K and
the ones for Rep(G) are the $-twisted representation categories Rep$(K)
(in particular, their rank is equal to the rank of the character ring of K for
trivial $). Hence, we need to analyze the simple transitive 2-representations
of Vect(G) or Rep(G), which are given by (conjugacy classes of) subgroups
of K ⊂ G, their number #, and the Schur multipliers in H2(K,C×) of these
subgroups. We additionally list their rank rk. Listing the data that we need is
easy (calculating the subgroups and their numbers for (Z/2Z)k is a pleasant
exercise, while the Schur multipliers of these subgroups were already determined
by Schur, see e.g. [Ber, Theorem 4] for a more modern reference; the data
for the other three cases, S3, S4 and S5, can be calculated by computer). In
the row rk in (8.1), two entries correspond to two different simple transitive
2-representations, one for each Schur multiplier with the one for the trivial
Schur multiplier listed first.

K (Z/2Z)l

#
(
k
l

)
H2 (Z/2Z)l(l−1)/2

rk k/l

Vect
(
(Z/2Z)k

)

,

K 1 Z/2Z Z/3Z S3

# 1 1 1 1

H2 1 1 1 1

rk 1 2 3 3

R ep(S3)

,

K 1 Z/2Z Z/3Z Z/4Z (Z/2Z)2 S3 D4 A4 S4

# 1 2 1 1 2 1 1 1 1

H2 1 1 1 1 Z/2Z 1 Z/2Z Z/2Z Z/2Z

rk 1 2 3 4 4, 1 3 5, 2 4, 3 5, 3

R ep(S4)

,

K 1 Z/2Z Z/3Z Z/4Z (Z/2Z)2 Z/5Z S3 Z/6Z D4 D5 A4 D6 GA(1, 5) S4 A5 S5

# 1 2 1 1 2 1 2 1 1 1 1 1 1 1 1 1

H2 1 1 1 1 Z/2Z 1 1 1 Z/2Z Z/2Z Z/2Z Z/2Z 1 Z/2Z Z/2Z Z/2Z

rk 1 2 3 4 4, 1 5 3 6 5, 2 4, 2 4, 3 6, 3 5 5, 3 5, 4 7, 5

R ep(S5)

.

(8.1)

(Here GA(1, 5) is the general affine group of rank one over F5.)
(b) Finite Weyl type: exceptional case. Type E7 contains one and type E8 two

so-called exceptional cells. For these, by [Os4, Theorem 1.1], we have AH '
Vectς(Z/2Z), having its 2-structure twisted by the non-trivial element ς in
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the third group cohomology group H3(Z/2Z,C×) ∼= Z/2Z. In this case AH
has only one associated simple transitive 2-representation, which is the regular
2-representation of rank 2, see e.g. [Os2, Theorem 3.1].

(c) Finite dihedral type (including G2). We have AH ' Vect for the cells con-
taining the identity element or the longest element, or AH ' SO(3)k for
the middle cell, by [El, Theorem 2.15]. By e.g. [KO, Theorem 6.1] and [Os3,
Theorem 6.1], we have

{
equivalence classes of simple transitive

2-representations of SO(3)k

}
1:1←→

{
bicolored ADE diagrams

with Coxeter number k + 2

}
.

(8.2)

The corresponding simple transitive 2-representations have rank equal to the
number of vertices of the associated ADE diagram.

(d) Types H3 and H4. We do not know what AH is in general. For details see
below.

What the main theorem covers. Recall that any (graded) simple transitive 2-repre-
sentation of S has an apex J in W . Then, Theorem 7.1 together with Theorem 2.20,
implies that

S-gstmodJ ' AH -stmod′

holds for any diagonal H-cell H ⊂ J . Thus, we get
equivalence classes of (graded)

simple transitive 2-representations

of S with apex J

 1:1←→


equivalence classes of

simple transitive 2-representations

of AH (including grading shifts)

 .

(Note that Corollary 3.12 also gives us the rank of the simple transitive 2-representations
of SH associated to the ones from AH . However, the corresponding simple transitive
2-representations for S will have greater rank in general.) Thus, the above shows that
only certain cells in Coxeter types H3 and H4 – most prominently, the cell (8.8) in
type H4 given below – would remain open with respect to a complete classification of
(graded) simple transitive 2-representations of S . For all other cases, Theorem 7.1
gives a complete classification and parametrization of the (graded) simple transitive
2-representations of S , as we will summarize now.

What we cover. Let us give some details of what is covered by the results in this
paper. We say that a type is “done” if we can identify AH and parameterize its simple
transitive 2-representations for at least one diagonal H-cell H ⊂ J .

For this purpose, we use what we call a full cell matrix :

45,5 15,5 15,20 25,25 25,25

15,5 45,5 15,20 25,25 25,25

120,5 120,5 420,20 220,25 220,25

225,5 225,5 225,20 425,25 125,25

225,5 225,5 225,20 125,25 425,25

.(8.3)

Here we indicate the number of elements in left or right cells, where e.g. 220,25 is to
be understood as a 20-by-25 matrix containing only the entry 2 (thus, having 1000
elements), i.e. it is 2Id20,25, where Id20,25 is the 20-by-25 identity matrix. The shaded
boxes are (matrices of) diagonal H-cells.

The full cell matrices are block matrices, but we also view them as matrices containing
only the scalars n in nId20,25 and call them cell matrices. The difference between the
two is that the cell matrix actually encodes equivalence classes of cell 2-representation:
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each column of the full cell matrix corresponds to a (left) cell 2-representation, while
the columns of the cell matrix itself correspond to (left) cell 2-representation up to
equivalence.

Here are a few more examples, which have appeared under various names in the liter-
ature; the first and second cases are k = 0 respectively k = 1 below.

strongly regular: 1a,a , AH ' Vect,

nice:
2b,b 1c,b

1b,c 2c,c
, AH ' Vect(Z/2Z),

exceptional: 2d,d , AH ' Vectς(Z/2Z),

dihedral:

m−1
2

m−1
2

m−1
2

m−1
2

, m odd,

m
2

m−2
2

m−2
2

m
2

, m even,

AH ' SO(3)m−2,

(8.4)

where a2, 2(b2+c2+bc), 2d2 or 2(m−1), respectively, is the size of the cell in question.
(Knowing the size of the cells, one can recover a, b, c, d since there is always a unique
solution in positive integers.) Note for example that in the nice case there are only
two columns in the cell matrix, thus, only two cell 2-representations up to equivalence.
However, there are b + c cell 2-representations as encoded in the columns of the full
cell matrix.

Type An. This type is done for all n, since all cells are strongly regular. In this case
there is one equivalence class of simple transitive 2-representation per two-sided cell,
all of which are cell 2-representations.

Type Bn. This type is done for all n:

(i) For all H, we have G = (Z/2Z)k for some k ∈ N with k(k + 1) ≤ n. The
classification in this case is given by (8.1).

(ii) The diagonal of the cell matrix is 2k, all other entries are 2l for l < k.
(iii) Type B5 is the first case not covered by previous classification results.
(iv) B6 is the smallest example (i.e. the example of smallest rank) in classical type

where we have a non-cell simple transitive 2-representation; see below.

Type B5 is:

cell 0 1 2 3 4 5 6 7 7′ 6′ 5′ 4′ 3′ 2′ 1′ 0′

size 1 42 150 100 225 152 600 650 650 600 152 225 100 150 42 1

a 0 1 2 3 3 4 4 5 6 7 9 10 10 11 16 25

AH 0 1 1 0 0 1 1 1 1 1 1 0 0 1 1 0

Here and throughout: from left to right, we have listed the numbered cells, paired
J ! J ′ = Jw0 (with 0 being the minimal containing 1 and 0′ the maximal cell
containing w0). From top to bottom, we have listed their sizes, the a-values, and AH ,
where the number k means that AH ' Vect(G) for G = (Z/2Z)k.

Type B6 is:
cell 0 1 2 3 4 5 6 7 8 9 10 11 12=12′ 13=13′ 11′ 10′ 9′ 8′ 7′ 6′ 5′ 4′ 3′ 2′ 1′ 0′

size 1 62 342 576 650 3150 350 1600 2432 3402 900 2025 14500 600 2025 900 3402 2432 1600 350 3150 650 576 342 62 1

a 0 1 2 3 3 4 4 5 5 6 6 6 7 9 10 10 10 11 11 16 12 15 17 18 25 36

AH 0 1 1 0 1 1 1 0 1 1 0 0 2 1 0 0 1 1 0 1 1 1 0 1 1 0

The cell 12 is displayed in (8.3). In this case, we have G = (Z/2Z)2, which has the (non-
conjugate) subgroups 1,K1,K2,K3, G. The subgroups 1 and K1

∼= K2
∼= K3

∼= Z/2Z
all have trivial second group cohomology, but H2(G,C×) ∼= Z/2Z. Thus, we have
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six equivalence classes of (graded) simple transitive 2-representations of ranks 1, 1, 2,
2, 2 and 4, respectively, see (8.1). It follows from Theorem 7.1 that this case gives
a non-cell simple transitive 2-representation. The same happens repeatedly for higher
ranks.

Type Dn. This type is done for all n:

(i),(ii) As for type Bn, but with (k + 1)2 ≤ n.
(iii) Type D4 is the first case not covered by previous results.
(iv) In type D9 the first non-cell simple transitive 2-representations appear.

Type I2(m). This type is done for all m > 2:

(i) Every J contains a wI
0; there are only three two-sided cells.

(ii) The bottom and top cell are strongly regular.
(iii) The middle cell has a dihedral cell matrix, see (8.4), and the classification is

given in (8.2). This is the smallest example with non-cell simple transitive
2-representations, starting from type I2(6) = G2.

Type E6. This type is done:

cell 0 1 2 3 4 5 6 7 8=8′ 7′ 6′ 5′ 4′ 3′ 2′ 1′ 0′

size 1 36 400 1350 4096 3600 6561 576 18600 576 6561 3600 4096 1350 400 36 1

a 0 1 2 3 4 5 6 6 7 12 10 11 13 15 20 25 36

AH 0 0 0 1 0 0 0 0 (8.5) 0 0 0 0 1 0 0 0

.

Here we write k for AH ' Vect(G) with G = (Z/2Z)k. The corresponding cells are
strongly regular or nice, except

310,10 250,10 120,10

210,50 350,50 320,50

110,20 350,20 620,20

, 310,10 : AH ' Rep(S3).(8.5)

Again, we get non-cell simple transitive 2-representations, see (8.1).

Type E7. This type is done, and it is quite similar to type E6:

cell 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

size 1 49 729 4802 441 25650 35721 44100 11025 28224 35721 262150 246402 142884 44100 296352 11025 524288

a 0 1 2 3 3 4 5 6 6 6 7 7 8 9 10 10 12 11

AH 0 0 0 1 0 1 0 0 0 0 0 (8.5) 1 0 0 1 0 ς

cell 16′ 15′ 14′ 13′ 12′ 11′ 10′ 9′ 8′ 7′ 6′ 5′ 4′ 3′ 2′ 1′ 0′

size 11025 296352 44100 142884 246402 262150 35721 28224 11025 44100 35721 25650 441 4802 729 49 1

a 15 13 13 14 15 16 20 21 21 21 22 25 36 30 37 46 63

AH 0 1 0 0 1 (8.5) 0 0 0 0 0 1 0 1 0 0 0

.

Cell 17 is exceptional with AH ' Vectς(Z/2Z), see [Os4, Theorem 1.1]. The cells
11 and 11′ are as in (8.5) (with diagonals 370,70, 3210,210 and 635,35), giving non-cell
simple transitive 2-representations. All other cells are strongly regular or nice.

Type E8. This type is done, and it is similar to type E7:
cell 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22=22′

size 1 64 1225 20384 72200 313600 321489 740000 4986240 5696250 10497600 7768224 7683200 33554432 275625 29635200 12740000 20575296 8037225 36905625 17640000 47360000 4410000

a 0 1 2 3 4 5 6 6 7 8 9 10 10 11 12 12 13 13 14 14 15 15 20

AH 0 0 0 1 1 0 0 1 (8.5) (8.5) 0 1 1 ς 0 1 1 0 0 0 0 1 0

cell 23=23′ 21′ 20′ 19′ 18′ 17′ 16′ 15′ 14′ 13′ 12′ 11′ 10′ 9′ 8′ 7′ 6′ 5′ 4′ 3′ 2′ 1′ 0′

size 202671840 47360000 17640000 36905625 8037225 20575296 12740000 29635200 275625 33554432 7683200 7768224 10497600 5696250 4986240 740000 321489 313600 72200 20384 1225 64 1

a 16 21 21 22 22 23 25 24 36 26 28 30 31 32 37 42 46 47 52 63 74 91 120

AH (8.6) 1 0 0 0 0 1 1 0 ς 1 1 0 (8.5) (8.5) 1 0 0 1 1 0 0 0

,

As before, the majority of cells are strongly regular or nice. We also have exceptional
cells with AH ' Vectς(Z/2Z), see [Os4, Theorem 1.1], and also cells as in (8.5) (with
diagonals 3448,448, 3896,896 and 656,56, or 3175,175, 3875,875 and 6350,350), giving non-cell,
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simple transitive 2-representations. There is one remaining cell with AH ' Rep(S5)
for appropriate H, giving again non-cell simple transitive 2-representations. Its cell
matrix is

7420,420 5756,420 61596,420 5168,420 3378,420 41092,420 270,420

5420,756 8756,756 71596,756 7168,756 8378,756 81092,756 770,756

6420,1596 7756,1596 121596,1596 8168,1596 9378,1596 131092,1596 1170,1596

5420,168 7756,168 81596,168 12168,168 7378,168 121092,168 1270,168

3420,378 8756,378 91596,378 7168,378 15378,378 141092,378 1970,378

4420,1092 8756,1092 131596,1092 12168,1092 14378,1092 211092,1092 2470,1092

2420,70 7756,70 111596,70 12168,70 19378,70 241092,70 3970,70

,

7420,420 : AH ∼= Rep(S5).

(8.6)

The simple transitive 2-representations of Rep(S5) can be obtained from (8.1).

Type F4. This type is done:

cell 0 1 2 3 4 5=5′ 4′ 3′ 2′ 1′ 0′

size 1 24 81 64 64 684 64 64 81 24 1

a 0 1 2 3 3 4 9 9 10 13 24

AH 0 1 0 0 0 (8.7) 0 0 0 1 0

where we write k for AH ' Vect(G) with G = (Z/2Z)k, as before, and the cell
matrices are strongly regular or nice, see (8.4). In the remaining case we have (for
appropriate H):

53,3 33,3 43,4 53,1 23,1

33,3 53,3 43,4 23,1 53,1

44,3 44,3 94,4 64,1 64,1

51,3 21,3 61,4 91,1 31,1

21,3 51,3 61,4 31,1 91,1

, 53,3 : AH ' Rep(S4).(8.7)

For the list of equivalence classes of simple transitive 2-representations of Rep(S4),
see (8.1). This is the second smallest example in Weyl type with a non-cell simple
transitive 2-representation.

Type H3. This type needs more work:

cell 0 1 2 3=3′ 2′ 1′ 0′

size 1 18 25 32 25 18 1

a 0 1 2 3 5 6 15

AH (a) (b) (a) (c) (a) (b) (a)

(a) These cases are strongly regular two-sided cells.
(b) In these cases, the cell is 23,3, and the Grothendieck rings of AH and SO(3)3

coincide.
(c) Cell 3 is 24,4, and the Grothendieck rings of AH and Vect(Z/2Z) coincide.

By [Os1, Subsection 2.5], the only two possibilities for (b) are AH ' SO(3)3 or
AH ' M(2, 5) (in the notation of Ostrik). Similarly, by [Os1, Subsection 2.4], the
only two possibilities for (c) are AH ' Vect(Z/2Z) or AH ' Vectς(Z/2Z). However,
only in the case of the cell 1 do we know which option it is, namely AH ' SO(3)3,
since this case is covered by [KMMZ, Theorem 28]. In this case the classification is as
in (8.2).
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Type H4. This type needs much more work:

cell 0 1 2 3 4 5 6=6′ 5′ 4′ 3′ 2′ 1′ 0′

size 1 32 162 512 625 1296 9144 1296 625 512 162 32 1

a 0 1 2 3 4 5 6 15 16 18 22 31 60

AH (a) (b) (b) (c) (a) (a) (8.8) (a) (a) (c) (b) (b) (a)

(a),(b),(c) are similar to (a),(b),(c) in type H3, and the same remark as in (d) holds.
In the remaining case we have:

148,8 1310,8 146,8

138,10 1810,10 186,10

148,6 1810,6 246,6

.(8.8)

We were not able to find AH in the literature. In fact, for none of the diagonal H-cells
do we know what AH is; we only know the multiplication tables of their Grothendieck
rings with respect to the asymptotic Kazhdan–Lusztig bases {aw | w ∈ H}, see also
[Al]. For example, if H is in the 14-by-14 block, then the Grothendieck ring of AH
is not commutative, AH has Perron–Frobenius dimension 120(9 + 4

√
5) and a simple

generating 1-morphism of Perron–Frobenius dimension 1 +
√

5 and fusion graph

∗
•

••

••

•

••

•••
• • •

.

Remark 8.1. Note that the two-sided cell 6 in type H4, whose structure is detailed in
(8.8), contains a diagonal H-cell for which the fusion algebra AH is non-commutative.
This implies, of course, that the pivotal fusion category AH , whose precise structure
is unknown, is not braided. For completeness, we list all non-commutative AH in all
finite Coxeter types below:

• In types E6, the H of order 6 in the two-sided cell 8.
• In type E7, the H of order 6 in the two-sided cells 11 and 11′.
• In type E8, the H of order 6 in the two-sided cells 8, 8′, 9, 9′, and the H of

order > 8 in the two-sided cell 23.
• In type F4, the H of order 9 in the two-sided cell 5.
• In type H4, all H in the two-sided cell 6.

References

[Al] D. Alvis. Subrings of the asymptotic Hecke algebra of type H4. Experiment. Math. 17
(2008), no. 3, 375–383.

[Ben] J. Bénabou. Introduction to bicategories. 1967 Reports of the Midwest Category Seminar,
Springer, Berlin, pp. 1–77.

[Ber] Y.G. Berkovich. On the order of the commutator subgroup and the Schur multiplier of a
finite p-group. J. Algebra 144 (1991), no. 2, 269–272.

[BFO] R. Bezrukavnikov, M. Finkelberg, V. Ostrik. On tensor categories attached to cells in affine
Weyl groups. III. Israel J. Math. 170 (2009), 207–234.

[ChMa] A. Chan, V. Mazorchuk. Diagrams and discrete extensions for finitary 2-representations.
Math. Proc. Cambridge Philos. Soc. 166 (2019), no. 2, 325–352.

[CR] J. Chuang, R. Rouquier. Derived equivalences for symmetric groups and sl2-
categorification. Ann. of Math. (2) 167 (2008), no. 1, 245–298.

[CiMa] C. Cibils, E. Marcos. Skew category, Galois coverings and smash product of a k-category.
Proc. Amer. Math. Soc. 134 (2006), No. 1, 39–50.



62 M. MACKAAY, V. MAZORCHUK, V. MIEMIETZ, D. TUBBENHAUER AND X. ZHANG

[DoKi] Y.A. Drozd, V.V. Kirichenko. Finite-dimensional algebras. Translated from the 1980 Rus-
sian original and with an appendix by Vlastimil Dlab. Springer-Verlag, Berlin, 1994.
xiv+249 pp.

[duCl] F. du Cloux. Positivity results for the Hecke algebras of noncrystallographic finite Coxeter
groups. J. Algebra 303 (2006), no. 2, 731–741.

[El] B. Elias. Quantum Satake in type A. Part I. J. Comb. Algebra 1 (2017), no. 1, 63–125.
[EH] B. Elias, M. Hogancamp. Categorical diagonalization of full twists. Preprint

arXiv:1801.00191.
[EW1] B. Elias, G. Williamson. Relative hard Lefschetz for Soergel bimodules. J. Eur. Math. Soc.

(JEMS) 23 (2021), no. 8, 2549–2581.
[EW2] B. Elias, G. Williamson. Soergel calculus. Represent. Theory 20 (2016), 295-374.
[EW3] B. Elias, G. Williamson. The Hodge theory of Soergel bimodules. Ann. of Math. (2) 180

(2014), no. 3, 1089–1136.
[EGNO] P. Etingof, S. Gelaki, D. Nikshych, V. Ostrik. Tensor categories. Mathematical Surveys

and Monographs 205. American Mathematical Society, Providence, RI, 2015.
[ENO] P. Etingof, D. Nikshych, V. Ostrik. On fusion categories. Ann. of Math. (2) 162 (2005),

no. 2, 581–642.
[EO] P. Etingof, V. Ostrik. Finite tensor categories. Mosc. Math. J. 4 (2004), no. 3, 627–654,

782–783.
[He] A. Heller. Homological algebra in abelian categories. Ann. of Math. (2) 68 (1958), 484–

525.
[JS] A. Joyal, R. Street. Braided tensor categories. Adv. Math. 102 (1993), no. 1, 20–78.
[KaLu] D. Kazhdan, G. Lusztig. Representations of Coxeter groups and Hecke algebras. Invent.

Math. 53 (1979), no. 2, 165–184.
[Ke] M.G. Kelly. Doctrinal adjunction. Category Seminar (Proc. Sem., Sydney, 1972/1973), pp.

257–280. Lecture Notes in Math., Vol. 420, Springer, Berlin, 1974.
[KhLa] M. Khovanov, A.D. Lauda. A categorification of quantum sln. Quantum Topol. 1 (2010),

no. 1, 1–92.
[KMMZ] T. Kildetoft, M. Mackaay, V. Mazorchuk, J. Zimmermann. Simple transitive 2-represen-

tations of small quotients of Soergel bimodules. Trans. Amer. Math. Soc. 371 (2019), no.
8, 5551–5590.

[KiMa] T. Kildetoft, V. Mazorchuk. Parabolic projective functors in type A. Adv. Math. 301
(2016), 785–803.

[KO] A. Kirillov Jr., V. Ostrik. On a q-analogue of the McKay correspondence and the ADE
classification of sl2 conformal field theories. Adv. Math. 171 (2002), no. 2, 183–227.

[Kl] F. Klein. Additive higher representation theory. Ph.D. Thesis. University of Oxford. 2014.
[KMM] H. Ko, V. Mazorchuk, R. Mrd̄en. Some homological properties of category O, V. Preprint

arXiv:2007.00342, to appear in IMRN.
[Le] T. Leinster. Basic bicategories, Preprint arXiv:math/9810017.
[LW] N. Libedinsky, G. Williamson. A non-perverse Soergel bimodule in type A. C. R. Math.

Acad. Sci. Paris 355 (2017), no. 8, 853–858.
[Lu1] G. Lusztig. Cells in affine Weyl groups. Algebraic groups and related topics (Kyoto/Nagoya,

1983), 255–287, Adv. Stud. Pure Math., 6, North-Holland, Amsterdam, 1985.
[Lu2] G. Lusztig. Hecke algebras with unequal parameters. CRM Monograph Series, 18. Amer-

ican Mathematical Society, Providence, RI, 2003. (updated version cited in this paper at
arXiv:math/0208154)

[Lu3] G. Lusztig. Leading coefficients of character values of Hecke algebras. The Arcata Confer-
ence on Representations of Finite Groups (Arcata, Calif., 1986), 235–262, Proc. Sympos.
Pure Math., 47, Part 2, Amer. Math. Soc., Providence, RI, 1987.

[Lu4] G. Lusztig. Truncated convolution of character sheaves. Bull. Inst. Math. Acad. Sin. (N.S.)
10 (2015), no. 1, 1–72.

[ML] S. Mac Lane. Categories for the Working Mathematician. Second edition. Graduate Texts
in Mathematics 5. Springer-Verlag, New York, 1998.

[MMMT] M. Mackaay, V. Mazorchuk, V. Miemietz and D. Tubbenhauer. Simple transitive 2-
representations via (co)algebra 1-morphism. Indiana Univ. Math. J. 68 (2019), no. 1,
1–33.

[MMMTZ] M. Mackaay, V. Mazorchuk, V. Miemietz, D. Tubbenhauer and X. Zhang. Finitary birep-
resentations of finitary bicategories. Forum Math. 33 (2021), no. 5, 1261–1320.

[MMMZ] M. Mackaay, V. Mazorchuk, V. Miemietz and X. Zhang. Analogues of centralizer subal-
gebras for fiat 2-categories and their 2-representations. J. Inst. Math. Jussieu 19 (2020),
no. 6, 1793–1829.

[MT] M. Mackaay, D. Tubbenhauer. Two-color Soergel calculus and simple transitive 2-repre-
sentations. Canad. J. Math. 71 (2019), no. 6, 1523–1566.



SIMPLE TRANSITIVE 2-REPRESENTATIONS OF SOERGEL BIMODULES 63

[McPh] J. MacPherson. Extension of the 2-representation theory of finitary 2-categories to locally
(graded) finitary 2-categories. Ark. Mat. 60 (2022), no. 1, 125–172.

[MM1] V. Mazorchuk, V. Miemietz. Cell 2-representations of finitary 2-categories. Compositio
Math. 147 (2011), 1519–1545.

[MM2] V. Mazorchuk, V. Miemietz. Additive versus abelian 2-representations of fiat 2-categories.
Mosc. Math. J. 14 (2014), no. 3, 595–615.

[MM3] V. Mazorchuk, V. Miemietz. Endomorphisms of cell 2-representations. Int. Math. Res. Not.
IMRN , Vol. 2016, no. 24, 7471–7498.

[MM4] V. Mazorchuk, V. Miemietz. Morita theory for finitary 2-categories. Quantum Topol. 7
(2016), no. 1, 1–28.

[MM5] V. Mazorchuk, V. Miemietz. Transitive 2-representations of finitary 2-categories. Trans.
Amer. Math. Soc. 368 (2016), no. 11, 7623–7644.

[MM6] V. Mazorchuk, V. Miemietz. Isotypic faithful 2-representations of J -simple fiat 2-
categories. Math. Z. 282 (2016), no. 1-2, 411–434.

[MS] V. Mazorchuk, C. Stroppel. Projective-injective modules, Serre functors and symmetric
algebras. J. Reine Angew. Math. 616 (2008), 131–165.
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