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2 Summary
3 Waves in the Marginal Ice Zone in the Okhotsk Sea are less studied compared to the Antarctic and Arctic. 

4 In February 2020, wave observations were conducted for the first time in the Okhotsk Sea, during the 

5 observational program by Patrol Vessel Soya. A wave buoy was deployed on the ice, and in-situ wave 

6 observations were made by a ship-borne stereo imaging system and Inertial Measurement Unit. Sea ice was 

7 observed visually and by aerial photographs by drone, while satellite Synthetic Aperture Radar provided 

8 basin-wide spatial distribution. On 12 Feb., a swell system propagating from east northeast was detected by 

9 both the stereo imaging system and the buoy-on-ice. The wave system attenuated from 0.34 m significant 

10 wave height to 0.25 m in about 90 km while the wave period increased from 10 s to 15~17 s. This anomalous 

11 spectral downshifting was not reproduced by numerical hindcast and by applying conventional frequency-

12 dependent exponential attenuation to the incoming frequency spectrum. The estimated rate of spectral 

13 downshifting, defined as a ratio of momentum and energy losses, was close to that of uni-directional wave 

14 evolution accompanied by breaking dissipation: this indicates that dissipation-driven nonlinear 

15 downshifting may be at work for waves propagating in ice.
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20 Introduction
21 The Okhotsk Sea experiences extensive freeze-up during winter (  km2) but becomes completely ice-5 ― 7 × 105

22 free during summer (Nihashi et al. 2018). Majority of sea ice in the Okhotsk Sea forms in the west where the 

23 fresh and warm water from the Amur River spreads (Wadhams 1986, Ogi et al. 2001). Then, the sea ice drifts 

24 south due to the East Sakhalin Currents (Ohshima et al. 2002), and from February to April, the sea ice is 

25 advected along Sakhalin Island and the coast of Hokkaido by the Soya Warm Current. As a result, the sea ice 

26 coverage is observed along the northeast of Hokkaido, for only a few months from January to March. Unlike 

27 the Arctic and Antarctic Ocean where the Marginal Ice Zone (MIZ) connects to multi-year or land-fast ice, the 

28 MIZ of the southwest Okhotsk Sea near Hokkaido is surrounded by open waters. Since 1996, an extensive 

29 observation program by Patrol Vessel Soya has been conducted every year by the Hokkaido University and 

30 the Japan Coast Guard. Based on the 20-year record, Toyota (Cruise Report SIRAS-20, ILTS 2020) identified 

31 that majority of the ice floe size in the south of Okhotsk Sea is around 2 m to 20 m and the level ice thickness is 

32 around 0.3 m to 0.7 m. The decades-long observations provided valuable data to identify deformed ice using 

33 Synthetic Aperture Radar data (Toyota et al. 2021) and to measure the floe size distribution of the small ice 

34 floes (Toyota et al. 2022). In 2020, the University of Tokyo joined the measurement program with a focus on 

35 wave measurements, conducted by stereo imaging, wave buoy on ice, and IMU (Inertial Motion Unit) 

36 measurement on the ship. Here we present the measured in-situ directional wave field. The observations are 

37 complemented by numerical wave model simulation to augment the information from the in-situ data.

38

39 In the Arctic Ocean and the Antarctic Ocean, many observational programs have been conducted aiming to 

40 estimate the rate of attenuation of the wavefield (Wadhams 1975, Squire and Moore 1980, Kohout et al. 

41 2014, Thomson et al., 2018, Kodaira et al. 2020, Voermans et al. 2021, Montiel et al. 2022). Attenuation is a 

42 general term used to express how wave energy decreases with distance. Both conservative and non-

43 conservative mechanisms exist, and the determination of which mechanism is at play is becoming a hot 

44 topic in the study of waves in ice (Voermans et al. 2019). The conservative wave scattering mechanism was 

45 pioneered by Wadhams (1975), and Fox and Squire (1994); the idea is to consider the diffraction of 

46 incoming waves by a solitary ice floe, hence assuming that the wavelength and the ice floe size are of the 

47 same order. The method of multiple diffractions from a distributed ice floe was elaborated by Peter and 

48 Meylan (2004) extending a scheme developed by Kagemoto and Yue (1986) who have considered the 

49 scattering of waves from 100s of surface piercing columns of an ocean platform. The theory was further 

50 extended by Kohout and Meylan (2008) to derive far-field solutions hence providing a transmission 

51 coefficient. The scattering process, therefore, provides a mechanism of wave attenuation in the propagation 

52 direction but the total energy is not lost from the system and a part of the wave energy is reflected in the 

53 incoming wave direction. 

54

55 Another mechanism of attenuation is the dissipation of energy in the fluid boundary layer. Typically, a 

56 perturbation approach is taken such that the wave amplitude is considered only to provide a pressure field 

57 acting on the fluid interior, and the fluid boundary layer forms under stationary ice. Weber (1987) derived 

58 the attenuation rate which is equivalent to a rate of energy loss in the Stokes layer. Liu and Mollo-

59 Christensen (1988) elaborated the theory and added a correction to the dispersion relation considering the 

60 thin elastic ice sheet. Both mechanisms assume a turbulent boundary layer and therefore introduce an eddy 

61 viscosity to explain the observed attenuation rate. The theory predicts the dependence of the attenuation 

62 rate on the wave frequency to be the power of 3.5, which is larger than the 2~2.7 predicted by the scattering 

63 mechanism. Such a frequency-dependent relationship acts as a benchmark to identify possible mechanisms 

64 at work and many recent studies show that the attenuation rate is close to satisfying the frequency to the 

65 power of 3.5 relations (Kodaira et al. 2020, Voermans et al. 2021, Meylan 2014, Meylan et al. 2018). There are 

66 other power laws resulting in the introduction of two viscous layers as well (Sutherland et all 2019). A 
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67 comprehensive review of wave propagation in ice including all the aforementioned studies is provided in 

68 this issue (Shen 2022).

69

70 Several recent works are in support of the turbulent boundary layer mechanism (Voermans et al. 2019, 

71 Smith and Thomson 2019), while others are in support of the scattering mechanism (Perrie et al. 2022). 

72 Moreover, the exponential decay of spectral energy may not represent true physics (Squire 2018). After all, 

73 energetics is not the only clue to identifying possible mechanisms at work. Alberello and Parau (2022) 

74 provided an interesting work on the interplay of linear viscous attenuation and nonlinearity related to 

75 spectral downshifting in the framework of weakly nonlinear narrow-banded spectral evolution. Alberello 

76 et al. (2021) documented observed spectral downshift in Antarctica. It may seem intuitive to assume that 

77 the spectral peak downshifts due to the frequency-dependent exponential attenuation: as a wave system 

78 propagates through the sea ice, high-frequency components get attenuated faster than the lower frequency 

79 components. As we show in this paper, however, frequency-dependent exponential attenuation cannot 

80 sufficiently explain the spectral downshifting observed in the Okhotsk Sea; the spectral peak shifted from 

81 10 s to 15 s in 0.7 or less concentration ice over 90 km. In this study, we focus on how the spectral peak 

82 period changed as the waves propagated through the sea ice.

83

84 Spectral downshifting is the most notable characteristic of growing ocean waves. Staring from the study by 

85 Sverdrup and Munk (1946), the fetch law is still used as a benchmark to test the ocean models, as it is 

86 considered to govern the evolution of ocean waves. The downshifting is caused by nonlinear energy 

87 transfer among spectral components (Hasselmann 1962) and the approximate solution of the Boltzman’s 

88 integral is implemented in the third-generation wave model. An alternative to this model was provided by 

89 Donelan et al. (2012) neglecting weak nonlinear interaction and assumed redistribution of energy due to 

90 energetic breaking waves. This idea of a dissipation-driven downshifting mechanism resonates to a certain 

91 extent with studies by Tulin (1996) and Tulin and Waseda (1999) where they claim imbalance of energy and 

92 momentum loss as the underlying principle of spectral downshifting. The fetch law based on the idea of the 

93 imbalance of energy and momentum loss was solved numerically by Fontaine (2013) demonstrating the 

94 validity of this idea. Waseda et al. (2009) showed that the imbalance is more pronounced when the 

95 directional spectrum becomes narrower, and the quasi-resonant interaction becomes dominant. Therefore, 

96 the dissipation-driven nonlinear downshifting mechanism may work for waves propagating under sea ice 

97 as the waves become more unidirectional.

98

99 The observations in the Okhotsk Sea were pointwise measurements from onboard the ship and the buoy on 

100 ice, as such they do not fully describe the evolution of waves. We, therefore, employed a numerical spectral 

101 wave model to extend the spatial coverage of the analysis. Although the model results deviated from the 

102 observations, the model does provide useful information. The model tuning was not attempted primarily 

103 because our analysis focuses not only on the energy but the momentum, which the model is unable to 

104 resolve but also, because of the large uncertainty in the forcing fields (Nose et al. 2018, Nose et al. 2020). 

105 Namely, the ice edge location differed considerably from the observed ice field by PALSAR. Moreover, 

106 while the PALSAR image shows heterogeneity of the ice field, the model only assumes a single type of ice 

107 field with constant ice thickness.

108

109 The motivation of this paper is to present two important messages for future work: i) the significance of 

110 spectral downshifting in the study of waves under ice and ii) the significance of the directional spectrum of 

111 waves under sea ice. These are poorly understood and should be further investigated.

112

113
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114 Methods
115 (a) Winter Okhotsk Sea Observation by PV Soya

116 Hokkaido University (HU) and Japan Coast Guard (JCG) have jointly conducted observations in the 

117 Okhotsk Sea since 1996 aboard the Patrol Vessel Soya. PV Soya is an ice breaker of length (LOA) of 98.6 

118 m, beam (BOA) of 15.6 m, and 3,139 Gross tonnage (GT). This observation program led by Dr. Toyota 

119 of HU has repeated the observations along the same cruise line every winter for over 20 years. The 

120 research outcomes extend to physical, chemical, and biological oceanography and atmospheric science. 

121 Most recently Toyota et al. (2021) have reported the detection of deformed ice field from the SAR image 

122 (PALSAR) based on the observations by PV Soya from 2016 to 2019. The ice floe distribution from a 

123 drone aerial photograph has been conducted from the 2020 cruise (Toyota et al. 2022).

124 In 2020, wave observations were conducted from 10 to 15 Feb for the first time in the Okhotsk Sea: 

125 we deployed a wave buoy on ice from PV Soya, observed ice and wavefield by the stereo camera 

126 system, and measured the ship motion by IMU. These in-situ observations are described below 

127 together with the routine observations conducted during the HU-JCG joint observation by PV Soya.

128 (b) Satellite data

129 (i) AMSR2 sea ice concentration

130 The AMSR2 sea ice concentrations during the 2020 cruise are presented in Figure 1. The AMSR2-

131 derived Sea Ice Concentration (SIC) was obtained from the ADS (Arctic Data archive System 

132 https://ads.nipr.ac.jp/) and is based on the Comiso bootstrap (BST) algorithm (Hori et al. 2012). 

133 From Fig.1, we can tell that the sea ice during the 2020 HU-JCG PV Soya observation period (10 to 

134 15 Feb.) was advected southeast to the Shiretoko Peninsula and then veered northeast along the 

135 peninsula. 

136

137
138 Figure 1: Daily AMSR2-derived Sea Ice Concentration (SIC) from 12 Feb (top left) to 15 Feb (bottom right). 

139 The colour shading changes at every 0.05 SIC. The horizontal axis is longitude and the vertical axis is 

140 latitude. 

141

142 (ii) ALOS2/PALSAR image

143 AMSR2-derived SIC products are known to have large uncertainty depending on the analysis 

144 algorithm (Nose et al. 2020 and the references therein). An alternative sea ice field representation 

145 is Synthetic Aperture Radar (SAR) images. Figure 2 displays the ALOS2/Phased Array type L-

146 band Synthetic Aperture Radar (PALSAR) image obtained on 10 Feb. 2020. The PALSAR image 

147 displays heterogeneity of the ice field (where open water and sea ice-covered seas are dappled) at 
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148 a scale undetectable by AMSR2. Moreover, an ice-band-like structure is observed in the MIZ, see 

149 Saiki et al. (2021). This PALSAR image will be used as a reference ice field for the 12 Feb. event 

150 when the largest wave was observed by the buoy on ice. Note that we removed the background 

151 gradient in the range from the original PALSAR image to reduce the incident angle dependency 

152 and scaled the adjusted normalized cross-section to greyscale from 0 to 255. 

153

154
155 Figure 2: The ALOS-2/PALSAR image obtained on 10 Feb. 2020, is placed in the centre providing an 

156 overview of the sea ice distribution. The white dotted line traces the ship track of PV Soya from 9 Feb. to 15 

157 Feb. 2020. The wave buoy was deployed on ice on 10 Feb. at the large solid redpoint and drifted freely to 

158 the south until the end of March when it lost connection in the Nemuro Strait (see the traces of red dots). 

159 The 12 Feb. wave event was observed at the points indicated in cyan. Stereo images were taken on the same 

160 day at a location indicated by a yellow solid dot. The sea ice condition varied a lot as depicted by the four 

161 drone images taken at locations 1 to 4 marked by yellow open circles. The magenta points are located along 

162 the 65-degree line from the buoy-on-ice (cyan points) and indicate where the directional spectra from 

163 TodaiWW3-OK were extracted. TodaiWW3-OK was forced by AMSR2-derived sea ice concentration 

164 indicated by the green contour lines.

165

166 (c) In-situ measurements:

167 (i) Aerial Drone images of the ice fields

168 Drone (DJI/PHANTOM4) images were taken from PV Soya at locations cutting across the ice field 

169 (locations are indicated by yellow open circles and numbered from 1 to 4 in the PALSAR image, 

170 Fig.2). The drone altitude was 50 m for all observations. Most images were taken at nadir looking 

171 angle to detect the ice floe size distribution (Toyota et al. 2022). Here we display images taken at a 

172 slanted angle to show a wider area. The images taken at six locations of which four of them are 

173 indicated by yellow circles are presented in Fig. 2. The PV Soya in the image provides the length 

174 scale (LOA 98.6 m, BOA 15.6 m). In location 1 (10 Feb. ~14:00 JST), the ice field consists of both 

175 relatively level ice floes and floes with ridges. Location 1 is where the wave buoy was deployed 

176 on the ice. In location 2 (11 Feb. ~14:00 JST), most of the ice floes were consolidated of smaller ice 
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177 floes. Therefore, the surface was rough. In location 3 (11 Feb. ~16:30 JST), large ice floes of a km 

178 scale were sparsely distributed. In location 4 (12 Feb. ~14:00 JST), a mixture of unconsolidated 

179 large and small ice floes was found and nilas filled the gaps. 

180

181 (ii) Visual observation

182 Visual observation following the ASPeCt (Antarctic Sea-ice Processes and Climate) protocol was 

183 conducted every hour during the daytime. Observation records the total sea ice concentration 

184 (conc) and the types of ice (ty1, ty2, ty3), and their respective concentration (c1, c2, c3). Together 

185 with the video recording of the broken ice floes from the side of the ship, the sea ice size and 

186 thickness were estimated. Supplementary Table 1 summarizes the ASPeCt observations in 

187 locations 1 to 4 where the drone images were taken (indicated by yellow open circles in Figure 2). 

188

189 (iii) Wave buoy on ice

190 Spotter wave buoy (SOFAR) was placed on a small ice floe (5 m radius) which PV Soya broke off 

191 from a larger ice floe (up to 100 m) as shown in Fig. 3 a. The location of the buoy deployment is 

192 indicated by the red large dot in Figure 2. A spotter wave buoy is a lightweight GPS-based wave 

193 sensor (Smit et al. 2021). To assure orientation of the buoy on ice, we have set it on a metal frame 

194 which should detach itself from the buoy and sink when the buoy is in the water. Typical of a GPS 

195 sensor, the background noise level drops off with frequency. The scale separation of the GPS 

196 background noise and the ocean wave allows the implementation of a high-pass filter to isolate 

197 the wave records (e.g. Waseda et al. 2014). Nevertheless, the signal-to-noise ratio of wave motion 

198 under sea ice is small because the wave period tends to be longer, and the amplitude tends to be 

199 small. We, therefore, identified a true wave signal from noise when the peak wave period does 

200 not deviate from the moment. The moment period is defined as 𝑇0𝑚 =

201  where  is the frequency spectrum  is the integration (∫
𝑓ℎ
𝑓𝑙
𝑆(𝑓)𝑑𝑓 ∫

𝑓ℎ
𝑓𝑙
𝑓 ―𝑚𝑆(𝑓)𝑑𝑓)

1 𝑚

𝑆(𝑓) (𝑓𝑙, 𝑓ℎ)

202 interval, and . 𝑚 is an integer
203

204               
205 Figure 3 (a) Spotter buoy (SOFAR) was placed on an ice floe that was broken off from a larger ice floe.  (b) 

206 A sample stereo image pair was taken from the upper deck of PV Soya.

207

208 (iv) Stereo imaging from the ship

209 Two CMOS cameras (Toshiba Teli BU406M (419M pixel 1/1, USB Bus synchronization), with 

210 CCTV lens (KOWA LM8HC 8mm 1”C Mount)) were set on the upper deck of PV Soya 2.96 m 

211 apart looking down on the water surface (Fig. 3 b). The cameras are located on the left side of the 

212 ship facing forward and slightly looking left observing the port-side waters (Supplementary 

213 Figure 1). From 10 to 15 Feb., 60 sequences of 20-minute records at 10 fps were obtained. Among 

214 34 sequences suitable for processing, we have selected one sequence obtained around 12 Feb. 

215 14:00 for 20 minutes when we encountered a swell propagation under the ice. The analysis was 

216 made using WASS (Waves Acquisition Stereo System) developed by Bergamasco et al. (2017). 

217 WASS is an automated software package that detects features on the water surface, calibrates the 

b)a)
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218 external parameters of the stereo camera system, and reconstructs the wave field. The algorithm is 

219 designed to efficiently reconstruct the wave surface taking advantage that the displacement of the 

220 target is limited to the neighbourhood of the mean surface detected for each image. The 

221 reconstruction of the surface elevation covered by ice is not straightforward as described by 

222 Alberello et al. (2021). They have quantified the error of the stereo reconstructed wave field 

223 associated with the ship motion and concluded that the error is 0.5 % of the measured significant 

224 wave height. The error depends on the relative motion of the ship to the waves. In our 

225 observation, the spectral energy densities of the vertical motion measured by the IMU at the 

226 stereo camera location were negligible compared with the stereo reconstructed wave energy 

227 (supplementary Figure 2). The directional spectrum is estimated with the wavelet method from 

228 time series extracted from a virtual array within the field of view comprised of nine points in a 

229 radius of ≈2 m from the central one (Donelan et al. 1996). With ice in the field, detection of surface 

230 features becomes difficult and with the lack of viable observation points, two-dimensional Fourier 

231 analyses were not conducted. Moreover, the directional spectrum showed anomalous energy 

232 peaks in an unrealistic low frequency which is likely due to slow change in the ship direction. For 

233 further clarification of the recorded waves, a hand-held video image taken on Feb. 12 is provided 

234 as a supplementary material; for visibility of a 10 s wave, the frame rate is increased by five times.

235 (v) Ship-borne IMU

236 The ship heave motion was detected by the IMU (IMU-Z2 wireless motion sensor, ZMP) located 

237 on the upper deck where the stereo camera was placed. The sampling rate was 100 Hz and was 

238 recorded continuously during the cruise. The heave acceleration was integrated twice with a high-

239 pass filter to obtain the heave motion of the PV Soya. IMU detected significant wave height and 

240 mean wave period are given in supplementary material (Supplementary Figures 3 and 4).

241 (d) WAVEWATCHIII hindcast simulation (TodaiWW3-OK)

242 The observational dataset was complemented with a wave hindcast experiment using the spectral 

243 wave model developed at the University of Tokyo (referred to as TodaiWW3-Okhotosk or TodaiWW3-

244 OK in short herein) based on NOAA-WW3 (https://github.com/NOAA-EMC/WW3). NOAA-WW3 is 

245 known as a third-generation spectral wave model that solves the numerical evolution of ocean waves 

246 as energy ( ) budgets based on the action density (  where  is the intrinsic frequency) balance 𝐸 𝑁 ≡ 𝐸 𝜎 𝜎
247 equation. Physical processes affecting the temporal and spatial wave spectral evolution are represented 

248 via source terms ( , which consists of energy transfer from wind ( ), breaking dissipation of energy 𝑆𝑡𝑜𝑡) 𝑆𝑖𝑛
249 ( ), attenuation of energy under the ice ( ), and nonlinear energy transfer among spectral 𝑆𝑑𝑖𝑠 𝑆𝑖𝑐𝑒
250 components ( ):𝑆𝑛𝑙
251 (1)

∂𝑁

∂𝑡 +∇ ∙ 𝒄𝒈𝑁 =
𝑆𝑡𝑜𝑡

𝜎

252 (2)𝑆𝑡𝑜𝑡 = (1 ― 𝑐𝑖)(𝑆𝑖𝑛 + 𝑆𝑑𝑖𝑠) + 𝑐𝑖𝑆𝑖𝑐𝑒 + 𝑆𝑛𝑙
253 TodaiWW3-OK adopted the following source term parameterizations with the default setting: the ST6 

254 physics package (Rogers et al., 2012, Zieger et al., 2015, Liu et al., 2019) for  and , IC2 (Liu and 𝑆𝑖𝑛 𝑆𝑑𝑖𝑠
255 Mollo-Christensen, 1988) for , and Discrete Interaction Approximation DIA (Hasslemann et al., 𝑆𝑖𝑐𝑒
256 1985) for . Note that  represents wave attenuation by sea ice for both conservative and non-𝑆𝑛𝑙 𝑆𝑖𝑐𝑒
257 conservative mechanisms, but the TodaiWW3-OK simulations did not consider attenuation due to 

258 scattering. Furthermore, IC2 in its default model does not modify the open water dispersion relation in 

259 ice cover, then, the parameterization of the wave attenuation reverts to a model of Weber (1987) as it 

260 will be shown later. Details of the nested model configurations are given in the supplementary material 

261 (Supplementary Figure 5).

262

263 The sea ice concentration ( ) plays a crucial role in evaluating the growth and decay of the 0 ≤ 𝑐𝑖 ≤ 1
264 waves under the ice-covered sea. The underlying assumption of (2) is that both the breaking dissipation 

265 and wind pumping are neglected under sea ice. This is fine for the dissipation as the attenuation of 
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266 waves under ice will be taken care of by . However, the neglect of wind pumping under the ice may 𝑆𝑖𝑐𝑒
267 become important for certain conditions, i.e., the waves may still grow under sea ice (Gemmrich et al. 

268 2018, Thomson and Rogers 2014). Also, the modified dispersion relation is not used to evaluate the 

269 nonlinear energy transfer  (see Lavrenov 2003). Therefore, there are many missing or incomplete 𝑆𝑛𝑙
270 representations of the physical processes of waves propagating under sea ice (Thomson 2022 in this 

271 issue). Nevertheless, as Nose et al. (2020) has shown, the largest source of uncertainty in the model 

272 comes from the inaccurate representation of the ice edge and the concentration. In this paper, we will 

273 show that the  used in this model deviates largely from the PALSAR image and the model was 𝑐𝑖
274 carefully used as a tool to augment the observational data analysis.

275

276 Results
277 The buoy-on-ice deployed on 10 Feb. drifted south with the Soya current (see the red dots in Fig. 2) and on 

278 11 Feb. to 13 Feb. (cyan dots in Fig. 2), swell propagation was detected, see Fig. 4 (a).  The significant wave 

279 height was around 0.25 m, and the wave period was around 15 to 17 s (Fig. 4 (b)). The propagating 

280 direction (Fig. 4 (c)) was around 60 degrees or from the East Northeast. The directional spread narrowed 

281 from 11 Feb.  21:30 to 12 Feb. 14:00 (Fig. 4 (d)). We, therefore, identified that the waves observed during this 

282 period (denoted by red dots in Figs 4 (a) to (d)) as representing the same wave system. The frequency 

283 spectra during this period are shown in Fig. 4 (f) and their average is shown in Fig. 4 (e). The spectral peak 

284 changed in time and was either 0.059 Hz or 0.068 Hz. That is 17.1 s and 14.6 s, which is quite long 

285 considering that the waves were likely generated within the limited fetch of the Okhotsk Sea. In addition, 

286 considering the narrow directional spread of around 20 to 30 degrees (Fig. 4 (d)), the observed wave system 

287 is considered a swell. 

288

289 The interest is to identify where this swell system originates. The direction of propagation is around 60 

290 degrees (ENE) and coincidentally, we obtained the stereo images upstream around the same time in that 

291 direction (yellow solid dot in Fig. 2). Stereo image pairs were successfully analysed to produce surface 

292 elevation time series for the two cases presented in Fig. 5. The first case (Fig. 5 (a) 2/10 07:48) was obtained 

293 when the buoy was deployed on the ice. The second case (Fig. 5 (b) 2/12 13:48) detected the 12 Feb. event. 

294 Both cases show a group-like feature where the wave amplitude diminishes periodically. These time series 

295 were obtained at several locations in the imaging domain and the averaged frequency spectra for these 

296 cases are presented in Fig. 5 (c). The spectral peak frequency of the 10 Feb. case was 0.11 Hz or 8.9 s and the 

297 2/12 case was 0.10 Hz or 9.5 s. The observed wave period was identical to the wave period obtained by the 

298 ship-borne IMU (supplementary Figure 4). The ambiguity of the main wave propagation direction was too 

299 large and possibly contaminated by the slight change in the ship heading during the observation. Now, we 

300 will focus on the 12 Feb. case (shown in red in Fig. 5), which represents the upwind condition for the 

301 observed swell event by the buoy-on-ice. From the variance of the surface elevation, the significant wave 

302 height was estimated to be around 0.34 m. The mean wave period obtained by the IMU was on 𝐻𝑠 =  
303 average 9.1 s which is close to the peak frequency detected by the stereo reconstruction (Supplementary 

304 Figure 4). 

305

306 Based on the buoy-on-ice observation and the ship-borne stereo image data, we conjecture that the, 𝐻𝑠 =  
307 0.34 m and  s swell propagated into the MIZ and eventually transitioned to the swell of  0.25 𝑇𝑝 = 9.5 𝐻𝑠 =  
308 m and  s to 17.1 s (Table 1). The loss of energy was relatively small, only around 30 % attenuation, 𝑇𝑝 = 14.6
309 yet the spectral peak downshifted considerably (from around 10 s to 15~17 s). Such a large spectral 

310 downshift despite a moderate attenuation rate cannot be explained by conventional knowledge and 

311 deserves to be investigated. The observed spectral evolution is atypical compared to any observed wave 

312 attenuation under sea ice as the low-frequency wave energy grew at the expense of the wave energy at the 

313 peak of the incoming wave spectrum. It is apparent that dissipation cannot explain such growth, and a 

314 nonlinear energy transfer must be in action.

315
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316

317 Table 1: Observed integrated wave parameters from the stereo image and the buoy on ice. 

𝐻𝑠 𝑇𝑝 𝑓𝑝  (open)𝜆𝑝 𝑎𝑘𝑝 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛
Stereo image 0.34 m 9.5 s 0.105 Hz 140 m 0.0076 n/a

Buoy-on-ice 0.25 m 14.6 – 17.1 s 0.059-0.066 Hz 333-456 m 0.0017-0.0024 ~60 deg.

318

319 The observation is limited to two points. To augment the missing information, we now investigate the 

320 wave model results. Here, we observe the wave spectra at the buoy-on-ice (cyan dots in Fig. 2) and where 

321 the stereo images were taken (the first magenta point), and further upwind along the ray for two more 

322 points (two magenta points upwind). The distance between the location of the stereo image capture and the 

323 buoy was around 82 to 91km. The model sampling distance (magenta points in Fig. 2) is roughly the same. 

324 A 10 s swell takes around 3 hours to propagate between these points, so we investigated the spectral 

325 evolution along the 65-degree line (connecting the cyan dots and magenta dots in Fig. 2) following the 

326 wave system in a Lagrangian manner by shifting the time by 3 hours.

327

328 The top row of Figure 6 shows the directional spectral evolution along the ray and the corresponding 

329 frequency spectra are shown in the bottom row. The location, time, significant wave height , peak 𝐻𝑠

330 frequency , peak period  and energy period  are summarized in Table 2. Within the frequency 𝑓𝑝 𝑇𝑝 𝑇0𝑚1

331 resolution of the spectra,  ( ) does not change despite the energy being attenuated to less than 10 % of 𝑇𝑝 𝑓𝑝

332 that at the farthest point (270 km away from the buoy). Nevertheless, the attenuation of the high-frequency 

333 energy is higher than the low-frequency counterpart as depicted in the decrease of . The directional 𝑇0𝑚1

334 spectra (Fig. 6 top row) show a peculiar bimodal distribution. It seems that the relatively high-frequency 

335 wave system propagating at around 30 to 40 degrees tends to attenuate faster and eventually the wave 

336 system at slightly low frequency propagating at around 60 degrees survives. 

337

338
339 Figure 4: Buoy-on-ice derived a) significant wave height; b) mean and peak wave period; c) propagation 

340 direction; d) directional spread; e) averaged spectral energy density ( ) from the 7 spectra; and f) m2s
341 evolution of spectral energy density from 2020.2.11 21:30-2.12 14:00 (UTC), from bottom to top every 3 
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342 hours. The frequency resolution is 0.0098 Hz. The corresponding significant wave heights are 0.155 m, 0.20 

343 m, 0.24 m, 0.21 m, 0.27 m, 0.24 m, and 0.25 m. 

344

345
346 Figure 5: Stereo camera image sequences were analyzed to estimate the surface elevation time series for the 

347 two cases, 2020/2/10 07:48 and 2020/2/12/ 13:48. The top two figures (a and b) are sample time series from 

348 the estimate. Reconstruction of the surface elevation was successfully made, and the Fourier spectral 

349 densities were estimated as an ensemble average of those points; c) black for the 2/10 case and red for the 

350 2/12 case. d) The selected 9-time series were used to estimate the directional spectral density.

351

352
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353 Figure 6: Directional spectra (top row) extracted from the TodaiWW3-OK at locations and times indicated 

354 in Table 2. The derived frequency spectral density  are shown in the bottom row.(m2s)
355

356 Table 2: Locations and times that the TodaiWW3-OK directional spectra were extracted. The derived 

357 integral parameters, significant wave height , peak frequency , peak period , and energy period  𝐻𝑠 𝑓𝑝 𝑇𝑝 𝑇0𝑚1

358 are listed.

buoy-on-ice 90 km (Stereo camera) 180 km 270 km

lon/lat 143.59/44.88 144.66/45.27 145.8/45.64 147.00/46.00

time 2/12 9:00 2/12 6:00 2/12 3:00 2/12 0:00

𝐻𝑠 0.500 m 0.699 m 1.26 m 1.63 m

𝑓𝑝 0.08 Hz 0.08 Hz 0.08 Hz 0.088 Hz

𝑇𝑝 12.5 s 12.5 s 12.5 s 11.3 s

𝑇0𝑚1 12.7 s 12.2 s 9.58 s 9.22 s

359

360 Discussion
361 Wave attenuation under sea ice was first observed and modelled by Wadhams (1975) and further verified 

362 by Squire and Moore (1980). These pioneering works found that the exponential attenuation rate depended 

363 on wave frequency,

364 (3)𝐴 ∝ 𝐾20/27𝑓2~2.7

365 Where  ,  is the distance from the initial position. 𝐴 is the attenuation coefficient defined by 𝑎 = 𝑎0𝑒𝑥𝑝( ―𝐴𝑥) 𝑥
366 The possible mechanism for this attenuation is multi-scattering by ice floes, in which the attenuation rate is 

367 proportional to the ratio of the reflection coefficient and the floe size; , where  is the sea ice 𝐴 ∝ 𝑝𝑟 𝑑 𝑝
368 concentration,  is the reflection coefficient, and  is the floe size. Since the reflection coefficient  decreases 𝑟 𝑑 𝑟
369 with the wavelength for a given floe size , the attenuation rate reduces with wavelength. 𝑑
370

371 The exponent is, however, smaller than the exponent that most recent operational wave models use based 

372 on the turbulent boundary layer theory, 

373 . (4)𝐴 ∝ 𝐾35𝑓3.5

374 Weber (1987) first derived this expression considering the wave attenuation under a viscous brash-like ice 

375 layer that is effectively not in a horizontal motion. By heuristic derivation, we can also show that this 

376 frequency dependence can be obtained by combining solutions of linear free surface wave (Airy wave) and 

377 a boundary layer that forms in an oscillatory flow (Stokes layer). The energy lost in the Stokes layer can be 

378 expressed as the time average of the work done by the surface force , where  is the stress given by a 𝑝𝑦𝑥𝑢 𝑝𝑦𝑥

379 first-order turbulence closure as  where  is the eddy viscosity. By considering the Stokes 𝑝𝑦𝑥 = 2𝜇𝑒
∂𝑢

∂𝑦 𝜇𝑒

380 boundary layer underneath the ice, , with a straightforward manipulation, 𝑢 = 𝑈𝑒
𝑦

𝜔
2𝜈𝑒𝑐𝑜𝑠 (𝜔𝑡 + 𝑦 𝜔 2𝜈𝑒)

381 the attenuation rate  can be rederived; here  and . This means that Weber’s (1

2 
𝜈𝑒

2𝜔
3.5𝑔―2) 𝜈𝑒 = 𝜇𝑒 𝜌 𝑈 = (𝑎𝑘)𝑐

382 (1987) solution can be applied to waves under a solid ice sheet if we assume infinitesimal surface wave 

383 motion and the development of the Stokes boundary layer. The same attenuation rate was independently 

384 derived by Liu and Mollo-Chirstensen (1988) who have incorporated the dispersion relation of waves 

385 under the thin elastic plate. Alternatively, work by Sutherland et al (2019) introduces a moving viscous ice 

386 layer underneath the motionless surface layer and introduced a scaling law to derive the kinematic 

387 viscosity that depends on the wave frequency. As a result, the attenuation rate is proportional to frequency 

388 to the power of 4; 

389 . (5)𝐴 ∝ 𝐾40𝑓4

390
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391 Interestingly, various theories end up providing different power laws of the attenuation rate , 𝐴 ∝ 𝐾𝑛𝑓𝑛

392 where  ranges from 2 to 4. Recent work by Voermans et al (2021) summarized relevant observational 𝑛
393 results and suggests that the exponent of the power-law may be related to the ice types including grease ice 

394 (Kodaira et al. 2020), broken pack ice (Kohout and Williams 2013), pancake ice (Thomson et al., 2018) and 

395 landfast ice (Voermans et al. 2021). 

396

397 In this study, we are not aiming to benchmark the value of  based on energy attenuation. Rather we 𝑛
398 provide a different perspective on how we may identify the most relevant physical process when waves are 

399 propagating in ice, that is to investigate the spectral downshifting. For that, we first conduct a simple 

400 exercise of estimating the rate of spectral downshifting of a Gaussian spectrum with attenuation:

401 (6)𝑎(𝑥) = 𝑎0exp( ―
(𝑓 ― 𝑓𝑝)2

𝜎2 )exp( ― 𝐾𝑛𝑓𝑛𝑥)
402 Initially, , , and the spectral peak is . As the waves propagate and  𝑥 = 0 𝜎 is the frequency bandwidth 𝑓𝑝

403 attenuate, the spectral peak  downshifts satisfying 𝑓𝑑𝑝

404 (7)―2
(𝑓𝑑𝑝 ― 𝑓𝑝)

𝜎2 ―𝑛𝐾𝑛𝑥𝑓𝑑𝑝
𝑛 ― 1 = 0

405 The rate of downshifting, as introduced in Waseda et al. (2009) to represent the relative magnitude of 

406 momentum loss and energy loss, 

407 (8)Γ ≡
𝑑𝑓𝑑𝑝

𝑑𝑥

1

𝑓𝑑𝑝 (
𝑑𝐸 𝑑𝑥

𝐸 )
408 can be approximated for the Gaussian spectrum with attenuation as

409 . (9)Γ~
𝑛

2𝜎
2𝑓𝑝

―2

410 Therefore, spectral downshift due to dissipation in the boundary layer becomes larger as the exponent  of 𝑛
411 the frequency dependence of the attenuation rate increases. Moreover, the spectral downshift is large for a 

412 broader spectrum, but for a narrow spectrum, becomes small.

413

414 We now investigate the observed spectral downshift. We consider the spectrum obtained by the stereo 

415 reconstruction as an initial condition (Figure 7, black solid line) and the buoy-on-ice observation as the 

416 attenuated wave field (Fig. 7 red solid line). Recall that the significant wave height reduced from 0.34 m to 

417 0.25 m, while the peak period reduced from around 10 s to 16 s in about 90 km (Table 1). The exponential 

418 attenuation rate  is close to the estimation by Kohout et al. (2020), 𝑑𝑙𝑛(𝐻𝑠(𝑥)
𝐻𝑠(0)) 𝑑𝑥 ≈ ― 4.2 × 10 ―6 𝑚―1

419  for . Therefore, the observed attenuation rate seems to be 𝑑𝐻𝑠 𝑑𝑥 = ―0.5 × 10 ―5𝐻𝑠 𝐼𝐶 ≤ 80, 𝑇𝑝 ≤ 14, 𝐻𝑠 ≤ 8
420 consistent with the past observations.

421

422 Next, we apply frequency-dependent attenuation to the observed frequency spectrum where the 

423 exponential attenuation rate  is expressed as in (3) to (5) (Fig.7 orange, green, blue, and magenta 𝐴 = 𝐾𝑛𝑓𝑛

424 solid lines). The coefficient  was adjusted such that the attenuated  is around 0.25 m for each relation. 𝐾𝑛 𝐻𝑠

425 The main peak of the spectrum hardly downshifts. As given in (9), the downshift is small for a narrow 

426 (small ) spectrum. Furthermore, empirical attenuation rates were applied (Fig. 7 dashed lines in color). 𝜎
427 Thomson et al. (2021) summarizes five empirical relations from observations; CODA 2019 (Hosekova et al., 

428 2020)., SeaState 2015 (Thomson et al., 2018), SIPEX 2012 (Kohout et al. 2014), STiMPI 2000 (Doble et al. 

429 2015), Greenland Sea 1978 (Wadhams et al. 1988). When those empirical relations were used, the wave 

430 attenuations were mostly too large, except for the cases from CODA 2019 ( ) and SIPEX 2012 (𝐻𝑠 = 0.11 𝑚 𝐻𝑠

431 ) in which energy from the main peak is completely lost, spectral downshift is hardly observed. = 0.096 𝑚
432 In summary, we were not able to explain the transition from the spectrum obtained by the stereo-camera to 

433 the spectrum from the buoy-on-ice (red line) by applying exponential attenuation.

434
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435
436 Figure 7: Attenuation of observed wave spectral energy density by various exponential attenuation 

437 coefficients:  with , and empirical formulas summarized in Thomson et al. 𝐴 = 𝐾𝑛𝑓𝑛 𝑛 = 2.0, 2.7, 3.5, 4.0
438 (2021), CODA 2019, SeaState 2015, SIPEX 2012, STiMPI 2000, Greenland Sea 1978. The observed buoy-on-ice 

439 spectral energy density is presented in a red solid line.

440

441
442 Figure 8: Attenuation of simulated wave spectral densities by various exponential attenuation coefficients: 

443  with , and empirical formulas summarized in Thomson et al. (2021), CODA 𝐴 = 𝐾𝑓𝑛 𝑛 = 2.0, 2.7, 3.5, 4.0
444 2019, SeaState 2015, SIPEX 2012, STiMPI 2000, Greenland Sea 1978. The initial condition from TodaiWW3-

445 OK was 180 km away from the buoy location and TodaiWW3-OK spectral density at the buoy-on-ice 

446 observation point is plotted in black thick solid lines. Spectral energy density values are given in .m2s
447

448 We now analyse the spectral evolution from TodaiWW3-OK (Figure 6). The model failed to replicate the 

449 observed significant wave height, period, and spectra, but the result can be analysed to scrutinize the 

450 underlying downshifting mechanism. We repeat the same procedure of applying exponential attenuation 

451 to the initial condition taken from the simulated spectrum and observe how the spectrum changes (Figure 

452 8). We took the point 180 km from the buoy as an initial condition located close to the model forcing ice 

453 edge (see Fig. 2). The use of  with the coefficient  adjusted such that the attenuated  is around 𝐴 = 𝐾𝑛𝑓𝑛 𝐾𝑛 𝐻𝑠
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454 0.5 m resulting in a good replication of the spectrum at the buoy observation location (cyan dots in Fig. 2). 

455 By close inspection, it seems that the case with  agrees best with the model result (green solid line). 𝑛 = 3.5
456 This is not surprising as the wave-ice interaction package we used employed Weber’s formula for the 

457 attenuation, equation (4). 

458

459 From the results presented in Figs 7 and 8, we may conclude that the exponential attenuation of spectral 

460 wave components based on multiple wave scattering and energy loss at the fluid boundary layer cannot 

461 explain the anomalous spectral downshift observed in the Okhotsk Sea (downshift of peak period from 10 s 

462 to 15~17 s in 90 km). We now apply the observed wave parameters to the rate of downshifting (8). We 

463 obtain  which exceeds the largest value observed in a directional wave tank (the range was Γ = 0.82
464 , Waseda et al. 2009). They have suggested that a large value of  is attained when quasi-Γ~0.2 ― 0.6 Γ
465 resonant nonlinear interaction becomes significant for a directionally narrow spectrum. Indeed, the 

466 directional spread of the spectrum observed by the buoy-on-ice was narrow, around 20 to 30 degrees. 

467 Overall, we may suggest that nonlinear interaction may have played a crucial role in the observed 

468 anomalous downshifting of the spectrum. However, it should be noted that the nonlinearity as represented 

469 by the steepness is quite low (Table 1). With steepness  to , the dynamic time scale, 𝑎𝑘~𝑂(10 ―2) 𝑂(10 ―3) 𝑂
470 wave periods are much longer than the propagation time scale of around 1000 wave ((𝑎𝑘) ―2𝑇)~104 𝑡𝑜 106 
471 periods. Tulin (1995) and Donelan et al. (2012) have presented the possibility of a dissipation-driven 

472 nonlinear energy transfer mechanism, while Tulin and Waseda (1999) experimentally quantified the 

473 imbalance of momentum and energy loss due to energetic plunging breaker to obtain values of . In Γ~0.4
474 addition, Waseda et al. (2009) have shown that such dissipation-driven nonlinear energy transfer is 

475 enhanced with a directionally narrow spectrum. Based on these past studies, we can postulate a possible 

476 scenario of dissipation-driven nonlinear downshifting of waves in ice. As the waves propagate in the MIZ, 

477 waves scatter and simultaneously lose energy. As a result, the directional spectrum narrows, and 

478 concurrently the balance of energy and momentum is lost. This is speculation at this point, and we need 

479 observational evidence on the directional spectral evolution in ice. An outstanding question is the 

480 dissipation mechanism at work. Processes that are not considered yet and may need to be considered are 

481 energy loss due to collisions of ice floes (Shen et al. 1987), overwash over thin ice sheets (Nelli et al. 2020), 

482 and other mechanical losses related to large deformation of ice such as ridging, rafting, and ice floe fracture 

483 (Squire 2020).

484

485 Lastly, we should note that observations of waves around 15 s or so are not limited to this event on 12 Feb. 

486 2020. Visual and recent instrumental observations during the repeated Sea Ice Research Activities by P/V 

487 Soya (SIRAS) cruises report the presence of such long-period waves. The emergence of such long-period 

488 waves despite limited fetch and storm activity in the Okhotsk Sea cannot be explained without the 

489 influence of sea ice. The distribution of sea ice in the Okhotsk Sea MIZ is unique. Unlike the Arctic and 

490 Antarctica where the MIZ is connected to multi-year and land-fast ice such that the attenuation rate 

491 increases as the waves propagate into the MIZ, the MIZ in the Okhotsk Sea is surrounded by open water. 

492 For example, the sea ice concentration of the MIZ along the wave propagation direction peaked around 0.7 

493 and decreased for the observations presented in this study. This unique feature of the sea ice distribution in 

494 the northeast of Hokkaido makes this MIZ distinct from Arctic and Antarctic MIZs.

495

496 Uncertainty remains in the analysis. The most important question is to prove whether the two observed 

497 wave systems, one by the buoy-on-ice and the other by the ship-borne stereo imaging system, are the same 

498 system. Coincidentally, the stereo images were taken along the main wave propagation direction (60 

499 degrees, ENE) from the wave buoy. However, the stereo images were not able to identify the absolute 

500 direction of wave propagation. We, therefore, relied on the numerical wave model to provide the 

501 directional information. However, it turns out that the directional spectrum of the simulated wavefield was 

502 bimodal and two wave systems propagating from 60 degrees (ENE) and around 30 degrees (NNE) 

503 coexisted. According to the weather condition during that time (12 Feb. 2020), there was a strong Northerly 

504 wind in the northeast of Sakhalin. Swell may have propagated from the distant gale condition from the 
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505 NNE which the model seems to have replicated. Considering that the sea ice condition varied largely across 

506 the MIZ (see Fig. 2), the spatial gradient of the ice type may result in large refraction of wave propagation. 

507 The process of wave refraction in ice is not considered in models that assume constant ice conditions. 

508 Therefore, the origin of the wave system remains uncertain.

509

510 Conclusions
511 Wave observations were conducted for the first time in the MIZ that appears for only a few months in the 

512 northeast of Hokkaido. The Okhotsk Sea MIZ is characterized by the southward drift of sea ice by the Soya 

513 current and incoming waves from the east and north regions. In February 2020, during the observational 

514 program by the Hokkaido University and Japan Coast Guard, we deployed a wave buoy on ice and 

515 conducted stereo imaging of sea ice and waves from PV Soya. These two instruments detected a swell 

516 system on 12 Feb., where the incoming waves from the east were detected by the stereo camera system, and 

517 the attenuated waves by the buoy-on-ice to the west. The incoming significant wave height of 0.34 m was 

518 attenuated to 0.25 m in about 90 km, and the wave period increased from around 10 s to 15-17 s. This 

519 anomalous spectral downshifting was not able to be explained by the frequency-dependent attenuation rate 

520 regardless of the choice of the exponent. Therefore, neither the multi-scattering nor the boundary layer 

521 dissipation mechanisms succeeded in explaining the downshifting. On the other hand, the spectral 

522 downshifting of the modelled wavefield was well explained by the boundary layer dissipation, which is 

523 not surprising as the model attenuation rate was based on the boundary layer dissipation. For the observed 

524 wave system, the rate of downshifting that represents an imbalance of the momentum loss and energy loss 

525 was around 0.8 which is on the high-end of the experimental values obtained from nearly unidirectional 

526 spectral evolution in a wave tank. With these results, we hypothesize that the dissipation-driven nonlinear 

527 process may be responsible for the anomalous downshifting observed in the Okhotsk Sea MIZ. More work 

528 is warranted in improving the detection of the directional wave spectra to clarify the origin of the incoming 

529 waves and the possible nonlinear interaction occurring in the MIZ.

530
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706 Tables
707

708 Table 1: Observed integrated wave parameters from the stereo image and the buoy on ice. 

𝐻𝑠 𝑇𝑝 𝑓𝑝  (open)𝜆𝑝 𝑎𝑘𝑝 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛
Stereo image 0.34 m 9.5 s 0.105 Hz 140 m 0.0076 n/a

Buoy-on-ice 0.25 m 14.6 – 17.1 s 0.059-0.066 Hz 333-456 m 0.0017-0.0024 ~60 deg.

709

710 Table 2: Locations and times that the TodaiWW3-OK directional spectra were extracted. The derived 

711 integral parameters, significant wave height , peak frequency , peak period , and energy period  𝐻𝑠 𝑓𝑝 𝑇𝑝 𝑇0𝑚1

712 are listed.

buoy-on-ice 90 km (Stereo camera) 180 km 270 km

lon/lat 143.59/44.88 144.66/45.27 145.8/45.64 147.00/46.00

time 2/12 9:00 2/12 6:00 2/12 3:00 2/12 0:00

𝐻𝑠 0.500 m 0.699 m 1.26 m 1.63 m

𝑓𝑝 0.08 Hz 0.08 Hz 0.08 Hz 0.088 Hz

𝑇𝑝 12.5 s 12.5 s 12.5 s 11.3 s

𝑇0𝑚1 12.7 s 12.2 s 9.58 s 9.22 s

713

714 Figure and table captions
715

716 Table 1: Observed integrated wave parameters from the stereo image and the buoy on ice. 

717

718 Table 2: Locations and times that the TodaiWW3-OK directional spectra were extracted. The derived 

719 integral parameters, significant wave height , peak frequency , peak period , and energy period  𝐻𝑠 𝑓𝑝 𝑇𝑝 𝑇0𝑚1

720 are listed.

721

722 Figure 1: Daily AMSR2-derived Sea Ice Concentration (SIC) from Feb 12 (top left) to Feb 15 (bottom right). 

723 The colour shading changes at every 0.05 SIC. The horizontal axis is longitude and the vertical axis is 

724 latitude. 

725

726 Figure 2: The ALOS-2/PALSAR image obtained on 10 Feb. 2020, is placed in the centre providing an 

727 overview of the sea ice distribution. The white dotted line traces the ship track of PV Soya from 9 Feb. to 15 

728 Feb. 2020. The wave buoy was deployed on ice on 10 Feb. at the large solid redpoint and drifted freely to 

729 the south until the end of March when it lost connection in the Nemuro Strait (see the traces of red dots). 

730 The 12 Feb. wave event was observed at the points indicated in cyan. Stereo images were taken on the same 

731 day at a location indicated by yellow solid dot. The sea ice condition varied a lot as depicted by the four 
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732 drone images taken at locations 1 to 4 marked by yellow open circles. The magenta points are located along 

733 the 65-degree line from the buoy-on-ice (cyan points) and indicate where the directional spectra from 

734 TodaiWW3-OK were extracted. TodaiWW3-OK was forced by AMSR2-derived sea ice concentration 

735 indicated by the green contour lines.

736

737 Figure 3 (a) Spotter buoy (SOFAR) was placed on an ice floe that was broken off from a larger ice floe.  (b) 

738 A sample stereo image pair was taken from the upper deck of PV Soya.

739

740 Figure 4: Buoy-on-ice derived a) significant wave height; b) mean and peak wave period; c) propagation 

741 direction; d) directional spread; e) averaged spectral energy density ( ) from the 7 spectra; and f) m2s
742 evolution of spectral energy density from 2020.2.11 21:30-2.12 14:00 (UTC), from bottom to top every 3 

743 hours. The frequency resolution is 0.0098 Hz. The corresponding significant wave heights are 0.155 m, 0.20 

744 m, 0.24 m, 0.21 m, 0.27 m, 0.24 m, and 0.25 m.

745

746 Figure 5: Stereo camera image sequences were analyzed to estimate the surface elevation time series for the 

747 two cases, 2020/2/10 07:48 and 2020/2/12/ 13:48. The top two figures (a and b) are sample time series from 

748 the estimate. Reconstruction of the surface elevation was successfully made, and the Fourier spectral 

749 densities were estimated as an ensemble average of those points; c) black for the 2/10 case and red for the 

750 2/12 case. d) The selected 9-time series were used to estimate the directional spectral density.

751

752 Figure 6: Directional spectra (top row) extracted from the TodaiWW3-OK at locations and times indicated 

753 in Table 2. The derived frequency spectral density  are shown in the bottom row.(m2s)
754

755 Figure 7: Attenuation of observed wave spectral energy density by various exponential attenuation 

756 coefficients:  with , and empirical formulas summarized in Thomson et al. 𝐴 = 𝐾𝑛𝑓𝑛 𝑛 = 2.0, 2.7, 3.5, 4.0
757 (2021), CODA 2019, SeaState 2015, SIPEX 2012, STiMPI 2000, Greenland Sea 1978. The observed buoy-on-ice 

758 spectral energy density is presented in a red solid line.

759

760 Figure 8: Attenuation of simulated wave spectral densities by various exponential attenuation coefficients: 

761  with , and empirical formulas summarized in Thomson et al. (2021), CODA 𝐴 = 𝐾𝑓𝑛 𝑛 = 2.0, 2.7, 3.5, 4.0
762 2019, SeaState 2015, SIPEX 2012, STiMPI 2000, Greenland Sea 1978. The initial condition from TodaiWW3-

763 OK was 180 km away from the buoy location and TodaiWW3-OK spectral density at the buoy-on-ice 

764 observation point are plotted in black thick solid lines. Spectral energy density values are given in .m2s
765
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