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A B S T R A C T

Social perception relies on the ability to understand the higher-order goals that drive other people’s behaviour. 
Under predictive coding views, this ability relies on a Bayesian-like hypothesis-testing mechanism, which 
translates prior higher-order information about another agent’s goals into perceptual predictions of the actions 
with which these goals can be realised and tests these predictions against the actual behaviour. We tested this 
hypothesis in three preregistered experiments. Participants viewed an agent’s hand next to two possible target 
objects (e.g., donut, hammer) and heard the agent state a higher-order goal, which could be fulfilled by one of the 
two objects (e.g., “I’m really hungry!”). The hand then reached towards the objects and disappeared at an un-
predictable point mid-motion, and participants reported its last seen location. The results revealed the hy-
pothesized integration of prior goals and observed hand trajectories. Reported hand disappearance points were 
predictively shifted towards the object with which the goal could be best realised. These biases were stronger 
when goal statements were explicitly processed (Experiment 1) than when passively heard (Experiment 2), more 
robust for more ambiguous reaches, and they could not be explained by attentional shifts towards the objects or 
participants’ awareness of the experimental hypotheses. Moreover, similar biases were not elicited (Experiment 
3) when the agent’s statements referred to the same objects but did not specify them as action goals (e.g., “I’m 
really not hungry!”). These findings link action understanding to predictive/Bayesian mechanisms of social 
perception and Theory of Mind and provide the first evidence that prior knowledge about others’ higher-level 
goals cascades to lower-level action expectations, which ultimately influence the visuospatial representation 
of others’ behaviour.

People effortlessly interpret the meaning behind other people’s ac-
tions. We only need to see someone reach for a pen to bring to mind their 
goal of jotting something down, or we see them favour a sandwich over a 
notebook and perceive it as an expression of their hunger. Social in-
ferences like these demonstrate a key aspect of human social cognition: 
the ability to “read” the higher-order goals that drive others’ behaviours. 
Making sense of others’ actions is essential for navigating the ever- 
changing world we live in and this ability underpins all our in-
teractions with conspecifics (Sebanz et al., 2006). Yet, the effortlessness 
with which people derive the hidden mental states driving others’ overt 
behaviour belies the complexity of the underlying process. Under-
standing others’ behaviour requires observers to go beyond the sensory 

input to solve an inductive problem with multiple solutions (Bach et al., 
2014; Bach & Schenke, 2017; Csibra & Gergely, 2007; Jacob & Jean-
nerod, 2005): there are usually multiple possible combinations of goal 
states that could explain any single behaviour (e.g., people can smile for 
various reasons), and the same goal can often be achieved by multiple 
behaviours (e.g., a mother may tell off her child by speaking up or by 
making eye contact).

The lack of a direct mapping between overt behaviours and under-
lying mental states poses difficulties for conventional “direct matching” 
accounts of social perception, in which observed behaviours are ana-
lysed from the bottom-up, and lower-level sensory action features 
directly activate higher-order motor or semantic knowledge the 
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observer has about these actions, without “inferential processing” or 
“backwards projections” (e.g., Rizzolatti et al., 2014; Rizzolatti & Sini-
gaglia, 2010). More recently it has therefore been argued that, to solve 
such inverse problems, the brain instead adopts a probabilistic Bayesian- 
like hypothesis testing strategy, as proposed by predictive processing 
frameworks of perception (Bach & Schenke, 2017; Bubic et al., 2010; 
Clark, 2013; Den Ouden et al., 2012; Friston & Kiebel, 2009; Markov & 
Kennedy, 2013; Otten et al., 2017; Yuille & Kersten, 2006) and their 
extensions to social perception (Bach et al., 2014; Bach & Schenke, 
2017; Otten et al., 2017) and Theory of Mind (Baker et al., 2011; Baker 
& Tenenbaum, 2014; de Bruin & Strijbos, 2015; Koster-Hale & Saxe, 
2013). Under these views, action understanding is a hierarchical process 
of top-down hypothesis testing, in which prior assumptions about 
others’ goals are translated into specific action expectations through 
which this mental state would manifest in the given situation, depending 
on the means of goal pursuit it affords (for explicit proposals for such a 
translation, see Bach et al., 2014; Bach & Schenke, 2017). By projecting 
these expectations onto the sensory input, even ambiguous behaviours 
of others can be imbued with the (inferred) goals. Moreover, action 
planning can be based on the predicted behaviour of others rather than 
sensory information available right now, enabling anticipative control 
of one’s behaviour within shared task spaces (Nijhawan, 1994; Nijha-
wan, 2002; Sebanz & Knoblich, 2009). In contrast, behaviours that do 
not match the prior assumptions stand out, prompting revisions of one’s 
original assumption until a different hypothesis of the agent’s goals 
provides a better fit (for more details, see Summerfield & Egner, 2009).

We have developed a task that can probe this hypothesis-testing 
process and reveal the expectations people project onto other people’s 
actions, in terms of the difference between where people perceive a 
briefly seen movement to terminate and where it really did. A series of 
studies from our and other labs have shown that, when people view brief 
glimpses of other people’s actions, their perceptual reports of what they 
saw diverge subtly from what was really presented, and that these dis-
tortions reflect the prior expectation about how this action will develop 
(e.g., McDonough & Bach, 2023, McDonough et al., 2019; McDonough 
et al., 2020; Hudson, Bach, & Nicholson, 2018; Hudson, Nicholson, Ellis, 
& Bach, 2016; Hudson, Nicholson, Simpson, et al., 2016; for similar 
findings, see Han, Gandolfo, & Peelen, 2024; Hudson & Jellema, 2011; 
Ianì et al., 2023; Vandenberghe & Vannuscorps, 2023). For example, 
when viewing brief glimpses of a hand reaching for an object, the hand is 
mis-perceived to have moved further when the actor has just said that he 
would “take” the object than when he would “leave” it, but vice versa for 
withdrawals (Hudson, Nicholson, Ellis, & Bach, 2016), and these biases 
increase the more reliably the agent’s statements forecast their actual 
behaviour (Hudson, McDonough, et al., 2018). Other studies showed 
that action expectations are spontaneously derived during action 
observation, correcting the perception of moving hands away from ob-
stacles and towards target objects for example (Hudson, McDonough, 
et al., 2018; McDonough et al., 2019)McDonough & Bach, 2023)

Importantly, studies to date have always manipulated lower-level 
action expectations directly (e.g., that the agent would “take” or 
“leave” a glass of water in Hudson, Nicholson, Simpson, et al., 2016), but 
not the higher-order information about the agent’s goals from which 
these actions are hypothesized to emerge (i.e., whether the agent is 
thirsty). The findings therefore only provide evidence that observers test 
expectations about forthcoming actions against the observed behaviour, 
which induces subtle perceptual biases towards the expectations. They 
say nothing about whether these biases reflect the proposed social 
hypothesis-testing mechanism that tests observed behaviour against the 
higher-order goals it is hypothesized to serve. As noted above, a central 
proposal of predictive processing accounts of action understanding 
(Bach & Schenke, 2017; Bach et al., 2014; Csibra and Gergely, 2007; 
Kilner et al., 2007) is that the meaning attributed to other’s behaviour 
emerges precisely from such a hierarchical translation of higher-order 
goal information into specific behaviour expectations, and projecting 
them onto what is indeed observed.

The current study was designed to explicitly test whether predictive 
biases in action observation can emerge from higher-order goal infor-
mation. In three pre-registered experiments, we presented participants 
with a bird’s eye view of an agent reaching from the bottom of the screen 
to the top, where two objects were located. The objects differed in the 
higher-order goals they were able to support (see Table 1 for the full set 
of objects). For example, a cup of tea supports the goal of quenching 
thirst, while a hammer supports the goal of driving in nails. In Experi-
ments 1 and 2, to induce prior hypotheses about the action’s goal, 
participants heard the actor make a verbal statement reflecting their 
current higher-order goal state. These statements were framed in terms 
of needs (e.g., “I need something refreshing”), intentions (e.g., “Let me 
jot that down”), or desires (e.g., “I’m craving something salty”), and 
always matched one of the two objects but not the other (while never 
explicitly identifying it). For instance, the actor might say, “I’m starv-
ing,” and the scene would include a donut and a screwdriver, ensuring 
that only one object could fulfil the implied goal of satisfying hunger. 
The actor’s hand would then reach towards the objects but disappeared 
at an unpredictable point mid-motion. Participants were asked to indi-
cate its last seen location as accurately as possible with the mouse 
cursor.

This task allows us to reveal participants’ subjective visuospatial 
representation of the observed actions and how it differs from what was 
really observed. According to Bayesian/predictive processing accounts 
of social perception, observers test assumptions about others’ higher- 
order goals against their observed behaviour. If so, then the agent’s 
goal statements should affect how objectively identical reach trajec-
tories are represented, biasing them towards the object with which the 
stated goal can be best achieved. Thus, hearing the actor saying “I am 
thirsty” would subtly bias the hand’s last seen location towards a drink 
rather than a pencil, and vice versa if people heard “I need to jot that 
down”.

We varied, between experiments, whether participants were asked to 
explicitly evaluate which of the available objects best supports the ac-
tor’s stated goal (Experiment 1, Explicit goal processing) or whether 
they just passively listened to the goal statements (Experiment 2, 

Table 1 
Audio statement and goal object pairings in each experiment. In Experiment 1 
and 2, each of the twelve audio statements conveyed a higher-order goal towards 
one of the twelve goal objects. In Experiment 3, the statements referred to the 
same goal states but did not convey an intention to interact with the object. 
These pairings were categorised into one of four object types: tool items 
(wrench, hammer, screwdriver), stationery items (notepad, pen, scissors), food 
items (donut, crisps, banana) and drink items (tea, cola, coffee).

Category Goal Object Goal Statement 
(Experiment 1 & 2)

Non-goal Statement 
(Experiment 3)

Tool Wrench That really needs 
tightening

It really doesn’t need any 
more tightening

Tool Screwdriver I’ll fix that creaky chair I don’t need to fix that 
creaky chair anymore

Tool Hammer I’ll hang up the 
painting

I don’t need to hang up the 
painting anymore

Stationery Notepad I’ll jot that down I don’t need to jot anything 
down

Stationery Scissors I need to cut it in half I don’t need to cut anything 
anymore

Stationery Pen I’ll check that off my 
list

I don’t need to check 
anything off my list

Food Donut I’m starving I really don’t want more 
food

Food Crisps I’m craving something 
salty

I really don’t want anything 
salty

Food Banana I’m really hungry I’m really not hungry
Drink Tea I’m really thirsty I’m really not thirsty
Drink Coffee My mouth is really dry I really don’t want any 

caffeine
Drink Cola I need something 

refreshing
I really don’t want 
something fizzy
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Spontaneous goal processing). This allows us to test to what extent goals 
are spontaneously translated into precise action expectations, or 
whether action goal expectations are weighted more when observers 
explicitly assess the object’s suitability for the actor’s goal pursuit, as 
some accounts of Theory of Mind propose (e.g., Schneider et al., 2012; 
Schneider et al., 2014). Prior work with similar experimental paradigms 
has revealed an increased weighting of certain action expectations with 
explicit processing (e.g., expectations of obstacle avoidance, Hudson, 
McDonough, et al., 2018; McDonough & Bach, 2023), but not for others 
(e.g., approach expectations towards spatially matching target objects,
McDonough, Costantini, Hudson, Ward and Bach, 2020).

Between trials within each experiment, we varied whether the reach 
was clearly directed leftwards or rightwards towards one of the objects, 
or whether the hand took a middle path between both objects so that its 
target remained ambiguous. In Bayesian/predictive processing frame-
works, the contribution of priors and sensory signals to perceptual 
judgments is weighted based on their precision. More reliable (or pre-
cise) signals are assigned greater weight, meaning they have a stronger 
influence on perception. In contrast, less reliable signals are down- 
weighted and have a reduced impact on the final perceptual outcome 
(i.e., precision-weighting, e.g., Yon & Frith, 2021). The magnitude of 
any induced perceptual biases should therefore be present for all reach 
trajectories (right, left and centre) but be more pronounced for more 
ambiguous centre reaches than for outer ones, as the latter provide more 
precise sensory information about the actual action targets.

One concern is that any observed bias could reflect attention directed 
towards the objects implied by the sentences, rather than an expectation 
for action towards it. This may be particularly true for Experiment 1, 
where the instruction to identify which object best supports the agent’s 
goal may be likely to induce such an attentional shift. Experiment 3 
therefore replicates Experiment 1 and uses statements that draw atten-
tion to the same objects but now express them as non-goals of the agent 
(e.g., “I am really not hungry anymore!”, “I don’t need to jot anything 
down!”). Moreover, like in Experiment 1, participants were explicitly 
asked to identify, before action onset, which object the agent did not 
want. Thus, if the biases observed in Experiment 1 and 2 reflect the mere 
shifting of attention to the relevant objects, then they should also be 
present here, as the statements refer to the same action goals and the 
instruction to identify the target object itself should lead to a similar 
shift of attention towards the implied objects. In contrast, if the biases do 
reflect the hypothesized goal attribution, then they should not be eli-
cited here, where the statement refers to the same objects, but make 
clear that they do not support the actor’s current goals. If anything, one 
may hypothesize that these “non-goals” may induce subtle shifts away 
from the objects; note however that prior work has consistently sug-
gested that negation induces a reduced activation of the negated content, 
not its reversal to the opposite (Foroni & Semin, 2013; Giora et al., 2005; 
Liuzza et al., 2011; Tettamanti et al., 2008; Tomasino et al., 2010; Vitale 
et al., 2022).

To the best of our knowledge, this is the first study to test whether 
prior knowledge of others’ higher-order mental states cascades to lower 
levels to induce action expectations and is tested against the actual 
behaviour that is observed. The evidence would therefore show for the 
first time that the ability to understand people’s actions in terms of their 
thoughts, desires, and inner states (Astington et al., 1988; Gopnik & 
Meltzoff, 1997; Wellman, 1990) is perceptually instantiated, in terms of 
the expected action kinematics that these mental states would entail.

1. Methods

1.1. Participants

A total of 162 participants took part across all three experiments 
(Experiment 1: n = 54, 22 females, 31 males, 1 preferred not to say, 
mean age = 31 years, SD = 6.0; Experiment 2: n = 54, 33 females, 21 
males, mean age = 30 years, SD = 6.5; Experiment 3: n = 54, 20 females, 

34 males, mean age = 31 years, SD = 6.6). Additional participants (11 in 
Experiment 1; 9 in Experiment 2; 12 in Experiment 3) were excluded 
following our pre-registered criteria (see Data pre-processing). All par-
ticipants gave informed consent, had normal or corrected-to-normal 
vision and hearing, and were recruited from the Prolific participation 
pool in exchange for payment. The study was approved by the University 
of Aberdeen Ethics Committee. Sample size was determined by an a 
priori power analysis conducted on pilot data. The analysis revealed that 
a sample size of 54 participants in each experiment provides 90 % power 
to detect medium size effects (Cohen’s d = 0.45) with an alpha level of 
0.05.

1.2. Apparatus and stimuli

Inquisit (Millisecond) software was used to program and host each 
experiment online via the Prolific participant recruitment platform.

Stimuli were derived from videos of a male actor’s right hand 
reaching from a rest position at the bottom centre of the screen towards 
an object that was placed either in the top left, top centre, or top right of 
the screen. Each reach trajectory was filmed three times, creating a set of 
nine different reach trajectories. Each video was converted into eight 
still frames where frame 1 depicted the hand in the same rest position, 
and frame 8 depicted the hand half-way towards the target object. A 
final frame was created in which the hand was digitally removed, 
serving as the response stimulus.

The original objects were removed from all frames. Twelve new 
object stimuli were created that matched the size of the original objects. 
The new object stimuli depicted tool items (wrench, hammer, screw-
driver), stationery items (notepad, pen, scissors), food items (donut, 
crisps, banana) and drink items (tea, cola, coffee). Each object stimulus 
could appear either in the top left or in the top right of the screen (but 
never in the top centre). We mirrored each object stimulus along the 
horizontal axis so that their affordance was equal when placed on the 
top left or the top right. Example stimuli are depicted in Fig. 1A.

For Experiment 1 and 2, twelve audio stimuli were created from 
voice recordings of a male actor announcing a higher-order goal that 
could be fulfilled with one of the objects. For example, when the goal 
was to reach the banana, the actor said “I’m really hungry!” and when 
the goal was to reach the notepad, he said, “I’ll jot that down.”. For 
Experiment 3, twelve corresponding audio stimuli were created by the 
same voice actor that also identified one of the objects available but did 
so by announcing the higher-order goal to not interact with it. For 
example, when the (non-)goal was to not reach for the banana, the actor 
said “I’m really not hungry!” and when the (non-)goal was to not reach 
for the notepad, he said “I don’t need to jot anything down”. See Table 1
for a full list of audio stimuli and associated objects.

1.3. Procedure

For each experiment, participants completed two blocks of 48 trials 
in which each condition (3 Reach trajectories x 2 Goal object locations x 
4 Action sequence lengths) was repeated 2 times, creating a total of 96 
trials. Participants were first presented with a fixation cross which they 
were required to click with their mouse. Clicking the fixation cross made 
sure that the mouse cursor was centralised at the start of each trial. The 
mouse cursor was then hidden from the screen for the rest of the trial, to 
prevent participants from tracing the movements with the cursor. After a 
randomised interval of 500–1000 ms the first frame of the action 
sequence appeared. It depicted the actor’s hand at rest at the bottom 
centre of the screen, one object in the top left of the screen and one 
object in the top right of the screen. The objects were always from 
different object categories and were chosen at random. After a rando-
mised interval of 1000–2000 ms, the actor announced their higher-order 
goal, chosen so that it could either be fulfilled by either the object on the 
left or the object on the right (counterbalanced). In Experiment 1 and 3, 
participants were instructed to listen carefully to the statement and 
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think about which object the person might want (Experiment 1) or not 
want (Experiment 3) and press the space bar once they had identified the 
(non-)goal object. In Experiment 2, participants just passively listened to 
the intention statements. After 1000 ms from the spacebar response 
(Experiment 1 & 3) or audio offset (Experiment 2), the action sequence 
began. The action sequence was depicted by presenting each frame of 
the action sequence for 50 ms for a total sequence length of either 5, 6, 7 
or 8 frames. It either showed a reach towards the top left object, the top 
centre or towards the top right object. The final frame of the action 
sequence was then immediately replaced by the response stimulus, 
which gave the impression of the hand disappearing from the scene. The 
mouse cursor was made visible, and participants were asked to click 
where the last seen position of the tip of the actor’s finger was just before 
it disappeared. The next trial began 1000 ms after this response. An 
example trial is depicted in Fig. 1B.

At the end of the experiment, participants were asked to provide 
feedback about the experiment, and to indicate if they had experienced 
any technical problems, were disrupted during the task, or if they had 
trouble completing the task (i.e., did not understand the instructions). 
Participants were also asked to report what they thought the hypothesis 
of the study was.

1.4. Data pre-processing

Data was pre-processed in line with our pre-registered criteria 
(Experiment 1 & 2: https://aspredicted.org/BT4_FQS; Experiment 3: htt 
ps://aspredicted.org/JZ9_LMX). For each participant, individual trials 
were excluded if the explicit response times when listening to the goal 
statements (Experiment 1 & 3 only) were shorter than 200 ms (Experi-
ment 1, 17.7 % trials; Experiment 3, 12.1 % trials), and if the mouse click 
response time were shorter than 200 ms or longer than 3000 ms 

(Experiment 1, 1.35 % trials; Experiment 2, 2.44 % trials; Experiment 3, 
1.08 % trials). Individual trials for which the Pythagorean distance be-
tween the real final coordinates and participant’s mouse response 
exceeded 100 pixels were also excluded (Experiment 1, 2.87 % trials; 
Experiment 2, 11.3 % trials; Experiment 3, 3.26 % trials). Participants 
who had too few trials remaining (<50 %) were removed (Experiment 1, 
2 participants; Experiment 2, 5 participants; Experiment 3, 4 partici-
pants). We further excluded participants if they showed an unreliable 
relationship between their mouse localisation responses and the true 
hand disappearance point. To this end, like in our prior research (e.g., 
Hudson, McDonough, et al., 2018), we computed, for each participant 
separately, the across-trial correlation between the real final coordinates 
of the hand disappearance point on X and Y-axes in a given trial and 
their mouse localisation response in the same trial. To the extent that a 
participant is able to accurately resolve the motions they observe, follow 
the task instruction, and accurately direct their mouse cursor to the 
disappearance locations, then their localisations should closely track 
actual disappearance points. As preregistered, participants were 
excluded when the resulting correlation coefficient was smaller than 
0.70 (Experiment 1, 9 participants; Experiment 2, 4 participants; 
Experiment 3, 8 participants). Finally, participants were removed if they 
indicated any reasons in their feedback to suggest that they did not 
conduct the experiment appropriately, for example, if they were 
distracted/interrupted during the task (no participants).

2. Results – Experiments 1 and 2

Primary data analysis of Experiment 1 and 2 was conducted on 
participants’ localisation errors following our preregistered analysis 
plan. All data required to replicate these results is available in Parrotta 
(2025) ([dataset] Parrotta, E., High level intentions, Zenodo, version 1.0, 

Fig. 1. Stimulus conditions and trial sequence. Panel A depicts each of the Reach trajectory and Goal object location conditions. The reach trajectory was either to 
the left, to the centre, or to the right. The actor’s statement determined which object was the goal object (Experiment 1 & 2) or non-goal object (Experiment 3). The 
goal/non-goal object was either the left object (top row) or the right object (bottom row). Panel B depicts an example trial sequence. Participants clicked the fixation 
cross to centre their mouse and then saw the first frame of the action. They then heard the actor’s statement followed by the action sequence. Once the hand 
disappeared, participants clicked the final location of the tip of the actor’s index finger using their computer mouse.
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2025, DOI: https://doi.org/10.5281/zenodo.14917302). Localisation 
error in each trial was calculated for the X axis and Y axis separately by 
subtracting the real final coordinates from participants’ mouse response 
coordinates on each trial. As the experiment was conducted online, the 
screen resolution differed between participants. Therefore, the real final 
coordinates and participants’ mouse response coordinates were stand-
ardised onto a 1920 × 1080 resolution. For localisation errors on the X 
axis, positive scores denote rightwards displacement of participants’ 
reports relative to real disappearance points and negative scores denote 
leftward displacement. For localisation errors on the Y axis, positive 
scores denote upwards displacement, and negative scores denote 
downward displacements. Scoring 0 on both the X and Y axis denotes 
that the participant selected the real final position exactly.

Participants’ mean localisation errors were entered into a 3 × 2 × 2 
mixed ANOVA for the X and Y axes separately, with Reach Trajectory 
(left, centre, right) and Goal object location (left, right) as repeated 
measures factors and Experiment (1: Explicit goal processing, 2: Spon-
taneous goal processing) as between-subjects factors. Also following our 
pre-registered analysis plan, we analysed the 3 × 2 effects separately for 
each experiment.

In the main ANOVA, the hypothesized effect will be revealed as a 
main effect of Goal object location in the analysis of localisation errors 
along the X axis, such that reaches are reported further rightwards when 
the actor’s statement indicates that the right object is the Goal object, 
and further leftwards when the left object is the Goal. This main effect of 
Goal object location should be present in both experiments, but should 
interact with Experiment, being larger when participants were asked to 
explicitly identify the Goal object (Experiment 1) than when they 
passively heard the goal statements (Experiment 2). As we had no 
further predictions, all other effects should be evaluated against a 
Bonferroni-corrected alpha of 0.004 to account for multiple comparisons 
in multifactor ANOVAs (Cramer et al., 2016). We did not have any 
predictions for the Y axis.

2.1. X-axis

Primary analyses. As can be seen in Fig. 2a, the localisation errors on 
the X axis showed an overall bias to the right across all conditions (M =
6.03px), t(107) = 6.15, p < .001, d = 0.59), reflecting that participants 
generally localised the hand disappearance point more rightwards than 
it really was. This reflects a known bias for spatial localisation responses 
away from the tip of the index finger towards the (right) hand’s centre of 
mass (Coren & Hoenig, 1972; Hudson, Bach, & Nicholson, 2018; Hud-
son, McDonough, et al., 2018; McDonough et al., 2020), which is in-
dependent of our hypotheses.

Importantly, the ANOVA revealed the predicted main effect of Goal 
object location, F(1,106) = 22.80, p < .001, ηp

2 = 0.177. Localisation 
errors were biased more strongly rightwards when the Goal object was 
on the right (7.28px) than when it was on the left (4.79px), see Fig. 2A. 
As expected, this effect of Goal object location interacted with Experi-
ment, F(1,106) = 4.09, p = .046, ηp

2 = 0.037, with a larger bias towards 
the goal object in Experiment 1 (Explicit goal processing; 3.56px) than in 
Experiment 2 (Spontaneous goal processing; 1.44px). Separate 3 × 2 
ANOVAs confirmed that the main effect of Goal object location was 
present in both experiments (Experiment 1: F(1,53) = 21.9, p < .001, ηp

2 

= 0.292; Experiment 2: F(1,53) = 4.01, p = .050, ηp
2 = 0.070, see Fig. 2B 

& 2C). There were no further main effects or interactions.
Secondary analyses. Our pre-registered secondary analyses investi-

gated how the main effect of Goal object location varied across the three 
reach trajectories (left, centre, right). We predicted that the bias towards 
the goal would be present for all Reach Trajectories, but that it would be 
largest for centre reaches compared to outer reaches (the average of left 
reaches and right reaches), because left and right reaches provide 
additional kinematic information of the reach goal while centre reaches 
remain ambiguous. Pairwise comparisons of the data across both ex-
periments revealed that the main effect of Goal object location was 

present for all reach trajectories (Left Reach: t(107) = 3.64, p < .001, d 
= 0.35; Centre Reach: t(107) = 4.86, p < .001, d = 0.47; Right Reach: t 
(107) = 2.06, p = .042, d = 0.20). Although the biasing effect of goal 
statements was numerically larger for centre reaches (3.29px) than for 
outer reaches (2.10px), this difference was not significant, t(107) =
1.68, p = .096, d = 0.16.

In exploratory analyses, we evaluated these findings separately for 
each experiment. These analyses revealed that the main effect of Goal 
object location was present in all reach conditions for Experiment 1 (Left 
Reach: t(53) = 3.24, p = .002, d = 0.44; Centre Reach: t(53) = 4.71, p <
.001, d = 0.64; Right Reach: t(53) = 2.54, p = .014, d = 0.35), but only 
for Centre reaches in Experiment 2 (Left Reach: t(53) = 1.89, p = .065, d 
= 0.26; Centre Reach: t(53) = 2.45, p = .018, d = 0.33; Right Reach: t 
(53) = 0.039, p = .969, d = 0.01, see Fig. 2B). Furthermore, the biasing 
effect of goal statements was numerically larger for centre reaches than 
for outer reaches in both experiments, although this difference was 
significant neither in Experiment 1, t(53) = 0.645, p = .522, d = 0.09, 
nor in Experiment 2, t(53) = 1.76, p = .084, d = 0.24.

Finally, we were interested in whether we would find effects of reach 
trajectory itself. While we predicted (see Preregistration) that left rea-
ches would be reported as being more leftwards and right reaches re-
ported as more rightwards (i.e., the classic representational momentum 
effect, Freyd & Finke, 1984; Hudson, Bach, & Nicholson, 2018), we 
suspected that this effect could be counteracted by a tendency to shift 
responses closer to the centre (bias towards the mean, Manassi et al., 
2024). A pairwise t-test on left reaches vs right reaches revealed no 
differences, t(107) = 0.482, p = .631, d=. 05.

2.2. Y-axis

Primary analyses. Participants’ localisation errors on the Y axis were 
analysed with the same ANOVA model as the X axis data. We had no 
predictions for Y-axis data (see Preregistration), as the possible coordi-
nate range of hand disappearance points was less than 30 % than on the 
X-axis, and particularly at early stages of motions similar upwards mo-
tion is expected for all reaches. Even when it becomes clearer later in the 
trajectory that the hand approaches an unexpected object, the hand is 
still expected to move further upwards, even if its direction on the X-axis 
is expected to change. Due to this lack of differential predictions, all 
effects should be evaluated against a Bonferroni-corrected alpha of 
0.004 to account for multiple comparisons in multifactor ANOVAs 
(Cramer et al., 2016). The results revealed no main effects or in-
teractions that would pass this corrected threshold (all Fs < 2.3, all ps >
0.096).

In exploratory analyses, we evaluated overall perceptual biases on 
the Y-axis, as visual inspection of the data suggested a general down-
ward bias, which increased for longer action lengths. A one-sample t-test 
revealed a general downward bias (t(107) = 11.57, p < .001, d = 1.1), 
revealing that hands were generally perceived to have reached less far 
than they really did. A one-factor ANOVA with the factor action length 
(5, 6, 7 or 8 frames) revealed that this downward bias increased with the 
length of the action sequence, F(1,107) = 982.7, p < .001, ηp

2 = 0.902. 
This most likely again reflects the known tendency to shift responses 
closer to the mean of responses (i.e., serial bias, for review, see Manassi 
et al., 2024).

Secondary analyses. Our pre-registered secondary analyses investi-
gated whether congruent reaches (i.e., a left reach for Goal objects on 
the left and right reaches for Goal objects on the right) would be re-
ported to have reached further towards the objects (i.e., upwards) than 
incongruent reaches. This tests for the possibility that participants could 
expect a hand moving towards an unexpected object to slow down 
compared to an expected one. Please note that this was unlikely to be 
observed due to: (a) the more limited range of movement on the Y-axis, 
(b) that a general upwards motion is still expected even if the action is 
directed towards an unexpected object, and (c) the fact that any dif-
ferential expectations could only emerge later in the trajectories when it 
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Fig. 2. Panel a) depicts the hand’s disappearance points as reported by participants in Experiment 1 and 2, depending on whether a goal object was on the left (solid 
lines) or on the right (dotted lines), for reaches towards the left, the centre, and the right. The real disappearance points are plotted in grey. The inset shows the area 
plotted relative to the full stimulus display. Panel b) shows the amount of perceptual bias towards the goal object (Experiment 1 & 2) or non-goal object (Experiment 
3), for each experiment separately, depending on whether participants were watching a hand movement to the left, to the centre, or to the right. Error bars represent 
95 % confidence intervals. Panel c) depicts participant’s individual location errors towards the goal object (or non-goal object) for each Experiment separately. Each 
datapoint reports the bias towards the (non-)goal object for each participant in each experiment, averaged across all three reach directions.
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is clear that the hand was directed towards an unexpected object (note 
that from the first frame, where an incongruent action may become 
apparent, only 200 to 350 ms. are available for such an incongruent 
action direction to be detected and then to influence perceptual judg-
ments, before the last frame is presented, given the possible sequence 
lengths of 5 to 8 frames of 50 ms. each). Indeed, while this predicted 
difference was present numerically, it was not significant, t(107) =
0.905, p = .367, d =. 09.

3. Results – Experiment 3

Experiment 3 was identical to Experiment 1, with the exception that 
the agent’s statements were now phrased as non-goals (e.g., “I’m really 
not hungry!”, “I don’t need to jot anything down!”). As in Experiment 1, 
however, participants were asked to identify which of the two objects is 
implied by the sentence, but now with the requirement to identify “the 
object the person does not want”. This tests for the possibility that (part 
of) the effects in Experiment 1 and 2 is not due to induced action ex-
pectations, but due to simple attentional biases towards the objects 
implied by the sentences (see also: Additional Analyses). This may 
appear particularly likely as effect sizes were quadrupled when the task 
instruction required explicitly identifying the objects implied by the 
sentences in Experiment 1, which is liable to induce such an attentional 
shift. If this were the case, however, then any attentional effects should 
be observed in Experiment 3 as well, as the sentences imply the same 
objects, and the task instruction similarly requires participants to 
explicitly identify the (non-wanted) objects before action onset. This 
instruction should therefore induce strong attentional shifts towards 
these objects, just like in Experiment 1. In contrast, if our effects reflect 
the coding of action goals, as we hypothesize, the effects should be 
substantially reduced or eliminated.2

As in Experiment 1 and 2, participant’s mean localisation errors were 
entered into a 3 × 2 repeated measures ANOVA for the X and Y axes 
separately, with Reach Trajectory (left, centre, right) and Non-Goal 
object location (left, right) as repeated measures factors. We hypothe-
sized that, in contrast to the main effect of goal object location found for 
the x-axis in Experiments 1 and 2, the corresponding main effect of Non- 
goal object location here would be absent, or if anything reversed. As 
preregistered, equivalence testing was planned to confirm the absence of 
a main effect of Non-Goal object location, as well as a between- 
experiment analysis to compare any effect of Non-Goal object location 
here with the corresponding Goal object location effects in Experiment 1 
and 2. As we had no further predictions, all other effects should be 
evaluated against a Bonferroni-corrected alpha of 0.004 to account for 
multiple comparisons in multifactor ANOVAs (Cramer et al., 2016). We 
did not have any predictions for the Y axis.

3.1. X-axis

Primary analyses. The localisation errors on the X axis showed the 
known (see Experiment 1 and 2) overall bias to the right across all 
conditions (M = 7.36px), t(53) = 4.64, p < .001, d = 0.63), reflecting 
that participants generally localised the hand disappearance point more 
rightwards than it really was. Importantly, the ANOVA showed that, as 
predicted and in contrast to Experiment 1 and 2, no main effect of Non- 
Goal object location, F(1,53) = 0.694, p = .409, ηp

2 = 0.013. There were 
no further main effects or interactions.

As preregistered, the absence of an effect of Non-Goal object location 
was confirmed with equivalence testing using a Two One-Sided Tests 
(TOST) procedure. Since we hypothesized either a null result or an effect 
in the opposite direction, an inferiority test (Lakens et al., 2018) was 
performed with no lower bound and an upper bound of ΔU = 0.27 
(Cohen’s d), which reflects the critical test value based on Experiment 1 
and 2. This test confirmed that the observed effect size for the main 
effect of Non-Goal object location (d = − 0.11) was significantly within 
the equivalence bounds, t(53) = 2.83, p = .003, providing evidence for 
the absence of the effect. Furthermore, between-experiment t-tests 
revealed that the absent effect of Non-Goal object location here (− .46px) 
was significantly different to the corresponding main effects of Goal 
object location in Experiment 1 (Explicit goal processing; 3.56px), t 
(106) = 4.28, p < .001, d = 0.82, and in Experiment 2 (Spontaneous goal 
processing; 1.44px), t(106) = 2.10, p = .039, d = 0.40, see Fig. 2C. Thus, 
while goal statements in Experiment 1 and Experiment 2 induced robust 
biases in participants’ localisation errors, they were absent when the 
same objects were identified as non-targets of the action in Experiment 
3.

Secondary analyses. As with Experiments 1 and 2, pre-registered 
secondary analyses tested how the main effect of Non-Goal object 
location varied across the three reach trajectories (left, centre, right). 
Pairwise comparisons revealed that the main effect of Non-Goal object 
location was absent for all reach trajectories (Left Reach: t(53) =
− 0.511, p = .611, d = 0.07; Centre Reach: t(53) = 0.234, p = .816, d =
0.03; Right Reach: t(53) = − 1.03, p = .310, d = 0.14, see Fig. 2C), and 
there was no significant difference between centre reaches (.20px) and 
outer reaches (− .79px), t(53) = 0.875, p = .385, d = 0.12.

3.2. Y-axis

Primary analyses. Participants’ localisation errors on the Y axis were 
analysed with the same ANOVA model as the X axis data. As for 
Experiment 1 and 2, we had no predictions for Y-axis data, as (a) the 
possible coordinate range of hand disappearance points was less than 30 
% than on the X-axis, and any differential upwards biases (e.g., an 
increased downwards bias) could only emerge later in the trajectory 
when it becomes clear whether the hand approaches an unexpected 
object. Due to this lack of predictions, all effects on the Y-axis should be 
evaluated against a Bonferroni-corrected alpha of 0.004 to account for 
multiple comparisons in multifactor ANOVAs (Cramer et al., 2016). The 
results revealed no main effects or interactions that would pass this 
corrected threshold (all Fs < 1.98, all ps > 0.144).

As before, we evaluated overall perceptual biases on the Y-axis, as 
visual inspection of the data appeared to show a general downward bias, 
which increased for longer action lengths. A one-sample t-test revealed a 
general downward bias (t(53) = 6.50, p < .001, d = 0.88), revealing that 
hands were generally perceived to have reached less far than they really 
did. A one-factor ANOVA with the factor action length (5, 6, 7 or 8 
frames) revealed that this downward bias increased with the length of 
the action sequence, F(1, 53) = 20.0, p < .001, ηp

2 = 0.221.
Secondary analyses. We investigated whether reaches towards the 

non-goal object mentioned in the sentence (i.e., a left reach for Non- 
goals on the left and right reaches for Non-goals on the right) would 
be reported to have reached less closer to the objects than reaches 
directed towards the other object. In principle, observers could have 
expected a hand moving towards the non-goal mentioned in the sen-
tence to slow down compared to one directed to the other object. 
However, like for Experiment 1 and 2, this was unlikely to be observed, 
and therefore not preregistered. The reason is that any differential 
expectation could only emerge after motion onset when it has become 
clear that the hand was directed towards an unexpected object, but 
maximally 200 to 350 ms are available for such an influence to manifest, 
given the sequence lengths of 5 to 8 frames with 50 ms duration.

2 Prior research on negation consistently shows that negation reduces or 
eliminates the activation that a positive sentence otherwise induces but does 
not invert it (Foroni & Semin, 2013; Giora et al., 2005; Liuzza et al., 2011; 
Tettamanti et al., 2008; Tomasino et al., 2010; Vitale et al., 2022; Zuanazzi 
et al., 2024) As such, while we accepted the possibility that an inverted effect 
(e.g., a bias away from the implied object) might be observed here, it was not 
expected. Therefore, our preregistration focused on an absent or reduced effect.
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4. Additional analyses

4.1. Testing for demand effects

We evaluated, for Experiment 1 and 2, whether the crucial main 
effect of Goal Object location on the X-axis could have been influenced 
by participant’s ability to guess the hypothesis of the experiment, which 
may have led them to bias their responses in the desired direction (e.g., 
Firestone & Scholl, 2016). To do so, each of the three experimenters 
blindly rated each participant’s free text guesses of the experimental 
hypothesis that was given at the end of the experiment. Responses were 
scored on a scale of 0 to 2 where 0 reflected completely incorrect guesses 
of the hypothesis (e.g. measuring reaction times), 1 depicted that some 
of their guess aligned with the experimental hypothesis (e.g. that the 
actor’s statement was related to one of the objects), and 2 depicted that 
the response aligned well with the experimental hypothesis (e.g. that 
responses will be biased towards the object that the actor said they 
wanted). Scores given from the three individual experimenters for all 
108 participants across both experiments were highly correlated, 
ranging from r = 0.588 to r = 0.794 (all p < .001), suggesting a good 
level of agreement. Scores from the three experimenters were therefore 
averaged for each participant to give one hypothesis score per partici-
pant. The median score of successful hypotheses guesses was M = 0.33, 
on the scale of 0 to 2, suggesting that most participants had no or little 
insight into the experimental hypotheses. Correlating this hypothesis 
score with the magnitude of their perceptual bias towards the goal ob-
ject location (the crucial contrast value for the main effect of Goal object 
location across reach trajectories) revealed no relationship across all 
participants, r = 0.053, t = 0.546, p = .586, nor in either experiment 
individually (Experiment 1: r = 0.091, t = 0.657, p = .514; Experiment 
2: r = 0.142, t = 1.04, p = .305). Participant’s ability to identify the 
hypothesis tested by Experiments 1 and 2 was therefore unrelated to the 
size of the perceptual biases they showed, providing no indication that 
the results were due, in part, to demand effects (for a similar result, see 
Parrotta et al., 2023).

Hypothesis guessing scores in Experiment 3 were analysed analo-
gously, to confirm whether the absence of any effect may be due to 
participants understanding that no effect was expected here. However, 
as these were new participants who were not aware of the previous 
studies, none reported this hypothesis and, as before, most participants 
had no insight into the experimental hypothesis more generally (median 
hypothesis guessing score of M = 0). Interestingly, those participants 
who came closer to a correct hypothesis guess (i.e., scores of 1 and 2) 
either hypothesized an advantage (e.g., in response times or accuracy) 
towards the (non-goal) object referred to in the sentence (despite the 
negation), or an advantage for the other object. To test whether these 
guesses predict their actual biases in location error, we scored those 
predicting a bias towards the non-goal object positively (+1, +2), those 
predicting a bias away from it negatively (− 1,− 2) and omitted those for 
whom the hypothesized direction of the influence could not be identi-
fied. However, like in Experiment 1 and 2, no correlation emerged (r =
0.023, p = .892) between their guess of the experimental hypothesis and 
the measured biases in localisation errors towards the relevant object.

4.2. Do the statements induce attentional biases towards the target 
objects?

In exploratory analyses, we evaluated whether the effects in Exper-
iment 1 and 2 could reflect attentional biases towards the object 
mentioned in the actor’s statements. Simply identifying the object 
referred to in the actor’s statement could elicit a shift of attention to-
wards that object, which may then induce a perceptual bias towards it if 
it persists over the 1000 ms until the hand starts moving. While Exper-
iment 3 already shows that such unspecific influences are highly un-
likely to be responsible for our effects, here we provide two converging 
measures that the actor’s statement did not induce such a shift of spatial 

attention. If spatial attention was shifted towards the inferred object, 
then actions spatially closer to this object (e.g., leftwards hand trajec-
tories when the inferred object is on the left) should be represented more 
precisely – and reported more accurately – than actions away from this 
object (e.g., leftward trajectories when the inferred object is on the 
right) (e.g., Fernández et al., 2019, for a review see Anton-Erxleben & 
Carrasco, 2013.

To assess this possibility, we first compared participants’ variability 
in location responses when reporting the hand disappearance points. If 
the goal statements in Experiment 1 and 2 drive attention towards the 
region of space of the inferred object, then participants should be more 
precise in reporting hands disappearing in this region of space compared 
to the space around the other object. We therefore calculated, for each 
participant, each axis, and each combination of reach trajectory and 
target object location, the standard deviation in localisation error for 
hands reaching towards the relevant goal object compared to hands 
reaching towards the other object and compared the results with paired 
sample t-tests. The results revealed no difference in response precision, 
for neither Experiment 1 (hands reaching towards target object, mean 
SD = 28.4; hands reaching towards alternative object, mean SD = 29.0; t 
= 0.79, p = .433) nor Experiment 2 (hands reaching towards target 
object, mean SD = 30.5; hands reaching towards alternative object, 
mean SD = 30.4; t = 0.02, p = .850). This analysis therefore reveals no 
evidence for a reduction in response uncertainty in the space around the 
goal object, which would have been expected if attention was shifted 
towards it.

Second, a converging measure of any attentional bias is provided by 
participants’ hand tracking performance for trajectories towards the 
inferred target object compared with those towards the alternative ob-
ject. We calculated, again for each participant, each of the two axes, and 
each combination of reach trajectory and target object location sepa-
rately, the trial-by-trial correlations between the hand’s real and re-
ported disappearance points. We then averaged the (Fisher- 
transformed) correlation coefficients across left and right trajectories 
and X and Y axes and compared, with paired sample t-tests, whether 
tracking performance was higher when the hands reached towards the 
goal object’s location compared to away from it. The results revealed no 
difference in tracking performance in either Experiment 1 (hands 
reaching towards target object, mean r = 0.84; hands reaching towards 
other object, mean r = 0.83; t = 1.12; p = .270) or Experiment 2 (hands 
reaching towards target object, mean r = 0.82; hands reaching towards 
other object, mean r = 0.81; t = 0.42; p = .680). Like the standard de-
viation measure, analysis of tracking performance therefore provides no 
evidence that spatial attention was shifted towards the inferred goal 
object.

4.3. Item-based analyses

It is important to verify that our results in Experiments 1 and 2 do not 
only generalize from the tested participants to the population they were 
sampled from (as confirmed by the inferential statistics reported for each 
experiment above), but from the sampled stimulus items (the goal 
statements and objects) to the wider population of similar goal state-
ments people make in everyday life. In an exploratory analysis, we 
therefore re-ran the main analysis of localisation errors on the X axis but 
now treated the 12 different goal statements as independent measure-
ments (instead of the 54 participants for each experiment).

The main ANOVA across Experiments 1 and 2 fully replicated the 
main analysis. It revealed a main effect of Goal object location, F(1,11) 
= 82.62, p < .001, ηp

2 = 0.883, confirming the biasing of localisation 
errors towards the object referred to in the sentence also in this item- 
based analysis. Moreover, it replicated the interaction of Goal object 
location and Experiment, F(1,106) = 5.31, p = .042, ηp

2 = 0.334, con-
firming the larger bias towards the goal object in Experiment 1 (Explicit 
goal processing) than in Experiment 2 (Spontaneous goal processing). 
Separate 3 × 2 ANOVAs for each experiment confirmed the main effect 
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of Goal object location in Experiment 1, F(1,11) = 73.25, p < .001, ηp
2 =

0.869, but it was not as robust in Experiment 2, F(1,11) = 3.843, p =
.076, ηp

2 = 0.259. These analyses therefore confirm, at least for Experi-
ment 1, that our results are not driven by individual items but that they 
generalize from the sampled stimulus items to the large variety of goal 
statements and objects in other people’s everyday interactions with 
objects.

In an exploratory analysis suggested by a reviewer, we also investi-
gated a possible factor that should determine how strongly each goal 
statement evoked action expectations. If, as we hypothesize, our effects 
reflect action expectations derived from higher-order goal information, 
then such biases should be larger for statements that suggest a more 
immediate action (i.e., “I’ll jot this down”, “I’ll fix that creaky chair”, 
“I’ll hang up the painting”, “I need to cut it in half”) than for the eight 
other items for which the evoked action goal is perhaps more remote (e. 
g., “I am starving”, “That really needs tightening”). Indeed, when re- 
running the main ANOVA across participants of Experiment 1 and 2, 
split between both item types, it replicated all effects and additionally 
provided suggestive evidence for larger biases towards the inferred goal 
object for items that suggest more immediate action goals compared to 
more remote ones, F(1,106) = 2.98, p = .087. Moreover, in Experiment 1 
the induced biases were robust for both types of goal statement (im-
mediate goal statements, 4.3 pixels, t = 4.053, p < .001; remote goal 
statements, 3.1 pixels, t = 3.632, p = .005). For the spontaneously 
evoked action expectations in Experiment 2, they could only be robustly 
demonstrated for the immediate action items (2.0 pixels, t = 2.514, p =
.015) but not for those evoking more remote goals (1.0 pixels, t = 1.174, 
p = .128).

The findings of this exploratory analysis therefore add suggestive 
evidence that action expectations are more readily derived from higher- 
order goal statements that convey more immediate action goals. Please 
note however that robust behavioural designs like ours minimize, per 
definition, differences between participants or items (e.g., Hedge et al., 
2018; Parsons et al., 2019), so that any observed variability reflects to a 
large extent measurement noise instead of true between-item differ-
ences. Indeed, in split-half analyses with repeated random allocation of 
items to each half, average across-item reliability was low in both ex-
periments (average r ~ 0.30). Thus, while in line the idea that sponta-
neous action expectations are derived particularly for more immediate 
action goals, the results of this analysis must be taken with caution, 
before being replicated in a study that is designed to test for such 
between-item differences.

5. Discussion

In three preregistered experiments, we tested a central proposal of 
Bayesian/predictive processing accounts of action understanding and 
social perception (Bach & Schenke, 2017; Bach et al., 2014; Csibra and 
Gergely, 2007; Kilner et al., 2007): that observers test their prior hy-
potheses about an action’s higher-order goal by projecting it onto the 
behaviour that is actually observed. We showed participants videos of 
hands reaching towards two objects, each supporting different higher- 
order goals (e.g., a pen, a glass of coke). To probe their visuospatial 
representation of these actions, we asked them to report the hand’s last 
seen location after it had disappeared at an unexpected point along its 
way. We tested whether prior information about the agent’s higher- 
order goals – them saying that they would like to jot something down, 
drink something refreshing, for example – induces subtle predictive 
misperceptions of the action kinematics towards the object that matches 
the goal.

Experiments 1 and 2 revealed, as hypothesized, that participants’ 
visuospatial representation of the action kinematics was biased by 
higher-order goal information inferred from the actor’s stated mental 
state. Participants (mis-)reported the same hand disappearance points 
more rightwards when an object with which the agent’s higher-order 
goal could be achieved was on the right and more leftwards when it 

was on the left. The bias towards the expected action kinematics was 
present when participants passively heard the goal statements before the 
actions started (Experiment 2) but was substantially increased when 
they were explicitly instructed to identify, before action onset, which of 
the two objects would help the person achieve their goal (Experiment 1).

Importantly, the same biases were not induced (Experiment 3) when 
the statements referred to the same objects in the scene but now 
expressed higher-order goal states that the actor currently did not have 
(e.g., “I don’t need to jot this down.”), and participants had to identify, 
before the action began, which of the objects the agent did not want. One 
concern was that the observed biases in Experiment 1 and 2 could reflect 
the allocation of attention towards the objects mentioned in the sen-
tences, rather than their coding as action goals. In particular, Experi-
ment 1’s instruction to explicitly identify the object mentioned in the 
sentence could be expected to induce such an attentional shift. If so, then 
the same biases towards the objects should be observed in Experiment 3 
as well, where the statements referred to the same objects, and partici-
pants were similarly asked to identify the relevant (non-goal) objects 
before action onset. However, no such biases were observed, with their 
absence being confirmed by both equivalence testing (TOST) procedures 
and comparisons to Experiments 1 and 2, in line with prior work from 
psycholinguistics that negation should eliminate or reduce the higher- 
order goal representations that the positive sentences had otherwise 
evoked (Foroni & Semin, 2013; Tettamanti et al., 2008; Tomasino et al., 
2010; Zuanazzi et al., 2024). Moreover, additional analyses confirmed 
that key signatures of attentional processing, such as a reduced local-
isation variability and a heightened ability to distinguish hand disap-
pearance points closer to the relevant object, were absent in 
Experiments 1 and 2. Together, these findings therefore strongly tie the 
evoked biases specifically to a coding of the implied objects as (non-) 
action goals, instead of more unspecific (e.g., attentional) effects that 
emerge simply from identifying the objects implied by the actor’s 
statements.

The errors in participants’ perceptual reports we observe here pro-
vide the first evidence for a central tenet of Bayesian/predictive pro-
cessing accounts of action understanding (Bach & Schenke, 2017; Bach 
et al., 2014; Csibra and Gergely, 2007; Kilner et al., 2007). They support 
the proposal for a mechanism that tests higher-order inferences about an 
agent’s goals against their observed behaviour, thereby biasing it in the 
predicted direction. Prior work had shown that action observation is 
shaped by the observer’s expectations about how the actions will likely 
develop in the immediate future (Han, Gandolfo, & Peelen, 2024; 
Hudson, Bach, & Nicholson, 2018; Hudson, Nicholson, Ellis, & Bach, 
2016; McDonough et al., 2019; McDonough et al., 2020; Vandenberghe 
& Vannuscorps, 2023). However, in these studies, action expectations 
were always induced directly, by giving explicit cues about the forth-
coming action (e.g., that someone would “take” or “leave” an object, 
Hudson, Bach, & Nicholson, 2018) or by constraining which trajectories 
were more or less likely (McDonough et al., 2019; Vandenberghe & 
Vannuscorps, 2023). In contrast, ours is the first study to demonstrate 
that similar perceptual errors can be induced by higher-order informa-
tion about an actor’s goals. In Experiment 1 and 2, the actor’s statements 
never mentioned the relevant goal object directly, but only implicitly 
referred to it in terms of the actor’s distal action intentions, needs, or 
desires. The statements were therefore ambiguous about which action 
was likely to follow, unless these goals were integrated with the ob-
server’s knowledge of the available objects and goals they supported. 
The findings are therefore fully in line not only with the notion of a 
general shaping of perception through expectation, but with the more 
specific proposal that, during social perception, these expectations can 
emerge from a hierarchical translation of others’ inferred higher-order 
mental states into the specific lower-order behaviours through which 
they would be expressed in the current situation (Bach et al., 2014; Bach 
& Schenke, 2017; Csibra, 2008; Kilner et al., 2007). Indeed, when in 
Experiment 3 the actor’s statements mentioned the same intentions, 
needs, or desires towards one of the objects, but made clear that they 
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were not current mental states of the actor, then no such localisation 
errors were induced. This puts the results of Experiment 3 in line with 
prior research from psycholinguistics that negation reduces activation 
otherwise induced by a (goal) concept (Foroni & Semin, 2013; Giora 
et al., 2005; Liuzza et al., 2011; Tettamanti et al., 2008; Tomasino et al., 
2010; Vitale et al., 2022; Zuanazzi et al., 2024), and with prior research 
on similar action observation tasks as here that show that even atten-
tionally salient objects do not induce attractive biases if they are not 
action goals (Hudson, Nicholson, Simpson, et al., 2016; Hudson et al., 
2018; McDonough et al., 2020).

The current study provides new insights into core mechanisms that 
allow our knowledge of other people’s mental states – their thoughts, 
beliefs, and goals – to become perceptually instantiated, so that we can 
represent others’ behaviour in terms of the mental states that drive it (i. 
e., the intentional stance, Dennett, 1987). Bayesian/predictive pro-
cessing accounts of social perception (Bubic et al., 2010; Clark, 2013; 
Den Ouden et al., 2012; Friston & Kiebel, 2009; Markov & Kennedy, 
2013) argue that this attribution of meaning emerges from such a hi-
erarchical translation of (inferred) mental states into expected behav-
iours. By projecting these behaviour expectations onto what was 
actually observed, people can test whether the inferred mental states can 
explain what they see other people do. In such a way, even ambiguous 
behaviour of others could be abstracted away from its visually apparent 
kinematic features, and be represented in terms of the hidden mental 
states that explain it. Mismatching behaviours, in contrast, stand out and 
can prompt revisions of one’s mental state attributions until they pro-
vide a better fit (Bach & Schenke, 2017; Summerfield & Egner, 2009). 
Moreover, a predictively enriched representation of others’ actions can 
help resolve uncertainty during motion perception (e.g., during ob-
structions, etc.) and allows one’s own actions to be planned based on the 
other person’s future state rather than on the visuospatial information 
that is available right now (Nijhawan, 1994, 2002). It has been argued 
that such an anticipative planning of own behaviour in response to 
others’ predictive behaviour is what makes human social interactions so 
smooth, dynamic and effective (Sebanz et al., 2006; Sebanz & Knoblich, 
2009). Our findings support these accounts and show that the trans-
lation of mental states into action expectations can, at least for the 
higher-order intention statements studied here, occur spontaneously but 
is largely under cognitive control.

The increase in observed biases when goal statements were explicitly 
processed in Experiment 1, compared to Experiment 2, contrasts pre-
vious studies in which expectation-induced biases did not differ when 
the relevant cues were task irrelevant or had to be explicitly evaluated. 
Crucially, as mentioned above, these prior studies required no trans-
lation of higher-order goals into behaviours because the predictive cues 
always directly specified forthcoming actions, for example, when the 
agent explicitly stated that they would “take” or “leave” an object 
(Hudson, Bach, & Nicholson, 2018; Hudson, Nicholson, Ellis, & Bach, 
2016) or when they formed a hand shape that spatially matched one 
object but not the other (McDonough et al., 2020). This suggests that 
what limits such influences in Experiment 2 is not the perceptual testing 
of expectations against observed behaviours, but the prior translation of 
higher-order goals into lower-order action expectations. This conclusion 
dovetails with research on Theory of Mind, which also finds that lower- 
order associations between mental states and behaviour can drive 
judgments spontaneously (or even automatically), but that deriving 
precise action expectations from higher-order mental states requires 
cognitive resources (e.g., Schneider et al., 2012; Schneider et al., 2014). 
For this reason, research now proposes two separate systems for Theory 
of Mind, one that operates largely automatically based on simple heu-
ristics and associations, and one for more sophisticated mental state 
reasoning that requires cognitive resources (e.g., Apperly & Butterfill, 
2009; Butterfill & Apperly, 2013). In light of these considerations, it is 
interesting that a robust (but weaker) biasing effect of intention state-
ment was still observed in Experiment 2 even though action goals and 
resulting behaviours were task irrelevant. It suggests that the translation 

of goals into expected actions is efficient enough to occur spontaneously, 
even if not explicitly prompted, as long as cognitive resources are not 
otherwise taxed, and perhaps only when the statements suggest imme-
diate action goals (see item-based additional analyses). However, our 
results also suggest that such spontaneously formed action expectations 
are less precise and may therefore only affect perceptual judgments of 
more ambiguous actions.

In this respect, an interesting observation was that the spontaneously 
emerging biases in Experiment 2 specifically affected the ambiguous 
centre reaches, but not the left- and rightwards reaches that were clearly 
directed towards one of the two objects. Such a differential impact of 
expectation is consistent with the proposal that the integration of 
different sources of information when predicting an action’s next steps 
depends on the relative precision of the information source (Yon & Frith, 
2021). When one source provides highly reliable evidence – such as the 
observed kinematics clearly favouring one object – it allows prior ex-
pectations derived from another source – like the agent’s intention 
statements – to be challenged and revised, reducing their influence (e.g., 
Ainley et al., 2016; Summerfield & Egner, 2009; see Ambrosini et al., 
2015, for a similar finding in anticipative gaze behaviour). A clearly 
evident action target (e.g., seeing the hand reaching towards the 
hammer) may therefore have triggered a revision of the prior belief that 
the person seeks “something refreshing”, reducing its influence on 
perceptual judgments. To our knowledge, this finding would be the first 
demonstration of a dynamic revision of prior expectation during action 
observation. However, please note that while such an influence on 
ambiguous reaches was a priori hypothesized (and preregistered), it was 
not the core focus of our study, and our methodology was not optimised 
to draw robust conclusions from such a difference; the finding should 
therefore be considered tentative until confirmed by further work.

Future work now needs to determine at what level prior expectations 
are integrated with the visuospatial representation of the observed ac-
tion. For example, recent studies have shown that expectations about 
physical state changes (e.g., ice melting, Hafri et al., 2022) are subject to 
similar biases as the social behaviours here, with an assumed post- 
perceptual origin in short term memory or decision making. In 
contrast, research with the current paradigm has pointed to a more low- 
level perceptual locus. As we found here, the induced biases are unre-
lated to participants’ understanding of the hypotheses (Parrotta et al., 
2023) or indeed to their awareness of the manipulation itself (Currie 
et al., 2023). Moreover, they replicate with purely perceptual response 
modes without visuomotor biases and very short gaps (e.g., 250 ms) 
between stimulus disappearance and localisation (Hudson, Bach, & 
Nicholson, 2018; Hudson, McDonough, et al., 2018; Hudson, Nicholson, 
Ellis, & Bach, 2016; Hudson, Nicholson, Simpson, et al., 2016), and they 
can be disrupted by transcranial magnetic stimulation (TMS) of higher- 
order visual body representation cortex (e.g., Gandolfo & Downing, 
2019) or dynamic visual noise masks presented briefly after visual offset 
(Hudson, McDonough, et al., 2018). These findings link the biases to 
processes in iconic visual memory that underpins the conscious repre-
sentation of stimuli (Becker et al., 2000; for a full discussion, Öğmen & 
Herzog, 2016), instead of later post-perceptual influences. It should be 
noted of course that, in these prior studies, the action expectations were 
elicited by lower-level perceptual cues so that any biases could be 
induced without any top-down translation. It remains to be seen 
whether a similar penetration of perception may occur for predictive 
information that is not already perceptually represented.

A second important step for future research is to resolve how ob-
servers adjust their inferences when the observed behaviour mismatches 
expectations. In accounts of predictive social perception (Bach & 
Schenke, 2017; Kilner et al., 2007; Otten et al., 2017), observers project 
the inferred mental states onto others’ behaviour and revise these in-
ferences in case of a prediction error (Bubic et al., 2010; Clark, 2013; 
Den Ouden et al., 2012; Friston & Kiebel, 2009; Markov & Kennedy, 
2013). So far, research has mainly focussed on demonstrating the pro-
posed projection mechanism – in terms of predictive biases in perceptual 
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judgments like here, or changes to eye movements in other work (e.g., 
Ambrosini et al., 2015). Few studies have tested whether mismatching 
behaviour indeed leads to a revision of previously attributed action 
goals. As noted above, our finding that in Experiment 2 prior goal ex-
pectations did not reliably bias perceptual judgments when the action 
kinematics itself provided clear goal information may provide evidence 
for such a revision. Other evidence comes from studies testing the 
attribution of goals to actions directly. These studies have also shown 
that reliable kinematic information reduces the influence of prior ex-
pectations (Betti et al., 2022; Koul et al., 2019). Combining these mea-
sures of intention attribution with the current perceptual measures may 
therefore provide a promising testing bed to trace how intentions are 
first attributed to observed behaviour and then revised by conflicting 
evidence.

6. Conclusions

Our study supports the proposal that social perception reflects a top- 
down hypothesis testing process, in which people project their prior 
assumptions about other people’s goals against their actual behaviour. It 
provides evidence that people translate information about an agent’s 
higher-order goals into specific expectations for forthcoming body 
movements they will carry out to achieve these goals, and project them 
onto the sensory input they receive. The findings may have important 
implications for the study of social perception and action planning in 
social interactions and suggest further investigation into how mis-
perceptions in action observation may intersect with everyday experi-
ences. Moreover, they raise intriguing questions about whether these 
measurable perceptual biases may be altered in clinical populations 
(Hudson et al., 2012) or whether they change over a lifespan. Further-
more, identifying a perceptual bias associated to the ability to attribute 
mental states as causes of others’ actions provides a fruitful area for 
further work. The development of this task can then constitute a plat-
form to uncover the neuroscientific basis of perceptual representations 
of others’ mental states as drivers of their actions, as well as to explore 
other aspects of mentalizing and their impact on action perception (e.g., 
false beliefs, Wellman et al., 2001). Moreover, here we limited the study 
to actions involving hands reaching for specific objects, opening new 
avenues to explore whether the findings extend to other types of actions 
and human behaviour, such as facial expressions or body postures.
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