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A B S T R A C T

Background: It is unclear if certain post-stroke somatic symptoms load onto items of the Patient Health
Questionnaire-9 (PHQ-9), a self-report depression questionnaire. We investigated these concerns in a stroke
sample using factor analysis, benchmarked against a non-stroke comparison group.
Methods: The secondary dataset constituted 787 stroke and 12,016 non-stroke participants. A subsample of 1574
comparison participants was selected via propensity score matching. Dimensionality was assessed by comparing
fit statistics of one-factor, two-factor, and bi-factor models. Between-group differences in factor structure were
explored using measurement invariance.
Results: A two-factor model, consisting of somatic and cognitive-affective factors, showed better fit than the
unidimensional model (CFI = 0.984 versus CFI = 0.974, p < .001), but the high correlation between the factors
indicated unidimensionality (r = 0.866). Configural invariance between stroke and non-stroke was supported
(CFI = 0.983, RMSEA = 0.080), as were invariant thresholds (p = .092) and loadings (p = .103). Strong
invariance was violated (p < .001, ΔCFI = − 0.003), stemming from differences in the tiredness and appetite
intercepts. These differences resulted in a moderate overestimation of depression in stroke when using a summed
score approach, relative to the comparison sample (Cohen’s d = 0.434).
Conclusions: The findings suggest that the PHQ-9 measures a single factor in stroke. Because stroke patients may
report higher tiredness on item 4, caution is advisable when classifying patients as depressed if they are near the
cut-off and have significant post-stroke fatigue. Caution is also advised when comparing total scores between
stroke and other populations.
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1. Introduction

The Patient Health Questionnaire-9 (PHQ-9) is one of the most
widely used depression screening tools in stroke and has demonstrated
acceptable reliability, validity and classification accuracy in this popu-
lation [1–3]. Despite these advantages, concerns about the applicability
of the PHQ-9 in stroke remain [4]. Several items contained within the
PHQ-9, such as those relating to tiredness and concentration, may also
capture experiences caused by other common complications in stroke
recovery, such as post-stroke fatigue [5]. Even though there are often
associations between depression and, for example, post-stroke fatigue or
cognitive impairment, there is also evidence that these sequelae are
clinically distinct with significant variance not explained by depression
[6,7]. Thus, loading of this unshared variance could result in unintended
multidimensionality [8,9]. Multidimensionality, if not accounted for,
can obfuscate clinical interpretation of scores and add noise to optimal
cut-off estimations if there is a general pattern of score inflation due to
background physical comorbidity. This, in turn, could cause misclassi-
fication of individuals at increased risk of depression, potentially
impacting treatment received [10].

Two recent publications have provided partial support for the uni-
dimensionality of the PHQ-9 in stroke patients and robustness to
extraneous sequelae, with a preliminary indication that the PHQ-9 may
trend towards insufficient unidimensionality with increased time since
stroke [4,11]. However, measurement accuracy can be compromised in
more subtle ways, such as affecting item category thresholds or in-
tercepts [10]. Differences in these parameters between populations
could invalidate statistical comparisons. For example, unequal in-
tercepts between populations can bias depression estimates using the
traditional summed score approach, potentially increasing the likeli-
hood of type I and II errors [10].

It is therefore important that the dimensionality of the PHQ-9 in
stroke is further appraised and that the factor structure of the PHQ-9 in
stroke is compared with other populations to understand population-
level effects. We address the following aims in this study:

1) To assess the dimensionality of the PHQ-9 in a stroke population
2) To identify differences in factor structure that might be attributable

to stroke via measurement invariance comparison with a non-stroke
sample

3) To explore the significance of any non-invariance of item thresholds,
loadings, intercepts, or residual variances between groups

2. Methods

2.1. Design

We conducted a cross-sectional secondary data analysis. Partici-
pating studies were identified by contacting authors that contributed to
a previous individual participant meta-analysis [3]. Studies spanned
multiple nations and languages (Table 1).

2.2. Participants

Five stroke datasets were included [12–16], covering inpatient and
community settings. Individual stroke characteristic data, such as time
since stroke and type of stroke, were not available. General post-stroke
time points, where available, are provided in Table 1. The comparison
group was sampled from eight studies [17–24] and recruited from a
variety of settings. Most sampled the general population [19–21,24], but
three of the smaller samples were recruited from specific groups to
reflect a range of experiences and contexts [17,22,23]. A small sample of

Table 1
Demographic data, stratified by cluster.

Study n %
female

Age
(SD)

Country Language Population description/setting Mean
PHQ-9
(SD)

Approximate time since
stroke, in months

Stroke
De Man-Van Ginkel
(2012) 382 45.8

69.2
(14.5) Netherlands Dutch Acute stroke patients 6.6 (5.6) 0.3–2.6 (M: 1.58)

Prisnie (2016) 114 56.1
59.6
(15.5)

Canada English Outpatient community stroke 4.8 (5.2) 2.2–10.6 (M: 3.6)

Quinn
(unpublished)

135 47.7 68.4
(12.7)

UK English Inpatient acute stroke 6.7 (6.3 0–0.45

Simning (2018) 21 47.6 70.0
(6.5)

US English Older adults in public housing 4.7 (4.4) Unavailable

Thombs (2008) 144 16.7
69.7
(10.1) US English

People with Coronary Artery Disease in
the community 5.8 (5.6) Unavailable

Total 796 42.3
67.8
(13.9)

6.1 (5.6)

Non-stroke comparison samples

Kim (2017) 3071 56.6 38.8
(12.2)

South Korea Korean Randomly selected adults, via S. Korean
census

2.2 (2.2)

Liu (2015) 4182 55.0
44.7
(10.0) Canada English Working population 3.2 (4.0)

Janssen (2016) 3502 55.3
59.5
(8.6) Netherlands Dutch

Data from The Maastricht Study: a
population-based cohort study 2.7 (3.2)

Levin-Aspenson
(2018)

408 68.6 45.0
(13.4)

US English General population community-based
adults

6.5 (6.6)

Santos (2013) 447 57.3 43.8
(15.1)

Brazil Portuguese General population via random
household sampling

5.0 (5.1)

Simning (2012) 169 59.2
67.3
(6.6) US English Older adults in public housing 5.1 (4.3)

Volker (2016) 93 50.5
46.4
(10.9)

Netherlands Dutch
Employees on sickness leave in an
occupational health setting

8.5 (7.6)

Hobfoll (2011) 144 57.7 41.6
(15.2)

Israel Hebrew and
Arabic

Jewish and Palestinian residents of
Jerusalem exposed to war

5.9 (5.9)

Total 12,016 56.0 47.8
(13.5)

3.1 (4.0)
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people exposed to war was included because people with such experi-
ences are commonly underrepresented in research [25].

Exclusion and inclusion criteria are specified in the source studies.
We required that stroke source studies confirmed the presence of a non-
transient stroke. Comparison group studies were excluded if they
focused on any specific long-term health condition, though the existence
of such conditions among individual participants was permitted. Stroke
status was not recorded in most comparison group samples, meaning
stroke-free status could not be guaranteed; however, this was only
anticipated to make up a minority of cases based on published incident
rates [26].

2.3. Measure

Each PHQ-9 item corresponds to one of the nine DSM-IV depression
criteria [27] and is scored on a four-category scale, relating to the fre-
quency of the symptom experienced in the past two weeks. Items are
equally weighted, with a maximum total score of 27. An optimal cut-off
of ≥10 is generally suggested in the literature for stroke and the general
population [1,3].

2.4. Analysis

Propensity score matching was used to select a sample from the
comparison dataset that was more demographically aligned to the stroke
sample, using the MatchIt package in R [28]. The groups were matched
by age, sex, country, and PHQ-9 total score. PHQ-9 total score was
matched as an additional control for potential population differences.
Missing data were excluded listwise.

2.4.1. Assessment of dimensionality
Confirmatory Factor Analysis (CFA) was modelled in R using Lavaan

[29] and SEMTools [30]. A single-factor CFA model, representing gen-
eral depression, was evaluated alongside two variations of a two-factor
model and a bi-factor model. The two-factor models each consisted of a
somatic and cognitive-affective factor but differed by the respective
allocation of items seven, relating to trouble concentrating, and eight,
relating to feeling slowed down. There are disagreements in the litera-
ture about the optimal specification of these two items so both were
compared in our sample [8,9].

The bi-factor model consisted of a general factor and two specific
factors, cognitive-affective and somatic [31]. The factor location of
items seven and eight in the bifactor model was determined by exam-
ining which of the two-factor models had a superior fit. Bifactor models
can indicate dimensionality through comparisons of correlations of
bifactor global factor scores with one-factor model scores. If multidi-
mensionality were present, the global depression factor in the bifactor
model would lose significant variance to the specific uncorrelated fac-
tors because a large proportion of somatic item variance would not be
due to depression and thus load to the specific somatic factor instead of
the global depression factor. This would result in a comparatively weak
correlation between bifactor global and one-factor model scores.

Each CFA model was fitted using Diagonally Weighted Least Squares
(DWLS) estimation, which is suitable for ordinal data. Robust Root Mean
Square Error of Approximation (RMSEA; values of <0.08 interpreted as
acceptable fit) and Comparative Fit Index (CFI; >0.96 interpreted as
acceptable fit) statistics were used to evaluate model fit [32]. Fit sta-
tistics were compared to identify whether one or two latent factors best
described item responses in the stroke sample.

2.4.2. Measurement invariance
The stroke and comparison groups were assessed for measurement

invariance, using established procedures for ordinal measures, to eval-
uate possible differences in factor structure [33]. This involves
sequential equality testing of four parameters between groups: item
thresholds, loadings, intercepts, and residual variances [34]. If the

groups do not significantly differ in these parameters, the models are
considered to be invariant and scores therefore comparable [10].
Invariance of thresholds is henceforth referred to as ‘threshold invari-
ance’, invariance of loadings as ‘metric invariance’, invariance of item
intercepts as ‘scalar invariance’, and invariance of item residuals as ‘full
invariance’ [35]. In cases of non-invariance, a change in the direction of
poorer fit would be expected because the model specifies equivalences
that are not reflected in the data.

As per this methodology, a baseline multi-group CFA model, referred
to as a configural model, was fit. Progressive equality restraints were
sequentially applied and tested against the previous model. Changes to
fit after each stage are typically examined via two methods: a one-way
ANOVA significance test in chi-square fit statistics, using the Satorra
(2000) method [36], and by inspecting changes to the CFI and RMSEA.
However, caution is advised with interpreting changes to CFI and
RMSEA when using ordered data and DWLS estimation [37].

Chi-square difference tests are sample-size dependent and find sig-
nificant differences among small non-meaningful effects in large sam-
ples [34]. A pragmatic approach was, therefore, adopted; non-
significant changes to chi-square values were assumed to be robust in-
dicators of invariance, given the large samples. In cases where a sig-
nificant p-value of chi-square difference was observed, a detailed
exploration of invariance violation was explored to identify the mean-
ingfulness of the observed differences.

2.4.3. Sample size
A sample size of 300–500 for CFA modelling has demonstrated

robustness to low communalities and loadings, with a minimum of 200
[38]. Each stroke sample was insufficient in size to be modelled sepa-
rately, so these clusters were combined. The combined samples in each
group were therefore sufficient for robust parameter estimation. Sta-
tistically, accounting for clustering was impractical because of the
number of clusters, the small size of each cluster, and the limitations of
current software capabilities.

2.4.4. Ethics
This study was approved by the University of East Anglia Faculty of

Medicine and Health Research Ethics Committee on 11th August 2021
(approval number: 2020/21–046). Participation consent had been pro-
vided to primary authors.

3. Results

3.1. Data processing and matching

Eight cases of missing data were removed from the stroke sample and
five from the non-stroke sample before propensity matching, consti-
tuting 0.11 % of the original dataset. As suspected, substantial differ-
ences were found between stroke and non-stroke comparison samples in
sex, nationality, language, age, and PHQ-9 total score (Table 2). Pro-
pensity matching was, therefore, necessary to reduce these differences.
A 1:2 ratio sample was selected for analysis.

The final sample, after matching and removal of missing data, con-
sisted of 787 stroke and 1574 comparison participants. Demographic
details of the stroke group and propensity-matched comparison group,
including significance tests of demographic differences, are summarised
in Table 2. Compared with the pre-matched sample, the demographic
differences in the matched sample were substantially reduced for each
variable, with non-significant gender and PHQ-9 total score differences.
Significant differences remained for nationality, language, and age, with
medium-to-large effect sizes. Despite findings of significant differences
in nationality, most participants in both groups were from western
developed nations (94.9 % in non-stroke and 100 % in stroke) and may,
therefore, represent similar cultural backgrounds.

J.J. Blake et al. Journal of Psychosomatic Research 188 (2025) 111983 

3 



Table 2
Demographic overview of samples before and after matching.

Pre-matched Comparison Group
(n ¼ 12,011)

Stroke
(n ¼ 787)

Diff Test statistic p Effect statistic Effect size
descriptor

% Female 56.1 % 42.3 % 13.8 % 56.92 (Х2) <0.001 0.067 (ϕ) Negligible
Age 47.8 (SD 13.5) 67.8 (SD 13.9) − 20.1 − 40.26 (t) < 0.001 1.46 (d) Large
Country UK 0.0 % 16.0 % − 16.0 % 2669.64 (Х2) < 0.001 0.46 (V) Large

US 4.8 % 21.0 % − 16.2 %
Canada 34.8 % 14.5 % 20.3 %
Netherlands 29.9 % 48.5 % − 28.5 %
Brazil 3.7 % 0.0 % 3.7 %
Israel 1.2 % 0.0 % 1.2 %
South Korea 25.6 % 0.0 % 25.6 %
Total 100 % 100 %

Language English 39.6 % 51.5 % − 11.9 % 347.84 (Х2) < 0.001 0.17 (V) Small
Dutch 29.9 % 48.5 % − 28.5 %
Portuguese 3.7 % 0.0 % 3.7 %
Hebrew 0.6 % 0.0 % 0.6 %
Arabic 0.6 % 0.0 % 0.6 %
Korean 25.6 % 0.0 % 25.6 %
Total 100 % 100 %

PHQ-9 total 3.1 (4.0) 6.1 (5.6) − 3.0 − 14.9 (t) <0.001 0.62 (d) Medium

Matched Comparison Group
(n ¼ 1574)

Stroke
(n ¼ 787) Diff Test statistic p Effect statistic

Effect size
descriptor

% Female 41.4 % 42.3 % − 0.9 % 0.17 (Х2) 0.679 0.01 (ϕ) Non-significant
Age 61.8 (SD 11.3) 67.8 (SD 13.9) − 6.04 − 10.56 (t) < 0.001 0.48 (d) Medium
Country UK 0.0 % 16.0 % − 16.0 % 349.37 (Х2) < 0.001 0.39 (V) Medium

US 17.1 % 21.0 % − 3.9 %
Canada 30.3 % 14.5 % 15.8 %
Netherlands 47.5 % 48.5 % − 1.0 %
Brazil 2.8 % 0.0 % 2.8 %
Israel 1.2 % 0.0 % 1.2 %
South Korea 1.1 % 0.0 % 1.1 %
Total 100 % 100 %

Language English 47.4 % 51.5 % − 4.1 % 42.41 (Х2) < 0.001 0.13 (V) Small
Dutch 47.5 % 48.5 % − 1.0 %
Portuguese 2.8 % 0.0 % 2.8 %
Hebrew 0.7 % 0.0 % 0.7 %
Arabic 0.5 % 0.0 % 0.5 %
Korean 1.1 % 0.0 % 1.1 %
Total 100 % 100 %

PHQ-9 total 5.9 (6.0) 6.1 (5.6) 0.24 − 0.95 (t) 0.343 0.04 (d) Non-significant

Table 3
Specification and fit statistics of stroke CFA models.

Stroke group Comparison group

Model Factors Model specification
(numbers denote
items)

Model
parameters

X2 (df) Robust
CFI

Robust
RMSEA

Factor
correlation

X2 (df) Robust
CFI

Robust
RMSEA

Factor
correlation

One-
factor 1

All items onto a
single factor 36

129.04
(27) 0.974 0.069 –

355.9
(27) 0.982 0.088 –

Two-
factor
A

2
Cognitive/
affective: 1,2,6 9 37

88.61
(26) 0.984 0.055 0.866

212.1
(26) 0.990 0.067 0.910

Somatic: 3, 4, 5, 7,
8

Two-
factor
B

2
Cognitive/
affective: 1,2,6, 7,
8, 9

37 108.27
(26)

0.979 0.063 0.865 252.1
(26)

0.988 0.074 0.908

Somatic: 3, 4, 5

Bifactor 3 Global depression:
all items

45 39.36
(18)

0.995 0.039 Set to 0 121.8
(18)

0.994 0.061 Set to 0

Cognitive/
affective: 1,2,6 9
Somatic: 3, 4, 5, 7,
8
Factor variances are freely estimated. Correlations between
factors set to 0

X2= Chi-squared, df= degrees of freedom, CFI= Comparative Fit Index, RMSEA= Root Mean Square Error of Approximation. Item 1= little interest, item 2= down/
depressed/hopeless, item 3 = sleep problems, item 4 = tiredness, item 5 = appetite, item 6 = feeling bad about oneself, item 7 = trouble concentrating, item 8 =

moving slowly, and item 9 = suicidality.
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3.2. Dimensionality assessment

Fit statistics for each model are summarised in Table 3. All models
had sufficient fit to the data, based on CFI values >0.96 in both groups.
All stroke group models had a sufficient RMSEA fit of <0.08, but the
non-stroke one-factor model did not.

Of the two alternate forms of the two-factor model, the model that
specified problems with concentration and moving slowly in the somatic
factor, two-factor A, had a superior fit in both groups. This suggests that
the items measuring concentration and slowness covary more strongly
with the somatic items, relating to sleep, tiredness, and appetite. The
stroke two-factor A model had a superior fit to the stroke one-factor
model, X2 diff = 24.83, df diff = 1, p < .001. A high correlation (r =
0.865) was observed between factors in stroke, which is indicative of
unidimensionality.

To further assess dimensionality in the stroke group, global depres-
sion factor scores were calculated from the bifactor model and plotted
against latent depression scores from the one-factor model. The corre-
lation between latent depression scores was 0.99 in the stroke group,
indicating substantial shared variance in factor-derived scores and
practical unidimensionality.

3.3. Measurement invariance

Measurement invariance findings are summarised in Table 4. The
unidimensional configural model possessed sufficient fit (CFI > 0.96,
RMSEA= 0.080). The constraining of item thresholds and loadings to be
equal between groups did not significantly increase unstandardised chi-
square statistics and only marginally affected CFI and RMSEA values,
indicating equal thresholds and loadings. A significant reduction of
model fit was observed after the constraint of item intercepts, as indi-
cated by the p-value for the chi-square difference.

To identify the intercepts responsible for the violation of scalar
invariance, nine partially invariant CFA models were specified, with
item intercept constraints released one by one. The tiredness intercept
was substantially greater in the stroke group, with a relative difference
of 0.446, and the appetite intercept was significantly greater in the
matched comparison group, with a relative difference of 0.346. The
average absolute magnitude of intercept differences of the remaining
items was 0.07. These findings indicate that tiredness scores are higher
in the stroke group and appetite disruption scores are higher in the
comparison group when controlling for latent depression severity.

A partially invariant model, which estimated the intercepts of items 4
and 5 freely while maintaining constraints for the remaining items was
statistically compared to the constrained loadings model, with no sig-
nificant reduction in model fit observed, ΔX2 = 7.69, Δdf = 6, p = .262.
This finding confirms the responsibility of items 4 and 5 for failed scalar
invariance.

The intercept differences do not align with the original item scale
and are not inherently meaningful. To identify the significance of the
scalar invariance violation, the impact on depression estimates was
explored. We compared the between-group differences using the stan-
dard summed score approach with those based on model-derived scores
(see Table 5). The stroke and non-stroke groups did not significantly

differ when using the traditional summed score approach, a conse-
quence of the matching. However, model-implied depression scores
indicated significantly greater latent depression in the non-stroke group.
The effect size for the partially invariant model was 0.117 larger than for
the fully invariant model, which suggests that falsely assumed scalar
invariance results in moderate underestimation of between-groups
differences.

The effect size derived from the partially invariant model scores was
0.434 larger than observed when using the summed score method,
which is a difference that equates to a small-to-medium effect. Using the
pooled SD observed in our sample, this effect approximates to an
average difference of 2.3 points on the PHQ-9 total scale. Summed PHQ-
9 scores may, therefore, modestly overestimate depression severity in
patients with stroke.

4. Discussion

This study aimed to assess the dimensionality of the PHQ-9 in stroke
and to identify possible differences in factor structure to those in the
wider population. Despite the two-factor models demonstrating a better
fit than the one-factor model, we found evidence of unidimensionality in
stroke. This suggests that the PHQ-9 measures one unified construct of
depression without the problematic loading of extraneous sequelae. This
result builds on existing findings that the PHQ-9 possesses good psy-
chometric performance and robustness to violations of unidimension-
ality in stroke [1,4,11] and in the general population [39].

The two groups were invariant in thresholds and factor loadings.
This implies that the correlations of items with factors are broadly
equivalent between groups and that the thresholds in which patients
move to endorse a higher response category occur at approximately
equal points on the item’s latent continuum. Differences in intercepts
were, however, observed; specifically, a large positive intercept of
tiredness was observed in the stroke group and a large positive intercept
of appetite disruption in the comparison group. This indicates that
stroke patients are more likely to experience problems with tiredness,
and non-stroke participants problems with appetite, when latent
depression is held constant.

The violation of equal intercepts was clinically significant. A small-
to-medium between-groups difference in latent depression was
obscured by the inequalities in intercepts, where there was a net effect of
inflated PHQ-9 total scores in stroke. Despite similar summed total
scores between matched samples, latent depression estimates suggest
that the stroke sample was, on average, less depressed. This confounds
the between-group comparability of scores when using a summed score
approach and could result in type I and II errors in research. Such bias
from the tiredness item may have introduced noise and biased estimates
of optimal cut-offs in stroke, leading to an overdetection of individuals
at increased risk of depression in those with post-stroke fatigue and an
underdetection in those without post-stroke fatigue [1]. Indeed, the
potential bias of physical comorbidities and the effect on optimal cut-off
points has been demonstrated in patients with diabetes [18,40].

A strength of this study is that it is one of the first to compare the
factor structure of the PHQ-9 between stroke and non-stroke comparison
groups. We have provided additional confirmation of the general

Table 4
Unstandardised X2 fit statistics of multi-group CFA at each level of constraint.

Model X2 (df) CFI scaled RMSEA scaled ΔX2

(Δdf)
p ΔCFI ΔRMSEA

Configural model 268.6 (54) 0.983 0.080
Constrained thresholds 272.3 (63) 0.981 0.077 15.0 (9) 0.092 − 0.001 − 0.003
Constrained loadings 284.2 (71) 0.982 0.072 13.2 (8) 0.103 0.000 − 0.005
Constrained intercepts 403.8 (79) 0.979 0.074 57.8 (8) <0.001* − 0.003 0.001

X2 = Chi-squared, df = degrees of freedom, CFI = Comparative Fit Index, RMSEA = Root Mean Square Error of Approximation, Δ ¼ change in the associated fit
statistic, the p-value corresponds to the significance of the change of chi-square of model fit.
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robustness of the measure’s overall dimensionality to somatic stroke
sequelae [4,11].

Despite these strengths, several limitations were noted. First, it was
difficult to statistically account for nested data because Lavaan has
limited functionality for completing measurement invariance on nested
data. Unaccounted clustering can lead to biased parameter estimations
and standard errors because of the presence of item covariations within
clusters that are not accounted for by the latent variable [41]. Second,
the differences in demographics were too large for complete matching,
resulting in a 6-year average difference in age, plus differences in
country and language. Finally, a minority of the comparison sample may
have suffered strokes, which may have marginally increased sample
error and reduced the magnitude of observed differences.

Data on the amount of time elapsed since the index stroke event were
not available. Similarly, it was not possible to explore the impact of
community versus inpatient settings in the current study. As such, the
stroke participants were likely to show substantial variance in their
stage of stroke recovery. Time since the stroke event is important
because a recent publication has demonstrated weak invariance as a
factor of time since stroke [4] and because significant improvement in
physical functioning can be observed up to one-year post-stroke, as well
as cognitive decline because of emerging dementias [42].

The finding of unidimensionality suggests that clinicians can
continue using the PHQ-9 in stroke practice. Though causes of fatigue
cannot be easily separated for individual patients, clinicians should be
mindful that stroke patients may report higher baseline tiredness on
item 4 of the PHQ-9, and that those with significant post-stroke fatigue
may have inflated total scores compared to those who do not. Caution in
the interpretation of patients near the cut-off point is, therefore, advised
until future research clarifies this concern. Interestingly, Simon and Von
Korff (2006) found that somatic symptoms of depression, like fatigue,
respond no worse to depression treatment in patients with physical
health conditions compared to those without [43]. Researchers aiming
to compare scores between stroke and non-stroke should consider esti-
mating latent depression via modelling.

Several avenues for future research emerge from the current study. A
mixed two-factor approach to measurement invariance methodology,
whereby group-level and longitudinal-level measurement invariance are
simultaneously investigated would promote a greater understanding of
the longitudinal changes to factor structure associated with stroke re-
covery [4]. The causes of the differences in intercepts should be inves-
tigated in more detail. It is also important that measurement invariance,
diagnostic accuracy, and differences in optimal cut-off points are
assessed between people with post-stroke fatigue and those without,
because of concerns about the tiredness item.
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