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Vibrational coherences in ultrafast pump-probe (PP) and 2D electronic spectroscopy (2DES) provide insight
into the excited state dynamics of molecules. Femtosecond coherence spectra (FCS) and 2D beat maps yield
information about displacements of excited state surfaces for key vibrational modes. Half-broadband 2DES
(HB2DES) uses a PP configuration with a white light continuum probe to extend the detection range and
resolve vibrational coherences in the excited state absorption (ESA). However, interpretation of these spectra
is difficult as they are strongly dependent on the spectrum of the pump laser and the relative displacement of
the excited states along the vibrational coordinates. We demonstrate the impact of these convoluting factors
for a model based upon cresyl violet. Careful consideration of the position of the pump spectrum can be a
powerful tool in resolving the ESA coherences to gain insights into excited state displacements. The paper
also highlights the need for caution in considering the spectral window of the pulse when interpreting these
spectra.
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I. INTRODUCTION

Oscillatory features in ultrafast nonlinear spectra cor-
respond to electronic, vibrational or vibronic coher-
ences: coherently excited superpositions of states, called
wavepackets, which inform about the structure and
dynamics of molecules.1–3 Electronic coherences iden-
tify delocalised exciton states between coupled chro-
mophores and can be used to determine electronic cou-
pling strengths.4,5 Mixing with the vibrational modes of
the chromophores produces vibronic coherences, which
are of great interest as they may be linked to enhanced
rates of energy and electron transfer in photosynthetic
systems and photovoltaic materials.6–12 In the absence
of electronic coupling between chromophores, vibrational
coherences correspond to the creation of vibrational
wavepackets on the ground and excited electronic state
potential energy surfaces (PES), where the strength of
the vibrational coupling reveals the displacement of the
excited state minimum along each mode coordinate, with
respect to the ground state PES.13,14

In pump-probe spectroscopy (PP), the decay of vibra-
tional wavepackets created by interaction with the pump
pulse is detected by interaction with a probe pulse.15–17

Employing a spectrally broad white light continuum
probe extends the range of excited state absorption, pro-
viding greater structural information on higher electronic
excited states. These experiments are well understood
using the semiclassical wavepacket theory introduced by
Heller,18–20 with a strong dependence on the frequency
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and phase of the pump pulse. Chirped pulses can se-
lectively promote ground vs. excited state wavepackets,
highlighting the importance of properly characterising
the excitation pulse.21–24 Vibrational coherences in PP
are isolated as the residuals of a global fit over de-
lay time, removing non-oscillatory pathways. Fourier
transform of the residuals then produces a femtosecond
coherence spectrum (FCS), which reveals information
about PESs such as the amount of anharmonicity.25–27

These spectra have nodes indicative of ground vs. ex-
cited state wavepackets, understood via the wavepacket
formalism.28–32

2D electronic spectroscopy (2DES) involves the same
third-order light-matter interaction but provides greater
detail via time-ordering of the pump interactions to re-
solve the excitation (pump) axis.33 Fourier analysis of
the oscillatory coherences thus yields a 2D beat map
for each mode.34–38 These maps have been useful for
distinguishing between electronic, vibrational and vi-
bronic coherences,39–44 and are complementary to FCS.14

There has been significant development of 2DES in re-
cent years, where the pump-probe, partially collinear,
setup combines a white light continuum probe with
a narrower pump spectrum in half-broadband 2DES
(HB2DES).45,46 More readily available than full broad-
band, which has an extended range for both the pump
and probe spectra,47–50 HB2DES provides greater access
and resolution to vibrational coherences in the excited
state absorption (ESA) region, allowing access to new in-
formation about the displacement of higher excited states
via the excited state wavepacket. But 2D beat maps may
be misleading due to an intrinsic filtering of transitions
which removes peaks as a result of the finite width of the
pump spectrum,43,51 an effect which is exacerbated by
the involvement of multiple excited states, making ESA
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coherences challenging to resolve and interpret.52

Here, we demonstrate the subtlety of FCS and 2D beat
map analysis by exploring the effects of increasing Sn←S1
displacement and filtering due to the finite width of the
pump spectrum relative to the steady state absorption
band for a simple three state displaced harmonic oscilla-
tor (DHO) model based on the well-known dye molecule
cresyl violet. We note that cresyl violet is often used as a
molecule for benchmarking new ultrafast techniques.49,53

II. THEORY

We extend the DHO model to account for three elec-
tronic singlet states: the ground state S0, |g⟩, first excited
state S1, |e⟩, and a higher lying excited state Sn, |f⟩. The
diabatic system Hamiltonian is,

HS =
∑
i

|i⟩⟨i| ⊗ (Ei + hi), (1)

with electronic energies Ei and nuclear contributions,

hi = ℏω0

(
b†b+

1

2
− ∆ig√

2
(b† + b) +

1

2
(∆ig)

2

)
, (2)

where i = {g, e, f}. The three electronic states are cou-
pled to a single harmonic vibrational mode with fre-
quency ω0, which is assumed the same for all electronic
states, and has associated vibrational creation, b†, and
annihilation, b, operators. Coupling between the elec-
tronic and vibrational states results in displacement be-
tween the ground and excited state minima of ∆ig along

the dimensionless mode coordinate Q = (b + b†)/
√
2,

where ∆gg = 0.
The diabatic electronic dipole moment operator,

µ̂el = µ⃗eg(|e⟩⟨g|+ |g⟩⟨e|) + µ⃗fe(|f⟩⟨e|+ |e⟩⟨f |), (3)

accounts for allowed electronic transitions S1←S0 and
Sn←S1. For simplicity, the two transition dipole mo-
ments are assumed to be collinear and of equal mag-
nitude, µ⃗eg = µ⃗fe. The total dipole moment operator
µ̂ = µ̂el ⊗ Ivib where Ivib =

∑
ν |ν⟩⟨ν| is the identity op-

erator for the vibrational mode. All system operators
are transformed into the adiabatic basis via a unitary
transformation which corresponds to diagonalisation of
the system Hamiltonian.
The system interacts with an environment modelled

as an ensemble of harmonic oscillators separated into N
baths with overdamped spectral densities, approximated
with the Lorentz-Drude form,

J(ω) =
N∑

n=1

2ηn
ωΛn

ω2 + Λ2
n

, (4)

where ηn is the reorganisation energy (coupling strength)
of bath n and Λn is the dissipation rate associated

with an exponential return to equilibrium of the system-
bath correlation function. The inverse temperature,
β = (kBT )

−1, is assumed the same for all baths with
T = 298K.

To fully account for non-Markovian effects which de-
termine the spectral broadening, a hierarchy of equations
of motion is derived for the auxiliary density operators
(ADOs), ρj, as,

54,55

ρ̇j(t) = −

(
i

ℏ
L+

N∑
n=1

M∑
k=0

jnkνnk

)
ρj(t)

−i
N∑

n=1

M∑
k=0

B×
n ρj+nk

(t)

−i
N∑

n=1

M∑
k=0

jnk

(
cnkBnρj−nk

(t)− c∗nkρj−nk
(t)Bn

)
−

N∑
n=1

(
2ηn
ℏβΛn

− ηn cot

(
ℏβΛn

2

)

−
M∑
k=1

cnk
νnk

)
B×

n B×
n ρj(t), (5)

where Lρ = H ′×
S ρ = [H ′

S, ρ], with the renormalised sys-
tem Hamiltonian,56,57

H ′
S = HS +

N∑
n

ηnB
2
n. (6)

Each ADO is uniquely identified by the vector j, of
length 2(M + 1), with elements, jnk, where k = 0 cor-
responds to the primary Brownian oscillator mode for
bath n and k > 0 are Matsubara axes. The frequencies,
νnk; k = 0, 1, 2, ...,M , and the coefficients, cnk, are,

νn0 = Λn, (7)

νnk =
2πk

ℏβ
, (8)

cn0 = ηnΛn

(
cot

(
ℏβΛn

2

)
− i

)
, (9)

cnk =
4ηnΛn

ℏβ

(
νnk

ν2nk − Λ2
n

)
. (10)

The first term in eq. (5) corresponds to independent
propagation of the system and bath, whilst the terms
involving j± are responsible for the interaction between
them. The final double commutator term in eq. (5) is
a low-temperature correction which provides additional
stability.58

The reduced density operator of the system corre-
sponds to ρ0, with all jnk = 0, defined as a Boltzmann
distribution over the vibrational levels of the ground elec-
tronic state prior to a 2 ps equilibration period to achieve
correlated initial conditions.59,60
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FIG. 1. Interaction timeline for 2D electronic spectroscopy.

The hierarchy is terminated by enforcing the Marko-
vian limit as ξ, where ξ ≫ Λn, such that,

2(M + 1)π

ℏβ
> ξ, (11)

determines the number of Matsubara axes for each bath,
M , and

N∑
n=1

M∑
k=0

jnkνnk > ξ, (12)

limits the maximum value of jnk for each axis.54,55 The
equation of motion for terminating ADOs is thus as-
sumed to be Markovian, approximated as,

ρ̇j(t) ≃ −
i

ℏ
H ′×

S ρj(t). (13)

Here we employ N = 2 baths representing different
dissipation processes introduced by the vibrational mo-
tion of the solvent environment. The first bath, n = 1,
with the system-bath coupling operator,

B1 =
∑
i

|i⟩⟨i| ⊗Q, (14)

where i = {g, e, f}, accounts for vibrational relaxation
and dephasing for all electronic states, responsible for
the decay of vibrational wavepackets, but results in a
blueshift of the vibrational frequency of the system which
is corrected by adjusting the mode frequency in the sys-
tem Hamiltonian as ω0 = ω′

0 − η1.
61

The second bath, n = 2, with the diagonal coupling
operator,

B2 = (|e⟩⟨e|+ 2 |f⟩⟨f |)⊗ Ivib, (15)

introduces fluctuations in the electronic transition fre-
quencies responsible for electronic dephasing. The factor
of 2 ensures the dephasing rates of S1←S0 and Sn←S1
are the same.
2DES involves three system-field interactions, with the

first and second separated by the coherence time, τ , and
the second and third by the population time, T , produc-
ing a third order polarization which dephases over the
final time period, t > 0 (fig. 1).33

The system-field interaction Hamiltonian in the dipole
approximation is split into three portions,62,63

HSF(t) = −µ̂E(r, t) = −
3∑

m=1

Vm(t) + c.c., (16)

where c.c. is the complex conjugate and,

Vm(t) = µ̂χmE′
m(t− τm) exp(ikm · r− iωmt), (17)

with frequency ωm = 2πνm, wavevector km and elec-
tric field strength, χm. The field envelope, E′

m(t − τm),
centred at τm, is assumed to be Gaussian with FWHM
τp,

64,65

E′
m(t− τm) = exp

(
−4 ln 2(t− τm)2

τ2p

)
. (18)

The first two interactions, m = 1, 2, correspond to the
pump pulse, whilst m = 3 is the interaction with the
white light continuum probe pulse. Note that calculation
of the spatial phase can be simplified as km ·r = ωmτm.51

The full influence of the finite pump spectrum is in-
corporated using the equation-of-motion phase-matching
approach (EOM-PMA),66 which involves propagation of
seven auxiliaries via eq. (5) with different Liouvillian op-
erators which correspond to variations in the number and
order of pulse interactions:

L1ρ1(t) =
[
HS − V1(t)− V †

2 (t)− V †
3 (t), ρ1(t)

]
, (19)

L2ρ2(t) =
[
HS − V1(t)− V †

2 (t), ρ2(t)
]
, (20)

L3ρ3(t) =
[
HS − V1(t)− V †

3 (t), ρ3(t)
]
, (21)

L4ρ4(t) = [HS − V1(t), ρ4(t)] , (22)

L5ρ5(t) =
[
HS − V †

2 (t)− V †
3 (t), ρ5(t)

]
, (23)

L6ρ6(t) =
[
HS − V †

2 (t), ρ6(t)
]
, (24)

L7ρ7(t) =
[
HS − V †

3 (t), ρ7(t)
]
. (25)

Combination of these auxiliaries then isolates the third
order polarization produced by a single interaction with
each pulse in the phase-matched direction, ks,

62

P
(3)
ks

(τ, T, t) = Tr
(
µ̂(ρ1(t)− ρ2(t)− ρ3(t) + ρ4(t)

− ρ5(t) + ρ6(t) + ρ7(t))
)
+ c.c. (26)

where the complex conjugate term accounts for the com-
plementary set of Liouville pathways. Note that the num-
ber of auxiliaries can be reduced by enforcing the rotating
wave approximation,63,67 which is not used here.
The time ordering of the pump interactions yields ei-

ther the rephasing, kR = −k1+k2+k3, or nonrephasing,
kNR = k1 − k2 + k3, polarizations, which correspond to
τ > 0 or τ < 0, respectively, in a noncollinear geometry.33
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2D electronic spectra are obtained by Fourier transform
with respect to both τ and t,

SR(ωτ , T, ωt) =

∫ ∞

0

dt

∫ ∞

0

dτe−iωττeiωttiP
(3)
kR

(τ, T, t),

(27)

SNR(ωτ , T, ωt) =

∫ ∞

0

dt

∫ ∞

0

dτeiωττeiωttiP
(3)
kNR

(τ, T, t),

(28)
where the reversal in time ordering with respect to the
coherence time requires the opposite transform and the
sum of rephasing and nonrephasing yields the absorptive
spectrum, SA = Re(SR + SNR). 2D spectra then reveal
the correlation of the excitation axis, ωτ , from the pump
interactions with the detection axis, ωt, from interaction
with the probe for each waiting time, T .
PP spectra correspond to the same third order polar-

ization when the two pump interactions occur simulta-
neously, with k1 = k2 and τ = 0. Thus the polarization
in the phase-matched direction for PP is similarly calcu-
lated using the EOM-PMA as,62

P
(3)
PP (T, t) = Tr

(
µ̂ (ρ1(t)− ρ2(t)− ρ7(t))

)
+ c.c., (29)

in terms of the same set of auxiliaries defined in eqs. (19),
(20) and (25).
PP spectra are then obtained for each T via Fourier

transform with respect to the probe axis only,

SPP(T, ωt) = −Re
∫ ∞

0

dteiωttiP
(3)
PP (T, t), (30)

where the factor of −1 converts the sign convention from
2DES with ESA < 0 to PP with ESA > 0.

In the impulsive limit, in which the field envelope
E′

m(t − τm) = δ(t − τm), spectra are obtained directly
from the molecular response function.68 The steady state
absorption spectrum is calculated in the impulsive limit
as the Fourier transform of the first order molecular re-
sponse function,69,70

σA(ω) =

∫ ∞

0

dteiωtTrg (µ̂G(t, 0)[µ̂, ρj(−∞)]), (31)

where the trace is taken over the ground electronic state
of ρ0 only and G(t, 0) corresponds to propagation from
time 0 to t using the HEOM, eq. (5), after application
of the commutator to all equilibrated ADOs. Assuming
rapid vibrational relaxation, the steady state emission
spectrum for the DHO is then simply the mirror image
of the absorption spectrum reflected about ωeg = (Ee −
Eg)/ℏ.68

Similarly, distinguishing the raising (µ̂+) and lower-
ing (µ̂−) contributions to the dipole moment operator,

the rephasing, R
(3)
R , and nonrephasing, R

(3)
NR, third order

molecular response functions are given by,59

R
(3)
R (τ, T, t) = Tr

(
µ̂G(t+ T + τ, T + τ)

i

ℏ
µ̂×
+G(T + τ, τ)

i

ℏ
µ̂×
+G(τ, 0)

i

ℏ
µ̂×
−ρj(−∞)

)
, (32)

R
(3)
NR(τ, T, t) = Tr

(
µ̂G(t+ T + τ, T + τ)

i

ℏ
µ̂×
+G(T + τ, τ)

i

ℏ
µ̂×
−G(τ, 0)

i

ℏ
µ̂×
+ρj(−∞)

)
, (33)

and transformed into the rephasing and nonrephasing 2D
spectra via eq. (27) and (28), respectively, where P (3) =
R(3).
PP spectra in the impulsive limit are similarly obtained

from the third order molecular response function,71

R
(3)
PP(T, t) = Tr

(
µ̂G(t+ T, T )

i

ℏ
µ̂×
+G(T, 0)ρ̂(2)(0)

)
,

(34)

where ρ̂(2)(0) = ρ̂
(2)
R (0)+ρ̂

(2)
NR(0), which directly produces

the absorptive spectrum via summation of rephasing and
nonrephasing pathways for τ = 0,

ρ̂
(2)
R (0) = −µ̂×

+µ̂
×
−ρ̂j(−∞)/ℏ2, (35)

ρ̂
(2)
NR(0) = −µ̂

×
−µ̂

×
+ρ̂j(−∞)/ℏ2, (36)

respectively, and is transformed via eq. (30). Note that
the sum of rephasing and nonrephasing pathways, rather
than commutation with the total dipole moment oper-
ator, is required to avoid including two quantum (2Q)
pathways involving an |f⟩⟨g| coherence, which were not
an issue for the two electronic state system for which this
approach was previously described in ref. 71.
We base our model on the most intense Raman active

mode of the well-known dye molecule cresyl violet for
which ωeg/2πc = 16 260 cm−1, ωfe/2πc = 19 940 cm−1

and ω′
0/2πc = 585 cm−1.52 Impulsive stimulated Raman

spectroscopy has determined the S1←S0 displacement
for this mode to be ∆eg = 0.63.72 The diabatic system
Hamiltonian is constructed with 10 vibrational levels per
electronic state prior to diagonalization into the adiabatic
basis and truncation to 5 vibrational levels to reduce
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computation time. The dissipation rate of both baths is
set at Λ1 = Λ2 = 160 cm−1, which corresponds to a corre-
lation lifetime of Λ−1

n = τc ≈ 208 fs. Weak coupling to the
vibrational bath, η1/2πc = 40 cm−1, results in the slow,
homogeneous, decay of vibrational wavepackets such that
beatings survive beyond T = 1ps. Stronger coupling to
the electronic bath, η2/2πc = 300 cm−1, introduces sig-
nificant inhomogeneous broadening that overwhelms the
vibronic progression and induces a large Stokes shift ap-
proaching 2η2 with rapid spectral diffusion.55 For these
parameters, setting the Markovian limit to ξ = 10Λ1 pro-
duces a hierarchy with 355 ADOs.

III. RESULTS AND DISCUSSION

A schematic diagram for the PESs of the three-state
DHO model is shown in fig. 2(a). Fig. 2(b) shows PP
spectra calculated in the impulsive limit for a series of
Sn←S1 displacements in the range ∆fe = 0.2–1.8, nor-
malised to the intensity of the negative peak, which cor-
responds to ground state bleach (GSB) and stimulated
emission (SE) from S1 and is unchanged due to the fixed
∆eg = 0.63. Note that whilst our general model allows
for negative displacements, this range of ∆fe assumes
the equilibrium position increases for higher energy ex-
cited states and includes very large values of ∆fe > 1
to assess the trends over an extended range. Increasing
∆fe results in broadening of the ESA band associated
with an expanding vibrational progression as the excited
state (S1) wavepacket is projected vertically onto higher
vibrational levels of the Sn potential by the probe inter-
action.
Fig. 2(c) shows the corresponding FCS for increasing

∆fe, calculated as the Fourier transform of the PP resid-
uals after global fit along the population time, T .26,27

In the impulsive limit, FCS relate to beatings of the ex-
cited state (S1) wavepacket only (see later discussion of
fig. 5),29,73 where superposition of the vibrational wave-
functions with alternating even and odd parity results
in a node in both the lower frequency SE peak at the
S0←S1 emission frequency and at the Sn←S1 absorp-
tion frequency in the higher frequency ESA band.25,74

The asymmetry of the spectra either side of the node
for both the SE and ESA peaks reflects the excited
state displacements of the harmonic PESs.26 On increas-
ing ∆fe the ESA node blue shifts, following the blue
shift in the Sn←S1 absorption maximum in fig. 2(b).
When ∆fe < ∆eg the amplitude of the ESA band is
less than that of the SE band. When ∆fe ≈ ∆eg the
ESA and SE bands have roughly equal intensity. When
∆fe > ∆eg, the amplitude of the ESA band initially
exceeds that of the SE, until the expanding vibrational
progression broadens the ESA band sufficiently that the
maximum amplitude begins to decrease; seen at ∆fe > 1
in fig. 2(c). These observations would naturally be scaled
if µeg ̸= µfe, but are remarkable considering both the
SE and ESA bands correspond to probing of the same

S1 wavepacket. The relative excited state displacement
∆fe/∆eg therefore has important consequences for the
appearance of FCS spectra and can be used as a key
measure for the interpretation of ESA coherences.

Absorptive 2DES spectra, in the impulsive limit, with
the same ∆fe values as in fig. 2(b) are presented in fig.
3(a–e). Similarly to the PP spectra, these show a de-
crease in the intensity of the negative ESA band as it
broadens along the detection (probe, ν̃t) axis due to the
expanding vibrational progression. 2D beat maps are
calculated in an analogous way to FCS; as transforms
of the residuals following global fit along T . However
in the case of 2DES, separate transforms of the rephas-
ing and nonrephasing components distinguish coherence
pathways oscillating with positive and negative phase
into different beat maps at ν̃T = ±585 cm−1.35,51 These
beat maps do not feature the nodes observed in FCS
which are the result of phase cancellation because ab-
sorptive PP spectra are the result of the summation of
rephasing and nonrephasing coherence pathways.13 The
corresponding rephasing ν̃T = +585 cm−1 beat maps in
fig. 3(f–j) show the same expanding progression in the
ESA band along the detection axis from fig. 2(c). The
maximum amplitude of the ESA band also increases from
fig. 3(f)–(g)–(h) before decreasing from (h)–(i)–(j), as in
fig. 2(c) with increasing ∆fe, with the initial increase as
∆fe surpasses ∆eg and the subsequent decrease due to
the amplitude spread over the broader progression. How-
ever, unlike fig. 2(c), the maximum amplitude of the ESA
band never exceeds that of the lower detection frequency
band as rephasing positive is one of four beat maps for
the 585 cm−1 mode, the others being rephasing negative,
and non-rephasing positive and negative. Consequently,
only a fraction of the total pathways contribute to spec-
tra in fig 3(f–j) compared to the FCS. Nevertheless, the
significant change in intensity of the ESA coherences in
the beat maps on increasing ∆fe again highlights the im-
pact of the relative excited state displacement ∆fe/∆eg

in resolving ESA coherences, even in the impulsive limit.

A finite pump spectrum, as is typical in experiments,
will obscure coherences by excluding pathways that in-
volve transition frequencies beyond the limits of the laser
spectrum, in a phenomenon known as spectral filtering.51

To demonstrate this, we henceforth fix ∆fe = 0.6 and
show the impact of a series of different finite pump
spectra on the FCS and 2D beat maps. We consider
laser spectra that are red, centre and blue shifted, com-
pared to the S1←S0 transition of the molecule. The
pump pulse is modelled using a Gaussian with FWHM
of τp = 40 fs, equivalent to ν̃p = 736 cm−1, with
ω1,2 =16 000 cm−1, 16 500 cm−1 or 17 000 cm−1 corre-
sponding to a red shifted, centre or blue shifted spectrum
with respect to the steady state absorption spectrum, re-
spectively (fig. 4) and field strength χ1,2 = 1×107 Vm−1.
The weaker white light continuum probe pulse is repre-
sented by a Gaussian approaching the impulsive limit
with τp = 2 fs, centred at ω3 = 16 000 cm−1 with field
strength of χ3 = 1 × 105 Vm−1. The polarization vec-
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6

FIG. 2. (a) PESs for three-state DHO model. (b) Impulsive PP spectra at T = 2ps and (c) FCS at ν̃T = 585 cm−1 for
increasing ∆fe, normalised to ∆fe = 0.2.

FIG. 3. (a–e) Absorptive 2D spectra for T = 500 fs and (f–j) rephasing +585 cm−1 beat maps for increasing ∆fe, individually
normalised.
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7

FIG. 4. Pump (red, centre and blue shifted) and probe spec-
tra relative to the steady state absorption, σA, and fluores-
cence, σF , spectra.

tors of the pulses are assumed parallel to the electronic
transition dipole moments of the system.

Fig. 5(a) shows FCS calculated in the impulsive limit
(purple) vs. the red, centre and blue shifted finite pump
spectra. The solid (dashed) line corresponds to the
steady state absorption (fluorescence) maximum identi-
fied by the solid (dashed) arrow in the PES in fig. 5(b).
The shifting pump spectrum causes the intensity and
lineshape of the lower detection frequency (ν̃t) GSB+SE
peak to vary significantly, whilst the ESA lineshape and
node remain unchanged, determined by ∆fe as discussed
above. The changing lineshape and node position in the
GSB+SE is explained by evolution of the ground (S0) vs.
excited (S1) state wavepackets within the time frame of
the interactions.14,74,75 In the impulsive limit, the two in-
stantaneous pump interactions simultaneously excite and
return a ground state population to its equilibrium po-
sition. Consequently there is no time to produce an os-
cillatory ground state wavepacket that contributes GSB
coherence pathways to the FCS.73,76,77 The impulsive
limit FCS thus shows SE only from the excited state
wavepacket. This results in a node which corresponds
to the minimum of the S1 potential (i.e. the maximum
of the steady state emission spectrum) identified by the
dashed line/arrow in fig. 5. However, for non-impulsive
pump spectra the finite duration of the two pump interac-
tions allows the excited wavepacket to gain momentum in
the excited state potential prior to projection back down
to the ground state.20,21 Upon returning to the ground
state, the wavepacket is displaced from equilibrium and
oscillates on the S0 potential, contributing GSB coher-
ence pathways to the FCS.73,78 The turning points of the
ground and excited state wavepackets are indicated by
the double-headed arrows on the PES in fig. 5(b), with
colours corresponding to the associated pump spectrum.
Excited state wavepackets traverse the entire width of the
S1 harmonic potential, whilst ground state wavepackets
oscillate about the ground state minimum, limited by
the momentum gained in returning from the S1 surface
during the finite pump interaction.19,21,76 The lengths of

these arrows qualitatively indicate the amplitude of the
wavepacket oscillations and the relative intensity of the
GSB vs. SE contributions to the FCS.

In the case of the centre pump spectrum (green), the
GSB amplitude is increased, relative to the impulsive
limit case (purple), by the finite pump duration. Weaken-
ing of the node at the fluorescence maximum is accompa-
nied by emergence of a third peak at ca. ν̃t = 17 000 cm−1

in the FCS in fig. 5(a) which shows contributions from
both GSB and SE, where SE is greater. On blue shifting
the pump spectrum, population is projected further up
the S1 potential, increasing the amplitude of the excited
state wavepacket whilst decreasing that of the ground
state, such that the blue FCS is almost entirely SE, with
the small GSB contribution resulting in a blue shift of
the node towards the steady state absorption maximum.
Conversely, on red shifting the pump spectrum, popu-
lation is projected further down the S1 potential, de-
creasing the amplitude of the excited state wavepacket
whilst increasing that of the ground state such that GSB
dominates the red FCS, with the node at the steady
state absorption maximum (solid line/arrow). Further-
more, when SE dominates (purple/blue), the intensities
of the ESA and SE bands are similar due to the choice of
∆eg ≈ ∆fe, as discussed above. Consequently, domina-
tion of the GSB for the red pump spectrum significantly
reduces the relative intensity of the ESA in the red FCS.

Similar effects are also understood by considering the
associated 2D beat maps, which spread the FCS over the
excitation axis and separate the rephasing/nonrephasing
positive/negative frequency pathways. 2D spectra were
calculated in steps of 20 fs up to T = 1ps. In an approach
analogous to those used in experiments, non-oscillatory
population pathways were removed via global fit along
the population time, T , which required two exponential
decay components, one fast (ca. 50 fs) and one slow
(> 1 ns), as well as trimming of the first T = 100 fs
to remove distortion at early times due to the coher-
ent artefact. Separate Fourier transform of the rephas-
ing and nonrephasing residuals then produces vibrational
beat maps which distinguish positively, ∝ exp (+iω0T ),
and negatively, ∝ exp (−iω0T ), oscillating coherence
pathways.43,51 Analysis of the Liouville pathways for the
three state DHO system enables creation of a location key
diagram for the assignment of each beat map, where the
coherence pathways are labelled using colour-coded sym-
bols. GSB pathways are identified by triangles, SE path-
ways by squares and ESA pathways by diamonds. Posi-
tive (negative) coherence pathways starting from |g0⟩⟨g0|
are coloured blue (red), whilst pathways starting from
|g1⟩⟨g1| are coloured green (purple); as per table S1.
Double-sided Feynman diagrams for all the labelled path-
ways are presented in the SI.

Fig. 6(a) shows the +585 cm−1 rephasing beat map
in the impulsive limit. Unlike in PP, separation of the
two pump interactions and resolution of the excitation
axis in 2DES allows GSB coherence pathways such that
there is a lower detection frequency GSB+SE peak and
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FIG. 5. (a) FCS in the impulsive limit compared with FCS using the blue, centre and red shifted pump spectra shown in fig. 4
for ∆fe = 0.6. The solid (dashed) black line corresponds to the absorption (emission) maximum identified by the arrow on the
PES in (b).

higher detection frequency ESA peak. The location of
these peaks is explained by the corresponding location
key diagram in fig. 6(b). This identifies the location on
the 2D map of all the contributing Liouville pathways
for pump frequencies in the range ωeg − ω0 to ωeg + 2ω0

and probe frequencies in the range ωeg ± 2ω0. Note that
all pathways do not contribute equally as their intensities
are weighted by the Franck-Condon factors involved, and
as spectral broadening applies to each pathway, the peak
maxima generally appear between the pathway locations.

The positive rephasing beat map for the blue shifted
pump pulse, fig. 6(d) with the aligned pump spectrum in
fig. 6(c), has a GSB+SE peak which is significantly nar-
rower in the excitation axis (ν̃τ ) caused by exclusion of
GSB pathways excited at the S1←S0 transition frequency
ωeg. The blue shifted pump now concentrates intensity
for pathways with excitation frequencies of ωeg +ω0 and
ωeg + 2ω0 such that the GSB+SE peak maximum ap-
pears between these frequencies in line with the ESA
peak maximum. Conversely, the centre pump spectrum
in fig. 6(f) excludes pathways at the higher excitation
frequency of ωeg + 2ω0, producing a beat map with a
GSB+SE peak in fig. 6(g) of a similar size to fig. 6(d) but
now red shifted along the excitation axis. The ESA peak
in fig. 6(g) has also reduced in size due to this spectral
filtering. The alignment of the GSB+SE peak in fig. 6(g)
with the squares along ωeg + ω0 in fig. 6(h) clearly indi-
cates that SE dominates, as is the case for the equivalent
FCS in fig. 5. Finally, the red shifted pump spectrum,
fig. 6(i), results in further narrowing and red shifting of
the GSB+SE peak, fig. 6(j), where the position of peak
maximum and absence of ESA peak shows the dominance
of the GSB pathways from the ground state wavepacket,

as seen in the FCS of fig. 5.

The negative rephasing beat map in the impulsive
limit, fig. 7(a), also has two broad peaks, with a higher
detection frequency peak corresponding to ESA path-
ways but a lower detection frequency peak corresponding
to SE pathways only, as labelled in fig. 7(b). As for the
positive beat maps, the broadening of these peaks with
respect to the excitation axis (ν̃τ ) is significantly reduced
for the finite, blue shifted pump spectrum in fig. 7(d), but
with negligible change in peak maximum, whilst the cen-
tre pump spectrum results in a red shift of SE and ESA
peaks in the excitation axis such that both are centred
at the S1←S0 transition frequency ωeg in fig. 7(g). The
SE peak maximum for the negative rephasing beat map
with the red shifted pump spectrum in fig. 7(j) appears
below the S1←S0 transition frequency in the excitation
axis, resulting from Liouville pathways starting from the
hot vibrational state |g1⟩⟨g1|, indicated by the purple
pathways in fig. 7(k). The weak but visible ESA peak
in fig. 7(j) also appears below the S1←S0 transition fre-
quency in the excitation axis showing the domination of
these hot band pathways for the red shifted pump spec-
trum. However, the equivalent hot band pathways for the
rephasing positive beat map, labelled in green in fig. 6(k),
are a vibrational quantum higher in the excitation axis
and contribute much less when excited by the red shifted
pump spectrum in fig. 6(i). Note that these hot band
pathways also contribute to the impulsive spectra but
are obscured by the intensity of pathways starting from
the ground vibrational level which has a much larger pop-
ulation at 298K. The prominence of hot band pathways
is therefore achieved by the filtering of the red shifted
pump spectrum.
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FIG. 6. (a, d, g, j) Rephasing +585 cm−1 beat maps and (b, e, h, k) corresponding location key diagrams for the impulsive
limit, blue shifted, centre and red shifted pump spectra, respectively. (c) Blue shifted, (f) centre and (i) red shifted pump
spectra (shaded) overlaid with the steady state absorption spectrum (red line).

Similar trends are observed for the nonrephasing 2D
beat maps included in the SI. The nonrephasing beat
maps again demonstrate spectral filtering as a narrowing
and shifting of the peaks in the excitation axis compared
with the impulsive spectrum, as well as the appearance
of hot band pathways starting from |g1⟩⟨g1| in the pos-
itive nonrephasing beat map for the red shifted pump
spectrum in fig. S1(j). Therefore the selectivity of the
excited vs. ground state wavepacket observed in the FCS
of fig. 5 on shifting the location of the pump spectrum
relative to the steady state absorption is also observed in
the 2D beat maps, where the transition from dominance
of SE for a blue shifted pump to GSB for a red shifted
pump is emphasised by the red shift in the peak along
the excitation axis of the beat map.

IV. CONCLUSIONS

The impacts of the displacement of the electronic ex-
cited states relative to each other and the spectral win-
dow of the pump pulse in HB2DES have been explored
using a comprehensive model based upon cresyl violet,
which fully accounts for the finite pump spectrum and
the solvent environment. Impulsive limit PP has shown
that increasing ∆fe for a fixed ∆eg results in an increase
in ESA amplitude in FCS which exceeds that of GSB+SE
when ∆fe > ∆eg, but is limited by the broadening vi-
bronic progression. A similar progression is observed for
2D beat maps in the impulsive limit. As shown experi-
mentally in ref. 52, this highlights that resolution of ESA
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FIG. 7. (a, d, g, j) Rephasing −585 cm−1 beat maps and (b, e, h, k) corresponding location key diagrams for the impulsive
limit, blue shifted, centre and red shifted pump spectra, respectively. (c) Blue shifted, (f) centre and (i) red shifted pump
spectra (shaded) overlaid with the steady state absorption spectrum (red line).

coherences in 2D beat maps is determined by the rela-
tive excited state displacement ∆fe/∆eg rather than the
value of ∆fe alone. FCS calculated with a finite width
pump spectrum then demonstrated the expected trend
that when the pump is blue shifted with respect to the
steady state absorption spectrum, the FCS is dominated
by SE, reflecting the larger amplitude oscillations of the
S1 wavepacket, whereas when the pump is red shifted, the
FCS is dominated by GSB, corresponding to larger am-
plitude oscillations of the S0 wavepacket. This transfer
of the dominant contribution from SE to GSB upon red
shifting the pump spectrum across the absorption band
is also observed in 2D beat maps, where it is additionally
resolved in the red shift of peaks along the excitation axis.
Moreover, the increase in GSB intensity on red shifting

the pump spectrum obscures ESA coherences and ampli-
fies the contribution of pathways initially in vibrational
hot states, even for the 585 cm−1 mode of cresyl violet
at room temperature. Therefore even small shifts in the
pump spectrum of a few hundred wavenumbers have a
significant impact on FCS and 2D beat maps, presenting
an opportunity to tune the intensity of ESA coherences
via control of the pump spectrum. The relative displace-
ments of multiple excited states revealed by ESA coher-
ences in HB2DES are potentially very valuable in pho-
tophysics and photochemistry and will be increasingly
accessible with the development of new ultrabroadband
methods, providing modern tools for the investigation of
coherences in chemical systems.
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SUPPORTING INFORMATION

Supporting information includes the nonrephasing 2D
beat maps and all double-sided Feynman diagrams.
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